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Foreword

The Symposium on Theoretical Aspects of Computer Science (STACS) conference series is an international forum for original research on theoretical aspects of computer science. Typical areas are (cited from the call for papers for this year’s conference): algorithms and data structures, including: parallel, distributed, approximation, and randomized algorithms, computational geometry, cryptography, algorithmic learning theory, analysis of algorithms; automata and formal languages; computational complexity, parameterized complexity, randomness in computation; logic in computer science, including: semantics, specification and verification, rewriting and deduction; current challenges, for example: natural computing, quantum computing, mobile and net computing.


The interest in STACS has remained at a high level over the past years. The STACS 2016 call for papers led to 205 submissions with authors from 44 countries. Each paper was assigned to three program committee members who, at their discretion, asked external reviewers for reports. The committee selected 54 papers during a three-week electronic meeting held in November/December. For the second time within the STACS conference series, there was also a rebuttal period during which authors could submit remarks to the PC concerning the reviews of their papers. As co-chairs of the program committee, we would like to sincerely thank all its members and the many external referees for their valuable work. In particular, there were intense and interesting discussions. The overall very high quality of the submissions made the selection a difficult task.

This year, the conference includes a tutorial. We would like to express our thanks to the speaker Jarkko Kari for this tutorial, as well as to the invited speakers, Jérôme Leroux, Carsten Lutz, and Virginia Vassilevska Williams. Special thanks also go to Andrei Voronkov for his EasyChair software (http://www.easychair.org). Moreover, we would like to warmly thank Isabelle Renard and Fabienne Le Bihan for continuous help throughout the conference organization.

We would also like to thank Marc Herbstritt from the Dagstuhl/LIPIcs team for assisting us in the publication process and the final production of the proceedings. These proceedings contain extended abstracts of the accepted contributions and abstracts of the invited talks and the tutorials. The authors retain their rights and make their work available under a Creative Commons license. The proceedings are published electronically by Schloss Dagstuhl – Leibniz-Center for Informatics within their LIPIcs series.

STACS 2016 has received funds and help from the University of Orléans, the Région Centre-Val de Loire, the Département du Loiret, the Mairie d’Orléans, the CNRS, the lab LIP at the École Normale Supérieure de Lyon and the lab LIFO at the University of Orléans. We thank them for their support!

Orléans and Hannover, February 2016

Nicolas Ollinger and Heribert Vollmer
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Abstract

Vector addition systems, or equivalently Petri nets, are one of the most popular formal models for the representation and the analysis of parallel processes. Many problems for vector addition systems are known to be decidable thanks to the theory of well-structured transition systems. Indeed, vector addition systems with configurations equipped with the classical point-wise ordering are well-structured transition systems. Based on this observation, problems like coverability or termination can be proven decidable.

However, the theory of well-structured transition systems does not explain the decidability of the reachability problem. In this presentation, we show that runs of vector addition systems can also be equipped with a well quasi-order. This observation provides a unified understanding of the data structures involved in solving many problems for vector addition systems, including the central reachability problem.
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1 Introduction

Vector Addition Systems and Well-Structured Transition Systems. Vector addition systems with states (VASS), or equivalently Petri nets, find a wide range of applications in the modelling of concurrent, chemical, biological, or business processes. They are defined as tuples \(V = (Q, d, T)\) where \(Q\) is a finite set of states, \(d\) is a dimension in \(\mathbb{N}\), and \(T\) is a finite set of transitions in \(Q \times \mathbb{Z}^d \times Q\) (Figure 1 displays an example). A VASS gives rise to an infinite transition system over the set of configurations \(\text{Confs} \overset{\text{def}}{=} Q \times \mathbb{N}^d\) by allowing a step \((q, u) \xrightarrow{t} (q', u + a)\) for all \(u \in \mathbb{N}^d\) and \(t = (q, a, q') \in T\) such that \(u + a \geq 0\). Many problems are decidable for VASS, notably

- reachability: given \(V\) and two configurations \(c\) and \(c'\) in \(\text{Confs}\), can \(c\) reach \(c'\) in a finite number of steps, noted \(c \xrightarrow{*} c'\)?
- coverability: given the same inputs, does there exist \(c'' \sqsupseteq c'\) such that \(c \xrightarrow{*} c''\)? Here we use the product ordering, i.e. we require \(c' = (q, u')\) and \(c'' = (q, u'')\) where \(u'(i) \geq u''(i)\) for all \(1 \leq i \leq d\).

These two decision problems form the algorithmic core of many decidability results – spanning from the verification of asynchronous programs [20] to the decidability of data logics [4, 12, 8] (see the references in [48] for more applications).

Vector addition systems are an instance of a more general class of systems with good algorithmic properties called (strict) well-structured transition systems (WSTS), and as
Figure 1 A 3-dimensional VASS (from [48]).

A result several problems are decidable using generic algorithms, including coverability, termination, and boundedness [1, 19]. These algorithms all rely on the existence of a \textit{well-quasi-order} (wqo) on the set of configurations – here the product ordering \(\sqsubseteq\) over \(\text{Confs}\) –, which is ‘compatible’ with the transition relation defined by the system at hand.

**Ideals and Complete WSTS.** The theory of WSTS alone does however not account for the decidability of several other problems on VASS, like \textit{place boundedness}, which asks whether the reachable valuations of an input subset \(K \subseteq \{1, \ldots, d\}\) of the components are bounded. The classical algorithm for this last problem relies instead on the fact that the set of configurations that might be covered starting from some initial configuration \(c\), i.e. the \textit{cover} (also called the \textit{coverability set})

\[
\text{Cover}(c) \overset{\text{def}}{=} \{(q, u) \in \text{Confs} \mid \exists u' \geq u . c \rightarrow^* (q, u')\} = \downarrow\{c' \in \text{Confs} \mid c \rightarrow^* c'\}
\]

(1)
is downwards-closed and computable thanks to a \textit{coverability tree} construction first defined by Karp and Miller [28]. The construction proceeds forwards from \(c\) and explores the tree of reachable configurations, but employs \textit{acceleration} to ensure finiteness (see Section 3 for details). Due to acceleration, the nodes of this tree are labelled by ‘extended configurations’ in \(Q \times (\mathbb{N} \cup \{\omega\})^d\), where an \(\omega\) value reflects a component that might become arbitrarily large in reachable configurations; the cover is then exactly the union of the downward closures \(\downarrow\cdot\) when \(c\) ranges over the labels in the tree.

The ingredients required to carry out such a construction in general have been identified by Finkel and Goubault-Larrecq [17, 18] with \textit{complete} WSTS. This framework relies on the existence of

1. an acceleration procedure along finite traces of the system, and of
2. some means to finitely represent downwards-closed sets of configurations. Finkel and Goubault-Larrecq advocate for this the use of \textit{ideals}, which provide canonical finite decompositions for downwards-closed subsets of a wqo (see Section 2). Finkel and Goubault-Larrecq also provide a range of effective representations for ideals; for instance, the ideals of \((\text{Confs}, \sqsubseteq)\) are exactly the sets \(\downarrow c\) for \(c \in Q \times (\mathbb{N} \cup \{\omega\})^d\) employed in Karp and Miller’s construction.

Based on these two ingredients, the framework of Finkel and Goubault-Larrecq provides a generic procedure to compute a finite representation of the cover – without any general guarantee of termination: the cover is not always computable, e.g. for VASS extended with \textit{transfer} operations (which are also strict WSTS) the place boundedness problem is undecidable [15].

**The Reachability Problem.** The decidability of the reachability problem for VASS is a famous result, first proven by Mayr [40] in 1981 after years of attempts and partial solutions, notably by Sacerdote and Tenney [46]. Mayr’s algorithm and proof have since been clarified
and refined by Kosaraju [29] and Lambert [30]; we call the resulting algorithm the KLMST algorithm after its inventors. Put succinctly, this algorithm performs successive refinements on a finite set of structures (called respectively ‘regular constraint graphs’ by Mayr, ‘generalised VASS’ by Kosaraju, and ‘marked graph-transition sequences’ by Lambert), until a condition is fulfilled (called respectively ‘consistent marking’, ‘θ condition’, and ‘perfectness’); at this point the algorithm terminates and can answer whether reachability holds depending on whether the resulting set is empty.

These results have at first sight little to do with WSTS, for which reachability is often undecidable (the case of transfer VASS is again an example). Nevertheless, a recent insight into the algorithm of Mayr, Kosaraju, and Lambert is that they compute an ideal decomposition for the set of runs from source to target configuration. More precisely, we show in [37] that the data structures manipulated in the KLMST algorithm are representations for run ideals, and that the result of the computation is exactly the ideal decomposition of the downward-closure of the set of runs (see Section 4).

Overview of the Talk. To sum up, ideals provide the data structures involved in both

- Karp and Miller’s coverability tree algorithm, which computes the ideal decomposition of the cover using configuration ideals (Section 3), and
- the KLMST algorithm, which computes the ideal decomposition of the downward-closure of the set of runs using run ideals (Section 4).

The purpose of this talk is to present wqo ideals (Section 2) and overview their algorithmic applications through the coverability and KLMST procedures. We believe that the ideal point of view on those two classical algorithms could guide the principled development of algorithms for VASS extensions and other WSTS – in particular when the decidability status of the reachability problem is open, as for unordered data Petri nets [32], branching VASS (e.g. [47]), and pushdown VASS [31, 38]. We shall only provide the basic definitions and main statements here, but we provide pointers to the relevant literature for the interested reader.

2 Ideals for Well-Quasi-Orders

Quasi-Orders. A quasi-order (qo) \((X, \leq_X)\) combines a support set \(X\) with a transitive reflexive relation \(\leq_X \subseteq X \times X\). Given a set \(S\), its downward-closure is \(\downarrow S \overset{\text{def}}{=} \{x \in X \mid \exists s \in S. x \leq_X s\}\); when \(S\) is a singleton \(\{s\}\) we write more simply \(\downarrow s\). A set \(D \subseteq X\) is downwards-closed (also called initial) if \(\downarrow D = D\).

Well-Quasi-Orders. A well-quasi-order (wqo) [23] is a qo with the descending chain property: all the chains \(D_0 \supseteq D_1 \supseteq \cdots\) of downwards-closed subsets \(D_j \subseteq X\) are finite. Equivalently, it has the finite basis property: any subset \(S \subseteq X\) has a finite number of minimal elements. For instance,

finite sets: any finite set \(\Sigma\) equipped with equality forms a wqo \((\Sigma, =)\): its downwards-closed subsets are singletons \(\{x\}\) for \(x \in \Sigma\), and its chains are of length one;

natural numbers: the set of natural numbers \((\mathbb{N}, \leq)\) is a wqo: its downwards-closed subsets are either \(\mathbb{N}\) itself or of the form \(\downarrow n\) for \(n \in \mathbb{N}\), and any chain \((\mathbb{N} \supseteq) \downarrow n_0 \supseteq \downarrow n_1 \supseteq \cdots\) corresponds to a decreasing sequence \(n_0 > n_1 > \cdots\) and is therefore finite;

Cartesian products: if \((X, \leq_X)\) and \((Y, \leq_Y)\) are wqos, then their Cartesian product \(X \times Y\) equipped with the product ordering \(\leq_{X \times Y}\) is also a wqo \((X, \leq_X) \times (Y, \leq_Y) \overset{\text{def}}{=} (X \times Y, \leq_{X \times Y})\).
Y, \leq X \times Y)$, where $(x, y) \leq X \times Y (x', y')$ if and only if $x \leq X x'$ and $y \leq Y y'$ — this allows to prove Dickson’s Lemma [14], which states that $(\mathbb{N}^d, \leq)$ is a wqo when ordered pointwise —;

finite sequences: if $(X, \leq X)$ is a wqo, then the set $X^*$ of finite sequences over $X$ (sometimes also noted $X^{\leq \omega}$) equipped with the embedding ordering $\leq X^*$ is also a wqo $(X, \leq X)^* \doteq (X^*, \leq X^*)$, where $x_{0}, \ldots, x_{m-1} \leq X^* x'_{0}, \ldots, x'_{n-1}$ if and only if there exists a monotone injective function $f$ from $\{0, \ldots, m-1\}$ to $\{0, \ldots, n-1\}$ such that $x_{j} \leq X x'_{f(j)}$ for all $j \in \{0, \ldots, m-1\}$ — this allows to prove Higman’s Lemma [23], which states that $(\Sigma^*, \leq_{\Sigma^*})$ for a finite alphabet $(\Sigma, =)$ is a wqo when ordered by subword embedding.

In the following, we will use these basic examples to construct wqos of VASS configurations (in Section 3) and of VASS runs (in Section 4).

**Ideals.** Let $(X, \leq X)$ be a wqo. An ideal $I$ of $X$ is a non-empty, downwards-closed, and (up-)directed subset of $X$; this last condition enforces that, if $x, x'$ are in $I$, then there exists $y \in I$ that dominates both: $x \leq X y$ and $x' \leq X y$.

The key property of wqo ideals we are going to use is that they provide finite decompositions for downwards-closed sets. This was first shown by Bonnet [5], and rediscovered in the context of complete WSTS (and generalised for Noetherian topologies) by Finkel and Goubault-Larrecq [17];

> **Fact 1 (Canonical Ideal Decompositions).** Every downward-closed set over a wqo is the union of a unique finite family of incomparable (for the inclusion) ideals.

**Ideal Representations.** Combined with the descending chain property, Fact 1 provides an abstract template for algorithms computing descending chains $D_0 \supseteq D_1 \supseteq \cdots$ of downwards-closed sets: this must terminate when working over a wqo, and furthermore each $D_j$ can be represented as a finite set of ideals. The missing element here is how to effectively represent those ideals.

Depending on the wqo at hand, suitable finite representations have been devised in the literature [26, 27, 2]; see [18] for a rather inclusive algebra of such representations. For the basic wqo introduced earlier, this yields:

**finite sets:** an ideal of $(\Sigma, =)$ is a singleton $\{x\}$ for $x \in \Sigma$; it can be represented by the element $x$ itself with $[x]_\Sigma \doteq \{x\}$ as associated ideal.

**natural numbers:** an ideal of $(\mathbb{N}, \leq)$ is either $\mathbb{N}$ itself or a downwards-closed set $\downarrow n$ for $n \in \mathbb{N}$.

They can be represented as elements $x$ of $\mathbb{N} \uplus \{\omega\}$ with $[x]_\mathbb{N} \doteq \downarrow x$ as associated ideal, where we let $\downarrow \omega = \mathbb{N}$.

**Cartesian products:** an ideal of $X \times Y$ is simply the product of an ideal from $X$ with an ideal from $Y$; hence we can use pairs of representations with $[x, y]_{X \times Y} \doteq [x]_X \times [y]_Y$.

**finite sequences:** an ideal of $X^*$ is a product $P \subseteq X^*$, i.e. a finite concatenation $A_1 \cdot A_2 \cdots A_n$ of atoms $A_j \subseteq X^*$, where the latter are either equal to $I \cup \{\varepsilon\}$ for some ideal $I$ of $X$ (where $\varepsilon$ denotes the empty sequence), or to $D^*$ for a downwards-closed subset $D$ of $X$ [27]. Products can therefore be represented as simple regular expressions with abstract syntax

$$p := a_1 \cdot a_2 \cdots a_n$$

$$a := z + \varepsilon \mid (z_1 + \cdots + z_m)^*$$

where $z, z_1, \ldots, z_m$ range over ideal representations for $X$. The associated ideal is defined through the usual semantics for regular expressions:

$$[z + \varepsilon]_X \doteq [z]_X \cup \{\varepsilon\},$$

$$[(z_1 + \cdots + z_m)^*]_X \doteq ([z_1]_X \cup \cdots \cup [z_m]_X)^*,$$

$$[a_1 \cdot a_2 \cdots a_n]_X \doteq [a_1]_X \cdot [a_2]_X \cdots [a_n]_X.$$
Those representations come with algorithms to perform the typically required operations [21], e.g. to check whether \([z]_X \subseteq [z']_X\), or to compute the canonical ideal decomposition of \([z]_X \cap [z']_X\) or \(X \setminus x\) for any \(x \in X\) and representations \(z, z'\).

### 3 Configuration-Based WQO

Observe that the cover defined in Equation (1) is downwards-closed for \(\sqsubseteq\); it follows that it can be decomposed as a finite union of ideals. In particular, covers can be finitely represented by finite sets of extended configurations, each of them denoting an ideal included in the coverability set. The algorithm of Karp and Miller [28] computes such a representation. We present here in more detail the reasoning leading to this result.

#### Ordering Configurations.

The configurations of a VASS are equipped with the product ordering \(\sqsubseteq\): \((\text{Confs}, \sqsubseteq) \overset{\text{def}}{=} (Q, =) \times (\mathbb{N}, \leq)^d\).

Rephrased in a more explicit way, \((q, v) \sqsubseteq (q', v')\) if, and only if, \(q = q'\) and \(v(i) \leq v'(i)\) for every \(1 \leq i \leq d\).

#### Representing Configuration Ideals.

Notice that \((\text{Confs}, \sqsubseteq)\) is a wqo as a Cartesian product of wqos, and ideals have the following form where \(x \in (\mathbb{N} \cup \{\omega\})^d\):

\[[(q, x)]_{\text{Confs}} = \{q\} \times \{v \in \mathbb{N}^d \mid v \leq x\}\].

Such a pair \((q, x)\) is called an extended configuration and is used as a representation for configuration ideals.

#### Extended Steps.

The Karp and Miller algorithm is based on an extension of the step relation \(\rightarrow\) over extended configurations, defined by \((p, x) \rightarrow (q, y)\) if, and only if, \(t = (p, a, q)\) is a transition in \(T\) for some action \(a\), and for every \(1 \leq i \leq d\):

\[y(i) = \begin{cases} x(i) + a(i) & \text{if } x(i) \in \mathbb{N}, \\ \omega & \text{otherwise}. \end{cases}\]

#### Coverability Tree Construction.

The Karp and Miller algorithm is computing a tree as follows. Nodes are labelled by extended configurations. Initially, the tree is reduced to a root node labelled by the initial configuration.

A leaf labelled by \(c\) is said to be covered if there exists an ancestor labelled by \(c'\) such that \(c \sqsubseteq c'\). Otherwise the node is said to be uncovered. A leaf labelled by \(c\) is said to be live if \(c \rightarrow c'\) for some transition \(t\) in \(T\) and some extended configuration \(c'\).

The tree is updated as follows. While there exists a live uncovered leaf, we pick one such leaf \(n\). Assume that \(c = (p, x)\) is the label of \(n\). If there exists an ancestor labelled by \((p, y)\) such that \(y \leq x\) and \(y(i) < x(i) < \omega\) for some \(i\), we pick such an ancestor and we add a child to \(n\) labelled by \((p, z)\) where \(z\) is defined as follows for \(i \in \{1, \ldots, d\}\):

\[z(i) = \begin{cases} x(i) & \text{if } y(i) = x(i), \\ \omega & \text{if } y(i) < x(i). \end{cases}\]
This operation, called acceleration, introduces new \( \omega \)'s on components which intuitively can be increased to arbitrary large values. Otherwise, if there does not exist such an ancestor, for each transition \( t \) such that \( c \xrightarrow{t} c' \) for some extended configuration \( c' \), we add a child to \( n \) labelled by \( c' \).

**Ideal Decomposition using the Coverability Tree.** The termination of the previous construction relies on the fact that \((\text{Confs}, \subseteq)\) is a wqo. As shown by Karp and Miller [28],

\[ \text{Theorem 2.} \quad \text{The Karp and Miller algorithm terminates and it produces a tree satisfying:} \]

\[ \text{Cover}(c) = \bigcup_{c' \text{ label of a node}} [c']_{\text{Confs}}. \]

In particular, by keeping only the maximal labels of the tree, we obtain the unique decomposition of the coverability set into maximal ideals.

\[ \text{Corollary 3.} \quad \text{The canonical ideal decomposition of the coverability set is effectively computable.} \]

\[ \text{Example 4.} \quad \text{A prefix of the tree computed by the algorithm of Karp and Miller on the 3-dimensional VASS of Figure 1 from the initial configuration \((q_0, 1, 0, 1)\) is depicted in Figure 2. Edges of the tree that introduce \( \omega \)'s using (6) are labelled by ‘\( \omega \).’ The other ones are labelled by transitions satisfying the extended step relation. Note that the coverability set for this example is quite simple, as it is equal to:} \]

\[ [q_0, \omega, \omega, \omega]_{\text{Confs}} \cup [q_1, \omega, \omega, \omega]_{\text{Confs}}. \]

In other words, any configuration can be covered in this VASS. This is not so immediate however, as \( \omega \)'s are introduced very progressively in the coverability tree started in Figure 2.

**Applications.** The decomposition of the coverability set into maximal ideals provides a simple algorithm for deciding the coverability problem, since the latter reduces to finding an ideal of the decomposition that contains a given configuration. The decomposition also provides a way to decide many other problems like the place boundedness problem, that takes as input a set \( K \subseteq \{1, \ldots, d\} \) and asks whether there exists a bound \( m \in \mathbb{N} \) such that every configuration \((q, v)\) reachable from the initial configurations satisfies \( v(k) \leq m \) for every \( k \in K \). This problem reduces to checking that the extended configurations \((q, x)\) denoting the ideals of the coverability set satisfy \( x(k) \in \mathbb{N} \) for every \( k \in K \).
Notes on Complexity. From the unique decomposition of the coverability set into maximal ideals, we define the size of the coverability set as the sum of the size of the extended configurations denoting these ideals (with numbers encoded in binary). Since there exists a family of initialised VASS with finite but Ackermannian-sized reachability sets [7], the size of the cover is at least Ackermannian in the worst case. This lower bound is tight, because the Karp and Miller algorithm terminates in at most an Ackermannian number of steps [16].

The algorithm of Karp and Miller is therefore optimal for computing the ideal decomposition of the coverability set. This does not entail that it is optimal for all the problems it can help solving. For instance, on the one hand, the place boundedness problem mentioned earlier can be solved in exponential space [3, 11]. On the other hand, the finite containment problem, which asks given two VASS with finite reachability sets whether the reachability set of the first is included into that of the second, is complete for Ackermannian time [41, 42].

4 Run-Based WQO

Let us denote the set of runs from a source configuration $c$ to a target configuration $c'$ in an input VASS by $\text{Runs}(c,c')$. We denote by $\downarrow \text{Runs}(c,c')$ the downward closure of the set of runs inside a wqo ($\text{PreRuns}$, $\preceq$) defined next in Equation (9), the VASS reachability problem can then be recast as asking whether the downward closed set $\downarrow \text{Runs}(c,c')$ is empty. Since this set is downwards-closed, it can be decomposed into a finite union of ideals, which is computed by the KLMST algorithm. Let us proceed again through the main steps of this result.

Ordering Runs. The set of runs can be partially ordered by introducing the weaker notion of preruns. A prerun is a triple $\rho = (c, w, c')$ where $c$ and $c'$ are two configurations and $w$ is a word over the alphabet $\text{PreSteps} = \text{Confs} \times T \times \text{Confs}$. The configurations $c$ and $c'$ are called respectively the source and target of $\rho$. The set of preruns is denoted by $\text{PreRuns}$. Presteps and preruns are well-quasi-ordered as follows:

\[
\begin{align*}
(\text{PreSteps}, \preceq) & \mathrel{\overset{\text{def}}{=}} (\text{Confs}, \sqsubseteq) \times (T, =) \times (\text{Confs}, \sqsubseteq) \quad (8) \\
(\text{PreRuns}, \preceq) & \mathrel{\overset{\text{def}}{=}} (\text{Confs}, \sqsubseteq) \times (\text{PreSteps}, \preceq)^* \times (\text{Confs}, \sqsubseteq) \quad (9)
\end{align*}
\]

A prestep $e = (c, t, c')$ is called a step if it satisfies the step relation $c \xrightarrow{t} c'$. A prerun $(c, w, c')$ is called a run if $w$ satisfies:

- either $w = \epsilon$ is the empty sequence and then $c = c'$,
- or $w = (c_1, t_1, c'_1) \cdots (c_k, t_k, c'_k)$ is a sequence of steps such that $c = c_1$, $c' = c'_k$, and $c_{j+1} = c'_j$ for all $1 \leq j < k$.

Example 5. Consider again the 3-dimensional VASS of Figure 1. It has a sequence of steps from $c = (q_0, 1, 0, 1)$ to $c' = (q_1, 2, 2, 1)$

\[
(q_0, 1, 0, 1) \xrightarrow{t_1} (q_0, 2, 1, 0) \xrightarrow{t_2} (q_0, 1, 1, 1) \xrightarrow{t_3} (q_0, 2, 2, 0) \xrightarrow{t_4} (q_0, 1, 2, 1) \xrightarrow{t_5} (q_1, 2, 2, 1),
\]

which we see as a run $(c, w, c')$ in $\text{Runs}(c,c')$ with

\[
\begin{align*}
w & = ((q_0, 1, 0, 1), t_1, (q_0, 2, 1, 0)) ((q_0, 2, 1, 0), t_2, (q_0, 1, 1, 1)) ((q_0, 1, 1, 1), t_3, (q_0, 2, 2, 0)) \\
& \quad ((q_0, 2, 2, 0), t_4, (q_0, 1, 2, 1)) ((q_0, 1, 2, 1), t_5, (q_1, 2, 2, 1)).
\end{align*}
\]

This is just one example of a run witnessing reachability; observe that any sequence of transitions in

\[\{t_1 t_2 t_2 t_1\}^{n+2} t_3 t_4^n\]

for $n \geq 0$ would similarly do.
Representing Prerun Ideals. Notice that ideals of \((\text{PreSteps}, \leq)\) have the following form, where \(e = (c, t, c')\) is an extended prestep, i.e. \(c, c'\) are extended configurations, and \(t \in T\):

\[
[e]_{\text{PreSteps}} = [c]_{\text{Confs}} \times \{t\} \times [c']_{\text{Confs}}.
\]

(11)

It follows that ideals of \((\text{PreRuns}, \leq)\) have the following form, where \(p\) is a regular expression denoting a product over extended steps as defined in Equation (2) and \(c, c'\) are extended configurations:

\[
[p, c, c']_{\text{PreRuns}} = [c]_{\text{Confs}} \times [p]_{\text{PreSteps}}^* \times [c']_{\text{Confs}}.
\]

(12)

Let us instantiate (2) in this case:

\[
p := a_1 \cdots a_n, \quad a := e + e | E^*
\]

where \(e\) ranges over extended presteps and \(E\) over finite sets of extended presteps, with semantics \([E^*]_{\text{PreStep}}^* \overset{\text{def}}{=} (\bigcup_{e \in E} [e]_{\text{PreSteps}})^*\). An observation we will use next is that such a set \(E\) can be seen as a finite directed graph with extended configurations \(c\) as vertices, connected by edges labelled by transitions \(t\) in \(T\).

Run Ideals. In [37] we show that the maximal ideals of the decomposition of \(\downarrow \text{Runs}(c, c')\) satisfy some additional properties. More precisely, thanks to the finite basis property of \((\text{PreRuns}, \leq)\), \(\text{Runs}(c, c')\) has a finite number of minimal elements \(B\) and we can write

\[
\downarrow \text{Runs}(c, c') = \downarrow \left( \bigcup_{\rho \in B} \{\rho' \in \text{Runs}(c, c') | \rho \preceq \rho'\} \right) = \bigcup_{\rho \in B} \downarrow \{\rho' \in \text{Runs}(c, c') | \rho \preceq \rho'\}.
\]

(13)

This means we can focus on ideals of the form

\[
\downarrow \{\rho' \in \text{Runs}(c, c') | \rho \preceq \rho'\}
\]

(14)

for some run \(\rho\) in \(\text{Runs}(c, c')\). Using the fact that \((\text{Runs}(c, c'), \leq)\) has the amalgamation property — i.e. if \(\rho \preceq \rho_1\) and \(\rho \preceq \rho_2\) for some runs \(\rho_1, \rho_2 \in \text{Runs}(c, c')\), then there exists a run \(\rho_3 \in \text{Runs}(c, c')\) with \(\rho_1 \preceq \rho_3\) and \(\rho_2 \preceq \rho_3\) — we see that the set in (14) is directed and therefore an ideal.

When considering the representation \((c, p, c')\) for an ideal defined by (14), we then observed in [37] that it has a specific form, which is essentially a syntactic variant of the generalised VASS of Kosaraju [29] and marked graph-transition sequences of Lambert [30]: its product expression \(p\) is of the form

\[
p := E_0^* \cdot (e_1 + e) \cdot E_1^* \cdots (e_k + e) \cdot E_k^*,
\]

(15)

i.e. it intersperses extended presteps \(e_j\) and finite sets of extended presteps \(E_j\). Additionally,

- all these extended presteps \(e = (c_1, t, c_2)\) satisfy the extended step relation \(c_1 \xrightarrow{t} c_2\), and
- the graphs defined by the sets \(E_j\) are strongly connected.

Finally, the representation of an ideal like (14) satisfies furthermore a (decidable) adherence condition corresponding to the \(\theta\) condition introduced by Kosaraju [29], or the perfectness condition introduced by Lambert [30]. The point here is that we have now a semantics, in terms of ideals, associated with these syntactic representations and conditions.
Ideal Decomposition using the KLMST Algorithm. Entering the details of the KLMST algorithm would be too long for the purposes of this presentation. We refer to the nice expositions of Müller [43] and Reutenauer [45] for details and examples. The main point here is that the unique decomposition of \( \downarrow \text{Runs}(c, c') \) into maximal ideals is precisely what the KLMST algorithm is computing.

\[ \text{Theorem 6 (Decomposition Theorem [37]). The KLMST algorithm computes an ideal decomposition of } \downarrow \text{Runs}(c, c'). \]

Again, by keeping only the maximal ideals in this decomposition, we obtain the unique decomposition of \( \downarrow \text{Runs}(c, c') \) into maximal ideals.

\[ \text{Corollary 7. The canonical ideal decomposition of } \downarrow \text{Runs}(c, c') \text{ is effectively computable.} \]

\[ \text{Example 8. Let us come back to the 3-dimensional VASS of Figure 1 and let } c = (q_0, 1, 0, 1) \text{ and } c' = (q_1, 2, 2, 1). \text{ The ideal decomposition of } \downarrow \text{Runs}(c, c') \text{ contains a unique ideal depicted in Figure 3 (see [48] for more details on how this ideal is computed by the KLMST algorithm). This ideal has the following form:} \]

\[ [c, E_0^* \cdot (e_1 + e) \cdot E_1^* , c']_{\text{PreRuns}} \] (16)

where \( E_0 \) contains four edges denoting the yellow strongly connected graph, \( E_1 \) contains one edge denoting the violet strongly connected graph, and \( e_1 = ((q_0, 1, \omega, 1), t_3, (q_1, 2, \omega, 1)) \) links these two graphs. This matches the set of runs found earlier in Equation (10); one should contrast this with the very simple ideal decomposition of \( \text{Cover} \) found in (7).

Applications. Theorem 6 entails the decidability of the reachability problem: \( \text{Runs}(c, c') \) is empty if and only if its downward-closure is. It also allows to prove the completeness of acceleration techniques for computing Presburger definable reachability sets [35].

In the case of labelled VASS where we additionally label transitions in \( T \) by finite sequences over a finite alphabet \( \Sigma \), this also provides a way of constructing the downward-closure of the language between \( c \) and \( c' \), which was already shown to be computable by Habermehl et al. [22] and Zetsche [50].

Notes on Complexity. The decomposition of \( \text{Runs}(c, c') \) into maximal ideals provides a way to associate to this set a size (with numbers encoded in binary). From a complexity point of view, the already mentioned construction of Cardoza et al. [7] shows that, in the worst case, the size of \( \text{Runs}(c, c') \) can be Ackermannian, i.e. is in \( F_\alpha(\Omega(n)) \) for an input of size \( n \) (using the fast-growing functions \( (F_\alpha)_{\alpha} \) of Löb and Wainer [39]). We exhibit in
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[37] the first upper bound for that size by proving a worst case complexity in $F_{\omega}(p(n))$ for an Ackermannian function $p$. This gap between $F_{\omega}(\Omega(n))$ and $F_{\omega}(p(n))$ seems difficult to tighten, and the exact complexity is still open. Again, the Ackermannian lower bound on the size of the ideal decomposition does not entail such a gigantic lower bound on the problems it helps solving; in particular, the reachability problem could very well be much simpler, as the best known lower bound is in exponential space [7].

5 Conclusion

As we have seen in this short presentation, wqo ideals provide abstract foundations for both the coverability tree construction of Karp and Miller [28] and the KLMST algorithm of Mayr [40], Kosaraju [29], and Lambert [30]. On both accounts, these algorithms compute the canonical ideal decomposition of a downwards-closed set, namely the cover for the coverability tree and the downward-closure of the set of runs for the KLMST algorithm.

This abstract viewpoint on those two algorithms makes them easier to extend to more general classes of systems. In fact, the coverability tree construction has already been extended to unordered data Petri nets [24], branching VASS [49, 25], and pushdown VASS [36]. In each of these cases however, the decidability of the reachability problem is currently open.

Those are not the only algorithmic applications of wqo ideals. For instance, Lazić and Schmitz [33] revisit the usual backward coverability algorithm for WSTS [1, 19] using ideals, and employ it to derive in a uniform manner several known complexity upper bounds on the coverability problem, which were initially based on an approach due to Rackoff [44]: for VASS [6], alternating VASS [9], and branching VASS [13, 34]. Another example is the use of ideal decompositions of formal languages by Zetsche [50], employed for instance by Czerwiński et al. [10] to prove the decidability of separation by piecewise testable languages.
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Abstract

Data sets that have been collected from multiple sources or extracted from the web or often highly incomplete and heterogeneous, which makes them hard to process and query. One way to address this challenge is to use ontologies, which provide a way to assign a semantics to the data, to enrich it with domain knowledge, and to provide an enriched and uniform vocabulary for querying. The combination of a traditional database query with an ontology is called an ontology-mediated query (OMQ). The aim of this talk is to survey fundamental properties of OMQs such as their complexity, expressive power, descriptive strength, and rewritability into traditional query languages such as SQL and Datalog. A central observation is that there is a close and fruitful connection between OMQs and constraint satisfaction problems (CSPs) as well as related fragments of monadic NP, which puts OMQs into a more general perspective and gives raise to a number of interesting results.
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1 Description Logic and Ontologies

Description logics (DLs) are a widely known family of knowledge representation formalisms that originated in the 1980s and are now popular as ontology languages; a slightly outdated though still useful overview is given in the DL handbook [6]. From a logic perspective, DLs are best viewed as decidable fragments of first-order logic (FO), some of which are variants of modal logic while others are more closely related to Datalog-like rule languages. DLs come with their own syntax, which involves using logical quantifier symbols in a non-standard way (actually in the same way in which diamonds and boxes are used in modal logic). As a basic example, we introduce the description logic ALC originating from [37]. Its syntax is defined in two steps. In the first step, one inductively defines a set of logical formulas called concepts and in the second step, concepts are put into relation with each other in a logical theory called a TBox. We fix two sets of symbols beforehand. A set of concept names which are denoted with $A$ and $B$ and correspond to monadic predicates in FO; and a set of role names which are denoted with $r$ and correspond to dyadic predicates. Predicates of

∗ This work was partially supported by the ERC Consolidator Grant 647289 (CODA). The material surveyed in this text is mostly taken from [9], which is joint work with Meghyn Bienvenu, Balder ten Cate, and Frank Wolter.

1 ALC stands for Attributive concept Language with Complementation, a largely historic name.
higher (or lower) arity are not included in most DLs. The following table lists the concept constructors of $\mathcal{ALC}$ along with their FO translation:

\[
\begin{align*}
A & \equiv A(x) \\
C \sqcap D & \equiv C(x) \land D(x) \\
\neg C & \equiv \neg C(x) \\
C \sqcup D & \equiv C(x) \lor D(x) \\
\exists r.C & \equiv \exists y \,(r(x, y) \land C(y)) \\
\forall r.C & \equiv \forall y \,(r(x, y) \rightarrow C(y))
\end{align*}
\]

where $C$ and $D$ range over (potentially compound) concepts. Note that every concept translates into an equivalent FO formula with one free variable. As in modal logic (and unlike in FO), monadic and dyadic predicates are used in a non-interchangeable way in the syntax. In a sense, DLs have a strong focus on monadic predicates and on formulas with one free variable while dyadic predicates only help to define such formulas. In fact, the connection to CSPs discussed in Section 4 rests on that setup in an essential way. The focus on monadic predicates came from application demands, where it is most important to describe classes of objects with similar properties. As an example, let us assume that we want to capture knowledge about the domain of traveling. We can use an $\mathcal{ALC}$ concept to describe the class of hotels in Orléans that got a high rating or are close to the STACS2016 venue:

\[
\text{Hotel} \sqcap \exists \text{location. Orleans} \sqcap (\exists \text{ranking. High} \sqcup \exists \text{closeTo. UniversityCampus})
\]

While concepts are used to describe classes such as the one above, TBoxes interrelate these classes and in this way formalize the knowledge of an application domain and give a semantics to the predicate symbols used. In $\mathcal{ALC}$, a TBox is simply a finite set of concept inclusions $C \sqsubseteq D$, where both $C$ and $D$ are $\mathcal{ALC}$ concepts. While concepts translate into FO formulas with one free variable, a concept inclusion $C \sqsubseteq D$ translates into the FO sentence $\forall x \,(C(x) \rightarrow D(x))$ and a TBox translates into the conjunction of (the FO translations) of the concept inclusions contained in it. For example, the following $\mathcal{ALC}$ TBox describes some basic knowledge about the traveling domain:

\[
\begin{align*}
\text{Airline} & \sqsubseteq \text{BudgetAirline} \sqcup \text{RegularAirline} \\
\text{BudgetAirline} & \sqsubseteq \neg \text{RegularAirline} \\
\text{AirTicket} & \sqsubseteq \exists \text{issuedBy. Airline} \\
\text{AirTicket} \sqcap \exists \text{issuedBy. BudgetAirline} & \sqsubseteq \neg \exists \text{class. Business}
\end{align*}
\]

The above TBox is typical for a DL TBox in that it mainly concentrates on describing properties of classes important for the application domain such as Airline and AirTicket. This is again the focus on monadic predicates mentioned above.

The name TBox stems from the area of knowledge representation and DLs where, historically, it stands for “terminological box”. In more modern terms, TBoxes are often called ontologies [25]. Ontologies have applications in data access as described in more detail in Section 2 and are also used to produce standardized vocabularies. The latter is particularly important in genetics and biology where the terminology is very extensive and in medicine where there is a need to establish a standardized vocabulary for data exchange and accounting. Several hundred ontologies from the biomedical domain have been collected in the BioPortal maintained by the National Centre for Biomedical Ontology, see http://www.bioontology.org/. In these areas, ontologies often aim to be of general purpose and can contain up to several hundred thousand classes, as in the case of the SNOMED CT healthcare ontology which is developed and maintained by the International Health Terminology Standards Development Organisation [38]. In contrast, ontologies used

\footnote{The translation is actually into the two-variable guarded fragment of FO.}
for data access are often custom tailored towards a particular application and tend to be smaller in size. Ontologies also play an important role in the semantic web, which has led to their standardization as the OWL family of web ontology languages by the World Wide Web committee (W3C). The first version of the OWL recommendation has been released in 2004, followed by the OWL 2 recommendation in 2012 [34]. OWL 2 is a collection of five languages, four of which are DLs. It comes with a variety of more “web friendly” syntaxes based, e.g., on XML and RDF. A large collection of tools for OWL ontologies is available including ontology editors, APIs, logical reasoners, and so on.

From a theoretical perspective, bisimulation is an important tool to understand the expressive power of the description logic ALC. In fact, ALC concepts are a notational variant of formulas in the modal logic $K$: simply replace “∩” with “∧”, “∪” with “∨”, “∃r.” with ♦r, and “∀r.” with □r, and read concept names as propositional letters. ALC concepts thus inherit the well-known relation between $K$ and bisimulation, manifested e.g. in van Benthem’s theorem [22]. TBoxes add a “global” flavour in the sense that the FO translation of concept inclusions universally quantifies over all elements of the universe. This gives raise to the following variation of van Benthem’s theorem, which precisely characterizes the expressive power of ALC TBoxes within FO.

We refer to FO without function symbols and constants and with only monadic and dyadic predicates, which we identify with concept and role names, respectively. We say that a relational structure $\mathfrak{A}_1$ is globally bisimilar to a relational structure $\mathfrak{A}_2$ if for every $d_1$ in the universe of $\mathfrak{A}_1$, there is a $d_2$ in the universe of $\mathfrak{A}_2$ such that there is a bisimulation between $\mathfrak{A}_1$ and $\mathfrak{A}_2$ that related $d_1$ with $d_2$, and vice versa. Further, we say that an FO sentence $\varphi$ is invariant under global bisimulation if for all relational structures $\mathfrak{A}_1, \mathfrak{A}_2$ such that $\mathfrak{A}_1 \models \varphi$ and $\mathfrak{A}_1$ is globally similar to $\mathfrak{A}_2$, we have $\mathfrak{A}_2 \models \varphi$.

**Theorem 1** ([29]). An FO sentence $\varphi$ is equivalent to an ALC TBox iff $\varphi$ is preserved under global bisimulation and under disjoint union.

The description logic ALC presented here is a bit too simple and inexpressive to be useful in many applications. In fact, the languages of the OWL 2 family include a wealth of additional expressive means, selected such that satisfiability (and several other relevant reasoning problems) are still decidable, but the expressive power is more satisfactory. In the literature, a large number of description logics have been considered that balance expressive power and computational complexity in different ways. Although many of them do not admit characterizations as clean as Theorem 1, there are often intimate relationships with suitably modified notions of bisimulation [29]. It should also be mentioned that several widely-used DLs such as $\mathcal{EL}$, DL-Lite, and their extensions do not include negation, disjunction, and universal quantification [5, 17]. Rather than to modal logic, these languages are more closely related to Datalog and its extension with existential quantification in the rule heads, known as tuple-generating dependencies, existential rules, and Datalog$^+$ [14, 33].

## 2 Ontology-Mediated Queries

Using DL ontologies for data access is a very active branch of research, see for example [8, 16, 26] for some recent surveys. In DLs, data is commonly stored in a so-called ABox (another historical name, standing for “assertional Box”), which is simply a finite set of ground facts of the form $A(a)$ and $r(a, b)$ called assertions, where $a, b$ are FO constants. Note that also ABoxes use only unary and dyadic predicates. This is appropriate for example for web data represented in RDF [35]. It is less appropriate for data that stems from traditional
database systems, whose schemas often use relations of high arity; schema mappings have been proposed as a workaround, see [16]. The data stored in an ABox is considered (potentially) incomplete, that is, additional assertions except those explicitly stated in the ABox might be true. This is reflected in the semantics of query answering. Before giving details, we first introduce some relevant query languages.

A conjunctive query (CQ) takes the form $q = \exists x \phi(x, y)$ with $x, y$ tuples of variables and $\phi$ a conjunction of atoms of the form $\forall(x)$ and $r(x, y)$ that uses only variables from $x$ and $y$. The variables in $x$ are called answer variables, the arity of $q$ is the length of $x$, and $q$ is Boolean if it has arity zero. A union of conjunctive queries (UCQ) takes the form $q_1 \lor \cdots \lor q_k$ where $q_1, \ldots, q_k$ are CQs with the same answer variables. An atomic query (AQ) is a conjunctive query of the form $\exists x A(x)$.

As an example, consider the ABox

$$\text{AirTicket}(\text{offer12}) \quad \text{class}(\text{offer12}, \text{j6}) \quad \text{BusinessClass}(\text{j6}),$$

the TBox given above, and the query $q = \exists y \text{Ticket}(x) \land \text{issuedBy}(x, y) \land \text{RegularAirline}(y)$ asking to return all tickets issued by a regular airline. The domain knowledge in the TBox adds additional facts to the data such as that the ticket named offer12 is issued by some airline, and that this airline cannot be a budget airline, thus must be a regular airline, which allows to return offer12 as an answer to the query.

A (finite or infinite) set of assertions can be viewed as a relational structure in an obvious way. A relational structure $\mathfrak{A}$ is a model of an ABox $\mathcal{A}$ if it can be obtained from $\mathcal{A}$ by extending it with additional assertions, possibly involving additional constants. $\mathfrak{A}$ is a model of a TBox $\mathcal{T}$ if it satisfies (the FO translations of) all concept inclusions in $\mathcal{T}$. A tuple of constants $a$ is an answer to a query $q$ in $\mathfrak{A}$ if $\mathfrak{A} \models q[a]$ in the standard sense of FO logic. Moreover, $a$ is a certain answer to $q$ in an ABox $\mathcal{A}$ given a TBox $\mathcal{T}$ if $a$ is an answer to $q$ in all models of $\mathcal{A}$ and $\mathcal{T}$. In the above example, offer12 is a certain answer.

An ontology mediated query (OMQ) is a triple $(\mathcal{T}, \Sigma, q)$ where $\mathcal{T}$ is a TBox, $\Sigma$ a data signature (that is, a set of concept and role names that can occur in the ABox), and $q$ an actual query such as a CQ or an AQ. Note that $\mathcal{T}$ might introduce symbols that do not occur in the data, in this way enriching the vocabulary available for formulating the query $q$. An OMQ $(\mathcal{T}, \Sigma, q)$ is Boolean if $q$ is. We use $(\mathcal{L}, \mathcal{Q})$ to denote the OMQ language which consists of all OMQs $(\mathcal{T}, \Sigma, q)$ with $\mathcal{T}$ formulated in the DL $\mathcal{L}$ and $q$ formulated in the query language $\mathcal{Q}$. The most common choices for $\mathcal{Q}$ are AQs, CQs, and UCQs, giving raise for example to the OMQ languages $(\mathcal{ALC}, \mathcal{AQ})$ and $(\mathcal{ALC}, \mathcal{CQ})$. BAQs are somewhat less common, but, as we will see, constitute very natural cases when establishing the connection between OMQs and CSPs.

Given the exposition above, it is natural to ask in which way adding an ontology to a database query affects the complexity of query answering, and how the expressive power of OMQs relates to the expressive power of more standard database query languages. For simplicity, we will mostly concentrate on Boolean OMQs. As in the case of conventional databases, there are several complexity measures that one might study. In particular, combined complexity considers both the ABox and the OMQ as an input while data complexity assumes the OMQ to be fixed and considers only the ABox to be the input. Since OMQs tend to be small compared to the actual data,\footnote{Very large ontologies such as SNOMED CT clearly constitute an exception and suggest other complexity measures such as treating both the ABox and the TBox as an input, but not the actual query.} data complexity is often viewed as the
more natural measure. It is not hard to see that there are OMQs that are coNP-complete in data complexity. For example, the following OMQ encodes non-3-colorability:

\[
T = \{ \top \sqcup R \sqcup G \sqcup B, \ R \sqcup \exists r. R \sqsubseteq D, \ G \sqcup \exists r. G \sqsubseteq D, \ B \sqcup \exists r. B \sqsubseteq D \}
\]

\[\Sigma = \{ r \}\]

\[q = \exists x \ D(x).\]

Here, \(\top\) is an abbreviation for a tautology such as \(A \sqcup \neg A\) and the concept name \(D\) signals a defect. Recall that, without ontologies, the data complexity of FO queries such as CQs and UCQs is extremely low, namely in \(AC_0\). By adding ontologies, we have thus transitioned from highly efficient to intractable. This seems unacceptable, but rarely causes unsolvable problems in practice because real-world ontologies do not encode combinatorial problems such as 3-colorability. But how to separate the tractable cases from the intractable ones in a theoretically clean way? A brute-force way is to replace \(ALC\) with a very restricted ontology language such as the DLs \(EL\) and DL-Lite mentioned above, resulting in \(PTime\)-completeness in data complexity. While this is acceptable for some applications, it is unacceptable for others where negation and disjunction are needed for proper modeling, though typically in a harmless way. It is tempting but seems impossible to characterize what “harmless” means in a syntactic way. To achieve maximum flexibility and to circumvent syntactic characterizations, a non-uniform approach was advocated in [30] whose aim is to classify the exact complexity of every OMQ within a given OMQ language.

### 3 Constraint Satisfaction Problems and MMSNP

There is an interesting connection between OMQs and constraint satisfaction problems (CSP) which puts OMQs into a more general perspective and allows to obtain a number of interesting results regarding their expressive power and (non-uniform) complexity. This connection also extends in a very natural way to the logical generalization MMSNP of CSPs introduced in a seminal paper of Feder and Vardi [19], and it provides new motivation for studying this logic. In this section, we briefly introduce CSPs and MMSNP.

There are various equivalent definitions of CSPs [36]. We choose here to define them in terms of homomorphisms between relational structures. A template is a finite relational structure in some signature \(\Sigma\); in contrast to the previous sections, the arity of predicates is unrestricted. Each template \(T\) defines the class of finite relational \(\Sigma\)-structures \(\text{CSP}(T) = \{ S \mid S \to T \}\) where \(S \to T\) means that there is a homomorphism from \(S\) to \(T\). The constraint satisfaction problem for template \(T\) is to decide, given a finite relational \(\Sigma\)-structure \(S\), whether \(S \in \text{CSP}(T)\). It is easy to see that every CSP is in NP and that there are CSPs that are NP-complete. An example is \(\text{CSP}(K_3)\) where \(K_3\) is the 3-clique and \(\Sigma\) contains only a single dyadic predicate \(r\) which represents edges in graphs; note that an undirected graph \(S\) is in \(\text{CSP}(K_3)\) if and only if \(S\) is 3-colorable. Additional NP-complete problems that can be presented as CSPs include 3-satisfiability and integer programming on finite domains. Other NP-complete problems such as Hamilton cycle cannot be presented as CSPs because the class of their “yes”-instances is not closed under homomorphic pre-images. Of course, there are also CSPs of lower complexity such as \(\text{CSP}(K_2)\), which is 2-colorability and thus \(PTime\)-complete.

Feder and Vardi have asked for a complete classification of the complexity of all CSPs, in particular for a precise delineation of the CSPs that can be solved in \(PTime\) from those that are NP-complete [19]. They have conjectured that a transparent such delineation is possible and that there is a dichotomy between \(PTime\) and NP for CSPs, that is, that every CSP is
in 

PTIME or NP-hard, unlike the NP-intermediate problems whose existence is established by Ladner’s theorem [27]. While the general case is still open, a lot of progress has been made and the dichotomy conjecture has been confirmed for special cases such as undirected graphs [24] and for oriented cycles [18]. To connect the dichotomy question with the field of descriptive complexity, Feder and Vardi identified a fragment of monadic NP called MMSNP (for “monotone monadic strict NP”) that corresponds rather closely to CSPs. A sentence of MMSNP takes the form

\[ \exists X_1 \cdots \exists X_n \forall x_1 \cdots \forall x_m \varphi \]

where \( \varphi \) is a quantifier- and equality-free FO formula in which every atom \( R(x) \) with \( R \notin \{X_1, \ldots, X_n\} \) occurs only with negative polarity. For example, CSP\((K_3)\) is equivalent to the MMSNP formula

\[ \exists R \exists G \exists B \forall x_1 \forall x_2 \ (R(x_1) \lor G(x_1) \lor B(x_1)) \land \neg(R(x_1) \land r(x_1, x_2) \land R(x_2)) \land \neg(G(x_1) \land r(x_1, x_2) \land G(x_2)) \land \neg(B(x_1) \land r(x_1, x_2) \land B(x_2)) \]

where \( r \) is again the dyadic edge relation in input graphs. While MMSNP is more expressive than CSP (with non-monochromatic triangle\(^4\) being a witnessing problem), a main result of Feder and Vardi shows that there is a dichotomy between PTIME and NP for CSPs if and only if there is such a dichotomy for MMSNP. Thus, MMSNP can be viewed as a well-behaved extension of CSPs. There are several seemingly minor generalizations of MMSNP which destroy this property and result in non-dichotomy.

### 4 Ontologies, CSP, and MMSNP

The examples given above might already suggest to the reader that there is a connection between OMQs and CSPs. In fact, CSPs can be viewed as generalized coloring problems and it is not hard to adapt the OMQ from Section 2 expressing non-3-colorability to any CSP over a signature with only unary and dyadic predicates. Let \( T \) be a template over such a signature \( \Sigma \). The OMQ \( Q_T = (T, \Sigma, q) \) is defined by setting \( q = \exists x D(x) \) and including the following concept inclusions in \( T \):

- \( T \subseteq A_{d_1} \cup \cdots \cup A_{d_k} \) when the universe of \( T \) is \( U = \{d_1, \ldots, d_k\} \);
- \( A_d \cap B \subseteq D \) when \( d \notin B^T \) for all \( d \in U \) and concept names \( A \in \Sigma \);
- \( A_{d_1} \cap \exists r.A_{d_2} \) when \( (d_1, d_2) \notin r^T \) for all \( d_1, d_2 \in U \) and role names \( r \in \Sigma \).

Note that \( Q_T \) is formulated in the OMQ language \((\text{ALC}, \text{BAQ})\). It is equivalent to the complement of \( T \) in the sense that for any finite \( \Sigma \)-structure (equivalently: \( \Sigma \)-ABox) \( A \), we have \( A \not \models T \) if and only if \( Q_T \) is true on \( A \). Conversely, it is possible to convert any OMQ \( Q \) from \((\text{ALC}, \text{BAQ})\) into a CSP whose complement is equivalent to \( Q \). As the template, one uses a structure that is similar to the structures emerging from filtration and type elimination constructions for modal and description logics [10]. In particular, 1-types are used as elements of the template, and this is sufficient only because of the essentially monadic nature of DLs.

We use coCSP to denote the class of complements of CSPs and likewise for coMMSNP. The next result yields a strong connection between OMQs and the CSP world.

---

\(^4\) The class of all undirected graphs whose nodes can be colored black and white such that neither the all-white triangle nor the all-black triangle admits a homomorphism into the colored graph.
Theorem 2 ([9]). The following have the same expressive power:
1. \((\mathcal{ALC}, \mathcal{BAQ})\) and \(\text{coCSP}\);
2. \((\mathcal{ALC}, \mathcal{UCQ})\) and \(\text{coMMSNP}\).

Theorem 2 can be seen as clarifying the descriptive complexity of the fundamental OMQ languages \((\mathcal{ALC}, \mathcal{BAQ})\) and \((\mathcal{ALC}, \mathcal{UCQ})\). It also has immediate consequences for non-uniform data complexity: classifying the complexity of all OMQs from these OMQ languages is equivalent to classifying the complexity of CSPs with only unary and dyadic predicates. It is known that there is a dichotomy between \(\text{PTime}\) and \(\text{NP}\) for such CSPs if and only if there is such a dichotomy for unrestricted CSPs [19]. Consequently, the mentioned OMQ languages have a dichotomy between \(\text{PTime}\) and \(\text{coNP}\) if and only if the Feder-Vardi conjecture holds.

Other results from CSP research carry over as well. Before we proceed with harvesting the fruits of Theorem 2, we give some remarks on extensions and variations of the theorem, all substantiated in [9]:

- The theorem also provides insight on the expressive power of OMQs from the perspective of more traditional database query languages; in fact, \(\text{coMMSNP}\) can be seen as a notational variant of monadic disjunctive Datalog, which thus has the same expressive power as \((\mathcal{ALC}, \mathcal{UCQ})\);
- \(\mathcal{ALC}\) can be replaced with several other standard description logics such as \(\mathcal{ELU}, \mathcal{ALCI}\) and \(\mathcal{SHI}\), without invalidating the theorem;
- There are some standard features of DLs whose addition to \(\mathcal{ALC}\) breaks Theorem 2, for example: (1) if \(\mathcal{ALC}\) is extended with forms of counting such as functional roles or number restrictions, then the resulting class of OMQs provably has no dichotomy between \(\text{PTime}\) and \(\text{coNP}\); (2) the extension of \(\mathcal{ALC}\) with transitive roles increases the expressive power beyond \(\text{coCSP}/\text{coMMSNP}\), but it is not known whether the dichotomy holds or fails;
- While the equivalences given in Theorem 2 are effective, there are substantial differences in succinctness; whereas the translation from \(\text{coCSP}/\text{coMMSNP}\) to OMQs is polynomial, the converse translation is exponential and must be superpolynomial unless \(\text{ExpTime} \subseteq \text{coNP}/\text{poly}\); for OMQs based on the mild extension \(\mathcal{ALCI}\) of \(\mathcal{ALC}\), only a double exponential translation to \(\text{coCSP}/\text{coMMSNP}\) is known;
- Arguably, the practically most important query languages are AQs and CQs; OMQs based on AQs correspond to a slightly generalized (and well-understood) form of CSPs with multiple templates and a single constant symbol. There is indeed no known natural counterpart to OMQs based on conjunctive queries on the CSP/MMSNP side.

An important and very active topic of OMQ research is to rewrite OMQs into equivalent queries that are formulated in traditional database query languages, in this way enabling the use of conventional database systems for efficient OMQ answering. Particularly important target query languages include FO (aka SQL) and Datalog. Rewriting into these languages is not always possible, witnessed for example by the OMQ from Section 2 that expresses non-3-colorability, which can be expressed neither in FO nor in Datalog [1]. However, the simple structure of real-world ontologies gives hope that rewriting will be possible in many practically relevant cases, and there is experimental evidence supporting this hope [23, 39, 40]. Ideally, one would like to have an approach for rewritings OMQs that is complete in the sense that it finds a (preferably small and simple) rewriting if there is one and otherwise reports non-existence. For OMQ languages such as \((\mathcal{ALC}, \text{AQ})\) and \((\mathcal{ALC}, \text{UCQ})\), this is non-trivial to attain. Interesting initial results can be carried over from the CSP world.

It is known that FO-definability and Datalog-definability of coCSPs are decidable [28, 7, 21]. These results can be lifted to multi-template CSPs with a single constant symbol [9].
Theorem 2 and its adaptation to \((\text{ALC}, \text{AQ})\) thus yields the upper bounds in the following theorem; the lower bounds are established by reductions from a tiling problem.

\begin{itemize}
  \item \textbf{Theorem 3} [9]. In \((\text{ALC}, \text{BAQ})\) and \((\text{ALC}, \text{AQ})\), FO-rewritability and Datalog-rewritability are decidable and \text{NExpTime}-complete.
\end{itemize}

In principle, the techniques in [28] also allow the construction of concrete FO-rewritings, and the result from [7] that Datalog-definability of coCSPs implies definability by Datalog programs of width three together with the canonical Datalog programs constructed by Feder and Vardi in [19] give a way to construct concrete Datalog-rewritings. However, naively applying such approaches will hardly be practical. More insight into the shape and construction of rewritings might be gained from the theory of obstructions, which have received significant attention in the CSP world.

A set of relational structures \(\Gamma\) is an \textit{obstruction set} for a relational structure \(T\) (all in signature \(\Sigma\)) if for all finite \(\Sigma\)-structures \(S\), we have \(S \nrightarrow T\) if and only if \(O \rightarrow S\) for some \(O \in \Gamma\). Obstructions are important because if an OMQ \(Q\) is equivalent to the complement of CSP\((T)\) and \(\Gamma\) is an obstruction set of \(T\), then \(\bigvee_{O \in \Gamma} q_O\) is a (potentially infinitary) rewriting of \(Q\) where \(q_O\) is the Boolean CQ whose graph is \(O\). Therefore, the CSP result that FO-definability of coCSP\((T)\) implies the existence of finite set of finite tree-shaped obstructions for \(T\) [4, 28] translates into the OMQ result that any FO-rewritable OMQ has an FO-rewriting which is a UCQ that consists of tree-shaped CQs. Such results can potentially be used to guide the design of algorithm that construct rewritings and to study the succinctness of rewritings. Many other results about obstructions are available. For example, Datalog-rewritability is related to the existence of (an infinite set of) obstructions of bounded treewidth [19]. It is interesting to note that allowing answer variables in OMQs (which is roughly the same as extending CSPs with constants) changes the shape of obstructions in non-trivial ways, see [2, 9].

Theorem 3 only mentions atomic queries, but neither CQs nor UCQs. In fact, FO-definability and Datalog-definability of the complements of MMSNP sentences does not seem to have been studied in the CSP literature. We have recently observed that the problem is harder than for CSPs.

\begin{itemize}
  \item \textbf{Theorem 4} [13]. In \((\text{ALC}, \text{CQ})\) and in coMMSNP, FO-rewritability and Datalog-rewritability are \text{2NExpTime}-hard.
\end{itemize}

In very recent (and yet unpublished) work with Cristina Feier, we were able to show that FO-rewritability and monadic Datalog rewrirability are decidable for \((\text{ALC}, \text{CQ})\) and coMMSNP, with a \text{2NExpTime} upper bound.

\section{Summary}

The connection between OMQs and CSPs brings interesting new results and techniques for OMQs. It also provides additional motivation for studying CSPs and underlines the importance of MMSNP which, despite having been the subject of some very interesting studies such as [32, 11, 12], has so far received much less attention than CSP. The motivation provided by the OMQ connection does not even stop at MMSNP. Some natural OMQ languages such as \((\text{GF}, \text{UCQ})\) with GF denoting the guarded fragment of FO have the same expressive power as an extension of MMSNP known as MMSNP\(_2\) or GMSNP. Intuitively, the transition from MMSNP to GMSNP corresponds to replacing monadicity with guardedness, which increases expressive power [9]. Very little is known about the computational properties of this extended language.
There are other classes of database problems that are potentially quite closely connected to CSPs and related formalisms. In principle, it is interesting to consider the CSP connection for all querying problems that are, implicitly or explicitly, based on a certain answers semantics. One example is view-based query processing, for which a CSP connection has been established in [15]. Another one is consistent query answering (CQA), where a query is answered over a set of databases that emerges from repairing a given database which violates its integrity constraints [3]. First observations on the connection between CSP and CQA have been made in [20, 31].
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A central goal of algorithmic research is to determine how fast computational problems can be solved in the worst case. Theorems from complexity theory state that there are problems that, on inputs of size $n$, can be solved in $t(n)$ time but not in $t(n)^{1-\epsilon}$ time for $\epsilon > 0$. The main challenge is to determine where in this hierarchy various natural and important problems lie. Throughout the years, many ingenious algorithmic techniques have been developed and applied to obtain blazingly fast algorithms for many problems. Nevertheless, for many other central problems, the best known running times are essentially those of the classical algorithms devised for them in the 1950s and 1960s.

Unconditional lower bounds seem very difficult to obtain, and so practically all known time lower bounds are conditional. For years, the main tool for proving hardness of computational problems have been NP-hardness reductions, basing hardness on $P \neq NP$. However, when we care about the exact running time (as opposed to merely polynomial vs non-polynomial), NP-hardness is not applicable, especially if the problem can already be solved in polynomial time. In recent years, a new theory has been developed, based on “fine-grained reductions” that focus on exact running times. The goal of these reductions is as follows. Suppose problem A is solvable in $a(n)$ time and problem B in $b(n)$ time, and no $a(n)^{1-\epsilon}$ and $b(n)^{1-\epsilon}$ algorithms are known for A and B respectively, for any $\epsilon > 0$. Then if A is fine-grained reducible to problem B (for $a(n)$ and $b(n)$), then a $b(n)^{1-\epsilon}$ time algorithm for B (for any $\epsilon > 0$) implies an $a(n)^{1-\epsilon'}$ algorithm for A (for some $\epsilon' > 0$). Now, mimicking NP-hardness, the approach is to (1) select a key problem X that is conjectured to require $t(n)^{1-o(1)}$ time for some $t(n)$, and (2) reduce X in a fine-grained way to many important problems. This approach has led to the discovery of many meaningful relationships between problems, and even sometimes to equivalence classes.

In this talk I will give an overview of the current progress in this area of study, and will highlight some new exciting developments.
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Abstract

Cellular automata (CA) are massively parallel systems where a regular grid of finite symbols is updated according to a synchronous application of the same local update rule everywhere. A closely related concept is that of Wang tiles where a local relation between neighboring symbols determines allowed combinations of symbols in the grid. In this tutorial we start with classical results on cellular automata, such as the Garden-of-Eden theorems, the Curtis-Hedlund-Lyndon-theorem and the balance property of surjective cellular automata. We then discuss Wang tiles and, in particular, the concept of aperiodicity and the undecidability of the domino problem. The domino problem is the decision problem to determine if a given Wang tile set admits any valid tilings of the grid. We relate Wang tiles to cellular automata, and establish a number of undecidability results for cellular automata.
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Abstract

Graph reconstruction algorithms seek to learn a hidden graph by repeatedly querying a black-box oracle for information about the graph structure. Perhaps the most well studied and applied version of the problem uses a distance oracle, which can report the shortest path distance between any pair of nodes.

We introduce and study the betweenness oracle, where $\text{bet}(a,m,z)$ is true iff $m$ lies on a shortest path between $a$ and $z$. This oracle is strictly weaker than a distance oracle, in the sense that a betweenness query can be simulated by a constant number of distance queries, but not vice versa. Despite this, we are able to develop betweenness reconstruction algorithms that match the current state of the art for distance reconstruction, and even improve it for certain types of graphs. We obtain the following algorithms:

1. Reconstruction of general graphs in $O(n^2)$ queries
2. Reconstruction of degree-bounded graphs in $\tilde{O}(n^{3/2})$ queries
3. Reconstruction of geodetic degree-bounded graphs in $\tilde{O}(n)$ queries

In addition to being a fundamental graph theoretic problem with some natural applications, our new results shed light on some avenues for progress in the distance reconstruction problem.
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1 Introduction

Background and Applications

A major subfield of graph algorithms is that of graph reconstruction, in which one must determine the edges of a hidden graph using a black-box oracle that reveals a certain type of information about the graph. This model is typically used to study systems in which it is costly or slow to make measurements on the graph; the subject of reconstruction research is therefore to find strategies that learn the graph with low worst-case query complexity. The
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Graph Reconstruction with a Betweenness Oracle

offline computation time of these algorithms is not a central point of concern, although it is generally expected to be polynomial.

This framework captures a number of important problems in computational biology. In one well-studied example, researchers wish to learn evolutionary trees, but only have tools to query for the distance in the unknown tree between an arbitrary pair of species (see [25, 13, 16, 22] for work on this problem). Each of these queries requires some research effort, and so one hopes to choose queries efficiently so as to maximize the information gained from each one. Another reconstruction problem is implicitly studied in genome sequencing; in this version, the underlying oracle takes a node subset \( S \) and reports whether or not this set is independent (see [1, 2, 4, 3, 11] for work on this problem). Yet another version is central to bioinformatics, in which the underlying oracle must count the number of internal edges in a node subset \( S \) (see [6, 12] for work on this problem). There is also the network reconstruction problem, in which one runs tests on a system to learn the topology of a decentralized network – for example, one might hope to discover the graph of the internet by querying for connectivity information between routers (see [5, 8, 9, 10] for work on this problem). Reconstruction problems also appear in network tomography [7, 23], probability theory [19], and other fields. In parallel, there has been work on the closely related graph verification problem in which one must simply confirm that the oracle matches a graph taken on input. For some examples of work on this problem, see [15, 5, 7, 10].

We introduce a new oracle in this paper, which is most similar to the distance oracle. We will therefore proceed through this introduction with our attention restricted to the distance reconstruction problem. If the reader is interested in more exposition on reconstruction/verification under the other oracles, we refer them to [15, 21, 3, 5, 1, 2, 4, 18] and the citations therein.

Our New Oracle

We introduce and study the betweenness oracle, which is defined such that \( \text{bet}(a, m, z) \) is true iff there is a shortest path between \( a \) and \( z \) that contains \( m \).

There are a few reasons why we consider this oracle worthy of study. The first is that this oracle generalizes the distance oracle due to the following equivalence:

\[
\text{bet}(a, m, z) \iff \text{dist}(a, m) + \text{dist}(m, z) = \text{dist}(a, z)
\]

It is therefore possible to simulate a betweenness query with a constant number of distance queries, and so any query complexity obtained for the betweenness reconstruction problem is automatically achieved for the distance reconstruction problem as well. It is not hard to see that one cannot in general simulate a distance query with a constant number of betweenness queries: in fact, given no other information about the graph, at least \( \Omega(n) \) betweenness queries are required to learn a single pairwise distance. In this sense, we regard the betweenness oracle as much weaker than the distance oracle.

Given this intuition, it is very natural to expect that betweenness reconstruction would require a higher query complexity than distance reconstruction. However, as of our new results in this paper, this is not the case! We are able to match the most important state of the art results for distance reconstruction, and even improve them for certain classes of hidden graphs.

This surprise sheds some light on the central open problem [17, 15] of distance reconstruction, which is to obtain an algorithm with query complexity \( n^{1+o(1)} \) for degree-bounded graphs. We are able to match the current best query complexity (\( \tilde{O}(n^{3/2}) \) from [17]) for this
problem using only a betweenness oracle. This suggests that the current distance reconstruction algorithms are unable to exploit the additional power of their oracle in a meaningful way, and that further progress can perhaps be made through using this information in a more careful manner.

Our second reason for studying this oracle is purely practical: it is useful to study reconstruction problems in a context free of a distance model. For example, in the evolutionary tree literature, the distance reconstruction approach asks biologists to devise a model of evolutionary distance, and then use this to reconstruct the order of speciation events [13]. There is no single definitive method for modeling evolutionary distance, and all popular methods for measuring these distances are somewhat error-prone and require certain underlying assumptions to be made (see [20] for a discussion of evolutionary distance estimation). In contrast, the betweenness reconstruction approach allows one to reconstruct the tree without having to worry about a model of evolutionary distance. Instead, one only needs to answer yes-or-no betweenness queries about the tree structure. Per the distance/betweenness relationship given above, this is a strictly easier task.

Our third reason for valuing the betweenness oracle is purely theoretical: intuitively, we consider the betweenness oracle to be by far the weakest oracle under which nontrivial reconstruction results have been obtained. Previously, this distinction belonged to the distance oracle. All other oracles receiving significant attention had non-constant arity and/or returned a polynomial number of bits on output, and the best reconstruction results for these other oracles had significantly lower query complexity (typically $O(n^2)$ for general graphs); see [21] for a survey. Since our betweenness oracle is strictly weaker than a distance oracle, it should be regarded as the new weakest studied oracle.

Our Results

Our first main result is:

\begin{itemize}
\item \textbf{Theorem.} There is a betweenness reconstruction algorithm with a query complexity of $O(n^2)$ (this algorithm makes no assumptions about the hidden graph).
\end{itemize}

For general graphs, the trivial brute force distance reconstruction algorithm uses $O(n^2)$ queries, but the brute force betweenness reconstruction algorithm uses $O(n^3)$ queries, so some cleverness is required to avoid making all possible queries. An interesting consequence of our new oracle is apparent here: because our oracle returns only a single bit of information, there is a simple matching information-theoretic lower bound matching this upper bound. A graph encodes $\Theta(n^2)$ bits of information, each betweenness query reports a single bit of information, and so at least $\Omega(n^2)$ queries are required in the worst case.

This particular argument fails for distance reconstruction, which reports $\log n$ bits of information per query. However, a matching lower bound is still known. A simple lower bound is a graph with $n - 2$ isolated vertices plus a pair of vertices connected by a single edge; the only possible reconstruction algorithm here is a brute-force search for the missing edge. To forbid this construction, it is common to assume that the hidden graph is connected. However, this is still not enough: Reyzin & Srivastava [21] have exhibited a constant-depth tree that requires $\Omega(n^2)$ distance queries to reconstruct. This tree has a root of degree $\Omega(n)$; therefore, the most natural way to forbid this construction is to parametrize the solution quality on the maximum degree $\Delta$ of the graph. In many natural applications $\Delta$ is constant or at most $n^{o(1)}$ [17, 13], so in this parametrization it is considered much more important to reduce the dependence on $n$ than to reduce the dependence on $\Delta$. 


Our next main result fits within this parametrization. We prove:

**Theorem.** When the hidden graph is connected with maximum degree $\Delta$, there is a betweenness reconstruction algorithm with a query complexity of $\tilde{O}(n^{3/2} \cdot \Delta^4)$.

This matches the query complexity obtained by Mathieu & Zhou [17] for distance reconstruction. It is generally considered to be the foremost open problem [17, 15] to obtain distance reconstruction for degree-bounded graphs with a query complexity of $n^{1+o(1)} \cdot f(\Delta)$ for any function $f$. We consider it quite interesting that the state-of-the-art against this open problem can be achieved by our betweenness oracle: it suggests that the current algorithms for this problem do not integrally exploit the fact that they receive full distance information, and that an avenue for progress is to devise an algorithm that uses distance information in a new way.

While this $n^{3/2}$ bound remains unbroken, the problem has been solved for certain specific types of graphs. In particular, degree-bounded distance reconstruction algorithms with query complexities of $\tilde{O}(n \cdot f(\Delta))$ are known when the hidden graph is outerplanar [17] or chordal [15]. Our third main result is in this regime. We prove:

**Theorem.** When the hidden graph is connected, geodetic (i.e., there is a unique shortest path between every pair of nodes), and has maximum degree $\Delta$, there is a betweenness reconstruction algorithm with a query complexity of $\tilde{O}(n \cdot \Delta^3)$.

Geodetic graphs can be seen as a generalization of trees; in this vein, our upper bound comes very close to the distance reconstruction lower bound of $\tilde{\Omega}(n \cdot \Delta)$ for trees given in [16]. Due to the relationship between betweenness and distance queries discussed above, an identical upper bound is immediate for distance reconstruction, thereby improving the distance query complexity for these graphs by a factor of $O(\sqrt{n})$ over [17].

Finally, we remark that our algorithms in the two latter cases are Monte Carlo, and that the error probability can be tuned to an arbitrarily small inverse polynomial in $n$ by increasing the hidden constant.

## 2 Terminology

We will first collect some previously used notations and definitions from the world of graph theory that will be used repeatedly throughout the paper.

We reserve $G = (V, E)$ to refer to the hidden graph being reconstructed, and $|V| = n$. Unless otherwise noted, the graph is undirected and unweighted. Given a node subset $U \subset V$, $G[U]$ is the subgraph induced by $U$. The neighborhood of a node $v$ (i.e. all nodes $u$ such that $(v, u) \in E$) is denoted by $N(v)$. The neighborhood of a node set $S$ (i.e. the union of $N(s) - S$ for all $s \in S$) is denoted by $N(S)$.

**Definition 1 (Starshaped).** A node subset $X \subset V$ is starshaped with respect to a center $x \in X$ if, for all $v \in X$, every shortest path from $x$ to $v$ is entirely contained in $X$.

Note that the same subset may be starshaped with respect to several centers.

**Definition 2 (Layer Structure).** Given a starshaped set $X \subset V$ with center $x$, a node $v \in X$ is said to be in layer $i$ of $X$ if $\text{dist}(x, v) = i$. The set of nodes in layer $i$ is denoted $L_X^i$. The $X$ superscript is suppressed when clear from context. (See Figure 1.)

**Definition 3 (Spanning Tree).** Given a starshaped set $X \subset V$ with center $x$, a subgraph $T_X$ of $G[X]$ is a spanning tree of $X$ if it is a tree with the property that for all $v \in X$, $T_X$ includes a shortest path in $X$ from $x$ to $v$. 


Figure 1 The layer structure for a starshaped set $X$ with center $x$, as well as the shortest path graph.

Definition 4 (Shortest Path Graph). Given a starshaped set $X \subset V$ with center $x$, the shortest path graph of $X$ is the subgraph $S_X$ of $G[X]$ defined by removing all edges $(a, b)$ where $a$ and $b$ are in the same layer of $X$.

By orienting all edges of the Shortest Path Graph away from $x$, one obtains a DAG with source $x$, and thus, a notion of ancestry and parenthood between the vertices of $X$. We formalize in the following way:

Definition 5 (Tree Definitions). Let $X$ be a starshaped set with center $x$. If $v \in L^X_i$, then $u$ is a parent of $v$ if $u \in N(v) \cap L^X_{i-1}$, or $u$ is a child of $v$ if $u \in N(v) \cap L^X_{i+1}$. The ancestor relation is the transitive closure of the parent relation, and the descendant relation is the transitive closure of the child relation. By convention, a node is both its own ancestor and its own descendant. The set of descendants of a node $v$ is denoted $D(v)$, and the set of ancestors of a node $v$ is denoted $A(v)$. A node is a leaf if it has no children.

Definition 6 (Geodetic Graphs). A graph is geodetic if, for each node pair, there is a unique shortest path between these nodes.

Note that, for a geodetic graph, there is a unique spanning tree of any starshaped set $X$, and this spanning tree is also the shortest path graph.

Definition 7 (Betweenness). We define the relation $\text{bet}(\cdot, \cdot, \cdot)$ such that $\text{bet}(a, m, z)$ is true iff there exists a shortest path in $G$ between $a$ and $z$ that includes $m$.

Definition 8 (Ancestry). For a “root node” $r \in V$, we define the relation $\text{anc}_r(\cdot, \cdot)$ such that $\text{anc}_r(u, v) \iff \text{bet}(r, u, v)$. We will sometimes use this query in place of a bet query to emphasize that our goal is to test membership of $u$ in $A(v)$.

3 Reconstruction of General Graphs

There are $\Omega(n^3)$ different betweenness queries that one can ask on any given graph. However, we prove:

Theorem 9. One can learn the edges of a hidden graph using $O(n^2)$ betweenness queries (with no assumptions made about the hidden graph; $G$ can be disconnected and have any maximum degree).
Note that there is a simple matching information-theoretic lower bound for general graphs: a graph encodes $\Omega(n^2)$ bits of information, and since each betweenness query returns a single bit of information, at least this many queries are required to learn the graph.

The upper bound proceeds in two steps. The first is to discover the connected components of the graph:

**Claim 10.** One can discover the connected components of a hidden graph using $O(n^2)$ betweenness queries.

**Proof.** For all $u, v \in V$, query $\text{bet}(u, u, v)$. The query will be true iff there exists a shortest path between $u$ and $v$, which holds only if $u$ and $v$ belong to the same connected component of the graph.

The second step in the upper bound is to discover the edges of a single connected component. We will prove this result at a higher level of generality, as the techniques will be useful again later in the paper.

**Claim 11.** Given a starshaped set $X$ with center $x$, as well as the shortest path graph of $X$, one can decide whether or not there exists an edge between any two nodes $u, v$ in the hidden graph using $O(1)$ betweenness queries.

**Proof.** If $u, v$ belong to different layers, then the task is trivial: if there is an edge between them, then it is in the shortest path graph, so one must simply consult the shortest path graph and no queries need to be executed. So assume $u, v$ are in the same layer. Let node $a$ be a least common ancestor of $u$ and $v$; i.e. choose a node $a \in A(u) \cap A(v)$ with the highest level. Since $u, v$ are in the same layer, we then have $\text{dist}(u, a) = \text{dist}(v, a) =: h$. Let $b$ be a child of $a$ along a shortest path between $a$ and $u$. Then $\text{dist}(b, u) = h - 1$ and $\text{dist}(b, v) \in \{h, h + 1\}$. Query $\text{bet}(v, a, b)$. If this query is true, then we have $\text{dist}(b, v) = h + 1$, which then implies that the edge $(u, v)$ does not exist in the hidden graph. If this query is false, then we have $\text{dist}(b, v) = h$. We then query $\text{bet}(v, u, b)$, which will be true iff the edge $(u, v)$ exists in the hidden graph.

**Claim 12.** Let $X \subset V$ be a starshaped set with center $x$. One can discover all edges in $G[X]$ in $O(|X|^2)$ betweenness queries.

Note that if $X$ is an entire connected component of the graph, then it is trivially starshaped with respect to any $x \in X$, and so along with Claim 10, this result implies Theorem 9.

**Proof.** The algorithm proceeds in two steps. First, we query $\text{anc}_x(u, v)$ for all $u, v \in X$, and we claim that this information is sufficient to learn the shortest path graph $S_X$. We can learn the layers by the following recursive formula:

$$L_0 = \{x\},$$

$$L_i = \left\{ v \in (X - \bigcup_{j<i} L_j) \mid (A(v) - \{v\}) \subset \bigcup_{j<i} L_j \right\}.$$

This formula states that if layers $\{0, \ldots, i - 1\}$ are known, then the $i^{th}$ layer can be determined as the set of nodes $v$ such that all ancestors (besides the node itself) belong to these first layers. Once the layers are known, for any node $v \in L_i$, we can determine its neighbors in $L_{i-1}$ as the set $N(v) \cap L_{i-1} = A(v) \cap L_{i-1}$.
Applied to all $v \in X$, this is sufficient to learn every edge in $S_X$. We can now use Claim 11 on all pairs of edges in the graph to detect the existence/nonexistence of every possible edge in $O(|X|^2)$ queries.

\section{Finding Splitting Nodes}

For the rest of this paper, we will assume that $G$ is connected with maximum degree $\Delta$.

\begin{lemma}
Every starshaped set $X$ with center $x$ has a node $s \in X$ with the property
\[
\left\lceil \frac{|X|}{3\Delta} \right\rceil \leq |D(s)| \leq \left\lceil \frac{|X|}{3} \right\rceil.
\]
\end{lemma}

\begin{proof}
Let $\ell$ be a leaf of $X$. We then have
\[
|D(\ell)| = |\{\ell\}| = 1.
\]
And so if $|X| \leq 3\Delta$, then $\ell$ satisfies the property. Otherwise, assume $|X| > 3\Delta$.

We will now proceed with an intermediate value type argument. Initialize a node $p \leftarrow x$, and then repeatedly find the child $c_{\text{max}}$ of $p$ with the greatest number of descendants and set $p \leftarrow c_{\text{max}}$. Stop this process once $p$ is set to a leaf. At each step, we have
\[
\bigcup_{c \text{ is a child of } p} D(c) = |D(p) - \{p\}| = |D(p)| - 1.
\]
Since $p$ has at most $\Delta$ children, the union is taken over $\Delta$ elements, and so by a (inverse) union bound, the average child has at least $(|D(p)| - 1)/\Delta$ descendants, and so $c_{\text{max}}$ has at least this many descendants. So if
\[
|D(p)| > \left\lceil \frac{|X|}{3} \right\rceil
\]
then
\[
|D(c_{\text{max}})| \geq \left\lceil \frac{|X|}{3} / \Delta \right\rceil \geq \left\lceil \frac{|X|}{3\Delta} \right\rceil.
\]
Note that the size of the set $\{v \in X \mid \text{anc}_x(p,v)\}$ is strictly decreasing in each step. Its initial value is $|X|$ and its final value is 1. Therefore, at some point during this process, we have
\[
|D(p)| > \left\lceil \frac{|X|}{3} \right\rceil \quad \text{and} \quad |D(c_{\text{max}})| \leq \left\lceil \frac{|X|}{3} \right\rceil.
\]
From the above argument, we also have
\[
|D(c_{\text{max}})| \geq \left\lceil \frac{|X|}{3\Delta} \right\rceil.
\]
and so $c_{\text{max}}$ satisfies our property.

A node is a splitting node if it satisfies a relaxed version of this condition (see Figure 2).

\begin{definition}
A node $s$ satisfying
\[
\left\lceil \frac{|X|}{4\Delta} \right\rceil \leq |D(s)| \leq \left\lceil \frac{|X|}{2} \right\rceil
\]
is called a splitting node.
\end{definition}
Lemma 15. Given a starshaped set \( X \) with center \( x \) with hidden edges, there is a randomized algorithm that uses \( \tilde{O}(|X| \cdot \Delta) \) betweenness queries and, with high probability, finds a splitting node \( s \in X \).

Proof. Iterate over each node \( v \in X \). Let \( R \) be a uniform random sample \( S \) of \( k \cdot \log |X| \cdot \log \log |X| \cdot \Delta \) nodes, where \( k \) is a constant whose size determines the probability of success. We then query \( \text{anc}_x(v,r) \) for each \( r \in R \), and we estimate \( |D(v)| \) as:

\[
\hat{|D(v)|} = |D(v) \cap R| \cdot \frac{|X|}{|R|}
\]

By standard Chernoff bounds, for sufficiently large \( k \), we have

\[
|D(v)| - \frac{|X|}{29\Delta} \leq |D(v)| \leq |D(v)| + \frac{|X|}{29\Delta}
\]

with high probability. We then accept \( v \) as a splitting node iff

\[
\left\lfloor \frac{|X|}{3.5\Delta} \right\rfloor \leq |D(v)| \leq \left\lfloor \frac{|X|}{2.5} \right\rfloor.
\]

Then, for an accepted node \( v \), if \( |X| \) is sufficiently large then the following inequalities hold with high probability:

\[
\left\lfloor \frac{|X|}{4\Delta} \right\rfloor < \left\lfloor \frac{|X|}{3.5\Delta} \right\rfloor - \frac{|X|}{29\Delta} \leq |D(v)| \leq \left\lfloor \frac{|X|}{2.5} \right\rfloor + \frac{|X|}{29\Delta} < \left\lfloor \frac{|X|}{2} \right\rfloor,
\]

and hence \( v \) is a splitting node with high probability. Similarly, we see that a non-splitting node is rejected with high probability. Additionally, with high probability, we will accept any node satisfying the condition in Lemma 13. Since at least one such node exists, this process will find a splitting node with high probability.

We use \( O(\log |X| \cdot \log \log |X| \cdot \Delta) \) queries per node in \( X \), so the total number of queries used by this process is \( O(|X| \cdot \log |X| \cdot \log \log |X| \cdot \Delta) \).

In the context of graph reconstruction, the technique of random sampling and querying over the sample for the sake of set size estimation was first used by Mathieu & Zhou in [17] for a different purpose.

---

1 When the notation \( \tilde{O}(f(|X|)) \) is used, the \( \tilde{O} \) hides \( \text{polylog}(|X|) \) factors, not \( \text{polylog}(n) \).
5 Reconstruction of Spanning Trees

We next prove:

- **Lemma 16.** Given a starshaped set $X$ with center $x$, there is a randomized algorithm that uses $O(|X| \cdot \Delta^2)$ betweenness queries to learn a spanning tree of $X$.

We first need the following technical results:

- **Claim 17.** Let $X$ be a starshaped set with center $x$, and let $v \in X$. Then $D(v)$ is starshaped with center $v$.

**Proof.** Let $u \in D(v)$, let $\rho(u,v)$ be any shortest path between $u$ and $v$, and let $w \in \rho(u,v)$. We then have $\text{dist}(v,w) + \text{dist}(w,u) = \text{dist}(v,u)$. Since $u \in D(v)$, we also have $\text{dist}(x,v) + \text{dist}(v,u) = \text{dist}(x,u)$, and so combining these equations, we have

$$\text{dist}(x,v) + \text{dist}(v,w) = \text{dist}(x,u) - \text{dist}(w,u).$$

By the triangle inequality, we have $\text{dist}(x,u) \leq \text{dist}(x,w) + \text{dist}(w,u)$, and so

$$\text{dist}(x,v) + \text{dist}(v,w) \leq \text{dist}(x,w).$$

Again by the triangle inequality, we also have

$$\text{dist}(x,v) + \text{dist}(v,w) \geq \text{dist}(x,w)$$

and so

$$\text{dist}(x,v) + \text{dist}(v,w) = \text{dist}(x,w).$$

This implies that $w \in D(v)$, and so $D(v)$ is starshaped with center $v$. $\blacksquare$

We omit the proofs of the following claims, as they are generally similar to the previous one.

- **Claim 18.** Let $X$ be a starshaped set with center $x$, and let $v \in X$. Then $X - D(v)$ is starshaped with center $x$.

- **Claim 19.** Let $X$ be a starshaped set with center $x$, and let $v \in X$. Then $(X - D(v)) \cup \{v\}$ is starshaped with center $x$.

These allow us to prove the following result:

- **Claim 20.** Let $X$ be a starshaped set with center $x$, and let $v \in X$. Let $T_{(X-D(v)) \cup \{v\}}$ be a spanning tree of the set $(X - D(v)) \cup \{v\}$ with center $x$, and let $T_{D(v)}$ be a spanning tree of $D(v)$ with center $v$. Then $T_{(X-D(v)) \cup \{v\}} \cup T_{D(v)}$ is a spanning tree of $X$.

**Proof.** First, note that $T_{(X-D(v)) \cup \{v\}}$ and $T_{D(v)}$ have only the node $v$ in common; therefore, their union is a tree.

Let $u \in X$. If $u \notin D(v)$, then (by Claim 19) every shortest path between $u$ and $x$ is contained in $(X - D(v)) \cup \{v\}$, and so $T_{(X-D(v)) \cup \{v\}}$ contains a shortest path between $u$ and $x$.

Otherwise, suppose $u \in D(v)$. Then $T_{D(v)}$ contains a shortest path between $v$ and $u$, and $T_{(X-D(v)) \cup \{v\}}$ contains a shortest path between $x$ and $v$. Since $u$ is a descendant of $v$, we have $\text{dist}(x,u) = \text{dist}(x,v) + \text{dist}(v,u)$. Therefore, the union of these two shortest paths is a shortest path between $x$ and $u$.

We then have that $T_{(X-D(v)) \cup \{v\}} \cup T_{D(v)}$ is a tree that contains a shortest path between $x$ and any $v \in X$, so it is a spanning tree of $X$. $\blacksquare$
We can now return to Lemma 16.

Proof of Lemma 16. The algorithm is by recursive divide-and-conquer. The base case is when \( X \) consists of \( 2\Delta \) or fewer nodes; in this case, it is possible to learn all edges of \( X \) in \( O(\Delta^2) \) queries using Claim 12, and then find a spanning tree within these edges without any additional queries.

Repeat the following process. Use Lemma 15 to find a splitting node \( s \in X \) in \( \tilde{O}(|X| \cdot \Delta) \) queries. Next, query \( \text{anc}_s(s, v) \) for all \( v \in X \) in order to determine the set \( D(s) \). Next, recursively compute a spanning tree of the sets \( D(s) \) and \( (X - D(s)) \cup \{ s \} \) (these sets are starshaped by Claims 17 and 19), and then return the union of these two spanning trees. By Claim 20, this is a spanning tree of \( X \).

The size of each set decreases by at least a factor of \( (1 - \Theta(1/\Delta)) \) at each round of the recursion, and so the recursion depth is \( O(|X| \cdot \Delta) \). The number of top-level queries in each round is \( \tilde{O}(|X| \cdot \Delta) \). This implies that \( \tilde{O}(|X| \cdot \Delta^2) \) queries in total are used. ◀

Remark. We note that the unweightedness of the hidden graph has not been exploited in any way, and therefore, Lemma 16 applies even if the hidden graph is weighted. More specifically, it is impossible for a betweenness query to learn the weight of a weighted edge, but one can find the edge set of a spanning tree using only \( \tilde{O}(|X| \cdot \Delta^2) \) betweenness queries.

6 Reconstruction of Degree-Bounded Graphs

We closely follow the algorithm developed by Mathieu & Zhou in [17] for distance reconstruction. At a high level our algorithm is exactly the same as theirs (which is, in turn, based on techniques from [14] and [24]); our contribution is that we are able to use two of our previously established techniques to replace their distance queries with betweenness queries.

We prove:

Theorem 21. One can learn the edges of a hidden connected graph with maximum degree \( \Delta \) in \( \tilde{O}(n^{3/2} \cdot \Delta^4) \) betweenness queries.

The following definition is critical to the proof:

Definition 22 (Cluster, [24]). Given a set of “centers” \( A \subset V \) and a node \( w \in V \), the cluster of \( w \), denoted \( C^A(w) \), is defined as \( \{ v \in V \mid \text{dist}(w, v) < \text{dist}(A, v) \} \).

Mathieu & Zhou prove the following reduction (it is implicit in their Lemma 2):

Lemma 23 ([17]). Let \( s \) be a parameter. Suppose there is an algorithm that learns the distance from a node \( v \) to each other node in a hidden graph, and that this algorithm uses \( \leq f(n, \Delta) \) queries of some type. Then there is a randomized algorithm on this hidden graph that, with high probability, produces a set \( A \) of size \( O(s \log n) \) such that \( C^A(w) = O(n/s) \) for all \( w \in V \). This randomized algorithm uses \( O(f(n, \Delta) \cdot s) \) queries of the same type.

Mathieu & Zhou use distance queries, and so trivially \( f(n, \Delta) \leq n \). However, our Lemma 16 implies that for betweenness queries, we have \( f(n, \Delta) = \tilde{O}(n \cdot \Delta^2) \). We can therefore find a set \( A \) as in Lemma 23 using \( \tilde{O}(n \cdot \Delta^2 \cdot s) \) betweenness queries. The first step in the proof of Theorem 21 is to find \( A \) as in Lemma 23, and to find all pairwise distances in \( A \times V \).

We next borrow some more methodology from Mathieu & Zhou.
We next prove:

\textbf{Proof of Theorem 21.} Let $u \in C(a)$, let $\rho(a, u)$ be a shortest path between $a$ and $u$, and let $w \in \rho(a, u)$. Suppose towards a contradiction that $w \notin C(a)$; that is, there exists $a' \in A$ such that $\text{dist}(a, w) \geq \text{dist}(a', w) + 2$. We then have $\text{dist}(a, u) = \text{dist}(a, w) + \text{dist}(w, u)$, and by the triangle inequality, $\text{dist}(a', u) \leq \text{dist}(a', w) + \text{dist}(w, u)$. Combining these equations, we have

$$\text{dist}(a, u) - \text{dist}(a, w) \geq \text{dist}(a', u) - \text{dist}(a', w) \geq \text{dist}(a', u) - (\text{dist}(a, w) - 2),$$

and hence $\text{dist}(a, u) \geq \text{dist}(a', u) + 2$. Therefore $u \notin C(a)$, which is a contradiction. We then have $w \in C(a)$, and so $C(a)$ is starshaped. \hfill \blacktriangleleft

We now return to Theorem 21.

\textbf{Proof of Theorem 21.} Compute the set $A$ as in Lemma 23; by Lemma 16 this requires $O(n \cdot \Delta^2 \cdot s)$ betweenness queries. Once again use Lemma 16 to compute all pairwise distances in $A \times V$, and use this information to compute $C(a)$ for all $a \in A$. Next, since each $C(a)$ is starshaped (Claim 27), we can invoke Claim 12 to learn all edges in each set $C(a)$. By Claim 26, the query complexity of this step is $|A| \cdot O(n^2/s^2 \cdot \Delta^4) = O(n^2/s \cdot \Delta^6)$. So the total query complexity of this process is $O(n \cdot \Delta^2 \cdot s) + O(n^2/s \cdot \Delta^6)$. The claim now follows by setting $s = n^{1/2}\Delta^2$. \hfill \blacktriangleleft

\textbf{Remark.} A reasonable objection that can be made here is that we should model $\Delta$ as an unknown quantity, and so it is unfair to choose the value of $s$ based on $\Delta$. There is a way around this: one can make the assumption $\Delta = 2$ and run the algorithm as stated, aborting as soon as the runtime bound corresponding to $\Delta = 2$ is exceeded. If the bound is exceeded, then double the value of $\Delta$ and try again until the algorithm terminates successfully.

\section{Reconstruction of Geodetic Graphs}

Recall that a graph is \textit{geodetic} if there is a unique shortest path between every pair of nodes.

We next prove:

\textbf{Theorem 28.} One can learn the edges of a hidden geodetic connected graph with maximum degree $\Delta$ in $O(n \cdot \Delta^2)$ betweenness queries.

This result was previously unknown, even for distance oracles.

We begin with a reduction of the problem. The input of our new problem is a starshaped set $X$ with center $x$, a node $s \in X$, and a node $v \in (X - \mathcal{D}(s))$. Additionally, we are given the shortest path graph of $X$. The problem is to learn all edges with one endpoint at $v$ and the other in $\mathcal{D}(s)$. We call this the \textit{boundary edge problem}. Our reduction to this problem is as follows:
Lemma 29. Assume $G$ is geodetic. Suppose there is a (possibly randomized) algorithm that solves the boundary edge problem using $f(|X|, \Delta)$ betweenness queries in the worst case. Then there is a randomized algorithm that, given a starshaped set $X$ with center $x$, learns all edges in $G[X]$ using $\tilde{O}(|X| \cdot \Delta^3 \cdot f(|X|, \Delta))$ betweenness queries.

Proof. We can learn the graph as follows. Use Lemma 16 to construct a spanning tree of $X$ using $\tilde{O}(|X| \cdot \Delta^2)$ queries. Because the graph is geodetic, the spanning tree is also the shortest path graph of $X$. Next, find a splitting node $s$ of $X$, using the algorithm outlined in Lemma 15. Solve the boundary edge problem for each node $v \in (X - D(s))$; this requires $O(|X| \cdot f(|X|, \Delta))$ queries. We have now learned all edges with one endpoint in $D(s)$ and the other endpoint in $X - D(s)$; we still need to learn the edges with both endpoints in $D(s)$ or both endpoints in $X - D(s)$. We know that $D(s)$ is starshaped with center $s$, and $X - D(s)$ is starshaped with center $x$ (by Claims 17 and 18), so this can be done recursively.

In each round of the recursion, we partition the node set into two subsets, each of which has at most a $1 - \Theta(1/\Delta)$ fraction as many nodes as in the previous round of the recursion. Therefore, the maximum recursion depth is $\tilde{O}(\Delta)$. The number of top-level queries made is $\tilde{O}(|X| \cdot \Delta^2 + |X| \cdot f(|X|, \Delta))$ and so the total query complexity of the algorithm is $\tilde{O}(|X| \cdot \Delta^3 + |X| \cdot \Delta \cdot f(|X|, \Delta))$.

What remains is to place bounds on $f(|X|, \Delta)$, the query complexity of the boundary edge problem. To this end, the following claims are useful:

Claim 30. If the hidden graph is geodetic, then any edge $(v, u)$ with $v \in (X - D(s))$ and $u \in D(s)$ are in the same layer in the set $X$.

Proof. Let $u \in D(s)$ be a neighbor of $v$. Let $L_u^X$ be the layer of $u$, and let $L_v^X$ be the layer of $v$. By the triangle inequality, we have that (1) $L_u^X = L_v^X + 1$, or (2) $L_u^X = L_v^X$, or (3) $L_u^X + 1 = L_v^X$. In fact, (3) is impossible because it implies that $v \in D(s)$ and we have assumed $v \in (X - D(s))$. Additionally, (1) is impossible because the hidden graph is geodetic. Specifically, since $u \in D(s)$ there is a shortest path from $x$ to $u$ that passes through $s$; since $L_v^X + 1 = L_u^X$ there is another shortest path from $x$ to $u$ that passes through $v$ (and therefore doesn’t pass through $s$, since $v \notin D(s)$); these shortest paths must be distinct. So (2) is the only possible case: we have $L_u^X = L_v^X$.

Claim 31. If the hidden graph is geodetic, then for any edge $(v, u)$ with $v \in (X - D(s))$ and $u \in D(s)$, we have $dist(v, s) = dist(u, s) + 1$.

Proof. Let $L_u = L_u$ be the layer of $u$ and $v$ (these are the same by Claim 30), and let $L_s$ be the layer of $s$. Since $u \in D(s)$, we have $dist(u, s) = L_u - L_s$. Therefore, it cannot be the case that $dist(v, s) = dist(u, s) - 1$: this would imply that $dist(v, s) = L_v - L_s - 1$, which violates the triangle inequality. Additionally, it cannot be the case that $dist(v, s) = dist(u, s)$: this would imply that $dist(v, s) = L_v - L_s$, and so $v \in D(s)$, which we have assumed is not true. The only possibility that remains is that $dist(v, s) = dist(u, s) + 1$.

Claim 32. If the hidden graph is geodetic, then each node $u \in (X - D(s))$ has at most one incident edge in $D(s)$.

Proof. Let $v$ be a neighbor of $u$ in $D(s)$. From Claim 31, we have that $dist(u, s) = dist(v, s) + 1$, and so $u$ lies on a shortest path from $v$ to $s$. If there are two distinct neighbors $u, u' \in D(s)$ of $u$, then both of these neighbors lie on a shortest path from $v$ to $s$, implying the existence of two distinct shortest paths from $v$ to $s$. This violates our geodetic assumption.
We can now prove:

▶ **Lemma 33.** The boundary edge problem can be solved for hidden geodetic graphs in $\tilde{O}(\Delta)$ betweenness queries.

**Proof.** The algorithm runs in two stages. First, we use $\tilde{O}(\Delta)$ betweenness queries to find a “candidate node” $u$, which is defined to be the node in $D(s)$ furthest from $x$ that lies on the shortest path between $v$ and $s$. Note that if there exists an edge $(v, u)$ with $u \in D(s)$, then $u$ will certainly be the candidate node by Claim 31. Therefore, once we have identified a candidate node $u$, it only remains to test whether or not the edge $(u, v)$ is in the hidden graph, and we have detected the unique edge from $v$ into $D(s)$ or refuted its existence.

We can find the candidate node using our standard splitting node technique. Find a splitting node $t$ of $D(s)$ (we already have a shortest path graph of $X$, of which the shortest path graph of $D(s)$ is a subgraph, so this can be computed offline and requires no queries). Query $\text{bet}(v, t, s)$. If true, then we recurse on the starshaped set $D(t)$; if false, then we recurse on the starshaped set $D(s) - D(t)$, and repeat until only one node remains; this node is our candidate node. As usual, the recursion depth is $\tilde{O}(\Delta)$, and so we use this many betweenness queries.

Once we have our candidate node $u$, we can test for the existence of the edge $(u, v)$ in a constant number of queries using Claim 11.

Jointly, Lemmas 29 and 33 imply Theorem 28.
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Abstract
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We believe that our PTAS for AR\(_F\) with uniform vertex weights and arbitrary \( k \) brings us closer towards a PTAS for Euclidean CVRP, for which the main difficulty is to deal with paths of length at most \( k \).
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1 Introduction

We introduce a new framework of Airport and Railway Problems, which combines capacitated facility location with network design. In this framework, an input instance \((G, a, r, k)\) consists of a complete \(n\)-vertex graph \(G = (V, E)\) with vertex costs \(a: V(G) \to \mathbb{R}\) and edge costs \(r: E(G) \to \mathbb{R}_{\geq 0}\), and a parameter \(k\). The goal is to compute a minimum cost network of airports \(A \subseteq V(G)\) and railways \(R \subseteq E(G)\) connecting all the cities (i.e., each vertex in \(V\) is connected with some vertex from \(A\) via a path of edges from \(R\)), where each connected component of the network contains at most \(k\) vertices. Problems from this framework can have additional constraints on the network, e.g., requiring a fixed number \(\kappa\) of connected components, or enforcing special structure of the connected components. Unless stated differently, we assume that \(r\) specifies distances in the two-dimensional Euclidean space.

Paths. We define \(\text{AR}_P\) as an airport and railway problem with an additional property that each connected component is a path with airports at the endpoints. Formally, we want to find subsets \(A \subseteq V(G)\) and \(R \subseteq E(G)\) of minimum total cost \(a(A) + r(R)\) such that (i) each connected component of the graph \((V, R)\) is a path of length at most \(k\), and (ii) for each \(v \in V\) we have \(v \in A\) if and only if \(v\) is an endpoint of a path in \(R\). For consistency we assume that each path contains two airports, i.e., when accounting for the cost of \(A\), we consider each vertex that forms a singleton path twice. For a solution \(H\) to \(\text{AR}_P\), we define \(\tilde{a}(H) = \sum_{v \in A} a(v)\), where \(A\) is the multiset of all endpoints of the paths of \(H\).

The \(\text{AR}_P\) problem relaxes the capacitated vehicle routing problem (CVRP), which is a fundamental vehicle routing problem (cf. Dantzig and Ramser [8]). The input to CVRP is an edge-weighted graph with a special vertex called the depot, and a parameter \(k\), the capacity. The goal is to find a minimum cost tour that (i) starts and ends at the depot, (ii) visits all vertices, and (iii) visits at most \(k\) vertices between any two consecutive visits to the depot. CVRP is a special case of \(\text{AR}_P\), where for each vertex \(v \in V\) the cost \(a(v)\) equals the distance between \(v\) and the depot. The existence of a PTAS for Euclidean CVRP remains an important open problem.

Notice that in some applications where goods need to be distributed or a service has to be provided to the customers, unlike in CVRP, the cost of moving the salesmen to and from the depot is not proportional to the distance from the depot. For example, a salesman can move to and from the depot using public transport, and then \(a(v)\) will denote the cost of the public transport ticket. These applications motivate a model where the airport costs \(a(v)\) are uniform (which we later denote by 1\(\text{AR}_P\)), as well as the general \(\text{AR}_P\) model.

Trees. We define \(\text{AR}_F\) as a basic airport and railway problem, with no additional properties of the network. Formally, we want to find subsets \(A \subseteq V(G)\) and \(R \subseteq E(G)\) of minimum total cost \(a(A) + r(R)\) such that each connected component of the graph \((V, R)\) has at most \(k\) vertices, and contains one vertex from \(A\) (i.e., one open airport). We remark that since \(r\) is nonnegative, any optimal solution to \(\text{AR}_F\) is always a forest, and that it opens the cheapest airport in each component. As for paths, for a solution \(H\) we define \(\tilde{a}(H) = \sum_{v \in A} a(v)\), but here \(A\) is the set that contains the vertex with the cheapest airport of each component.

---

1 We write \(a(A)\) and \(r(R)\) as shorthands for \(\sum_{v \in A} a(v)\) and \(\sum_{e \in R} r(e)\), respectively.
2 We remark that our results can be easily adapted for the case where we count the cost of an airport at a singleton vertex once instead of twice.
3 We restrict the number of airports per component for technical reasons. It is straightforward to adapt our algorithms to allow multiple airports per component.
AR_F is related to the well known capacitated facility location problem, where instead of connecting each client directly to an open facility we construct a network which jointly connects all clients to a facility, which seems more appropriate for some applications. Another interesting interpretation of AR_F is that each subset U of at most k vertices forms a hyperedge. The cost of each such hyperedge is r(H) + $\tilde{a}(H)$, where H is a minimum spanning tree on U, and the goal is to find a perfect hyper-matching of minimum cost.

1.1 Our Results

We consider the AR_P and AR_F problems in the two-dimensional Euclidean setting. For both AR_P and AR_F we consider the uniform airport cost case, i.e., the case where a(v) = a(w) for all v, w ∈ V, and the unrestricted airport capacity case, when k = ∞. We call the resulting problems 1AR_P, 1AR_F and AR_P^∞, AR_F^∞.

Using a reduction from the Euclidean TSP path problem, i.e., the problem of finding a minimum cost Hamiltonian path in a given graph, we can prove the following result.

▶ Theorem 1. The AR_P problem is NP-hard, even in Euclidean graphs with unit airport costs and k = ∞.

In a similar manner, the APX-hardness of metric-TSP [14] implies that AR_P is APX-hard in metric graphs. The hardness result holds even when we have unit airport costs and k = ∞.

Theorem 1 implies in particular that both 1AR_P and AR_P^∞ are NP-hard. On the positive side we develop polynomial time approximation schemes for these two problems. In fact, for AR_P^∞ we present a stronger result: we may specify the exact number of paths κ required by the solution. We denote the corresponding instance by (G, a, r, k, κ).

▶ Theorem 2. For any κ ∈ N there is a PTAS for the two-dimensional Euclidean AR_P^∞ problem, when we require both the optimal and the algorithmic solution to have exactly κ connected components.

Our technique for proving Theorem 2 is an intricate extension of the well known PTAS of Arora [4] for the Euclidean TSP. One obstacle is that unlike in Arora’s result, in AR_P^∞ one cannot in general restrict the bounding box to be of linear size. We cope with this by scaling the instance with a carefully chosen scaling parameter and afterwards dissecting it into a collection of separate instances. A further difficulty is caused by crossings in the solution. We prove that paths can be uncrossed without an increase in the cost of the solution. After this preparation, we are able to extend Arora’s dynamic program to be applicable for our setting. Theorem 2 is discussed in Section 3.2.

We can prove that the 1AR_F problem is NP-hard, which in particular implies NP-hardness of the general AR_F.

▶ Theorem 3. The AR_F problem is NP-hard, even in Euclidean graphs with unit airport costs.

The proof of the theorem consists of a reduction from the NP-hard planar monotone cubic One-in-Three Satisfiability problem (PMC-1-in-3-SAT). Notice that, in contrast to Theorem 1, this hardness result requires a bound on the airport capacity k.

We show that the AR_F^∞ problem, unlike AR_P^∞, can be solved exactly in polynomial time, even when we require that the solution has exactly κ connected components.

▶ Theorem 4. For an arbitrary κ ∈ N and edge-cost function r: E → R≥0, there is an exact polynomial-time algorithm for the AR_F^∞ problem when we require both the optimal and the algorithmic solution to have exactly κ connected components.
To prove Theorem 4, we augment the input graph by a special vertex corresponding to the airports, and then we reduce the problem to the matroid intersection problem. Notice that here \( r \) is not required to be a metric. We discuss Theorem 4 in detail in Section 3.1.

We will use our algorithms for \( \text{ARP}_\infty \) and \( \text{AR}_\infty \) with a requirement of \( \kappa \) on the number of connected components to obtain a PTAS for \( 1\text{AR}_F \) and \( 1\text{AR}_P \), which is the main result of this paper.

\[ \text{Theorem 5. There is a PTAS for the two-dimensional Euclidean 1\text{AR}_F \text{ and 1\text{AR}_P} \text{ problem.} \]

We note that a generalization of the above result for \( \text{AR}_P \) from uniform airport costs to a constant range of airport costs would yield a PTAS for Euclidean CVRP, using a result of Adamaszek et al. [1].

In order to prove Theorem 5, we first partition the problem instance into a collection of independent subinstances. The partitioning borrows ideas from the random shift method used by Arora in his PTAS for Euclidean TSP. However, we obtain a collection of independent subinstances where each subinstance has a bounding box of constant size, instead of linear as Arora's random shift would give. We distinguish two types of subinstances: sparse and dense ones, depending on the number of connected components in an optimal solution for the instance. We obtain a PTAS for the sparse instances by again slightly adapting the PTAS by Arora. In contrast, developing an algorithm for dense instances is much more involved. We first obtain an initial solution by running our algorithms for \( \text{AR}_\infty \) (\( \text{AR}_\infty \) respectively). This solution can be infeasible for \( 1\text{AR}_P \) (\( 1\text{AR}_F \)) respectively, and we proceed by dissecting each connected component into smaller pieces of similar size. Finally, we show how these smaller pieces can be reassembled into a feasible solution which has cost not much greater than the cost of an optimal solution. Theorem 5 is discussed in Section 4.

We believe that our technique of dissecting a cheap but infeasible solution and reassembling the pieces to form a cheap feasible solution can be applied to other geometric graph problems, including Euclidean CVRP.

### 1.2 Related Work

Our new framework of Airport and Railway Problems combines capacitated facility location with network design. In the capacitated facility location (CFL) problem we are given a complete graph \( G = (V, E) \) on \( n \) vertices \( v_1, \ldots, v_n \), with edge costs \( d: E(G) \to \mathbb{R}_{\geq 0} \) and vertex costs \( c: V(G) \to \mathbb{R}_{\geq 0} \), together with a capacity parameter \( k \). Here \( d(v_i, v_j) \) denotes the distance between vertices \( v_i \) and \( v_j \), and \( c(v_i) \) denotes the cost of opening a facility at \( v_i \). A solution to the problem consists of a set of facilities \( F \subseteq V \) to be opened, and an assignment of each vertex \( v_i \) to some open facility \( f(v_i) \) such that each facility has at most \( k \) vertices assigned to it. The goal is to find a solution minimizing the total cost of opening the facilities and connecting all vertices to the assigned facilities, i.e., \( \sum_{v \in V, v \in F} c(v) + \sum_{v \in V} d(v, f(v)) \). Here all vertices are connected to the open facilities by direct links.

In the network design problems we are given a graph with weights on the edges and possibly also on the vertices, and the goal is to find a minimum cost set of edges satisfying some given constraints, e.g., connectivity constraints. That might be for example constructing a network that allows routing flow from all the vertices to a specified set of sinks. Our framework combines the two settings above.

The \( \text{ARP} \) problem is related to the problems of capacitated facility location and capacitated minimum spanning tree (CMST). In CMST the goal is to construct a minimum cost collection of trees, each spanning at most \( k \) vertices and connected to a single pre-specified root, covering all the input vertices. Jothi and Raghavachari [13] give a 3.15-approximation algorithm for
CMST instances in the Euclidean plane, allowing demands on the vertices. Other problems (more remotely) related to ARF can be found in [15, 10] and [17].

The ARF problem relaxes the capacitated vehicle routing problem (CVRP), which has been introduced by Dantzig and Ramser [8] in 1959, and has been studied extensively by the Computer Science and Operations Research communities. When the underlying graph $G$ resembles a metric, CVRP is known to be APX-hard [6]. However, Arora [4] conjectured that when $G$ resembles the Euclidean metric, then CVRP admits a PTAS. Das and Mathieu [9] developed a quasi-polynomial time approximation scheme (QPTAS) for Euclidean CVRP, which gives raise to expect the existence of a PTAS for this setting. There have been several results in this direction. There is a PTAS for the cases of very large capacity $k = \Omega(n)$ [6], and small capacity $k \leq 2\log \log n$ [1]. Despite these efforts, the exact approximability of CVRP in the Euclidean metric remains an open question. As Arora [4] and Das and Mathieu [9] point out, the main difficulty in adapting Arora’s algorithm to CVRP with arbitrary parameter $k$ lies in controlling the interface of the dynamic program. In particular, one cannot recombine different tours arbitrarily since an “uncrossing” may transform two tours of length at most $k$ into one longer tour and one shorter tour. A second difficulty is due to the cost associated with returning to the depot. In the problems considered in this paper we were able to circumvent these obstacles, and we believe that our results could provide a step towards obtaining a PTAS for CVRP with an arbitrary parameter $k$.

Finally, the capacitated location routing problem (CLR, see [12]) and the $k$-location capacitated vehicle routing (k-LocVRP, see [11]) can be seen as problems in our framework, although they have been studied for general graphs and allow demands on the vertices. CLR is a generalization of multiple depot CVRP, with costs of opening the depots. k-LocVRP is also related to multiple depot CVRP, where we can choose $k$ depots to be opened, one per vehicle. Harks et al. [12] and Gørtz and Nagarajan [11] provide constant-factor approximation algorithms for CLR and k-LocVRP, respectively. Another related problem is capacitated geometric network design (CGND) where the goal is to create a network of capacitated links which allows sending flow from all the vertices to the sink. CGND resembles ARF, when instead of a bound on the airport capacity we have a bound on the railroad capacity. In CGND the sink is pre-specified, and the optimal network can be more complicated than a tree. Adamaszek et al. [2] provide a PTAS for the two-dimensional Euclidean CGND for link capacities $k \leq 2^{O(\sqrt{\log n})}$, where the network can use Steiner vertices anywhere in the plane.

2 Preliminaries: Arora’s Scheme

Some of our results build on Arora’s PTAS for Euclidean TSP [3]. Therefore we provide a short reminder of the main steps of the algorithm.

Step 1 (Perturbation): Perturb the instance such that it becomes “well rounded”, i.e., (i) all nodes are at integer coordinates, and (ii) the maximum inter-node distance is $O_+(n)$. Such an operation can be performed because the cost of an optimal TSP solution is at least as large as the maximum inter-node distance.

Step 2 (Shifted Quadtree): Starting from a square that contains all nodes of the instance, we recurse over a logarithmic number of levels, each time subdividing the square into four smaller subsquares. That gives us a quadtree of logarithmic depth, where the root corresponds to the square containing all nodes of the instance, and all other nodes of the tree correspond to the subsquares of the dissection. The leaves correspond to unit squares.
We introduce randomness and shift the quadtree in the following way. Choose two integers \(a, b \in [0, L]\) uniformly at random, where \(L\) is the length of the bounding box side. Shift the basic quadtree by \(a\) units in the horizontal and \(b\) units in the vertical direction and wrap around the boundaries. Note that this does not affect the position of the nodes.

**Step 3 (Dynamic Programming):** Fix \(m = O_r(\log n)\) and \(r = O_r(1)\). We introduce portals on the plane in the following way. For the quadtree constructed in the previous step, for each side of each dissection square, we create \(m\) equidistant portals along the side. We call a TSP solution \((m, r)\)-light if (i) it is portal-respecting (i.e., it enters and exits dissection squares only at the portals), and (ii) any edge of a dissection square is crossed at most \(r\) times by the solution. Arora showed that with respect to the random shift of Step 2, an optimal \((m, r)\)-light TSP tour has an expected cost not much greater than the optimal TSP tour.

We can find an optimal \((m, r)\)-light TSP tour using dynamic programming (DP). There is a DP cell for each combination of (i) a dissection square of the quadtree, and (ii) the description of pairs of portals used by the tour to enter and exit the square.

In the remaining document, when referring to Steps 1–3 of Arora’s algorithm, we refer to the above steps.

### 3 Unrestricted Airport Capacity

In this section we will consider the problems \(\text{AR}_F^\infty\) and \(\text{AR}_P^\infty\).

In general, given some algorithm \(\text{Alg}\), we denote by \(\text{alg}\) the cost of the solution computed by \(\text{Alg}\). Similarly, an optimal solution \(\text{OPT}\) has a cost of \(\text{opt}\).

#### 3.1 An Exact Algorithm for \(\text{AR}_F^\infty\) and Theorem 4

We first introduce a simple algorithm \(\text{MST-AR}_F\) for the \(\text{AR}_F^\infty\) problem, for any edge-cost function \(r: E \to \mathbb{R}_{\geq 0}\), and without the restriction on the number of connected components \(k\). The algorithm is a slight extension of finding a minimum spanning tree, and for any instance \((G, a, r, k = \infty)\) of \(\text{AR}_F^\infty\) it performs the following operations.

1. Construct a minimum spanning tree instance \((G', r')\) by augmenting \((G, r)\) by an auxiliary vertex \(v'\), and an edge \((v', v)\) with weight \(a(v)\) for each \(v \in V(G)\).
2. Compute a minimum spanning tree \(\text{MST}'\) of \(G'\).
3. Output \(A = \{v \in V : \{(v, v') \in E(\text{MST}')\}, R = \{(v_1, v_2) \in E(\text{MST}') : v_1, v_2 \neq v'\}\}.

It is easy to see that for each solution for the \(\text{AR}_F^\infty\) instance there is a corresponding spanning tree of \(G'\) with the same cost, and vice versa. That gives us the following result.

**Corollary 6.** \(\text{MST-AR}_F\) is an exact polynomial time algorithm for \(\text{AR}_F^\infty\), for any edge-cost function \(r: E \to \mathbb{R}_{\geq 0}\).

If we enforce a given number of connected components in the solution, as required by Theorem 4, the algorithm becomes more involved. It uses the augmented graph \((G', r')\) and matroid intersection.

**Proof of Theorem 4.** The theorem follows from matroid intersection. Let \((E', I_1)\) be the set system with \(E' = E(G')\) and \(I_1\) the collection of the edge sets of all forests in \(G'\), where \(G'\) is the graph constructed in step one of \(\text{MST-AR}_F\). Then \((E', I_1)\) is the cycle matroid of \(G'\) and its bases are the spanning trees of \(G'\), of size \(|V(G') - 1|\). To define a second matroid, let \(E'' \subseteq E'\) be the set of all edges incident to \(v'\). Then we define the second set system
\((E', \mathcal{I}_2)\) where a set \(I \subseteq E'\) is in \(\mathcal{I}_2\) if \(i\) \(|E'' \cap I| \leq \kappa\) and \(ii\) \(|(E' \setminus E'') \cap I| \leq |V(G')| - 1 - \kappa\). Clearly, \((E', \mathcal{I}_2)\) is the union of two uniform matroids and therefore a matroid itself. The bases of \((E', \mathcal{I}_2)\) are edge sets of size \(|V(G')| - 1\) with exactly \(\kappa\) edges incident to \(v'\).

The common bases of \((E', \mathcal{I}_1)\) and \((E', \mathcal{I}_2)\) are all spanning trees in \(G'\) with exactly \(\kappa\) edges from \(E''\); they are spanning trees due to \((E', \mathcal{I}_1)\), and the \(\kappa\) edges incident to \(v'\) are ensured by \((E', \mathcal{I}_2)\). We can find a minimum cost common base in strongly polynomial time (see, for instance, Theorem 41.8 in Schrijver’s book [16]).

### 3.2 A PTAS for AR_p^\infty and Theorem 2

The AR_p^\infty problem is a generalization of the \(s,t\)-path TSP problem. To transform an \(s,t\)-path TSP instance to an instance of AR_p^\infty, we set the airport costs of \(s\) and \(t\) to zero, and all other airport costs to infinity. This already implies NP-hardness of AR_p^\infty, but in Theorem 1 we show that the problem is NP-hard even with unit airport costs. We extend Arora’s scheme for Euclidean TSP to obtain a PTAS for the more general setting of AR_p^\infty.

**Perturbation.** First, we need to obtain a well-rounded instance. We cannot immediately use the bounding box of Step 1 in Arora’s algorithm for TSP, because there may be large gaps between distinct connected components of an optimal solution, and the length of the sides of the bounding box can be arbitrarily large with respect to \(\text{opt}\). A similar problem occurs for example when trying to apply Arora’s algorithm to the Euclidean \(k\)-median problem. Arora et al. [5] obtain a PTAS for the Euclidean \(k\)-median, where for the perturbation step they apply a min-max clustering algorithm of Bern and Eppstein [7]. Unlike in the case of \(k\)-median, we do not have such an algorithm. For AR_p^\infty, we can prove the following result.

**Lemma 7.** For an arbitrary \(\epsilon > 0\) and an instance \((G,a,r,k = \infty, \kappa)\) of AR_p^\infty requiring \(\kappa\) connected components, one can compute in polynomial time a collection of independent subproblems \((G_i, a_i, r_i, k = \infty, \kappa_i)\) such that \(i\) for each subproblem all vertices have integer coordinates and the maximum inter-node distance is bounded by \(O_i(n^2)\), and \(ii\) if we know \((1 + \epsilon)\)-approximate solutions for all the subproblems we can compute in polynomial time a \((1 + O(\epsilon))\)-approximate solution for the original problem instance.

The main idea of the proof of Lemma 7 is to guess the longest edge \(e\) of an optimal solution (by trying all possibilities). Then \(r(e)\) is a lower bound on \(\text{opt}\). Using this lower bound and after an appropriate scaling of the costs, we can move all vertices to the nearest integer coordinates. We can also cluster the vertices such that the maximum inter-node distance in each cluster is \(O_i(n^2)\), and the distance between any two vertices from different clusters is at least \(2r(e)\). This ensures that we do not split any connected components of \(\text{Opt}\) between multiple clusters. That gives us independent problem instances, and from their solutions we can restore a solution for the original instance.

**Random shift.** We perform a random shift of the quadtree, as in Step 2 of Arora’s algorithm. Let \(\alpha, \beta\) be the random variables describing the offsets of the random shift. Note that in the quadtree, there is a new vertex at each portal. We refer to these vertices as *portal vertices*. Unlike all other vertices, the portal vertices are not required to be contained in the solution.

**Uncrossing and \((m,r)\)-thin solutions.** Two paths \(P, P'\) are intersecting, if \(P \cap P' \neq \emptyset\). We have to consider a technical detail here: there may be several vertices located at the same position, as well as pairs of edges whose intersection is an interval. We call an intersection
of two paths (i.e., a connected component of \( P \cap P' \)) a crossing if the intersection cannot be avoided by moving the vertices of the paths by infinitesimal distances. Similarly, a self-intersection of a single path that cannot be avoided in this way is also called a crossing.

We create \( m \) equidistant portals on each side of each dissection square, the same way as in the Arora scheme. We call a solution \((m,r)\)-thin if it is portal-respecting, and each portal is crossed at most \( r \) times by the paths of the solution. Note that this is different from the notion of \((m,r)\)-light, where each side of a square of the quadtree is entered at most \( r \) times.

The following lemma shows that there is a near-optimal solution which is \((m,r)\)-thin with some good parameters \( m, r \), and which has no crossings.

▶ **Lemma 8.** Let \((G,a,r,k=\infty,\kappa)\) be a well-rounded instance of \(\text{AR}_P^\infty\) with an optimal solution \(\text{Opt}\). Then, for an arbitrary \( \epsilon > 0 \), there is an \( m = O_\epsilon(\log n) \) such that an optimal \((m,2)\)-thin solution \(\text{Opt}'\) to this instance which has no crossings has expected cost of at most \((1 + \epsilon)\text{opt}\).

**Dynamic program.** With this preparation we are ready to construct a dynamic program which computes a near-optimal solution for an instance of the \(\text{AR}_P^\infty\) problem.

▶ **Lemma 9.** Let \((G,a,r,k=\infty,\kappa)\) be a well-rounded instance of \(\text{AR}_P^\infty\), and \(\text{Opt}'\) an optimal \((m,2)\)-thin solution for this instance which has no crossings. There is a dynamic program which computes in polynomial time a feasible solution for the problem with cost at most \(\text{opt}'\).

The idea of the dynamic program is as follows. We specify the DP cells by the following parameters for each square \( S \) of the quadtree, where \( \Pi \) denotes the set of portals of \( S \).

1. A number \( \kappa' \) of paths entirely contained in \( S \).
2. For each portal \( \pi \in \Pi \), a number \( \eta_\pi \) of paths within \( S \) which use \( \pi \) and have one endpoint inside \( S \).
3. A multiset \( P \) of pairs \((\pi,\pi')\) of portals such that there is a path within \( S \) connecting \( \pi \) and \( \pi' \), and such that the portal pairs do not generate crossings within \( S \).

The DP extends Arora’s DP by adding the parameters \( \kappa' \) and \( \eta_\pi \). The parameter \( \kappa' \) is needed in order to control the total number of paths in the solution. The parameters \( \eta_\pi \) are essential since they enable building airports within the squares of the quadtree. For each dynamic program cell \( \text{DP}(S,\kappa',(\eta_\pi)_{\pi \in \Pi},P) \), corresponding to a dissection square \( S \) and parameters \( \kappa', (\eta_\pi)_{\pi \in \Pi} \) and \( P \), the DP computes the value of a minimum cost solution for \( S \) which is consistent with the above parameters.

**Proof of Theorem 2.** Using Lemma 7 we can reduce our problem instance to a collection of well-rounded instances. By Lemma 8, each such instance \( I \) has an \((m,2)\)-thin solution without crossings with an expected cost of at most \((1 + \epsilon)\text{opt}_I\). By Lemma 9, there is a dynamic program which computes a solution for each \( I \) with an expected cost of at most \((1 + \epsilon)\text{opt}_I\). That gives us a PTAS for \(\text{AR}_P \) with \( k = \infty \), where additionally we can enforce the required number \( \kappa \) of connected components. ▶

### 4 AR\(_P\) and AR\(_F\) with Uniform Airport Costs

For simplifying the presentation, in this section we assume that there is only one airport required per component (even for \(\text{AR}_F\)). Note that this is without the loss of generality, since all the airport costs are identical and we can just scale the \(\text{AR}_P\) instance down by a factor of 2. In this section we describe how to subdivide any given instance in the two-dimensional...
Euclidean space into two classes of independent subinstances, and how to derive a PTAS for each of these classes. We assume without loss of generality that all airports have unit cost: for positive cost we can achieve this by scaling both the railway and airport costs by the same factor; otherwise we obtain an optimal solution by opening airports at all the vertices.

4.1 Preprocessing: Subdividing the Instance

The goal of this subsection is to simplify the input instance. We will describe how any given instance can be partitioned into a collection of smaller subinstances, such that each subinstance \( I_i \) can be bounded by an \( \ell_i \times \ell_i \) bounding box, with \( \ell_i \leq 1/\epsilon \). Furthermore, we will show that it suffices to solve each such subinstance independently. We will introduce a shifted main grid with cells of width \( 1/\epsilon \), and cut the instance along this main grid. We show that one can find shifting offsets such that it suffices to consider each cell of the main grid as a separate instance.

Let the original instance be inside an \( L \times L \) bounding box, and let the point \((0,0)\) be at the bottom left corner of the box. We divide the instance into subinstances, each bounded by a square of size \( 1/\epsilon \times 1/\epsilon \), as follows. Let \( 0 \leq \alpha, \beta < 1/\epsilon \) be real numbers. We introduce horizontal lines with a \( y \)-coordinate of \( \beta + i \cdot 1/\epsilon \) and vertical lines with an \( x \)-coordinate of \( \alpha + i \cdot 1/\epsilon \), where \( i = 0, \ldots, \epsilon \cdot \lfloor L \rfloor \). We say that this creates a main grid with a shift \((\alpha, \beta)\). This main grid splits the bounding box into squares of size at most \( 1/\epsilon \times 1/\epsilon \). The following lemma implies that, for the case of unit airport costs, it suffices to consider each of these squares separately. In other words, in contrast to Arora’s scheme for the Euclidean TSP where the bounding box has sides of length \( L = O(\epsilon)n \), for us it is enough to consider subinstances where the bounding box has sides of length \( 1/\epsilon = O(1) \).

\[ \text{Lemma 10.} \quad \text{Let } S \text{ be a solution of cost } s \text{ to an instance } I \text{ of either 1ARF or 1ARP. Then there exists a shift } (\alpha, \beta) \text{ of the main grid defined above, and a solution } S' \text{ of cost } s' \text{ to } I, \text{ obtained from } S \text{ by removing some edges and adding new airports to maintain feasibility, such that } (i) s' \leq (1 + 2\epsilon)s, \text{ and (ii) } S' \text{ does not cross any line of the shifted main grid.} \]

Furthermore, we can compute in polynomial time a collection of shifts \((\alpha_i, \beta_i)\) such that at least one of them satisfies the above conditions.

For the rest of the section we may restrict our discussion to instances \( I \) that are within an \( \ell \times \ell \) bounding square, with \( \ell \leq 1/\epsilon \).

4.2 A PTAS for Sparse Subinstances

When dividing the original instance into subinstances, some subinstances may have optimal solutions with only a small number of components (at most \( 1/\epsilon \)). This kind of instances can be handled with a slight adaption of Arora’s scheme, as has already been observed by Asano et al. [6] for the capacitated vehicle routing problem. It can be easily seen that the adoptions of Arora’s PTAS performed by Asano et al. [6] for CVRP can also be applied in our case.

4.3 A PTAS for Dense Subinstances

This subsection copes with the subinstances that are not covered above, i.e., for which any optimal solution has a large number of connected components (more than \( 1/\epsilon \)). The idea is to start with a solution for \( \text{ARF}\infty \) (\( \text{ARP}\infty \), respectively), and appropriately divide each connected component of the solution into chunks/subpaths, of roughly \( ck \) points each. We show that there exists a solution, not much more expensive than the optimal one, that
contains all the edges within chunks/subpaths. Since in each such solution the number of edges between different chunks/subpaths is a small constant for each component, and each component has a total cost of at least 1 (due to the airport cost), we can connect the chunks/subpaths in a way that keeps the increase in cost within the limits.

Our algorithm for handling the dense subinstances consists of the following steps.

**Step 1: Creating a grid.** We partition the $\ell \times \ell$ bounding box into cells, by creating an $\epsilon^2$-grid. Note that by Lemma 10 we have $\ell \leq 1/\epsilon$, and therefore the total number of cells is bounded from above by $1/\epsilon^6$.

**Step 2: Splitting components.** In this step we construct a solution $\text{Opt}'$ which is not necessarily feasible, but which will be needed for Step 3. The construction of $\text{Opt}'$ assumes that we know the exact number $X$ of components in $\text{Opt}$. This is without the loss of generality, as we can run the algorithm for all choices of $X$ (from 1 to $n$) and output the minimum cost solution obtained.

- $\text{AR}_F$: We run an exact algorithm for $\text{AR}_F^\infty$ (see Theorem 4) with $\kappa = X$. This procedure returns a forest $F = \{T_1, T_2, \ldots, T_X\}$.
- $\text{AR}_P$: We run a PTAS for $\text{AR}_P^\infty$ (see Theorem 2) with $\kappa = X$. This procedure returns a collection of $X$ paths.

Note that in both cases $\text{opt}' \leq (1 + \epsilon)\text{opt}$, by Theorems 2 and 4.

**Step 3: Cutting into chunks/subpaths.**

- $\text{AR}_F$: For each tree $T_i \in F$, we partition it into chunks by calling a procedure called $\text{GetChunks}(T_i)$, described below. As we will see in Lemma 11, each of the returned chunks will span at least $\epsilon k$ and at most $6\epsilon k$ vertices, except perhaps one smaller chunk per tree.
- $\text{AR}_P$: For each path of the solution returned by the PTAS used in Step 2, we split the path into subpaths of $\epsilon k$ points each, except perhaps one shorter subpath per component.

**Step 4: Associate chunks with cells.**

- $\text{AR}_F$: We associate each chunk $c_i$ with a cell, denoted by $\text{cell}(c_i)$. We do this by selecting an arbitrary vertex $p \in c_i$, and associating $c_i$ with the cell in which $p$ lies.
- $\text{AR}_P$: We associate each of the two endpoints of each subpath with the cell that contains it.

**Step 5: Assembling chunks/subpaths into a solution.**

- $\text{AR}_F$: For each cell $c$ we repeatedly collect arbitrary chunks associated with $c$ to create a single connected component, until we obtain a component of size between $(1 - 6\epsilon)k$ and $k$, or until we run out of chunks. We connect these chunks into one connected component by adding edges within $c$, connecting any two vertices of the different chunks.
- $\text{AR}_P$: We start with a cell that contains an endpoint of a not yet considered subpath, follow the subpath to its other endpoint $v$ and connect it to an endpoint $v'$ of some other unconsidered subpath that is associated with $\text{cell}(v)$ (if such a $v'$ exists). We do this until either there is no other subpath starting at $\text{cell}(v)$, or the current component has between $(1 - \epsilon)k$ and $k$ many vertices. We repeat the above as long as there are unconsidered subpaths in the instance.

We now describe the algorithm $\text{GetChunks}(T)$ (Algorithm 1) that splits a tree $T$ into chunks. The *height* $h(v)$ of a vertex $v$ is defined as the minimum number of edges on a path between $v$ and a leaf (if $v$ is a leaf then $h(v) = 0$). For some vertex $v$, let $\text{subtree}(v, T)$ be the (downward) subtree of $T$ rooted at $v$, and let $\text{childOf}(v, T)$ be the set of children of $v$ in $T$. Processing the vertices of the tree bottom-up, the algorithm identifies an internal vertex $v$ such that the subtree of $T$ rooted at $v$ contains at least $\epsilon k$ and at most $6\epsilon k$ vertices. In
Algorithm 1: GetChunks(T)

Input: A tree T rooted at r
Output: A set of chunks comprising T

\( CH \leftarrow \emptyset; \)
\( \text{while } T \neq \emptyset \text{ do} \)
  \( \text{chunk} \leftarrow \text{Cut-A-Chunk}(T); \)
  \( CH \leftarrow CH \cup \{\text{chunk}\}; \)
  \( T \leftarrow T \setminus \text{chunk}; \)
\( \text{end} \)
\( \text{return } CH \)

Algorithm 2: Cut-A-Chunk(T)

Input: A tree T rooted at r
Output: A subtree of T for every vertex v of T do
  \( \text{value}(v) \leftarrow 1; \)
end
i := 0;
\( \text{while } |T| > 6 \epsilon k \text{ do} \)
  if there exists a vertex v with \( h(v) = i \) and \( \text{value}(v) \geq \epsilon k \text{ then} \)
    return subtree(v, T)
  else
    for every vertex v with \( h(v) = i + 1 \) do
      \( \text{value}(v) \leftarrow \sum_{v' \in \text{childOf}(v, T)} \text{value}(v') + 1 \)
    end
  end
  i := i + 1;
end
\( \text{return } T \)

Lemma 11 we will show that such a vertex v always exists (its existence can be derived by the fact that kissing number in the Euclidean plane is 6). The corresponding subtree rooted at v is then removed from T and the whole process is repeated. The algorithm ends when the whole tree T contains at most \( 6 \epsilon k \) vertices, and this last chunk may contain less than \( \epsilon k \) many vertices.

We show the following property of the solutions output by the algorithm GetChunks(T).

Lemma 11. The algorithm GetChunks(T) outputs a partition of the tree T into chunks of size in the interval \( [\epsilon k, 6 \epsilon k] \), and possibly one smaller chunk.

We are now ready to prove the following result.

Lemma 12. The algorithm presented in Steps 1-5 above is a PTAS for dense instances of 1AR_F and 1AR_P.

Proof. We first observe that all the steps of the algorithm run in polynomial time.

Denote by \( \text{Opt}_F (\text{Opt}_P) \) an optimal solution for a given instance of 1AR_F (1AR_P, respectively). Let \( \text{Alg}_F (\text{Alg}_P) \) be the solutions output by the algorithm, and \( \text{Alg}'_F (\text{Alg}'_P) \) the intermediate, and possibly infeasible, solutions constructed in Step 2 of the algorithm for 1AR_F (1AR_P, respectively). When a statement applies to both AR_P and AR_F then we skip the subscript P and F. Recall that \( \tilde{a}(S) \) and \( r(S) \) refer to the airport cost (which is equal to the number of connected components of S), and the edge cost of a solution S.

First, consider Step 2 of the algorithm and the respective solutions \( \text{Alg}'_F \) and \( \text{Alg}'_P \). As \( \text{Opt}_F (\text{Opt}_P) \) is a feasible solution for the AR_F (AR_P, respectively) problem, and in Step 2 the algorithm outputs an exact solution for AR_F (a \( (1 + \epsilon) \)-approximate solution for
ARP∞, respectively), we obtain alg′ ≤ (1 + ϵ)opt. As we assumed that Alg′ has the same number of connected components as Opt (i.e., ˜a(Alg′) = ˜a(Opt)), we get

\[ r(Alg') ≤ (1 + ϵ)r(Opt) + ϵ ˜a(Opt) . \]  

(1)

In Step 3 the algorithm removes some edges from the solution Alg′, splitting the connected components into chunks (subpaths). We now turn our attention to Step 5 of the algorithm, i.e., reassembling the chunks (subpaths) into a solution for 1ARF (1ARP). In this step we repeatedly merge arbitrary chunks (subpaths) until we end up with a connected component of size between (1 − 6ϵ)k and k ((1 − 6ϵ)k and k, respectively), or until we run out of chunks (subpaths) in the current cell c. Since we can only run out of chunks (subpaths) once per cell, we know that we can have at most 1/6 components with a size less than (1 − 6ϵ)k in the final solution. As we are in the unit airport cost setting and we consider a dense problem instance, we have ˜a(Opt) > 1/67, which gives us

\[ ˜a(Alg) ≤ (1 + O(ϵ)) ˜a(Opt) . \]  

(2)

By Lemma 11 and Step 5 of the algorithm, no component in the resulting solutions for ARF and ARP has size more than k. This, along with the structure of the constructed solutions (the assembled chunks form a tree, and the assembled subpaths form a path), implies the feasibility of the solution output by the algorithm.

The assembling in Step 5 is performed by adding at most one new edge per each chunk (subpath), and each added edge has cost of at most √2ϵ2. As each connected component of Alg′ has been split into at most 1/6 chunks (subpaths), that gives us

\[ r(Alg) ≤ r(Alg') + ϵ √2 ˜a(Alg') = r(Alg') + ϵ √2 ˜a(Opt) . \]  

(3)

The above inequalities imply the lemma, because

\[ \text{alg} = ˜a(Alg) + r(Alg) ≤ (1 + O(ϵ)) ˜a(Opt) + r(Alg) \]

\[ ≤ (1 + O(ϵ)) ˜a(Opt) + r(Alg') ≤ (1 + O(ϵ))\text{opt}. \]

\[ ◼ \]

4.4 A PTAS for 1ARF and 1ARP

We will now show how the above results can be combined in order to prove Theorem 5.

Proof of Theorem 5. Given an arbitrary instance of 1ARF or 1ARP we first apply the preprocessing step (see Lemma 10). The problem instance is split into a collection of independent subinstances, such that each subinstance I is contained in a bounding box of size 1/ϵ × 1/ϵ. Each instance is either sparse or dense. Since we do not know which subinstances are sparse and which are dense (as this definition depends on the structure of an optimal solution for I), we will run both the algorithm for sparse instances (i.e., the PTAS from Section 4.2) and the algorithm for dense instances (i.e., the PTAS from Section 4.3) on each subinstance, and return the solution with lower cost for each subinstance. That will yield a PTAS for the original input instance.

5 Open Problems

Two-dimensional Euclidean setting. In this paper we resolved the complexity of the ARF∞, ARP∞, 1ARF and 1ARP problems in the two-dimensional Euclidean setting. It
would be interesting to know how well the general ARp and ARF problems can be approximated in this setting. Another open problem is generalizing the PTAS for 1ARp and 1ARP to work for more general families of airport costs. In particular, as stated earlier in this paper, a generalization of the PTAS for 1ARP to a constant range of airport costs would yield a PTAS for Euclidean CVRP, which is an important open problem.

**Other metrics.** Another interesting question is getting positive and negative approximability results for the ARp and ARF problems in other metrics, for example for planar graphs, H-minor free graphs, or for metric graphs.

**Other problems in the Airport and Railway framework.** Another open question is to investigate other problems in the Airport and Railway framework introduced in our paper. It is not difficult to come up with several different specific requirements on the connected components, that model natural scenarios.
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---

**References**


Simultaneous Feedback Vertex Set:
A Parameterized Perspective*

Akanksha Agrawal¹, Daniel Lokshtanov², Amer E. Mouawad³, and
Saket Saurabh⁴

1 Department of Informatics, University of Bergen, Bergen, Norway
   akanksha.agrawal@uib.no
2 Department of Informatics, University of Bergen, Bergen, Norway
   daniel.lokshtanov@uib.no
3 Department of Informatics, University of Bergen, Bergen, Norway
   a.mouawad@uib.no
4 Department of Informatics, University of Bergen, Bergen, Norway; and
   Institute of Mathematical Sciences, Chennai, India
   saket@imsc.res.in

Abstract
For a family of graphs $\mathcal{F}$, a graph $G$, and a positive integer $k$, the $\mathcal{F}$-Deletion problem asks whether we can delete at most $k$ vertices from $G$ to obtain a graph in $\mathcal{F}$. $\mathcal{F}$-Deletion generalizes many classical graph problems such as Vertex Cover, Feedback Vertex Set, and Odd Cycle Transversal. A graph $G = (V, \bigcup_{i=1}^{\alpha} E_i)$, where the edge set of $G$ is partitioned into $\alpha$ color classes, is called an $\alpha$-edge-colored graph. A natural extension of the $\mathcal{F}$-Deletion problem to edge-colored graphs is the $\alpha$-Simultaneous $\mathcal{F}$-Deletion problem. In the latter problem, we are given an $\alpha$-edge-colored graph $G$ and the goal is to find a set $S$ of at most $k$ vertices such that each graph $G_i \setminus S$, where $G_i = (V, E_i)$ and $1 \leq i \leq \alpha$, is in $\mathcal{F}$. In this work, we study $\alpha$-Simultaneous $\mathcal{F}$-Deletion for $\mathcal{F}$ being the family of forests. In other words, we focus on the $\alpha$-Simultaneous Feedback Vertex Set ($\alpha$-SimFVS) problem. Algorithmically, we show that, like its classical counterpart, $\alpha$-SimFVS parameterized by $k$ is fixed-parameter tractable (FPT) and admits a polynomial kernel, for any fixed constant $\alpha$. In particular, we give an algorithm running in $2^{O(\alpha k)} n^{O(1)}$ time and a kernel with $O(ak^{3(\alpha+1)})$ vertices. The running time of our algorithm implies that $\alpha$-SimFVS is FPT even when $\alpha \in o(\log n)$. We complement this positive result by showing that for $\alpha \in O(\log n)$, where $n$ is the number of vertices in the input graph, $\alpha$-SimFVS becomes W[1]-hard. Our positive results answer one of the open problems posed by Cai and Ye (MFCS 2014).
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1 Introduction
In graph theory, one can define a general family of problems as follows. Let $\mathcal{F}$ be a collection of graphs. Given an undirected graph $G$ and a positive integer $k$, is it possible to perform at most $k$ edit operations to $G$ so that the resulting graph does not contain a graph from...
Here one can define edit operations as either vertex/edge deletions, edge additions, or edge contractions. Such problems constitute a large fraction of problems considered under the parameterized complexity framework. When edit operations are restricted to vertex deletions this corresponds to the $F$-Deletion problem, which generalizes classical graph problems such as Vertex Cover [6], Feedback Vertex Set [5, 8, 18], Vertex Planarization [24], Odd Cycle Transversal [19, 21], Interval Vertex Deletion [4], Chordal Vertex Deletion [22], and Planar $F$-Deletion [11, 17]. The topic of this paper is a generalization of $F$-Deletion problems to “edge-colored graphs”. In particular, we do a case study of an edge-colored version of the classical Feedback Vertex Set problem [12].

A graph $G = (V, \cup_{i=1}^{\alpha} E_i)$, where the edge set of $G$ is partitioned into $\alpha$ color classes, is called an $\alpha$-edge-colored graph. As stated by Cai and Ye [3], “edge-colored graphs are fundamental in graph theory and have been extensively studied in the literature, especially for alternating cycles, monochromatic sub-graphs, heterochromatic subgraphs, and partitions". A natural extension of the $F$-Deletion problem to edge-colored graphs is the $\alpha$-Simultaneous $F$-Deletion problem. In the latter problem, we are given an $\alpha$-edge-colored graph $G$ and the goal is to find a set $S$ of at most $k$ vertices such that each graph $G_i \setminus S$, where $G_i = (V, E_i)$ and $1 \leq i \leq \alpha$, is in $F$. Cai and Ye [3] studied several problems restricted to 2-edge-colored graphs, where edges are colored either red or blue. In particular, they consider the Dually Connected Induced Subgraph problem, i.e., find a set $S$ of $k$ vertices in $G$ such that both induced graphs $G_{\text{red}}[S]$ and $G_{\text{blue}}[S]$ are connected, and the Dual Separator problem, i.e., delete a set $S$ of at most $k$ vertices to simultaneously disconnect the red and blue graphs of $G$. They show, among other results, that Dual Separator is NP-complete and Dually Connected Induced Subgraph is $\text{W}[1]$-hard even when both $G_{\text{red}}$ and $G_{\text{blue}}$ are trees. On the positive side, they prove that Dually Connected Induced Subgraph is solvable in time polynomial in the input size when $G$ is a complete graph. One of the open problems they state is to determine the parameterized complexity of $\alpha$-Simultaneous $F$-Deletion for $\alpha = 2$ and $F$ the family of forests, bipartite graphs, chordal graphs, or planar graphs. The focus in this work is on one of those problems, namely $\alpha$-Simultaneous Feedback Vertex Set— an interesting, and well-motivated [2, 3, 16], generalization of Feedback Vertex Set on edge-colored graphs.

A feedback vertex set is a subset $S$ of vertices such that $G \setminus S$ is a forest. For an $\alpha$-colored graph $G$, an $\alpha$-simultaneous feedback vertex set (or $\alpha$-simfvs for short) is a subset $S$ of vertices such that $G_i \setminus S$ is a forest for each $1 \leq i \leq \alpha$. The $\alpha$-Simultaneous Feedback Vertex Set is stated formally as follows.

<table>
<thead>
<tr>
<th>$\alpha$-Simultaneous Feedback Vertex Set ($\alpha$-SimFVS)</th>
<th>Parameter: $k$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> $(G, k)$, where $G$ is an undirected $\alpha$-colored graph and $k$ is a positive integer</td>
<td><strong>Question:</strong> Is there a subset $S \subseteq V(G)$ of size at most $k$ such that for $1 \leq i \leq \alpha$, $G_i \setminus S$ is a forest?</td>
</tr>
</tbody>
</table>

Given a graph $G = (V, E)$ and a positive integer $k$, the classical Feedback Vertex Set (FVS) problem asks whether there exists a set $S$ of at most $k$ vertices in $G$ such that the graph induced on $V(G) \setminus S$ is acyclic. In other words, the goal is to find a set of at most $k$ vertices that intersects all cycles in $G$. FVS is a classical $\text{NP}$-complete [12] problem with numerous applications and is by now very well understood from both the classical and parameterized complexity [10] view points. For instance, the problem admits a 2-approximation algorithm [1], an exact (non-parameterized) algorithm running in $\mathcal{O}^*(1.736^k)$ time [28], a deterministic algorithm running in $\mathcal{O}^*(3.619^k)$ time [18], a randomized algorithm
running in $O^*(3^k)$ time [8], and a kernel on $O(k^2)$ vertices [27] (see Section 2 for definitions). We use the $O^*$ notation to describe the running times of our algorithms. A running time $O^*(f(k))$ means that the running time is upper bounded by $f(k)n^{O(1)}$, where $n$ is the input size. That is, the $O^*$ notation suppresses polynomial factors in the running-time expression.

Our results and methods. We show that, like its classical counterpart, $\alpha$-SimFVS parameterized by $k$ is FPT and admits a polynomial kernel, for any fixed constant $\alpha$. In particular, we obtain the following results.

- An FPT algorithm running in $O^*(23^{\alpha k})$ time. For the special case of $\alpha = 2$, we give a faster algorithm running in $O^*(81^k)$ time.
- For constant $\alpha$, we obtain a kernel with $O(\alpha k^3(\alpha + 1))$ vertices.
- The running time of our algorithm implies that $\alpha$-SimFVS is FPT even when $\alpha \in o(\log n)$.

We complement this positive result by showing that for $\alpha \in O(\log n)$, where $n$ is the number of vertices in the input graph, $\alpha$-SimFVS becomes W[1]-hard.

Our algorithms and kernel build on the tools and methods developed for FVS [7]. However, we need to develop both new branching rules as well as new reduction rules. The main reason why our results do not follow directly from earlier work on FVS is the following. Many (if not all) parameterized algorithms, as well as kernelization algorithms, developed for the FVS problem [7] exploit the fact that vertices of degree two or less in the input graph are, in some sense, irrelevant. In other words, vertices of degree one or zero cannot participate in any cycle and every cycle containing any degree-two vertex must contain both of its neighbors. Hence, if this degree-two vertex is part of a feedback vertex set then it can be replaced by either one of its neighbors. Unfortunately (or fortunately for us), this property does not hold for the $\alpha$-SimFVS problem, even on graphs where edges are bicolored either red or blue. For instance, if a vertex is incident to two red edges and two blue edges, it might in fact be participating in two distinct cycles. Hence, it is not possible to neglect (or shortcut) this vertex in neither $G_{\text{red}}$ nor $G_{\text{blue}}$. As we shall see, most of the new algorithmic techniques that we present deal with vertices of exactly this type. Although very tightly related to one another, we show that there are subtle and interesting differences separating the FVS problem from the $\alpha$-SimFVS problem, even for $\alpha = 2$. For this reason, we also believe that studying $\alpha$-Simultaneous $F$-Deletion for different families of graphs $F$, e.g. bipartite, chordal, or planar graphs, might reveal some new insights about the classical underlying problems.

In Section 3, we present an algorithm solving the $\alpha$-SimFVS problem, parameterized by solution size $k$, in $O^*(23^{\alpha k})$ time. Our algorithm follows the iterative compression paradigm introduced by Reed et al. [26] combined with new reduction and branching rules. Our main new branching rule can be described as follows: Given a maximal degree-two path in some $G_i$, $1 \leq i \leq \alpha$, we branch depending on whether there is a vertex from this path participating in an $\alpha$-simultaneous feedback vertex set or not. In the branch where we guess that a solution contains a vertex from this path, we construct a color $i$ cycle which is isolated from the rest of the graph. In the other branch, we are able to follow known strategies by “simulating” the classical FVS problem. Observe that we can never have more than $k$ isolated cycles of the same color. Hence, by incorporating this fact into our measure we are guaranteed to make “progress” in both branches. For the base case, each $G_i$ is a disjoint union of cycles (though not $G_i$) and to find an $\alpha$-simultaneous feedback vertex set for $G_i$ we cast the remaining problem as an instance of Hitting Set parameterized by the size of the family. For $\alpha = 2$, we can instead use an algorithm for finding maximum matchings in an auxiliary graph. Using this fact we give a faster, $O^*(81^k)$ time, algorithm for the case $\alpha = 2$. In Section 4, we tackle
the question of kernelization and present a polynomial kernel for the problem, for constant $\alpha$. Our kernel has $O(k^{3(\alpha+1)})$ vertices and requires new insights into the possible structures induced by those special vertices discussed above. In particular, we enumerate all maximal degree-two paths in each $G_i$ after deleting a feedback vertex set in $G_i$ and study how such paths interact with each other. Using marking techniques, we are able to “unwind” long degree-two paths by making a private copy of each unmarked vertices for each color class. This unwinding leads to “normal” degree-two paths on which classical reduction rules can be applied and hence we obtain the desired kernel.

Finally, we consider the dependence between $\alpha$ and both the size of our kernel and the running time of our algorithm in Section 5. We show that even for $\alpha \in O(\log n)$, where $n$ is the number of vertices in the input graph, $\alpha$-SimFVS becomes $W[1]$:hard. We show hardness via a new problem of independent interest which we denote by $\alpha$-Partitioned Hitting Set. The input to this problem consists of a tuple $(U, F = F_1 \cup \ldots \cup F_\alpha, k)$, where $F_i$, $1 \leq i \leq \alpha$, is a collection of subsets of the finite universe $U$, $k$ is a positive integer, and all the sets within a family $F_i$, $1 \leq i \leq \alpha$, are pairwise disjoint. The goal is to determine whether there exists a subset $X$ of $U$ of cardinality at most $k$ such that for every $f \in F = F_1 \cup \ldots \cup F_\alpha$, $f \cap X$ is nonempty. We show that $O(\log |U||F|)$-Partitioned Hitting Set is $W[1]$-hard via a reduction from Partitioned Subgraph Isomorphism and we show that $O(\log n)$-SimFVS is $W[1]$-hard via a reduction from $O(\log |U||F|)$-Partitioned Hitting Set. Along the way, we also show, using a somewhat simpler reduction from Hitting Set, that $O(n)$-SimFVS is $W[2]$-hard.

Most of the technical details and proofs have been omitted from this extended abstract.

## 2 Preliminaries

We start with some basic definitions and introduce terminology from graph theory and algorithms. We also establish some of the notation that will be used throughout.

For a graph $G$, by $V(G)$ and $E(G)$ we denote its vertex set and edge set, respectively. We only consider finite graphs possibly having loops and multi-edges. In the following, let $G$ be a graph and let $H$ be a subgraph of $G$. By $d_H(v)$, we denote the degree of vertex $v$ in $H$. For any non-empty subset $W \subseteq V(G)$, the subgraph of $G$ induced by $W$ is denoted by $G[W]$; its vertex set is $W$ and its edge set consists of all those edges of $E$ with both endpoints in $W$. For $W \subseteq V(G)$, by $G \setminus W$ we denote the graph obtained by deleting the vertices in $W$ and all edges which are incident to at least one vertex in $W$.

A path in a graph is a sequence of distinct vertices $v_0, v_1, \ldots, v_k$ such that $(v_i, v_{i+1})$ is an edge for all $0 \leq i < k$. A cycle in a graph is a sequence of distinct vertices $v_0, v_1, \ldots, v_k$ such that $(v_i, v_{(i+1) \mod k})$ is an edge for all $0 \leq i \leq k$. We note that both a double edge and a loop are cycles. We also use the convention that a loop at a vertex $v$ contributes 2 to the degree of $v$.

An edge $\alpha$-colored graph is a graph $G = (V, \bigcup_{i=1}^{\alpha} E_i)$. We call $G_i$ the color $i$ (or $i$-color) graph of $G$, where $G_i = (V, E_i)$. For notational convenience we sometimes denote an $\alpha$-colored graph as $G = (V, E_1, E_2, \ldots, E_{\alpha})$. For an $\alpha$-colored graph $G$, the total degree of a vertex $v$ is $\sum_{i=1}^{\alpha} d_{G_i}(v)$. By color $i$ edge (or $i$-color edge) we refer to an edge in $E_i$, for $1 \leq i \leq \alpha$. A vertex $v \in V(G)$ is said to have a color $i$ neighbor if there is an edge $(v, u)$ in $E_i$, furthermore $u$ is a color $i$ neighbor of $v$. We say a path or a cycle in $G$ is monochromatic if all the edges on the path or cycle have the same color. Given a vertex $v \in V(G)$, a $v$-flower of order $k$ is a set of $k$ cycles in $G$ whose pairwise intersection is exactly $\{v\}$. If all cycles in a $v$-flower are monochromatic then we have a monochromatic $v$-flower. An $\alpha$-colored graph
We start with some simple reduction rules that clean up the graph. Whenever some reduction applies, we apply the lowest-numbered applicable rule. Hence, we assume that $G$ is a forest. If $G$ has been applied, both edges $v,u$ and $(v,w)$ from $E_i$ and add an edge $(u,w)$ to $E_i$, where $i$ is the color of edges $(v,u)$ and $(v,w)$. Note that after reduction $\alpha$-SimFVS.R2 has been applied, both edges $(v,u)$ and $(v,w)$ must be of the same color. If for some $i$, $i \in \{1,2,\ldots,\alpha\}$, there is an edge of multiplicity larger than 2 in $E_i$, reduce its multiplicity to 2. Reduction $\alpha$-SimFVS.R5. If there is a vertex $v$ with a self loop, then add $v$ to the solution set $X$, delete $v$ (and all edges incident on $v$) from the graph and decrease $k$ by 1.

Note that all of the above reduction rules can be applied in polynomial time. Moreover, after exhaustively applying all rules, the resulting graph $G$ satisfies the following properties:

(P1) $G$ contains no loops,

(P2) Every edge in $G$, for $i \in \{1,2,\ldots,\alpha\}$ is of multiplicity at most two.

(P3) Every vertex in $G$ has either degree zero or degree at least two in each $G_i$, for $i \in \{1,2,\ldots,\alpha\}$.

(P4) The total degree of every vertex in $G$ is at least 3.

Algorithm. We give an algorithm for the decision version of the DISJOINT $\alpha$-SimFVS problem, which only verifies whether a solution exists or not. Such an algorithm can be easily modified to find an actual solution $X$. We follow a branching strategy with a nontrivial measure function. Let $(G,W,k)$ be an instance of the problem, where $G$ is an $\alpha$-colored graph. If $G[W]$ is not an $\alpha$-forest then we can safely return that $(G,W,k)$ is a no-instance. Hence, we assume that $G[W]$ is an $\alpha$-forest in what follows. Whenever any of our reduction rules $\alpha$-SimFVS.R1 to $\alpha$-SimFVS.R5 apply, the algorithm exhaustively does so (in order). If at any point in our algorithm the parameter $k$ drops below zero, then the resulting instance is again a no-instance.

$G = (V,E_1,E_2,\ldots,E_\alpha)$ is an $\alpha$-forest if each $G_i$ is a forest, for $1 \leq i \leq \alpha$. We refer the reader to [9] for details on standard graph theoretic notation and terminology we use in the paper.

3 FPT Algorithm for $\alpha$-Simultaneous Feedback Vertex Set

We give an algorithm for the $\alpha$-SimFVS problem using the method of iterative compression [26, 7]. In the DISJOINT $\alpha$-SimFVS problem, we are given an $\alpha$-colored graph $G = (V,E_1,E_2,\ldots,E_\alpha)$, an integer $k$, and an $\alpha$-simfvs $W$ in $G$ of size $k + 1$. The objective is to find an $\alpha$-simfvs $X \subseteq V(G) \setminus W$ of size at most $k$, or correctly conclude the non-existence of such an $\alpha$-simfvs.

3.1 Algorithm for DISJOINT $\alpha$-SimFVS

Let $(G = (V,E_1,E_2,\ldots,E_\alpha),W,k)$ be an instance of DISJOINT $\alpha$-SimFVS and let $F = G \setminus W$. We start with some simple reduction rules that clean up the graph. Whenever some reduction rule applies, we apply the lowest-numbered applicable rule.

- Reduction $\alpha$-SimFVS.R1. Delete isolated vertices as they do not participate in any cycle.

- Reduction $\alpha$-SimFVS.R2. If there is a vertex $v$ which has only one neighbor $u$ in $G_i$, for some $i \in \{1,2,\ldots,\alpha\}$, then delete the edge $(v,u)$ from $E_i$.

- Reduction $\alpha$-SimFVS.R3. If there is a vertex $v \in V(G)$ with exactly two neighbors $u,w$ (the total degree of $v$ is 2), delete edges $(v,u)$ and $(v,w)$ from $E_i$ and add an edge $(u,w)$ to $E_i$, where $i$ is the color of edges $(v,u)$ and $(v,w)$. Note that after reduction $\alpha$-SimFVS.R2 has been applied, both edges $(v,u)$ and $(v,w)$ must be of the same color.

- Reduction $\alpha$-SimFVS.R4. If for some $i$, $i \in \{1,2,\ldots,\alpha\}$, there is an edge of multiplicity larger than 2 in $E_i$, reduce its multiplicity to 2.

- Reduction $\alpha$-SimFVS.R5. If there is a vertex $v$ with a self loop, then add $v$ to the solution set $X$, delete $v$ (and all edges incident on $v$) from the graph and decrease $k$ by 1.
Recall that initially \( F \) is an \( \alpha \)-forest, as \( W \) is an \( \alpha \)-simfvs. We will consider each forest \( F_i \), for \( i \in \{1, 2, \ldots, \alpha\} \), separately (where \( F_i \) is the color \( i \) graph of the \( \alpha \)-forest \( F \)). For \( i \in \{1, 2, \ldots, \alpha\} \), we let \( W_i = (W, E_i(G[W])) \) and \( \eta_i \) be the number of components in \( W_i \). Some of the branching rules that we apply create special vertex-disjoint cycles. We will maintain this set of special cycles in \( \mathcal{C}_i \), for each \( i \), and we let \( \mathcal{C} = \{\mathcal{C}_1, \ldots, \mathcal{C}_\alpha\} \). Initially, \( \mathcal{C}_i = \emptyset \), for each \( i \in \{1, 2, \ldots, \alpha\} \). Each cycle that we add to \( \mathcal{C}_i \) will be vertex disjoint from previously added cycles. Hence, if at any point \( |\mathcal{C}_i| > k \), for any \( i \), then we can stop exploring the corresponding branch. Moreover, whenever we “guess” that some vertex \( v \) must belong to a solution, we also traverse the family \( \mathcal{C} \) and remove any cycles containing \( v \). For the running time analysis of our algorithm we will consider the following measure:

\[
\mu = \mu(G, W, k, \mathcal{C}) = \alpha k + \left( \sum_{i=1}^{\alpha} \eta_i \right) - \left( \sum_{i=1}^{\alpha} |\mathcal{C}_i| \right).
\]

The input to our algorithm consists of a tuple \((G, W, k, \mathcal{C})\). For clarity, we will denote a reduced input by \((G, W, k, \mathcal{C})\) (the one where reduction rules do not apply).

We root each tree in \( F_i \) at some arbitrary vertex. Assign an index \( t \) to each vertex \( v \) in the forest \( F_i \), which is the distance of \( v \) from the root of the tree it belongs to (the root is assigned index zero). A vertex \( v \) in \( F_i \) is called cordate if one of the following holds:

- \( v \) is a leaf (or degree-zero vertex) in \( F_i \) with at least two color \( i \) neighbors in \( W_i \).
- The subtree \( T_v \) rooted at \( v \) contains two vertices \( u \) and \( w \) which have at least one color \( i \) neighbor in \( W_i \) (\( v \) can be equal to \( u \) or \( w \)).

**Lemma 1.** For \( i \in \{1, 2, \ldots, \alpha\} \), let \( v_c \) be a cordate vertex of highest index in some tree of the forest \( F_i \) and let \( \mathcal{T}_c \) denote the subtree rooted at \( v_c \). Furthermore, let \( u_c \) be one of the vertices in \( \mathcal{T}_c \) such that \( u_c \) has a neighbor in \( W_i \). Then, in the path \( P = u_c, x_1, \ldots, x_t, v_c \) (it could be equal to zero) between \( u_c \) and \( v_c \) the vertices \( x_1, \ldots, x_t \) are degree-two vertices in \( G_i \).

We consider the following cases depending on whether there is a cordate vertex in \( F_i \) or not.

**Case 1:** There is a cordate vertex in \( F_i \). Let \( v_c \) be a cordate vertex with the highest index in some tree in \( F_i \) and let the two vertices with neighbors in \( W_i \) be \( u_c \) and \( w_c \) (\( v_c \) can be equal to \( u_c \) or \( w_c \)). Let \( P = u_c, x_1, x_2, \ldots, x_t, v_c \) and \( P' = v_c, y_1, y_2, \ldots, y_{t'}, w_c \) be the unique paths in \( F_i \) from \( u_c \) to \( v_c \) and from \( v_c \) to \( w_c \), respectively. Let \( P_v = u_c, x_1, \ldots, x_t, v_c, y_1, \ldots, y_{t'}, w_c \) be the unique path in \( F_i \) from \( u_c \) to \( w_c \). Consider the following sub-cases:

**Case 1.a:** \( u_c \) and \( w_c \) have neighbors in the same component of \( W_i \). In this case one of the vertices from path \( P_v \) must be in the solution. We branch as follows:

- \( v_c \) belongs to the solution. We delete \( v_c \) from \( G \) and decrease \( k \) by 1. In this branch \( \mu \) decreases by \( \alpha \).
  
  When \( v_c \) does not belong to the solution, then at least one vertex from \( u_c, x_1, x_2, \ldots, x_t \) or \( y_1, y_2, \ldots, y_{t'} \) \( w_c \) must be in the solution. But note that these are vertices of degree at most two in \( G_i \) by Lemma 1. So with respect to color \( i \), it does not matter which vertex is chosen in the solution. The only issue comes from some color \( j \) cycle, where \( j \neq i \), in which choosing a particular vertex from \( u_c, x_1, \ldots, x_t \) or \( y_1, y_2, \ldots, y_{t'} \) \( w_c \) would be more beneficial. We consider the following two cases.

- One of the vertices from \( u_c, x_1, x_2, \ldots, x_t \) is in the solution. In this case we add an edge \((u_c, x_i)\) (or \((u_c, w_c)\) when \( u_c \) and \( v_c \) are adjacent) to \( G_i \) and delete the edge \((x_t, v_c)\) from \( G_i \). This creates a cycle \( C \) in \( G_i \setminus W \), which is itself a component in \( G_i \setminus W \). We remove the edges in \( C \) from \( G_i \) and add the cycle \( C \) to \( \mathcal{C}_i \). We will be
when none of the reduction or branching rules apply, we solve the problem by invoking an algorithm for the classical Feedback Vertex Set problem as a subroutine.

Case 1.b: \( u_c \) and \( w_c \) do not have neighbors in the same component. We branch as follows:

- \( v_c \) belongs to the solution. We delete \( v_c \) from \( G \) and decrease \( k \) by 1. In this branch \( \mu \) decreases by \( \alpha \).

- One of the vertices from \( u_c, x_1, x_2, \ldots, x_t \) is in the solution. In this case we add an edge \((u_c, x_t)\) to \( G_i \) and delete the edge \((x_t, v_c)\) from \( G_i \). This creates a cycle \( C \) in \( G_i \setminus W \) as a component. We add \( C \) to \( \mathcal{C}_i \) and delete edges in \( C \) from \( G_i \setminus W \). \(|\mathcal{C}_i|\) increases by 1, so the measure \( \mu \) decreases by 1.

- No vertex from path \( P_\ell \) is in the solution. In this case we add the vertices in \( P_\ell \) to \( W \), the resulting instance is \((G \setminus P_\ell, W \cup P_\ell, k)\). The number of components in \( W_\ell \) decreases and we get a drop of 1 in \( \eta_\ell \), so \( \mu \) decreases by 1. Note that if \( G[W \cup P_\ell] \) is not acyclic we can safely ignore this branch.

The resulting branching vector is \((\alpha, 1, 1, 1, 1)\).

Case 2: There is no cordate vertex in \( F_i \). Let \( \mathcal{F} \) be a family of sets containing a set \( f_C = V(C) \) for each \( C \in \cup_{i=1}^n \mathcal{C}_i \) and let \( \mathcal{U} = \cup_{i=1}^n (\cup_{C \in \mathcal{C}_i} V(C)) \). Note that \(|\mathcal{F}| \leq \alpha k\). We find a subset \( U \subseteq \mathcal{U} \) (if it exists) which hits all the sets in \( \mathcal{F} \), such that \(|U| \leq k\).

Note that in Case 1, if the cordate vertex \( v_c \) is a leaf, then \( u_c = w_c = v_c \). Therefore, from Case 1.a we are left with one branching rule. Similarly, we are left with the first and the last branching rules for Case 1.b. If \( v_c \) is not a leaf but \( v_c \) is equal to \( u_c \) or \( w_c \), say \( v_c = w_c \), then for both Case 1.a and Case 1.b we do not have to consider the third branch. Finally, when none of the reduction or branching rules apply, we solve the problem by invoking an algorithm for the Hitting Set problem as a subroutine.

\textbf{Lemma 2.} \textit{Disjoint }\( \alpha \text{-SimFVS} \text{ is solvable in time } \Omega^*(22^{\alpha k}).\)

\textbf{Theorem 3.} \textit{\( \alpha \text{-Simultaneous Feedback Vertex Set} \) is solvable in time } \Omega^*(23^{\alpha k}).\)

\section{Polynomial Kernel for \( \alpha \text{-Simultaneous Feedback Vertex Set} \)}

In this section we give a kernel with \( \mathcal{O}(\alpha k^{3(\alpha+1)}) \) vertices for \( \alpha \text{-SimFVS}. \) Let \((G, k)\) be an instance of \( \alpha \text{-SimFVS}, \) where \( G \) is an \( \alpha \) colored graph and \( k \) is a positive integer. We assume that reduction rules \( \alpha \text{-SimFVS.R1} \) to \( \alpha \text{-SimFVS.R5} \) have been exhaustively applied. The kernelization algorithm then proceeds in two stages. In stage one, we bound the maximum degree of \( G \). In the second stage, we present new reduction rules to deal with degree-two vertices and conclude a bound on the total number of vertices.

To bound the total degree of each vertex \( v \in V(G) \), we bound the degree of \( v \) in \( G_i \), for \( i \in \{1, 2, \ldots, \alpha\} \). To do so, we need the Expansion Lemma [7] as well as the 2-approximation algorithm for the classical Feedback Vertex Set problem [1].
A $q$-star, $q \geq 1$, is a graph with $q + 1$ vertices, one vertex of degree $q$ and all other vertices of degree 1. Let $G$ be a bipartite graph with vertex bipartition $(A, B)$. A set of edges $M \subseteq E(G)$ is called a $q$-expansion of $A$ into $B$ if (i) every vertex of $A$ is incident with exactly $q$ edges of $M$ and (ii) $M$ saturates exactly $q|A|$ vertices in $B$.

**Lemma 4 (Expansion Lemma [7]).** Let $q$ be a positive integer and $G$ be a bipartite graph with vertex bipartition $(A, B)$ such that $|B| \geq q|A|$ and there are no isolated vertices in $B$. Then, there exist nonempty vertex sets $X \subseteq A$ and $Y \subseteq B$ such that:
1. $X$ has a $q$-expansion into $Y$ and
2. no vertex in $Y$ has a neighbour outside $X$, i.e. $N(Y) \subseteq X$.

Furthermore, the sets $X$ and $Y$ can be found in time polynomial in the size of $G$.

### 4.1 Bounding the Degree of Vertices in $G_i$

We now describe the reduction rules that allow us to bound the maximum degree of a vertex $v \in V(G)$. We make use of the following lemma which easily follows by adapting Lemma 6.8 from the work of Misra et al. [25].

**Lemma 5.** Let $G$ be an undirected $\alpha$-colored multi-graph and $x$ be a vertex without a self loop in $G_i$, for $i \in \{1, 2, \ldots, \alpha\}$. Then in polynomial time we can either decide that $(G, k)$ is a no-instance of $\alpha$-Simultaneous Feedback Vertex Set or check whether there is an $x$-flower of order $k + 1$ in $G_i$, or find a set of vertices $Z \subseteq V(G) \setminus \{x\}$ of size at most $3k$ intersecting every cycle in $G_i$.

After applying reduction rules $\alpha$-SimFVS.R1 to $\alpha$-SimFVS.R5 exhaustively, we know that the degree of a vertex in each $G_i$ is either 0 or at least 2 and no vertex has a self loop. Now consider a vertex $v$ whose degree in $G_i$ is more than $3k(k + 4)$. By Proposition 5, we know that one of three cases must apply:
1. $(G, k)$ is a no-instance of $\alpha$-SimFVS,
2. we can find (in polynomial time) a $v$-flower of order $k + 1$ in $G_i$, or
3. we can find (in polynomial time) a set $H_v \subseteq V(G_i)$ of size at most $3k$ such that $v \notin H_v$ and $G_i \setminus H_v$ is a forest.

The following reduction rule allows us to deal with case (2). The safeness of the rule follows from the fact that if $v$ is not included in the solution then we need to have at least $k + 1$ vertices in the solution.

**Reduction $\alpha$-SimFVS.R6.** For $i \in \{1, 2, \ldots, \alpha\}$, if $G_i$ has a vertex $v$ such that there is a $v$-flower of order at least $k + 1$ in $G_i$, then include $v$ in the solution $X$ and decrease $k$ by 1. The resulting instance is $(G \setminus \{v\}, k - 1)$.

When in case (3), we bound the degree of $v$ as follows. Consider the graph $G'_v = G_i \setminus (H_v \cup \{v\} \cup V'_0)$, where $V'_0$ is the set of degree 0 vertices in $G_i$. Let $D$ be the set of components in the graph $G'_v$ which have a vertex adjacent to $v$. Note that each $D \in D$ is a tree and $v$ cannot have two neighbors in $D$, since $H_v$ is a feedback vertex set in $G_i$. We will now argue that each component $D \in D$ has a vertex $u$ such that $u$ is adjacent to a vertex in $H_v$. Suppose for a contradiction that there is a component $D \in D$ such that $D$ has no vertex which is adjacent to a vertex in $H_v$. $D \cup \{v\}$ is a tree with at least 2 vertices, so $D$ has a vertex $w$, such that $w$ is a degree-one vertex in $G_i$, contradicting the fact that each vertex in $G_i$ is either of degree zero or of degree at least two.

After exhaustive application of $\alpha$-SimFVS.R4, every pair of vertices in $G_i$ can have at most two edges between them. In particular, there can be at most two edges between $h \in H_v$...
and \( v \). If the degree of \( v \) in \( G_i \) is more than \( 3k(k + 4) \), then the number of components \(|D|\), in \( G_i' \) is more than \( 3k(k + 2) \), since \(|H_i| \leq 3k\).

Consider the bipartite graph \( B \), with bipartition \((H_v, Q)\), where \( Q \) has a vertex \( q_D \) corresponding to each component \( D \in D \). We add an edge between \( h \in H_v \) and \( q_D \in Q \) to \( E(B) \) if and only if \( D \) has a vertex \( d \) which is adjacent to \( h \) in \( G_i \).

**Reduction \( \alpha\text{-SimFVS.R7} \).** Let \( v \) be a vertex of degree at least \( 3k(k + 4) \) in \( G_i \), for \( i \in \{1, 2, \ldots, \alpha\} \), and let \( H_v \) be a feedback vertex set in \( G_i \) not containing \( v \) and of size at most \( 3k \).

- Let \( Q' \subseteq Q \) and \( H \subseteq H_v \) be the sets of vertices obtained after applying Lemma 4 with \( q = k + 2 \), \( A = H_v \), and \( B = Q \), such that \( H \) has a \((k + 2)\)-expansion into \( Q' \) in \( B \);
- Delete all the edges \((d, v)\) in \( G_i \), where \( d \in V(D) \) and \( q_D \in Q' \);
- Add double edges between \( v \) and \( h \) in \( G_i \), for all \( h \in H \) (unless such edges already exist).

After exhaustively applying all reductions \( \alpha\text{-SimFVS.R1} \) to \( \alpha\text{-SimFVS.R7} \), the degree of a vertex \( v \in V(G_i) \) is at most \( 3k(k + 4) - 1 \) in \( G_i \), for \( i \in \{1, 2, \ldots, \alpha\} \).

### 4.2 Bounding the Number of Vertices in \( G \)

Having bounded the maximum total degree of a vertex in \( G \), we now focus on bounding the number of vertices in the entire graph. To do so, we first compute an approximate solution for the \( \alpha\text{-SimFVS} \) instance using the polynomial-time 2-approximation algorithm of Bafna et al. [1] for the Feedback Vertex Set problem in undirected graphs. In particular, we compute a 2-approximate solution \( S_i \) in \( G_i \), for \( i \in \{1, 2, \ldots, \alpha\} \). We let \( S = \bigcup_{i=1}^{\alpha} S_i \). Note that \( S \) is an \( \alpha\text{-SimFVS} \) in \( G \) and has size at most \( 2\alpha|S_{OPT}| \), where \( |S_{OPT}| \) is an optimal \( \alpha\text{-SimFVS} \) in \( G \). Let \( F_1 = G_i \setminus S_i \). Let \( T_{2,1}^i, T_{2,2}^i, \) and \( T_{2,3}^i \), be the sets of vertices in \( F_1 \) having degree at most one in \( F_1 \), degree exactly two in \( F_1 \), and degree greater than two in \( F_1 \), respectively.

Later, we shall prove that bounding the maximum degree in \( G \) is sufficient for bounding the sizes of \( T_{2,1}^i \) and \( T_{2,3}^i \), for all \( i \in \{1, 2, \ldots, \alpha\} \). We now focus on bounding the size of \( T_{2,2}^i \) which, for each \( i \in \{1, 2, \ldots, \alpha\} \), corresponds to a set of degree-two paths. In other words, for a fixed \( i \), the graph induced by the vertices in \( T_{2,2}^i \) is a set of vertex-disjoint paths. We say a set of distinct vertices \( P = \{v_1, \ldots, v_l\} \) in \( T_{2,2}^i \) forms a degree-two path if \((v_j, v_{j+1})\) is an edge, for all \( 1 \leq j \leq l \), and all vertices \( \{v_1, \ldots, v_l\} \) have degree exactly two in \( G_i \). We say \( P \) is a maximal degree-two path if no proper superset of \( P \) also forms a degree-two path.

We enumerate all the maximal degree-two paths in \( G_i \setminus S_i \), for \( i \in \{1, 2, \ldots, \alpha\} \). Let this set of paths in \( G_i \setminus S_i \) be \( \mathcal{P}_i = \{P_1^i, P_2^i, \ldots, P_{n_i}^i\} \), where \( n_i \) is the number of maximal degree-two paths in \( G_i \setminus S_i \). We introduce a special symbol \( \phi \) and add \( \phi \) to each set \( \mathcal{P}_i \), for \( i \in \{1, 2, \ldots, \alpha\} \). The special symbol will be used later to indicate that no path is chosen from the set \( \mathcal{P}_i \).

Let \( \mathcal{S} = \mathcal{P}_1 \times \mathcal{P}_2 \times \cdots \times \mathcal{P}_\alpha \) be the set of all tuples of maximal degree-two paths of different colors. For \( \tau \in \mathcal{S}, j \in \{1, 2, \ldots, \alpha\} \), \( j(\tau) \) denotes the element from the set \( \mathcal{P}_j \) in the tuple \( \tau \), i.e. for \( \tau = (Q_1, \phi, \ldots, Q_j, \ldots, Q_\alpha) \), \( j(\tau) = Q_j \) (for example 2(\(\tau\)) = \(\phi\)).

For a maximal degree-two path \( P_j^i \in \mathcal{P}_i \) and \( \tau \in \mathcal{S} \), we define \( \text{Intercept}(P_j^i, \tau) \) to be the set of vertices in path \( P_j^i \) which are present in all the paths in the tuple (of course a \( \phi \) entry does not contribute to this set). Formally, \( \text{Intercept}(P_j^i, \tau) = \emptyset \) if \( P_j^i \notin \tau \) otherwise \( \text{Intercept}(P_j^i, \tau) = \{v \in V(P_j^i) \} \) for all \( 1 \leq j \leq \alpha \), if \( \ell(\tau) \neq \phi \) then \( v \in V(\ell(\tau)) \).

We define the notion of unravelling a path \( P_j^i \in \mathcal{P}_i \) from all other paths of different colors in \( \tau \in \mathcal{S} \) at a vertex \( u \in \text{Intercept}(P_j^i, \tau) \) by creating a separate copy of \( u \) for each path.
Formally, for a path $P_i^j \in \mathcal{P}_i$, $\tau \in \mathcal{S}$, and a vertex $u \in \text{Intercept}(P_i^j, \tau)$, the $\text{Unravel}(P_i^j, \tau, u)$ operation does the following. For each $i \in \{1, 2, \ldots, \alpha\}$ let $x_i$ and $y_i$ be the unique neighbors of $u$ on path $t(\tau)$. Create a vertex $u_{t(\tau)}$ for each path $t(\tau)$, for $1 \leq t \leq \alpha$, delete the edges $(x_i, u)$ and $(u, y_i)$ from $G_i$ and add the edges $(x_i, u_{t(\tau)})$ and $(u_{t(\tau)}, y_i)$ in $G_i$.

**Reduction $\alpha$-SimFVS.R8.** For a path $P_i^j \in \mathcal{P}_i$, $\tau \in \mathcal{S}$, if $|\text{Intercept}(P_i^j, \tau)| > 1$, then for a vertex $u \in \text{Intercept}(P_i^j, \tau)$, $\text{Unravel}(P_i^j, \tau, u)$.

> **Theorem 6.** $\alpha$-SimFVS admits a kernel on $\mathcal{O}(\alpha k^{3(\alpha+1)})$ vertices.

**Proof.** Consider an $\alpha$-colored graph $G$ on which reduction rules $\alpha$-SimFVS.R1 to $\alpha$-SimFVS.R8 have been exhaustively applied. For $i \in \{1, 2, \ldots, \alpha\}$, the degree of a vertex $v \in G_i$ is either 0 or at least 2 in $G_i$. Hence, in what follows, we do not count the vertices of degree 0 in $G_i$ while counting the vertices in $G_i$; since the total degree of a vertex $v \in V(G)$ is at least three, there is some $j \in \{1, 2, \ldots, \alpha\}$ such that the degree of $v \in V(G_j)$ is at least 2.

Let $S_i$ be a 2-approximate feedback vertex set in $G_i$, for $i \in \{1, 2, \ldots, \alpha\}$. Note that $S = \bigcup_{i=1}^{\alpha} S_i$ is a 2\text{-approximate} α-simfvs in $G$. Let $F_i = G_i \setminus S_i$. Let $T_{\leq 1}, T_{j}^{\leq 3}$, and $T_{\geq 3}$ be the sets of vertices in $F_i$ having degree at most one in $F_i$, degree exactly two in $F_i$, and degree greater than two in $F_i$, respectively.

The degree of each vertex $v \in V(G_i)$ is bounded by $\mathcal{O}(k^2)$ in $G_i$, for $i \in \{1, 2, \ldots, \alpha\}$. In particular, the degree of each $s \in S$ is bounded by $\mathcal{O}(k^2)$ in $G_i$. Moreover, each vertex $v \in T_{\leq 1}^j$ has degree at least 2 in $G_i$ and must therefore be adjacent to some vertex in $S$. It follows that $|T_{\leq 1}^j| \in \mathcal{O}(k^3)$.

In a tree, the number $t$ of vertices of degree at least three is bounded by $l - 2$, where $l$ is the number of leaves. Hence, $|T_{\geq 3}^j| \in \mathcal{O}(k^3)$. Also, in a tree, the number of maximal degree-two paths is bounded by $t + l$. Consequently, the number of degree-two paths in $G_i \setminus S_i$ is in $\mathcal{O}(k^3)$. Moreover, no two maximal degree-two paths in a tree intersect.

Note that there are at most $\mathcal{O}(k^3)$ maximal degree-two paths in $\mathcal{P}_i$, for $i \in \{1, 2, \ldots, \alpha\}$, and therefore $|\mathcal{S}| = \mathcal{O}(k^{3\alpha})$. After exhaustive application of $\alpha$-SimFVS.R8, for each path $P_i^j \in \mathcal{P}_i$, $i \in \{1, 2, \ldots, \alpha\}$, and $\tau \in \mathcal{S}$, there is at most one vertex in $\text{Intercept}(P_i^j, \tau)$. Also note that after exhaustive application of reductions $\alpha$-SimFVS.R1 to $\alpha$-SimFVS.R7, the total degree of a vertex in $G$ is at least 3. Therefore, there can be at most $\mathcal{O}(k^{3\alpha})$ vertices in a degree-two-path $P_i^j \in \mathcal{P}_i$. Furthermore, there are at most $\mathcal{O}(k^3)$ degree-two maximal paths in $G_i$, for $i \in \{1, 2, \ldots, \alpha\}$. It follows that $|T_2^i| \in \mathcal{O}(k^{3(\alpha+1)})$ and $|V(G_i)| \leq |T_{\leq 1}^i| + |T_2^i| + |T_{\geq 3}^i| + |S_i| = \mathcal{O}(k^3) + \mathcal{O}(k^{3(\alpha+1)}) + \mathcal{O}(k^3) + 2k \in \mathcal{O}(k^{3(\alpha+1)})$. Therefore, the number of vertices in $G$ is in $\mathcal{O}(\alpha k^{3(\alpha+1)})$.

## 5 Hardness Results

In this section we show that $\mathcal{O}(\log n)$-SimFVS, where $n$ is the number of vertices in the input graph, is $\mathcal{W}[1]$-hard. We give a reduction from a special version of the Hitting Set (HS) problem, which we denote by $\alpha$-PARTITIONED HITTING SET ($\alpha$-PHS). We believe this version of HITTING SET to be of independent interest with possible applications for showing hardness results of similar flavor. We prove $\mathcal{W}[1]$-hardness of $\alpha$-PARTITIONED HITTING SET by a reduction from a restricted version of the PARTITIONED SUBGRAPH ISOMORPHISM (PSI) problem.

Before we delve into the details, we start with a simpler reduction from HITTING SET showing that $\mathcal{O}(n)$-SimFVS parameterized by solution size is $\mathcal{W}[2]$-hard. The reduction
closely follows that of Lokshtanov [20] for dealing with the Wheel-Free Deletion problem. Intuitively, starting with an instance \((\mathcal{U}, \mathcal{F}, k)\) of HS, we first construct a graph \(G\) on \(|2|\mathcal{U}|\mathcal{F}|\) vertices consisting of \(|\mathcal{F}|\) vertex-disjoint cycles. Then, we use \(|\mathcal{F}|\) colors to uniquely map each set to a separate cycle; carefully connecting these cycles together guarantees equivalence of both instances.

\textbf{Theorem 7.} \(O(n)\)-SimFVS parameterized by solution size is \(W[2]\)-hard.

Notice that if we assume that \(|\mathcal{U}|\) and \(|\mathcal{F}|\) are linearly dependent, then Theorem 7 in fact shows that \(O(\sqrt{n})\)-SimFVS is \(W[2]\)-hard. However, the construction of Theorem 7 crucially relies on the fact that each cycle is “uniquely identified” by a separate color. In order to get around this limitation and prove \(W[1]\)-hardness of \(O(\log n)\)-SimFVS we need, in some sense, to group separate sets of a Hitting Set instance into \(O(\log(|\mathcal{U}|)|\mathcal{F}|)\) families such that sets inside each family are pairwise disjoint. By doing so, we can modify the reduction of Theorem 7 to identify all sets inside a family using the same color, for a total of \(O(\log n)\) colors (instead of \(O(n)\) or \(O(\sqrt{n})\)). We achieve exactly this in what follows. We refer the reader to the work of Impagliazzo et al. [14, 15] for details on the Exponential Time Hypothesis (ETH).

\begin{tabular}{|c|c|}
\hline
\textbf{\(\alpha\)-Partitioned Hitting Set} & \textbf{Parameter:} \(k\) \\
\hline
\textbf{Input:} A tuple \((\mathcal{U}, \mathcal{F} = \mathcal{F}_1 \cup \ldots \cup \mathcal{F}_\alpha, k)\), where \(\mathcal{F}_i, 1 \leq i \leq \alpha\), is a collection of subsets of the finite universe \(\mathcal{U}\) and \(k\) is a positive integer. Moreover, all the sets within a family \(\mathcal{F}_i, 1 \leq i \leq \alpha\), are pairwise disjoint. & \\
\hline
\textbf{Question:} Is there a subset \(X\) of \(\mathcal{U}\) of cardinality at most \(k\) such that for every \(f \in \mathcal{F} = \mathcal{F}_1 \cup \ldots \cup \mathcal{F}_\alpha\), \(f \cap X\) is nonempty? & \\
\hline
\end{tabular}

\begin{tabular}{|c|c|}
\hline
\textbf{Partitioned Subgraph Isomorphism} & \textbf{Parameter:} \(k = |E(G)|\) \\
\hline
\textbf{Input:} A graph \(H\), a graph \(G\) with \(V(G) = \{g_1, \ldots, g_\ell\}\), and a coloring function \(col : V(H) \to [\ell]\). & \\
\hline
\textbf{Question:} Is there an injection \(inj : V(G) \to V(H)\) such that for every \(i \in [\ell]\), \(col(inj(g_i)) = i\) and for every \((g_i, g_j) \in E(G)\), \((inj(g_i), inj(g_j)) \in E(H)\)? & \\
\hline
\end{tabular}

\textbf{Theorem 8 ([13, 23])}. Partitioned Subgraph Isomorphism parameterized by \(|E(G)|\) is \(W[3]\)-hard, even when the maximum degree of the smaller graph \(G\) is three. Moreover, the problem cannot be solved in time \(f(k)n^{o(\sqrt{\log n})}\), where \(f\) is an arbitrary function, \(n = |V(H)|\), and \(k = |E(G)|\), unless ETH fails.

\textbf{Theorem 9}. \(O(\log(|\mathcal{U}|)|\mathcal{F}|)\)-Partitioned Hitting Set parameterized by solution size is \(W[1]\)-hard. Moreover, the problem cannot be solved in time \(f(k)n^{o(\sqrt{\log n})}\), where \(f\) is an arbitrary function, \(n = |\mathcal{U}|\), and \(k\) is the required solution size, unless ETH fails.

We are now ready to state the main result of this section. The proof of Theorem 10 follows the same steps as the proof of Theorem 7 with one exception, i.e we reduce from \(O(\log(|\mathcal{U}|)|\mathcal{F}|)\)-Partitioned Hitting Set and use \(O(\log(|\mathcal{U}|)|\mathcal{F}|)\) colors instead of \(|\mathcal{F}|\).

\textbf{Theorem 10}. \(O(\log n)\)-SimFVS parameterized by solution size is \(W[1]\)-hard.

\textbf{Proof}. Given an instance \((\mathcal{U}, \mathcal{F} = \mathcal{F}_1 \cup \ldots \cup \mathcal{F}_\alpha, k)\) of \(\alpha\)-PHS, we let \(\mathcal{U} = \{u_1, \ldots, u_{|\mathcal{U}|}\}\) and \(\mathcal{F}_i = \{f_1, \ldots, f_{|\mathcal{F}_i|}\}, 1 \leq i \leq \alpha\). We assume, without loss of generality, that each element in \(\mathcal{U}\) belongs to at least one set in \(\mathcal{F}\).
For each $f_j^i \in \mathcal{F}_i$, $1 \leq i \leq \alpha$ and $1 \leq j \leq |\mathcal{F}_i|$, we create a vertex-disjoint cycle $C_j^i$ on $2|\mathcal{U}|$ vertices and assign all its edges color $i$. We let $V(C_j^i) = \{c_{1}^{j}, \ldots, c_{2p}^{j}\}$ and we define $\beta(i, j, u_p) = c_{2p-1}^{j}$, $1 \leq i \leq \alpha$, $1 \leq j \leq |\mathcal{F}_i|$, and $1 \leq p \leq |\mathcal{U}|$. In other words, every odd-numbered vertex of $C_j^i$ is mapped to an element in $\mathcal{U}$. Now for every element $u_p \in \mathcal{U}$, $1 \leq p \leq |\mathcal{U}|$, we create a vertex $v_p$, we let $\gamma(u_p) = \{c_{2p-1}^{j} | 1 \leq i \leq \alpha \wedge 1 \leq j \leq |\mathcal{F}_i| \wedge u_p \in f_j^i\}$, and we add an edge (of some special color, say 0) between $v_p$ and every vertex in $\gamma(u_p)$. To finalize the reduction, we contract all the edges colored 0 to obtain an instance $(G, k)$ of $\mathcal{O}(\log n)$-StmFVS. Note that $|V(G)| = |E(G)| = 2|\mathcal{U}| |\mathcal{F}|$ and the total number of used colors is $\alpha$. Moreover, after contracting all special edges, $|\gamma(u_p)| = 1$ for all $u_p \in \mathcal{U}$.

\begin{claim}
If $\mathcal{F}$ admits a hitting set of size at most $k$ then $G$ admits an $\alpha$-SimFVS of size at most $k$.
\end{claim}

\begin{proof}
Let $X = \{u_{p_1}, \ldots, u_{p_k}\}$ be such a hitting set. We construct a vertex set $Y = \{\gamma(u_{p_i}), \ldots, \gamma(u_{p_k})\}$. If $Y$ is not an $\alpha$-SimFVS of $G$ then $G[V(G) \setminus Y]$ must contain some monochromatic cycle. By construction, only sets from the same family $\mathcal{F}_i$, $1 \leq i \leq \alpha$, correspond to cycles assigned the same color in $G$. But since we started with an instance of $\alpha$-PHS, no two such sets intersect. Hence, the contraction operations applied to obtain $G$ cannot create new monochromatic cycles. Therefore, if $G[V(G) \setminus Y]$ contains some monochromatic cycle then $X$ cannot be a hitting set of $\mathcal{F}$.
\end{proof}

\begin{claim}
If $G$ admits an $\alpha$-SimFVS of size at most $k$ then $\mathcal{F}$ admits a hitting set of size at most $k$.
\end{claim}

\begin{proof}
Let $X = \{v_{p_1}, \ldots, v_{p_k}\}$ be such an $\alpha$-SimFVS. First, note that if some vertex in $X$ does not correspond to an element in $\mathcal{U}$, then we can safely replace that vertex with one that does (since any such vertex belongs to exactly one monochromatic cycle). We construct a set $Y = \{u_{p_1}, \ldots, u_{p_k}\}$. If there exists a set $f_j^i \in \mathcal{F}_i$ such that $Y \cap f_j^i = \emptyset$ then, by construction, there exists an $i$-colored cycle $C_i$ in $G$ such that $X \cap V(C_i) = \emptyset$, a contradiction.

Combining the previous two claims with the fact that our reduction runs in time polynomial in $|\mathcal{U}|, |\mathcal{F}|$, and $k$, completes the proof of the theorem.
\end{proof}

6 Conclusion

We have showed that $\alpha$-SimFVS parameterized by solution size $k$ is fixed-parameter tractable and can be solved by an algorithm running in $\mathcal{O}^*(23^{\alpha k})$ time, for any constant $\alpha$. For the special case of $\alpha = 2$, we gave a faster $\mathcal{O}^*(81^k)$ time algorithm which follows from the observation that the base case of the general algorithm can be solved in polynomial time when $\alpha = 2$. Moreover, for constant $\alpha$, we presented a kernel for the problem with $\mathcal{O}(\alpha k^{3(\alpha + 1)})$ vertices.

It is interesting to note that our algorithm implies that $\alpha$-SimFVS can be solved in $(2^{\mathcal{O}(\alpha)})^k n^{\mathcal{O}(1)}$ time. However, we have also seen that $\alpha$-SimFVS becomes $\mathcal{W}[1]$-hard when $\alpha \in \mathcal{O}(\log n)$. This implies that (under plausible complexity assumptions) an algorithm running in $(2^{\mathcal{O}(\alpha)})^k n^{\mathcal{O}(1)}$ time cannot exist. In other words, the running time cannot be subexponential in either $k$ or $\alpha$.

As mentioned by Cai and Ye [3], we believe that studying generalizations of other classical problems to edge-colored graphs is well motivated and might lead to interesting new insights about combinatorial and structural properties of such problems. Some of the potential candidates are Vertex Planarization, Odd Cycle Transversal, Interval Vertex
Deletion, Chordal Vertex Deletion, Planar $F$-Deletion, and, more generally, $\alpha$-Simultaneous $F$-Deletion.
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Abstract

The quantitative verification of Probabilistic Automata (PA) is undecidable in general. Unary PA are a simpler model where the choice of action is fixed. Still, the quantitative verification problem is open and known to be as hard as Skolem’s problem, a problem on linear recurrence sequences, whose decidability is open for at least 40 years. In this paper, we approach this problem by studying the languages generated by unary PAs (as defined below), whose regularity would entail the decidability of quantitative verification.

Given an initial distribution, we represent the trajectory of a unary PA over time as an infinite word over a finite alphabet, where the \( n \)th letter represents a probability range after \( n \) steps. We extend this to a language of trajectories (a set of words), one trajectory for each initial distribution from a (possibly infinite) set. We show that if the eigenvalues of the transition matrix associated with the unary PA are all distinct positive real numbers, then the language is effectively regular. Further, we show that this result is at the boundary of regularity, as non-regular languages can be generated when the restrictions are even slightly relaxed. The regular representation of the language allows us to reason about more general properties, e.g., robustness of a regular property in a neighbourhood around a given distribution.
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1 Introduction

Markov decision processes (MDPs for short) are a standard model for describing probabilistic systems with nondeterminism. The system or controller has a strategy according to which it chooses an action at every step, which is then performed according to a probability distribution defined over the set of possible resultant states. The usual question is whether some property (e.g. reaching a set of Goal states) can be achieved with probability at least a threshold \( \gamma \).

In many interesting settings, the controller cannot observe the state in which it operates or only has partial information regarding the state (Partially Observable MDPs, POMDPs). Probabilistic automata (PAs for short) [21, 20] form the subclass of POMDPs where the controller cannot observe anything. The problem of whether there is a strategy to reach Goal with probability at least a threshold \( \gamma \) (also called a cut-point) is already undecidable [5].
Even approximating this probability has been shown undecidable in PAs \cite{13}. In fact, deciding whether there exists a sequence of strategies with probability arbitrarily close to $\gamma = 1$ is already undecidable \cite{9}, and only very restricted subclasses are known to ensure decidability \cite{8,7}.

A line of work, which we follow, is to consider unary PAs \cite{6,22}, where the alphabet has a single letter. That is, there is a unique strategy, and the model is essentially a Markov chain. Surprisingly, the ‘simple’ problem of whether there exists a finite number of steps after which the probability to be in $\text{Goal}$ is higher than the threshold $\gamma \in (0,1)$ is open and has recently been shown \cite{3} to be as hard as the so-called Skolem’s problem, which is a long-standing open problem on linear recurrence sequences \cite{14,12,16}. One way to tackle the problem is to approximate it, asking whether for all $\epsilon$ there exists a number of steps $n_\epsilon$ after which the probability to be in $\text{Goal}$ is at least $\gamma - \epsilon$. The decidability and precise complexity of this problem has been explored in \cite{6}. A more general approximation scheme, valid for much more general questions which can be expressed in some LTL logic, has also been tackled by generating a regular language of approximated behaviors \cite{1}.

In this paper, we study classes for which the language of exact behaviors is ($\omega$-)regular, allowing for the exact resolution of any regular question (e.g., checking any LTL$_I$ formula \cite{1,2}). We define the trajectory from a given initial distribution as an (infinite) word over the alphabet $\{A, B\}$. The $n$th letter of a trajectory being $A$ (for Above, respectively, $B$ for Below) represents that after $n$ steps the probability to be in $\text{Goal}$ is greater than or equal to (respectively lesser than) the threshold $\gamma$. Further, we consider the language of a unary PA as the set of trajectories (words) ranging over a (possibly infinite) set of initial distributions. Thus, we can answer questions such as: does there exist a trajectory from the set of initial distributions satisfying a regular property or do all trajectories satisfy it. We can also tackle more complicated questions such as robustness wrt. a given initial distribution $\delta_{\text{init}}$: does a regular property hold for all initial distributions “around” $\delta_{\text{init}}$.

As motivation, consider a population of yeast under osmotic stress \cite{15}. The stress level of the population can be studied through a protein which can be marked (by a chemical reagent). For the sake of illustration, consider the following simplistic model of a Markov Chain $M_{\text{yeast}}$ with the protein being in 3 different discrete states (namely the concentration of the protein being high (state 1), medium (state 2) and low (state 3)). The transition matrix, also denoted $M_{\text{yeast}}$, gives the proportion of yeast moving from one protein concentration level to another one, in one time step (say, 15 seconds):

$$M_{\text{yeast}} = \begin{pmatrix}
0.8 & 0.1 & 0.2 \\
0.1 & 0.8 & 0.1 \\
0.1 & 0.1 & 0.7
\end{pmatrix}$$

For instance, 20% of the yeast with low protein concentration will have high protein concentration at the next time step. The marker can be observed optically when the concentration of the protein is high. We know that the original proportion of yeast in state 1 is 1/3 (by counting the marked yeast population), but we are unsure of the mix between low and medium. The initial set of distributions is thus $\text{Init}_{\text{yeast}} = \{(1/3, x, 2/3 - x) \mid 0 \leq x \leq 2/3\}$. The language of $M_{\text{yeast}}$ will tell us how the population evolves wrt the number of marked yeast being above or below the threshold $\gamma_{\text{yeast}} = 5/12$, depending on the initial distribution in $\text{Init}_{\text{yeast}}$. Now, suppose an experiment with yeasts reveals that there are at first less than $5/12$ of marked yeast (i.e. with high concentration of proteins), then more than $5/12$ of marked yeast, and eventually less than $5/12$ of marked yeasts. That is, the trajectory is $B$ for a while, then $A$ for a while, then it stabilises at $B$. Let us call this property as ($P_{\text{yeast}}$)
We are interested in checking whether our simplistic model exhibits at least one trajectory with the property \((P_{\text{yeast}})\), and if yes, the range of initial values generating trajectories with this property.

Our contributions as depicted in table 1 are the following: if the eigenvalues of the transition (row-stochastic) matrix associated with the unary PA are distinct roots of real numbers, then any trajectory from a given initial distribution is ultimately periodic. This is tight, in the sense that, there are examples of trajectories which are not ultimately periodic even for unary PAs with 3 states [2, 22] (with some eigenvalue not root of any real number). Our main result is that if, further, the eigenvalues are distinct positive real numbers, then the language generated by a unary PA starting from a convex polytope of initial distributions is \textit{effectively regular}. Surprisingly, this result is also tight: there exist unary PA with eigenvalues being distinct roots of real numbers (starting from a convex initial set) which generate a non-regular language, as we show in Section 6. Due to space constraints, we only present the main ideas in this paper. Full proofs and details can be found in the technical report at [4].

The proof of our main regularity result is surprisingly hard to obtain. First, for each trajectory \(\rho\), one obtains easily a number of steps \(n_\rho\) after which the trajectory is constant. However, there is in general no bound on \(n_\rho\) \textit{uniform} over all \(\rho\) in the language. Thus, while every trajectory is simple to describe, the language turns out to be in general much more complex. We prove that the language does have a representation as a finite union of languages of the form \(wA^iA^*B^*A^*B^*A^*\cdots B^*A^*\) with a bounded number of alternations. Our method computes effectively the language of \(M_{\text{yeast}}\), as \(M_{\text{yeast}}\) has positive real eigenvalues, answering the question whether there exists an initial trajectory s.t. property \((P_{\text{yeast}})\) holds.

## Table 1 A summary of the results in this paper.

<table>
<thead>
<tr>
<th>Property of eigenvalues of Markov chain</th>
<th>Regular language</th>
<th>Ultimately periodic traj.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distinct, positive real numbers</td>
<td>✓ (Thm.4)</td>
<td>✓ (from below)</td>
</tr>
<tr>
<td>Distinct, roots of real numbers</td>
<td>× (Thm.10)</td>
<td>✓ (Prop.1)</td>
</tr>
<tr>
<td>Distinct</td>
<td>× (from above)</td>
<td>× ([2], Thm.3)</td>
</tr>
</tbody>
</table>

(note that this is a regular property).

2 Preliminaries and definitions

**Definition 1.** A Probabilistic Automaton (PA) \(\mathcal{A}\) is a tuple \((\mathcal{Q}, \Sigma, (M_{\sigma})_{\sigma \in \Sigma}, \text{Goal})\), where \(\mathcal{Q}\) is a finite set of states, \(\Sigma\) is a finite alphabet, \(\text{Goal} \subseteq \mathcal{Q}\), and \(M_{\sigma}\) is the \(|\mathcal{Q}| \times |\mathcal{Q}|\) transition stochastic matrix for each letter \(\sigma \in \Sigma\). The PA is called unary PA (uPA for short) if \(\Sigma = \{\}\). For a unary PA \(\mathcal{A}\) on alphabet \(\{\sigma\}\), there is a unique transition matrix \(M = (M_{\sigma})_{\sigma \in \Sigma}\) of \(Q \times Q\) with value in \([0, 1]\). For all \(x \in Q\), we have \(\sum_{y \in Q} M(x, y) = 1\). In other words, \(M\) is the Markov chain on set of states \(Q\) associated with \(\mathcal{A}\).

A distribution \(\delta\) over \(Q\) is a function \(\delta : Q \rightarrow [0, 1]\) such that \(\sum_{q \in Q} \delta(q) = 1\). Given \(M\) associated with a uPA, we denote by \(M\delta\) the distribution given by \(M\delta(q) = \sum_{q' \in Q} \delta(q')M(q', q)\) for all \(q \in Q\). Notice that, considering \(\delta\) and \(M\delta\) as row-vectors, this corresponds to performing the matrix multiplication. That is, we consider \(M\) as a transformer of probabilities, as in [11, 1]: \((M\delta)(q)\) represents exactly the probability to be in \(q\) after applying \(M\) once, knowing that the initial distribution is \(\delta\). Inductively, \((M^n\delta)(q)\) represents the probability to be in \(q\) after applying \(n\) times \(M\), knowing that the initial distribution is \(\delta\). We now review literature relating several problems on uPA with the Skolem’s problem, named after the Skolem-Mahler-Lech Theorem [12],[14].
2.1 Relation with the Skolem problem

We start by defining three basic problems which have been studied extensively in different contexts. Given an initial distribution $\delta_0$ and a uPA $A$ with Matrix $M$, target states $Goal$ and threshold $\gamma$:

**Existence problem:** Does there exist $n \in \mathbb{N}$ such that the probability to be in $Goal$ after $n$ iterations of $M$ from $\delta_0$ is $\gamma$ (i.e., $\sum_{q \in Goal}(M^n \delta_0)(q) = \gamma$)?

**Positivity problem:** For all $n \in \mathbb{N}$ is the probability to be in $Goal$ after $n$ iterations of $M$ from $\delta_0$ at least $\gamma$ (i.e., $\sum_{q \in Goal}(M^n \delta_0)(q) \geq \gamma$)?

**Ultimate Positivity problem:** Does there exist $n \in \mathbb{N}$ s.t., for all $m \geq n$, the probability to be in $Goal$ after $m$ iterations of $M$ from $\delta_0$ is at least $\gamma$ (i.e., $\sum_{q \in Goal}(M^m \delta_0)(q) \geq \gamma$)?

Note that all these problems are defined from a fix initial distribution $\delta_0$. These problems for PAs are specific instances of problems over general recurrence sequences, that have been extensively studied [16, 10]. It turns out that the existence for the special PA case is as hard as the existence (Skolem) problem over general recurrence sequences as shown in [3].

▶ **Theorem 2** ([3, 10]). For general unary PAs, the existence and positivity are as hard as the Skolem’s problem.

The positivity result comes from the interreducibility of Skolem’s problem and the positivity problem for general recurrence sequences [10]. The decidability of Skolem has been open for 40 years, and it has been shown that solving positivity, ultimate positivity or existence for general uPAs even for a small number of states (<50, depending on the problem considered) would entail major breakthroughs in diophantine approximations [18].

2.2 Simple unary PAs

In order to obtain decidability, we will consider restrictions over the matrix $M$ associated with the uPA. The first restriction, fairly standard, is that $M$ has distinct eigenvalues, which makes $M$ diagonalizable.

▶ **Definition 3.** A stochastic matrix is *simple* if all its eigenvalues are distinct. A uPA is *simple* if its associated transition matrix is.

Some decidability results [19, 17] have been proved in the case of distinct eigenvalues for variants of the Skolem, which implies the following for *simple* uPAs:

▶ **Theorem 4.**
- For simple unary PAs, ultimate positivity is decidable [19].
- For simple unary PAs with at most 9 states, positivity is decidable [17].

We will consider the *simple* uPA restriction. Notice that the decidability restrictions in Theorem 4 for these two closely related problems have led to two different papers [17],[19] in the same conference, using different techniques. As we want to answer in a uniform way any regular question (subsuming among others the above three problems and regular properties such as $(P_{\text{greast}})$) for uPAs of all sizes, we will later impose more restrictions. We start with the simple well-known observation that a simple unary PA has a unique stationary distribution.
The reason the trajectory is not ultimately periodic follows from the fact that the eigenvalues are roots of real numbers, that is, there exists a unique distribution \( \delta_{\text{stat}} \) such that \( M \delta_{\text{stat}} = \delta_{\text{stat}} \).

**Proof.** We give a sketch of proof here. We will later get an analytical explanation of this result. We have \( M \delta = \delta \) iff \( (M - Id) \delta = 0 \). As \( M \) is diagonalizable and 1 is an eigenvalue of \( M \) of multiplicity 1, we have \( \text{Ker}(M - Id) \) is of dimension 1. The intersection of distributions and of \( \text{Ker}(M - Id) \) is of dimension 0, that is, it is a single point.

As usual with PAs, we consider the probability to be in the set of states \( \text{Goal} \), that is \( \sum_{q \in \text{Goal}} M^n \delta(q) \). We consider only one threshold \( \gamma \), for simplicity. In fact, the case of multiple thresholds reduces to this case, since the behavior is non-trivial for only one threshold, namely \( \gamma_{\text{stat}} = \sum_{q \in \text{Goal}} \delta_{\text{stat}}(q) \) (see [4] for details).

### 2.3 Trajectories and ultimate periodicity

We want to know whether the \( n^{th} \) distribution \( M^n \delta \) of the trajectory starting in distribution \( \delta \in \text{Init} \) is above the hyperplane defined by \( \sum_{q \in \text{Goal}} x_q = \gamma \), i.e., whether \( \sum_{q \in \text{Goal}} [M^n \delta](q) \geq \gamma \). We will write \( \rho_{\delta}(n) = A \) (Above) for \( \sum_{q \in \text{Goal}} [M^n \delta](q) \geq \gamma \), and \( \rho_{\delta}(n) = B \) (Below) else.

**Definition 6.** The trajectory \( \rho_{\delta} = \rho_{\delta_0} \cdots \in \{A, B\}^\omega \) from a distribution \( \delta \) is the infinite word with \( \rho_{\delta} = \rho_{\delta}(n) \) for all \( n \in \mathbb{N} \).

We write the eigenvalues of \( M \) as \( p_0, \ldots, p_k \) with \( \|p_i\| \geq \|p_j\| \) for all \( i < j \). Notice that \( k + 1 = |Q| \) the number of states (as the uPA is simple). It is a standard result that all eigenvalues of Markov chains have modulus at most 1, and at least one eigenvalue is 1. We fix \( p_0 = 1 \). Now, as \( M \) is simple, it is also diagonalizable. Thus, there exists \( a_i(\delta) \in \mathbb{C} \) (see [4] for further details) such that:

\[
\rho_{\delta}(n) = A \text{ iff } \sum_{i=0}^{k} a_i(\delta)p_i^n \geq \gamma
\]  \hspace{1cm} (1)

In the following, we denote \( u_{\delta}(n) = \sum_{i=0}^{k} a_i(\delta)p_i^n \) for all \( n \in \mathbb{N} \). If \( \rho_{\delta} \) is (effectively) ultimately periodic (i.e., of the form \( u_{\omega} \)), every (omega) regular property, such as existence, positivity and ultimate positivity is decidable (and are in fact easy to check). Unfortunately, this is not always the case, even for small simple unary PAs.

**Theorem 7.** [2] There exists an initial distribution \( \delta_0 \) and simple unary PA \( A \) with 3 states, and coefficients and threshold in \( \mathbb{Q} \), such that \( \rho_{\delta_0} \) is not ultimately periodic.

**Proof Sketch.** The unary PA is given by: \( \text{Goal} = \{1\} \) is the first state, \( \gamma = \frac{1}{2} \) and the associated matrix \( M_0 \) and initial distribution \( \delta_0 \) are:

\[
M_0 = \begin{pmatrix}
0.6 & 0.1 & 0.3
\end{pmatrix}
\] and \( \delta_0 = \begin{pmatrix} \frac{1}{2} \\ \frac{1}{2} \\ \frac{1}{2} \end{pmatrix} \)

The reason the trajectory is not ultimately periodic follows from the fact that the eigenvalues of \( M_0 \) are 1, \( r_0e^{i\theta_0} \) and \( r_0e^{-i\theta_0} \) with \( r_0 = \sqrt{19}/10 \) and \( \theta_0 = \cos^{-1}(4/\sqrt{19}) \).

An easy way to obtain ultimately periodic trajectories is to restrict to eigenvalues \( v \) which are roots of real numbers, that is, there exists \( n \in \mathbb{N} \setminus \{0\} \) with \( v^n \in \mathbb{R} \).
Proposition 8. Let $\mathcal{A}$ be a simple unary PA with eigenvalues $(p_i)_{i \leq m}$ all roots of real numbers. Then $\rho_\delta$ is ultimately periodic for all distributions $\delta$. The (ultimate) period of $\rho_\delta$ can be chosen as any $m \in \mathbb{N} \setminus \{0\}$ such that $p_i^m$ is a positive real number for all $i \leq m$.

Now, for a finite state (Büchi) automaton $\mathcal{B}$ over the alphabet $\{A, B\}$, the membership problem, of whether a given single trajectory $\rho_\delta \in \mathcal{L}(\mathcal{B})$, is decidable. As it is easy to obtain a (small) automaton $\mathcal{B}$ for each of the existence, positivity and ultimate positivity problem such that this problem is true iff $\rho_\delta \in \mathcal{L}(\mathcal{B})$, we obtain:

Proposition 9. Let $\mathcal{A}$ be a simple unary PA with eigenvalues all roots of real numbers. Let $\delta_0$ be a distribution. Then the existence, positivity and ultimate positivity problems from initial distribution $\delta_0$ are decidable.

Note that Propositions 8 and 9 hold even when the matrix associated with the PA is diagonalizable, but not necessarily simple.

3 Language of a unary PA

Using automata-based methods allows us to consider more complex problems, where the initial distribution is not fixed. We define the set $\text{Init}$ of initial distributions as a convex polytope, that is the convex hull of a finite number of distributions.

Definition 10. The language of a unary PA $\mathcal{A}$ wrt. the set of initial distributions $\text{Init}$ is $\mathcal{L}(\text{Init}, \mathcal{A}) = \{\rho_\delta \mid \delta \in \text{Init}\} \subseteq \{A, B\}^\omega$.

Note that $A$ and $B$, and the language, depend on the threshold $\gamma$. As we assumed this threshold value to be fixed, the language only depends on $\mathcal{A}$ and $\text{Init}$. As $\mathcal{A}$ is often clear from the context, we will often write $\mathcal{L}(\text{Init})$ instead of $\mathcal{L}(\text{Init}, \mathcal{A})$. For the yeast example $M = M_{\text{yeast}}$, we have eigenvalues $1; 0.7; 0.6$:

$$M \cdot \begin{pmatrix} 5/12 \\ 1/3 \\ 1/4 \end{pmatrix} = \begin{pmatrix} 5/12 \\ 1/3 \\ 1/4 \end{pmatrix}; \quad M \cdot \begin{pmatrix} 5/12 \\ -5/12 \\ 0 \end{pmatrix} = 0.7 \begin{pmatrix} 5/12 \\ -5/12 \\ 0 \end{pmatrix}; \quad M \cdot \begin{pmatrix} 5/12 \\ 0 \\ -5/12 \end{pmatrix} = 0.6 \begin{pmatrix} 5/12 \\ 0 \\ -5/12 \end{pmatrix}$$

We can decompose two initial distributions $\delta_1, \delta_2 \in \text{Init}_{\text{yeast}}$ on the eigenvector basis:

$$\begin{pmatrix} 1/3 \\ 1/4 \\ 5/12 \end{pmatrix} = \frac{1}{5} \begin{pmatrix} 5/12 \\ -5/12 \\ 0 \end{pmatrix} \pm \frac{2}{5} \begin{pmatrix} 5/12 \\ 0 \\ -5/12 \end{pmatrix}; \quad \begin{pmatrix} 1/3 \\ 1/4 \\ 5/12 \end{pmatrix} = \frac{1}{5} \begin{pmatrix} 1/3 \\ 1/4 \\ 5/12 \end{pmatrix} \pm \frac{1}{5} \begin{pmatrix} 1/3 \\ 1/4 \\ 5/12 \end{pmatrix}$$

Projecting on the first component, we have $\rho_{\delta_1}(n) = A$ if $\frac{1}{12}0.7^n - \frac{1}{5}0.6^n \geq 0$, that is $\rho_{\delta_1} = B^A A^n$. Also, $\rho_{\delta_2}(n) = A$ if $\frac{1}{12}0.6^n \geq 0$, that is $\rho_{\delta_2} = B^A$. With the techniques developed in the following, we can prove more generally that, for all $n \in \mathbb{N}$, we can find an $\epsilon$ s.t., $\delta = (1/3 \ 1/3 - \epsilon \ 1/3 + \epsilon)^T$ has trajectory $\rho_\delta = B^n A^\omega$, and that $\mathcal{L}(\text{Init}_{\text{yeast}}) = B^* A^\omega \cup B^\omega$. Thus, property $(P_{\text{yeast}})$, from Introduction, does not hold for every initial distribution.

In general, if $\mathcal{L}(\text{Init}, \mathcal{A})$ is regular, then any regular question will be decidable. For instance, if $\mathcal{L}(\text{Init}, \mathcal{A})$ is regular, then it is decidable whether there exists $\delta_0 \in \text{Init}$ such that the existence problem is true for $\mathcal{A}, \delta_0$. One can also ask whether for a given convex polytope $Q$, some property (such as positivity) expressed e.g. with $\text{LTL}_\mathcal{L}[1]$ is true. Taking $\delta$ in the interior of $Q$, this corresponds to checking the robustness of the property around $\delta$.

Clearly, simple PA $\mathcal{A}$ does not ensure the regularity of $\mathcal{L}(\text{Init}, \mathcal{A})$ because of Theorem 7 (by choosing $\text{Init} = \{\delta_0\}$ which is a convex polytope). Surprisingly, restricting eigenvalues to
be *distinct* and roots of real numbers does not ensure regularity either (see Section 6). In the following, we thus take a stronger restriction: we assume that the eigenvalues of $M$ are *distinct* and positive real numbers. That is, $p_0 = 1 > p_1 \cdots > p_k \geq 0$ with $k + 1 = |Q|$ the number of states. From Proposition 8, we obtain as corollary that for all $\delta_0$, we have either $\rho_0 = wA^\omega$ or $\rho_0 = wB^\omega$ for $w$ a finite word of $\{A, B\}^*$:

▶ Corollary 11. Let $M$ be a simple (or just diagonalizable) stochastic matrix with positive real eigenvalues. Then every trajectory $\rho_0$ is ultimately constant.

However, the language $\mathcal{L}(\text{Init}_\text{yeast}, M_{\text{yeast}})$ shows that $\mathcal{L}(\text{Init}, A)$ is not always of the simple form $\bigcup w \in W_A w A^\omega \cup \bigcup w \in W_B w B^\omega$, for $W_A, W_B$ two finite sets of finite words over $\{A, B\}^*$. Nevertheless, in the next two sections, we succeed in proving the regularity of $\mathcal{L}(\text{Init}, A)$, which is our main result:

▶ Theorem 12. Let $A$ be a unary PA with distinct positive real eigenvalues, and Init be a convex polytope of (initial) distributions. Then, $\mathcal{L}(\text{Init}, A)$ is effectively regular.

Note that the hypotheses of Theorem 12 are decidable for $A$ with rational coefficients. Indeed, it suffices to use linear algebra to compute the eigenvalues and vectors, and check whether their complex part is null. Further the proof carries through even when the matrix of $A$ is diagonalizable (though we tackle just the simple case here). We also show that this result is tight, i.e., relaxing the hypothesis any further leads to non-regularity (see Section 6).

### 3.1 Partition of the set $\text{Init}$ of initial distributions

Recall that we write $u_0(n) := \sum_{i=0}^k a_i(\delta) p_i^n$, where $a_i(\delta)$ are given by Equation (1) from the previous section. Because the eigenvalues are real numbers, $a_i(\delta)$ is a real number for every $i$ and $\delta$. Notice that $a_i$ is a linear function in $\delta$, that is, $a_i(\alpha \delta_1 + \beta \delta_2) = \alpha a_i(\delta_1) + \beta a_i(\delta_2)$. The trajectory $\rho_\delta$ depends crucially on the sign of $a_0(\delta)$, and if $a_0(\delta) = 0$, on the sign of $a_1(\delta)$, etc. First, let $L_i = \{\delta \mid a_0(\delta) = \cdots = a_i(\delta) = 0\}$. This is a vector space (i.e., it is in $\mathbb{R}^k$ and contains the space of distributions over $Q$), as for any $\nu_1, \nu_2 \in \mathbb{R}^k$, we have $\nu_1, \nu_2 \in L_i$ implies that any linear combination $\alpha \delta_1 + \beta \delta_2 \in L_i$ (since $a_i(\nu)$ is linear in $\nu$, and the kernel of a linear function is a vector space).

We will divide the space of distributions into a finite set $\mathcal{H}$ of convex polytopes $H \in \mathcal{H}$ to keep the sign of each $a_i$ constant on each polytope. Each $H \in \mathcal{H}$ satisfies that for all $e, f \in H$, for all $i \leq k$, we have $a_i(e), a_i(f)$ do not have different signs (either one is 0, or both are positive or both are negative). This can be done since $a_i(\nu)$ is continuous (as it is linear). This is pictorially represented in the left of Figure 1. For instance, we divide $\text{Init}_\text{yeast}$. 

![Figure 1](image-url)
into three polytopes: \( \{(1/3, y, 2/3 - y) \mid y \leq 1/3\} \) and \( \{(1/3, y, 2/3 - y) \mid 1/3 \leq y \leq 5/12\} \) and \( \{(1/3, y, 2/3 - y) \mid y \geq 5/12\} \) as for \( \delta = (1/3, 1/3, 3/1, 3/1) \) we have \( a_0(\delta) = 1, a_1(\delta) = 0 \) (and \( a_2(\delta) = -1/5 \)) and for \( \delta = (1/3, 5/12, 1/4) \) we have \( a_0(\delta) = 1, a_1(\delta) = -1/5, a_2(\delta) = 0. \)

In general, we can assume that each of \( H \in \mathcal{H} \) is the convex hull of \( k + 2 \) points (else we divide further: this can be done as the space has dimension \( k + 1 \)). Consider the right part of Figure 1. Let \( \text{Init} \) be the convex hull of points \( e, f, g, h \) (in three dimensions) and \( a_0(x) = 0 \) and \( a_2(x) > 0 \) for all \( x \in \{e, f, g, h, t\} \). Hence the sign of each trajectory ultimately depends upon \( a_1(x) \). In the example, \( a_1(g) = a_1(h) = 0 \) while \( a_1(e) > a_1(f) \). Then there is a point \( t \) between \( e \) and \( f \) for which \( a_1(t) = 0 \) (in fact, \( t = |a_1(f)|/(|a_1(e)| + |a_1(f)|)e + |a_1(e)|/(|a_1(e)| + |a_1(f)|)f \)). We have \( L_1 \cap \text{Init} \) is the convex hull of \( h, g, t \). We break \( L_1 \) into two convex polytopes, the convex hull of \( h, g, t, e \) and the convex hull of \( h, g, t, f \).

Let \( H \in \mathcal{H} \). We let \( P \) be the finite set of (at most \( k + 2 \)) extremities of \( H \). In particular, \( H \) is the convex hull of \( P \). Now it suffices to show that the language \( L(H) \) (taking \( H \) as the initial set of distributions) of each of these convex polytopes \( H \) is regular to prove that the language \( L(\text{Init}) = \bigcup_{H \in \mathcal{H}} L(H) \) is regular.

### 3.2 High level description of the proof

The proof of the regularity of the language \( L(H) \) starting from the convex polytope \( H \) is performed as follows. We first prove that there exists a \( N_{\text{max}} \) such that the ultimate language (after \( N_{\text{max}} \) steps) of \( H \) is effectively regular using analytical techniques.

**Definition 13.** Given \( N_{\text{max}} \), the ultimate language from a convex polytope \( H \) is defined as \( L_{\text{ult}}(H) = \{ v \mid \exists w \in \{ A, B \}^{N_{\text{max}}}, \text{ wv } \in L(H) \} \).

In the next section (Corollary 18), we show that this ultimate language \( L_{\text{ult}}^{N_{\text{max}}}(H) \) is regular, of the form \( A^*B^* \cdots B^*A^* \cup A^*B^* \cdots A^*B^* \) with a bounded number of switches between \( A \) and \( B \)'s. However, while for each prefix \( w \in \{ A, B \}^{N_{\text{max}}} \), the set \( H_w \) of initial distributions in \( H \) whose trajectory starts with \( w \) is a convex polytope; the language \( L(H_w) \) from \( H_w \) can be complex to represent. It is not in general \( wL_{\text{ult}}^{N_{\text{max}}}(H) \), but a strict subset.

In Section 5 (Lemma 21), we prove that the language \( L(H') \) associated with some carefully defined convex polytope \( H' \subseteq H \) is a regular language, of the form \( \bigcup_{w \in W} wA^*B^* \cdots B^*A^* \cup wA^*B^* \cdots A^*B^* \) for a finite set \( W \). Further, removing \( H' \) from \( H \) gives rise to a finite number of convex polytopes with a smaller number of “sign-changes”, as formally defined in the next section. Hence we can apply the arguments inductively (requiring potentially to change the \( N_{\text{max}} \) considered). Finally, the union of these languages gives the desired regularity characterization for \( L(H) \).

### 4 Ultimate Language

#### 4.1 Limited number of switches

We first show that the ultimate language \( L_{\text{ult}}^{N_{\text{max}}}(H) \) is included into \( A^*B^*A^* \cdots A^*B^* \cup A^*B^*A^* \cdots B^*A^* \) for some \( N_{\text{max}} \in \mathbb{N} \), with a limited number of switches between \( A \) and \( B \) depending on properties of the set \( P \) of extremities of \( H \).

We start by considering the generalisation of a sequence \( u_\delta \) to a function over positive reals, and we will abuse the notation \( u_\delta \) to denote both the sequence and the real function.

**Definition 14.** A function of type \( k \in \mathbb{N} \) is a function of the form \( u : \mathbb{R}_{>0} \to \mathbb{R} \), with \( u(x) = \sum_{j=0}^{k} \alpha_j p_j^x \), where \( p_0 > \cdots > p_k > 0 \).
Now, let \( u : \mathbb{R}_{\geq 0} \to \mathbb{R} \) be a continuous function. We can associate with function \( u \) the (infinite) word \( L(u) \in \{A, B\}^\omega \), where for all \( n \in \mathbb{N} \), \( a_n \) is defined as \( a_n = A \) if \( u(n) \geq 0 \) and \( a_n = B \) otherwise. We have easily that \( p_\delta = L(u_\delta) \). Knowing the zeros of \( u_\delta \) and its sign before and after the zeros, defines uniquely the trajectory \( p_\delta \).

For example, let \( u \) be such that it has four zeros: \( u(N-0.04) = u(N+10.3) = u(N+20) = u(N+35) = 0 \) for some integer \( N \). Assume that \( u(0) < 0, u(N+1) > 0, u(N+11) < 0, u(N+30) < 0 \) and \( u(N+40) > 0 \). Thus, by continuity of \( u \), \( u \) is strictly negative on \([0, N-1]\), strictly positive on \([N, N+10]\), non-positive on \([N+11, N+34]\) and non-negative on \([N+35, \infty)\). Thus the associated trajectory \( p_\delta = B^N A^{11} B^{24} A^\omega \).

Hence, it is important to analyze the zeros of functions \( u_\delta \). If the number of zeros is bounded, then the number of alternations between \( A \)'s and \( B \)'s in any trajectory \( p_\delta \) from \( \delta \in H \) will be bounded. In fact, it is a standard result (which we do not use hence do not reprove here) that every type \( k \) function \( u \) has at most \( k \) zeros. We now show a more precise bound on the number of zeros. Namely, for the convex hull \( H' \) of a finite set \( P' \) of distributions in \( H \), the number of alternations between \( A \)'s and \( B \)'s in \( H' \) is limited by the number of alternations of the sign of the dominant coefficients of the distributions in \( P' \).

Let \( z \in \mathbb{N} \). For \( i \in \{0, \ldots, z\} \), let \( u'(x) := a_0 p_0^i + a_1 p_1^i + \cdots + a_z p_z^i \), with \( p_0 > p_1 > p_2 > \cdots > p_k > 0 \), representing for instance the functions associated with the \( z+1 \) extremities of \( H' \). We denote \( \text{dom}(u') \) the dominant coefficient of \( u' \), that is, the smallest integer \( j \) with \( a_j^i \neq 0 \). We reorder \( (u'_i)_{i \in \{0, \ldots, z\}} \) such that \( \text{dom}(u') \leq \text{dom}(u'[i+1]) \) for all \( i < z \).

We denote \( \text{sign\_dom}(u') \) by \( \{[i \leq z-1 \mid \text{sign\_dom}(u') \neq \text{sign\_dom}(u'[i+1])]\} \). That is, \( Z(u', u') \) is the number of switches of sign between the dominant terms of \( u \) and \( u'[i+1] \). We have \( 0 \leq Z(u', u') \leq 2 \). Notice that as \( \text{dom}(u') = \text{dom}(u) \), we have \( \text{sign\_dom}(u') = \text{sign\_dom}(u) \), \( Z(u', u') \) does not depend upon the choice in the ordering of \( (u'_i)_{i \in \{0, \ldots, z\}} \). We can now give a bound on the number of zeros of functions which are convex combinations of \( u^0, \ldots, u^z \).

\[ \textbf{Lemma 15.} \text{Let } u^0 \cdots u^z \text{ be } z+1 \text{ type } k \text{ functions. There exists a } N_{\max} \in \mathbb{N} \text{ such that for all } \lambda_i \in [0, 1] \text{ with } \sum \lambda_i = 1, \text{ denoting } u(x) = \sum_i \lambda_i u^i(x), u(x) \text{ has at most } Z(u^0, \ldots, u^z) \text{ zeros after } N_{\max}. \text{ Further, if } u(x) \text{ has exactly } Z(u^0, \ldots, u^z) \text{ zeros after } N_{\max}, \text{ then its sign changes exactly } Z(u^0, \ldots, u^z) \text{ times (that is, no zero is a local maximum/minimum).} \]

In other words, we show that \( u(x) \) behaves like a polynomial of degree \( Z(u^0, \ldots, u^z) \) (as it has \( Z(u^0, \ldots, u^z) \) dominating terms), although it has degree \( k > Z(u^0, \ldots, u^z) \). In fact, we prove that for \( \ell = \text{dom}(u') \), the coefficients \( a_j^i p_j^i \) for all \( j > \ell \) play a negligible role wrt. \( a_j^i p_j^i \).

Let \( H \in \mathcal{H} \), and \( P \) its finite set of extremal points. We can apply Lemma 15 to \( u^0, \ldots, u^z \), the functions associated with the points of \( P \) (in decreasing order of dominating coefficient), and obtain a \( N_{\max} \). Now, since \( P \) is finite, the trajectories from \( P \) are ultimately constant, hence there exists \( N_y \) such that for all \( y \leq y \), the trajectory of \( u^y \) is \( A^y \) or \( B^{-y} \) for some \( w \in \{A, B\}^N \). We define \( N_H \) to be the maximum of \( N_y \) and \( N_{\max} \). With this bound on the number of zeros, we deduce the following inclusion for the ultimate language \( L_{\ualt}^N(H) \):}

\[ \textbf{Corollary 16.} \text{Let } y = Z(u^0, \ldots, u^z). \text{ The ultimate language } L_{\ualt}^N(H) \subseteq C_1^* \cdots C_{y-1}^* Y_{y+1}^* \cup C_1^* \cdots C_{y-1}^* C_{y+1}^* \text{ for } \{C_i, C_{i+1}\} = \{A, B\} \text{ for all } i < y; \text{ and } C_y^* = A \text{ iff } \text{sign\_dom}(u^y) \text{ is positive.} \]

We can have 4 different sequences for \( C_1^* \cdots C_{y-1}^* C_y^* \) with \( \{C_i, C_{i+1}\} = \{A, B\} \), depending on the first and last letters \( C_1, C_y \) (or equivalently, \( C_y \) and parity of \( y \) which determines \( C_1 \)).

The proof of our main result on regularity of \( L(H) \) will proceed by induction over the \textit{switching-dimension} \( Z(H) \) of \( H \) which we define as \( Z(H) = Z(u^0, \ldots, u^z) \). Notice that
The ultimate language of $H$ is the subset of $\text{dom}(H)$ for all $n \in \mathbb{N}$ with at most $Z(H)$ switches of signs. We will state the associated technical Lemma 17 in the more general settings of “faces” as defined below, as it will be useful in the next section. Let $P$ be the finite set of extremal points of a $H$. We call $(f^0, \ldots, f^y) \subseteq P$ a face of $H$ if $Z(v^0, \ldots, v^y) = y = Z(H)$ for the functions $(v^0, \ldots, v^y)$ associated with the extremal points $(f^0, \ldots, f^y)$. Notice that denoting $H'$ the convex hull of $F$, we can choose $N_{H'} = N_H$ (which is not the case for $H'$ an arbitrary polytope included into $H$).

Lemma 17. Given a face $(f^0, \ldots, f^y) \subseteq P$ of $H$ with associated functions $v^i$, we have, for all $n_1, n_2, \ldots, n_y \in \mathbb{N}$ there exist $\lambda_i \in [0, 1]$ with $\sum_i \lambda_i = 1$, such that denoting $\tilde{v}(x) = \sum_{i=1}^{\gamma} \lambda_i v^i(x)$, $L(\tilde{v}) = wA^{n_1}B^{n_2} \ldots B^nA^\omega$ (for $y$ even) for some prefix $w \in \{A, B\}^{N_H}$. That is, for all $n_1, \ldots, n_y$, one can find a prefix $w$ of size $N_H$ and a point $\delta$ in the convex hull of $e^1, \ldots, e^y$, such that $\rho_\delta = wA^{n_1}B^{n_2} \ldots B^nA^\omega$ (assuming the correct parity of $y$). Let $H'$ be the convex hull of $f^0, \ldots, f^y$. Hence $Z(H') = Z(H)$. Then, the ultimate language of $H'$ (i.e., the language after prefixes of size $N_{H'}$ associated with $y$) contains $A^*B^* \ldots B^nA^\omega$ with $y$ switches between $A$ and $B$, which is the converse of Corollary 16. We can thus deduce the following about the ultimate language:

Corollary 18. $L_{ult}^n(H) = L_{ult}^n(H') = C_1C_2^\omega \ldots C_y \omega A^\omega \cup C_1C_2^\omega \ldots C_{y-1}B^\omega$ with $\{C_1, C_{i+1}\} = \{A, B\}$.

Proof. We first prove the result for $L_{ult}^n(H')$. We can apply lemma 17 to $H'$ and lemma 15 to $H'$. We obtain the first part of the union. Now, let $H'' \subseteq H'$ be the convex hull of $e^1, \ldots, e^y$ (that is excluding $e^0$). Each point $\delta$ in $H'' \setminus H''$ has a trajectory which ends with $A^\omega$, as $\text{dom}(u_\delta) = \text{dom}(v^1)$, and thus $\text{sign}_{\text{dom}}(u_\delta) = \text{sign}_{\text{dom}}(v^1)$ by construction of $H$ (and $H' \subseteq H$). Thus the points with trajectory ending with $B^\omega$ are in $H''$, and applying lemma 15, we know that their ultimate trajectory has at most $y - 1$ switches. Applying Lemma 17 to $H''$, we obtain the second hand of the union. Now, $L_{ult}^n(H') \subseteq L_{ult}^n(H)$, and $L_{ult}^n(H) \subseteq C_1C_2^\omega \ldots C_y \omega A^\omega \cup C_1C_2^\omega \ldots C_y \omega B^\omega$ by Corollary 16.

However, we cannot immediately conclude that $\mathcal{L}(H)$ is regular. Though $N_H$ is finite, computable and there are a finite number of prefixes $w$ of size $N_H$, we need to show that the subset of $L_{ult}^n(H)$ appearing after a given $w \in \{A, B\}^{N_H}$ is (effectively) regular. This is what we do formally in the next section.

5 Regularity of the Language

Let $\{e^0, \ldots, e^z\} = P$ the extremal points of $H$. Let $w^p$ the function associated with each $e^p \in P$. We denote $y = Z(H) = Z((w^p)_{p \leq z})$. We will show the regularity of $\mathcal{L}(H)$ using an induction on $Z(H)$.

For $Z(H) = 0$, the regularity of $\mathcal{L}(H)$ is trivial as all the dominant coefficients have the same sign. Thus, by Corollary 16, the ultimate language is $L_{ult}^n(H) = A^\omega$ and then the language is $\mathcal{L}(H) = \bigcup_{w \in W} wA^\omega$; or the ultimate language is $L_{ult}^n(H) = B^\omega$ and the language is $\mathcal{L}(H) = \bigcup_{w \in W} wB^\omega$, for a finite set of $W \subseteq \{A, B\}^{N_H}$. 
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For $w \in \{A, B\}^n$, consider $H_w = \{δ \in H \mid ρs = wv\}$, i.e., the language of words which begin with the prefix $w$. It is easy to see that $H_w \subseteq H$ is a polytope. Hence $Z(H_w) \leq Z(H)$. Observe that $L(H) = \bigcup_{w \in \{A, B\}^n} L(H_w)$. To show the regularity of $L(H)$, we show the regularity of $L(H_w)$ for each of the finitely many $w \in \{A, B\}^n$. For each $w \in \{A, B\}^n$, we have two cases: either $Z(H_w) < Z(H)$; then we apply the induction hypothesis and we are done. Or else, $Z(H_w) = Z(H) = y$. In this case, the sketch of proof is as follows:

- We show that there exists $J$ such that for all $i \leq y$ and all $j \geq J$, we have a point $h^1_j$ in $H_w$ with trajectory $wC_1C_2C_3 \cdots C_{i−1}C_i^∗$. This is shown by applying lemma 17 to each face $(f^0, \ldots, f^y)$ of $H$ and then using convexity arguments and the fact that $Z(H_w) = Z(H)$.

- Subsequently, denoting $H'$ the convex hull of $h^1_j \cdots h^k_j$, we will deduce that $L(H')$ is a regular language of the form $wC_1C_2C_3^∗ \cdots C_{i−1}C_i^∗$.

- Partitioning $H_w \setminus H'$ into a finite set of polytopes, we obtain polytopes of lower switching-dimensions, which have regular languages by induction.

- We conclude since the finite union of these regular languages is a regular language, namely $L(H_w)$.

We now formalize the above proof sketch in a sequence of lemmas, whose details can be found in [4]. For all faces $F$ of $H$, applying Lemma 17 gives for all $j \in \mathbb{N}$, a point $g_j(F)$ of the convex hull of $F$ with trajectory $wC_1C_2C_3 \cdots C_j^∗$ for some $w_j \in \{A, B\}^n$. We now prove that $(g_j)$ converges towards $f^y$, the point of $F$ with lowest dominant term.

**Lemma 19.** For every face $F = (f^0, \ldots, f^y)$ of $H$, $(g_j(F))_{j \in \mathbb{N}}$ converges towards $f^y$ as $j$ tends to infinity.

For all $j$, we consider $F(y, j)$ the convex hull of $\{g_j(F) \mid F \text{ is a face of } H\}$. Every point of $F(y, j)$ has trajectory $wC_1C_2C_3 \cdots C_j^∗$ for some $w \in \{A, B\}^n$. We then show by convexity that $H_2$ intersects $F(y, j)$, i.e., it has a point with trajectory $wC_1C_2C_3 \cdots C_j^∗$.

**Lemma 20.** For $w \in \{A, B\}^n$ with $Z(H_w) = Z(H)$, there exists $J$ s.t. for all $j > J$, $F(y, j) \cap H_w \neq \emptyset$.

Similarly, for all $i \leq y$ we can define a polytope $F(i, j)$. All the points in $F(i, j)$ have trajectory $wC_1C_2C_3 \cdots C_i^∗$ for some $w \in \{A, B\}^n$. We can find a $J_i$ and a point $h^1_i \in H_w$ with trajectory $wC_1C_2C_3 \cdots C_i^∗$ for all $i \leq y$ and all $j > J_i$. Now, as the number of $i \leq y$ is bounded, one can find such a $J$ uniform over all $i \leq y$ (by taking maximum over all $i$).

Consider $F(J)$ the convex hull of $F(0, J), \ldots, F(y, J)$. By convexity, all the points in $F(J)$ have their $n$-th letters of trajectory as $C_1$ for all $n \in \{N_H + 1, \ldots, N_H + J\}$, since this is true for all points of $F(i, J)$. Hence, the language of $H_w \cap F(J)$ is included into $wC_1C_2 \cdots C_y^∗ \cup wC_1C_2C_3 \cdots C_y^∗$, because of the bound on the number of alternations after $N_H$ of trajectories from points of $H$ (Lemma 15). We show now that we have equality.

**Lemma 21.** The language of the convex hull of $\{h^0_j, \ldots, h^y_j\}$ is exactly

$$wC_1C_2C_3 \cdots C_y^∗ \cup wC_1C_2C_3 \cdots C_y^∗.$$

Hence the language of $H_w \cap F(J)$ is $wC_1 \cdots C_y \cup wC_1 \cdots C_y^∗$.

Next, we note that the set $H_w \setminus F(J)$ may not be convex. However, one can partition $H_w \setminus F(J)$ into a finite number of convex polytopes. Now, let $G$ be a convex polytope in $H_w \setminus F(J)$. We want to show that $Z(G) < Z(H_w) = Z(H) = y$. Indeed, else, one could apply Lemma 20 to $G_w = G$ and for some $J'$ obtain $F(i, j) \cap G \neq \emptyset$ for any $j > J'$, which contradicts $G$ being a convex set in $H_w \setminus F(J)$.  
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Hence one can compute the language of every $G$ inductively, and each of them is regular. Finally, this leads to the regularity of $\mathcal{L}(H_{w})$ by finite union, and to the regularity of $\mathcal{L}(H)$, and again by finite union to the regularity of $\mathcal{L}(\text{Init})$. This concludes our proof of the main regularity result, i.e., Theorem 12.

6 Non-regularity of the symbolic dynamics

In this section, we will prove that symbolic dynamics of uPA can produce non-regular languages even when eigenvalues of the transition matrix are distinct roots of real numbers. We prove this by constructing such a uPA and choosing the set of initial distributions carefully. Consider a uPA $A_1$ with 7 states $q_1, \ldots, q_7$, $\text{Goal} = \{q_7\}$, and the following transition matrix:

$$M_1 = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\frac{1}{512} & \frac{8r+3}{512} & \frac{3+4r}{64} & \frac{13+16r}{128} & \frac{9+2r}{32} & \frac{1+4r}{16} & \frac{1-r}{2}
\end{bmatrix}$$

where $r = \cos(\pi/8) = \sqrt{2+2\sqrt{2}}$. Eigenvalues of $M_1$ are $1$, $\frac{1}{2}e^{\pm i\pi/2}$, $\frac{1}{2\sqrt{2}}e^{\pm i\pi/4}$ and $\frac{1}{2}e^{\pm i7\pi/8}$, which are distinct roots of real numbers. We choose $\gamma = \sum_{q\in\text{Goal}} \delta_{\text{stat}}(q) = \delta_{\text{stat}}(q_7) = \frac{512}{65(1+7\cos(\pi/4))}$ (for any other choice of $\gamma$, the language is regular).

Let $\delta$ be the initial distribution and $M_1^n \delta$ be the distribution after $n$ steps of $M_1$. We consider a basis of eigenvectors such that the eigenvector corresponding to eigenvalue 1 is the stationary distribution and the remaining eigenvectors are normalized such that the $7^{th}$ component (corresponding to the $\text{Goal}$ state) of each of them is 1. This is possible as the $7^{th}$ component of each eigenvector of $M_1$ is non-zero. Now, by eigenvalue decomposition:

$$M_1^n \delta(7) = \mu_0 + \frac{M_1^n}{2n} (e^{ni\pi/2} + e^{-ni\pi/2}) + \frac{\mu_2}{4n} \left(e^{3ni\pi/4} + e^{-3ni\pi/4}\right) + \frac{\mu_3}{4n} \left(e^{n7i\pi/8} + e^{-n7i\pi/8}\right)$$

where $\mu_0 = \gamma$ and $\delta$ written in the eigenvector basis is $(1,\mu_1,\mu_2,\mu_3)$.

Consider the initial set of distributions $\text{Init}$ to be the line segment $(P1, P2)$ where $P1 = (1, a, a, b, b, c, c)$ and $P2 = (1, 0, 0, b, b, c, c)$ in the eigenvector basis, where $a = \frac{\cos(3\pi/8)}{2\sqrt{2}}$, $b = \frac{1}{\sqrt{2}}$, $c = \frac{1}{\sqrt{2}\cos(3\pi/8)}$. These values are chosen so that $\mu_0$ dominates over the other terms in the above equation, which ensures that $P1$ and $P2$ correspond to valid distributions in the standard basis. Note that $\text{Init}$ is the set of convex combinations of distributions $P1$ and $P2$. Now, we can show our main theorem of this section.

**Theorem 22.** $\mathcal{L}(\text{Init}, A_1)$ is not regular.

**Proof sketch.** Let $L = \mathcal{L}(\text{Init}, A_1)$. For $x, y, z, k \in \mathbb{N}$, we define $L_{x,y,z}^k = \{w \in \Sigma^* | \exists w' \in L, \forall i \in \mathbb{N}, w'_{k(i-1)+x} = w_{3(i-1)+i}, w'_{k(i-1)+y} = w_{3(i-1)+2i}, w'_{k(i-1)+z} = w_{3(i-1)+3i}\}$. That is, for every $a_1a_2a_3 \ldots \in L$, $a_1a_2a_3a_4a_5a_6a_7 \in L_{x,y,z}^k$ where $x, y, z \leq k$. It is easy to see that if $L_{x,y,z}^k$ is non-regular, then $L = \mathcal{L}(A_1)$. Now we can show that $L_{2,3,4}^{16} = \{(AAB)\{ABB\}^y \mu_1 \mu_2 \mu_3 \}(BAB)^y(BAA)^w : y \geq 0\}$. As the range of $y$ is $[1, \infty)$ and $g(\mu_1, \mu_2, \mu_3)$ is a bounded function, hence $L_{2,3,4}^{16}$ is not regular. Thus, $L$ is not regular which completes the proof.
Though unary Probabilistic Automata (or Markov Chains) are a simple formalism, there are still many basic problems, whose decidability is open and thought to be very hard. Indeed, it is surprising yet significant that even after assuming strong hypotheses, their behaviors cannot be described easily. In this paper, we proposed a class of unary probabilistic automata, for which all properties of some logic, e.g. $LTL_I$ are decidable even considering an infinite set of initial distributions. This allows for instance to check for the robustness of the behavior wrt. a given property (e.g. positivity) for behaviors around a given initial distribution. Further, while we proved our results with respect to a single hyperplane (above is $A$, below is $B$), we can generalize these to more general settings as well. Finally, we showed that relaxing the assumptions immediately leads to non-regularity.
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Abstract
We study the problem of searching for a hidden target in an environment that is modeled by an edge-weighted graph. Most of the previous work on this problem considers the pathwise cost formulation, in which the cost incurred by the searcher is the overall time to locate the target, assuming that the searcher moves at unit speed. More recent work introduced the setting of expanding search in which the searcher incurs cost only upon visiting previously unexplored areas of the graph. Such a paradigm is useful in modeling problems in which the cost of re-exploration is negligible (such as coal mining).

In our work we study algorithmic and computational issues of expanding search, for a variety of search environments including general graphs, trees and star-like graphs. In particular, we rely on the deterministic and randomized search ratio as the performance measures of search strategies, which were originally introduced by Koutsoupias and Papadimitriou [ICALP 1996] in the context of pathwise search. The search ratio is essentially the best competitive ratio among all possible strategies. Our main objective is to explore how the transition from pathwise to expanding search affects the competitive analysis, which has applications to optimization problems beyond the strict boundaries of search problems.
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1 Introduction

Searching for a hidden target is a common task in everyday life and a significant computational problem with important applications. The game-theoretic approach to searching considers the search environment (e.g., a network represented by an undirected, edge-weighted graph), and defines a game between two players: the Hider, for whom a pure strategy is a hiding point in the environment; and the Searcher, for whom a pure strategy is some choice of how to navigate through the environment. We assume that the Searcher is initially located to a starting point called the root, that the Hider is static, and that the environment (e.g., the search graph) is fully known to the Searcher. Note that unlike the setting of pursuit-evasion

* This work was supported by project ANR-11-BS02-0015 “New Techniques in Online Computation” (NeTOC).
games, we assume that the Searcher has no knowledge of the Hider’s position. In a zero-sum game formulation of the general search problem, given a pure strategy $S$ of the Searcher and a pure strategy $H$ of the Hider, we define the cost function $c(S, H)$ as the total effort incurred by the Searcher in locating the Hider. Since the game is zero-sum, this cost also represents the gain of the Hider. A strategy for the Searcher may be evaluated by calculating the highest cost $c(S) = \sup_H c(S, H)$ paid to locate a Hider at point $H$, and we define the minimax value of the game as the smallest value $\inf_S c(S)$ that this cost can attain. The extension to games where the players may use randomized (or mixed) strategies follows the standard game-theoretic framework.

This simple, yet inclusive formulation has provided the mathematical framework for a study of several variants of search games (the textbooks [22, 4, 2] provide a comprehensive summary of important developments in the field over the past three decades). This is due to the versatility in defining the cost (i.e., payoff) function, which makes the game-theoretic framework applicable to many settings. For instance, in much previous work, the cost function is defined as the search time $T(S, H)$, that is the time taken for the Searcher following a strategy $S$ to find a target located at a point $H$. An alternative way of defining the cost function, which we will use in this paper, is the so-called normalized search time, defined formally as $\hat{T}(S, H) = T(S, H)/d(H)$, where $d(H)$ is the minimum time for the Searcher to reach $H$, assuming this point is known to him. This concept of the normalized search time is very useful when searching in unbounded domains, in which $T(S, H)$ can be arbitrarily large. Moreover, this cost formulation is equally applicable to bounded domains (e.g., finite graphs). In particular, it gives rise to the competitive ratio measure, also called search ratio in this context, which was first addressed by Koutsoupias and Papadimitriou [29]. The name itself is a reference to the well-known competitive analysis of online algorithms, since the position of the Hider is unknown to the Searcher and the normalization parameter $d(H)$ can be seen as the “optimal” cost for locating the Hider assuming full information.

Another aspect of the cost function is related to when the searcher incurs cost, which may vary according to the setting at hand. The usual search paradigm when seeking a target on a network is what we now call pathwise search, in which the Searcher follows a continuous, unit-speed path until the target is reached. Very recently, Alpern and Lidbetter [5] introduced a new search paradigm termed expanding search, in which, informally, the Searcher may restart the search at any time from any previously reached point. As a concrete application, [5] mentions the problem of mining for coal: here, digging into a new site is far more costly than moving through an area that has already been dug.

In [5] expanding search games were studied assuming non-normalized measures. In this paper, we study the competitive ratio of expanding search, which, following earlier work of Koutsoupias and Papadimitriou [29] on pathwise search we refer to as the search ratio; namely, we assume the normalized measure as defined earlier.

Related work

Following Gal’s formalization of network search games [21] in the framework of pathwise search with un-normalized search time, the problem has had considerable attention, for example [35, 34, 23, 16, 1, 10, 11]. Expanding search was introduced in [5] in the setting in which the payoff is the total (un-normalized) cost of finding the Hider. Among other results, [5] solved the game in the case that the network is either a tree, or 2-edge-connected. This model was extended in [30] to a setting in which the Searcher must locate multiple hidden objects.

The competitive ratio of pathwise search was studied in [29], who showed that the problem of computing the optimal search ratio in a given undirected graph is NP-complete (and
MAX-SNP hard to approximate). They also gave a search strategy based on repeated executions of DFS traversals that achieves a constant approximation of the (deterministic) competitive ratio. Similar results can be obtained concerning the randomized competitive ratio (assuming that the Searcher randomizes over its strategy space). Connections between graph searching and other classic optimization problems such as the Traveling Salesman problem and the Minimum Latency problem were shown in [8]. The setting in which the search graph is revealed as the search progresses was studied in [18].

A specific search environment that has attracted considerable attention in the search literature is the star-like environment. More specifically, in the unbounded variant, the search domain consists of a set of infinite lines which have a common intersection point (the root of the Searcher); this problem is also known as ray searching. Ray searching is a natural generalization of the well-known linear search problem [13, 12] (informally called the “cow-path problem”). Optimal strategies were initially given by Gal [20] as well as by Baeza-Yates et al. [9] and Jaillet and Stafford [24]. Other related work includes the study of randomization [36], [27], multi-Searcher strategies [32], searching with turn cost [17], the variant in which some probabilistic information on target placement is known [24], [25], and the related problem of designing hybrid algorithms [26].

Bounded star search, namely the setting in which distance of the target from the root is bounded was studied in [31, 15]. New performance measures were introduced in [28, 33]. The problem of locating a certain number among the many Hiders was studied in [7].

It must be emphasized that star search has applications that are not confined to locating a target (which explains its significance and popularity). Some concrete applications include drilling for oil in a number of different locations [33], as well as the design of algorithms that return acceptable solutions even if interrupted during their execution [14, 6].

Contribution

In this work we study expanding search by means of competitive analysis, assuming a variety of search graphs such as stars, trees, and general edge-weighted, undirected graphs. Our main motivation is to explore how the transition from pathwise to expanding search affects the deterministic and the randomized search ratios. As in [5], we address both the discrete and the continuous settings. In the discrete setting, the Hider can hide only on the vertices of the graph. In contrast, in the continuous setting the search space is a network with arcs, and the Hider can hide anywhere across an arc.

We begin in Section 2 with the definitions of the (expanding) search ratio and randomized search ratio, both in the continuous and discrete settings. In Section 3 we give a simple optimal algorithm for the deterministic search ratio in the continuous setting, and show that this is also a 2-approximation of the randomized search ratio. In the discrete setting, we show that the problem of finding the optimal (deterministic) search ratio is NP-hard (using a substantially more complicated reduction than for pathwise search in [29]). Applying well-known iterative deepening techniques, we obtain a $4 \ln(4) \approx 5.55$ approximation.

Our main technical results, presented in Section 4, apply to the discrete setting where the search graph is a star. Here, it is easy to show that an optimal deterministic search strategy searches the edges of the star in non-decreasing order of length. This strategy is also a 2-approximation of the randomized search ratio. We thus turn our attention to obtaining a better randomized search strategy. More precisely, we give a randomized strategy that approximates the randomized search ratio within a factor of $5/4$, representing a significant improvement over the afore-mentioned 2-approximation. Improved approximations via randomization are usually not easy to achieve (see, e.g. [29]). Our result confirms the
intuitive expectation that randomization has significant benefits. Moreover, using game-theoretic techniques we show a tight bound on the randomized search ratio of any $n$-edge star graph; namely, we show it is at most $(n + 1)/2$, with equality if and only if all the edges have the same length. We accomplish this by analyzing an explicit randomized strategy.

As argued earlier, star-search problems have applications that transcend searching. This is indeed the case in expanding search. Consider the following problem: we are given a collection of $n$ boxes, among which only one contains a prize. We can open a box $i$ at cost $d_i$. We seek a (randomized) strategy for locating the prize, and the randomized search ratio of the strategy is the total expected cost of all opened boxes, divided by the cost of the box that holds the prize. This problem is equivalent to the problem of finding the (randomized) search ratio of a star graph.

Lastly, we show in Section 5 that the principle of searching vertices in non-decreasing order of their distance from the root extends from stars to trees and unweighted graphs, and gives the optimal deterministic search ratio and a $2$-approximation for the optimal randomized search ratio.

Since our main objective is to study the algorithmic and computational impact of re-exploration due to the transition from pathwise search to expanding search, it is important to compare our results to the best-known bounds in the context of pathwise search (and, specifically, in the discrete model). More precisely, for unweighted graphs, [29] gives asymptotic approximations of the deterministic and randomized search ratios equal to $6$ and $8.98$, respectively, but its techniques appear to be applicable also to general graphs, at the expense of somewhat larger, but constant approximations. Furthermore, [29] notes that the problems of computing the search ratios of trees are “surprisingly hard”. In contrast, for expanding search of unweighted graphs and (weighted) trees we obtain optimal algorithms and a $2$-approximation of the deterministic and randomized search ratios, respectively. Going beyond the threshold of $2$ requires more sophisticated strategies even for simple environments such as a star. For general graphs, we note that our $5.55$ approximation is strict, and not asymptotic. As a last observation, we note that the pathwise and expanding search algorithms appear to depend crucially on the approximability of TSP and the Steiner Tree problem, respectively.

## 2 Preliminaries

### Continuous setting

We begin by defining an expanding search on a connected network $Q$ with root $O$, as introduced in [5]. The network $Q$ consists of nodes and edges, and $Q$ is endowed with Lebesgue measure corresponding to length. The measure of a subset $A$ of $Q$ is denoted by $\lambda(A)$. Let $\mu = \lambda(Q)$ be the total measure of $Q$.

► **Definition 1.** An expanding search on a network $Q$ with root $O$ is a family of connected subsets $S(t) \subset Q$ (for $0 \leq t \leq \mu$) satisfying: (i) $S(0) = O$; (ii) $S(t) \subset S(t')$ for all $t \leq t'$; and (iii) $\lambda(S(t)) = t$ for all $t$.

Since we will only consider expanding searches in this paper, we refer to a given expanding search as a search strategy. For a point $H \in Q$ we write $d(H)$ for the length of the shortest path from $O$ to $H$. For a given expanding search $S$ of $Q$ and a point $H \in Q$, let $T(S, H) = \min \{t : H \in S(t)\}$ be the search time of $H$ under $S$. For $H \neq O$, let $\hat{T}(S, H)$ be the ratio $T(S, H)/d(H)$ of the search time of $H$ to the distance of $H$ from the root. We refer to $\hat{T}(S, H)$ as the normalized search time.
Theorem of Alpern and Gal \[3\], we have the following theorem.

\[ \sum \]

\( \lambda \) is a constant for fixed \( S,H \). The randomized search ratio, \( \rho = \rho(Q) \) of \( Q \) is given by \( \rho(Q) = \inf_{s,H} \rho_s(Q) \), where the infimum is taken over all possible randomized search strategies \( s \). If \( \rho_s = \rho \) we say that \( s \) is optimal.

We can view the randomized search ratio of a network as the value of the following zero-sum game \( \Gamma(Q,O) \). A strategy \( S \) for the Searcher is a search strategy as described above and a strategy \( H \) for the Hider is a point on \( Q \). The payoff of the game is the normalized search time \( \hat{T}(s,h) \). For mixed (randomized) strategies \( s \) and \( h \) of the Searcher and Hider, respectively, the expected payoff is denoted by \( \hat{T}(s,h) \).

In [5] the authors considered a similar zero-sum game in which the player’s strategy sets are the same but the payoff is the unnormalized search time \( T(S,H) \). They showed that the strategy sets are compact with respect to the uniform Hausdorff metric and that \( T(S,H) \) is lower semicontinuous in \( S \) for fixed \( H \). Since \( d(H) \) is a constant for fixed \( H \), it follows that \( \hat{T}(S,H) = T(S,H)/d(H) \) is also lower semicontinuous in \( S \) for fixed \( H \), and by the Minimax Theorem of Alpern and Gal \[3\], we have the following theorem.

\[ \text{Theorem 4. Let } Q \text{ be a network with root } O. \text{ The game } \Gamma(Q,O) \text{ has a value } V, \text{ which is equal to the randomized search ratio } \rho(Q). \text{ The Searcher has an optimal mixed strategy (with search ratio } \rho(Q)) \text{ and the Hider has } \epsilon \text{-optimal mixed strategies.} \]

Theorem 4 allows us to find lower bounds for the randomized search ratio, since for any mixed Hider strategy \( h \), we have \( \rho(Q) \geq \inf_{s} \hat{T}(S,h) \).

**Discrete setting**

In the discrete setting the search environment consists of an undirected, edge-weighted graph \( G = (E,V) \), with \( |V| = n \), and a distinguished root vertex \( O \in V \); moreover, the Hider is always located on some vertex of \( G \). The weight or length of edge \( e \), denoted by \( \lambda(e) \), represents the time required to search that edge (we assume, via normalization, that \( \lambda(e) \geq 1 \)). We will call a graph of unit edge weights unweighted.

A search strategy on \( G \) is a sequence of edges, starting from the root, chosen so that the set of edges that have been searched is a connected, increasing set. More precisely:

\[ \text{Definition 5. An expanding search } S \text{ on a graph } G \text{ is a sequence of edges } e_1,\ldots,e_{n-1} \text{ such that every prefix } \{e_1,\ldots,e_k\}, k = 1,\ldots,n-1 \text{ is a subtree of } G \text{ rooted at } O. \]

For a given vertex \( v \in V \) and a given search strategy \( S = (e_1,\ldots,e_{n-1}) \), denote by \( S_v \) the first prefix \( \{e_1,\ldots,e_k\} \) that covers \( v \). The search time, \( T(S,v) \) of \( v \) is the total time \( \sum e \in S_v \lambda(e) \) taken to search all the edges before \( v \) is discovered. Let \( d(v) \) denote the length of the shortest path from \( O \) to \( v \), which is the minimum time for the Searcher to discover \( v \). For
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$v \neq O$ the normalized search time is denoted by $\hat{T}(S, v) = T(S, v)/d(v)$. The deterministic and randomized search ratios are then defined along the lines of Definitions 2 and 3.

We will view the randomized search ratio $\rho$ through the lens of a zero-sum game between a Searcher and a Hider. Unlike the continuous setting, the game is finite. The Searcher’s pure strategy set, $S$ is the set of search strategies and the Hider’s pure strategy set is the set $V - O$ of non-root vertices of $G$. For a Hider strategy $v \in V$ and a Searcher strategy $S \in S$, the payoff of the game is $\hat{T}(S, v)$, which the Hider wants to maximize and the Searcher wants to minimize. By the standard minimax theorem for zero-sum games, the value of the game is equal to the randomized search ratio and an optimal randomized search strategy is an optimal strategy for the Searcher in the game. A mixed strategy for the Hider is a probability distribution $h$ over the vertices of $G$, and for mixed strategies $h$ and $s$ of the Hider and Searcher respectively, we write $T(s, h)$ and $\hat{T}(s, h)$ for the corresponding expected search time and expected normalized search time.

3 General graphs

3.1 Continuous setting

The optimal deterministic search ratio is simple to compute in the continuous case, using a “uniformly-expanding”, BFS strategy. For any $r \geq 0$, we denote the closed disc of radius $r$ around $O$ by $D(r) = \{x \in Q : d(x) \leq r\}$. Consider the real function $f : \mathbb{R}^+ \to \mathbb{R}$ given by $f(r) = \lambda(D(r))$, so $f(r)$ is the measure of the set of points at distance no more than $r$ from the root. The function $f$ is strictly increasing so has an inverse $g$. The interpretation is that $g(t)$ is the unique radius $r$ for which $D(r)$ has measure $t$.

For a network $Q$ with root $O$, consider the expanding search $S^*$ defined by $S^*(t) = D(g(t))$. Thus, $S^*(t)$ is an expanding disc of radius $g(t)$. It is easy to verify that $S^*$ is indeed an expanding search. First we note that $S^*(t)$ is connected, since $D(r)$ is always connected. It also trivially satisfies (i) and (ii) from Definition 1, and (iii) is also satisfied since $\lambda(S^*(t)) = \lambda(D(g(t))) = f(g(t)) = t$.

It is very easy to see that $S^*$ can be implemented in polynomial time. We will show that $S^*$ is optimal. First note that the search time of a point $H \in Q$ under $S^*$ is the unique time $t$ such that $S^*(t) = D(d(H))$, so $T(S^*, H) = \lambda(D(d(H))) = f(d(H))$. Hence

$$\sigma_{S*} = \sup_{H \in Q - \{O\}} \frac{f(d(H))}{d(H)} = \sup_{r > 0} \frac{f(r)}{r} = \frac{1}{\inf_{r > 0} \frac{g(r)}{r}}.$$  

\[\text{Theorem 6.} \quad \text{The search ratio } \sigma \text{ of a network } Q \text{ with root } O \text{ is given by } \sigma = \sup_{r > 0} \frac{f(r)}{r}, \text{ for } f \text{ defined as above. Therefore, the expanding search } S^* \text{ is optimal.}\]

We further show that the randomized search ratio is always at least half of the search ratio, which implies that $S^*$ is a 2-approximation of the optimal randomized search strategy.

\[\text{Proposition 7. For a network } Q \text{ with root } O, \text{ the randomized search ratio } \rho \text{ satisfies } \sigma/2 \leq \rho \leq \sigma. \text{ Furthermore, the bounds are tight.}\]

3.2 Discrete setting

In this section we show that the problem of computing the (deterministic) search ratio is NP-hard. We also give a search strategy that achieves a $4 \ln(4) \approx 5.55$ approximation ratio.

For a given graph $G$, suppose that $S$ is a search strategy which searches the edges in the order $e_1, \ldots, e_{n-1}$. For a subgraph $H$ of $G$, denote by $\lambda(H)$ the sum of all the lengths $\lambda(e)$ of edges $e$ in $H$. 

Theorem 8. Given a graph $G$ with root $O$ and a constant $R \geq 0$, it is NP-Complete to decide whether $\sigma(G) \leq R$.

Proof. The proof is based on a reduction from 3-SAT. Given a 3-SAT instance consisting of $n$ variables and $m$ clauses with $m \geq n$, we construct an instance of our problem.

We construct the graph $G$ consisting of vertices $O, P$, a vertex $C_j$ for every clause (the clause vertices), vertices $X_i$ (the variable vertices) and vertices $X_i^0, X_i^1$ (the literal vertices) for every variable. For every $i = 1, \ldots, n$ there are unit length edges of the form $(X_i, X_i^0), (X_i, X_i^1), (P, X_i^0), (P, X_i^1)$. For every variable $x_i$ appearing positively in the $j$-th clause there is an edge $(C_j, X_i^1)$ of length 2 and for every variable $x_i$ appearing negatively in the $j$-th clause there is an edge $(C_j, X_i^0)$ of length 2. For every $j = 1, \ldots, m$ there is an edge $(O, C_j)$ of length 3 and for every $i = 1, \ldots, n$ there is an edge $(O, X_i)$ of length 3. Finally, there is an edge $(O, P)$ of length 3. We fix $R = 1 + \frac{2}{3}(n + m)$. The construction is shown in Figure 1.

Note that the vertices can be partitioned according to their distance from $O$. In particular, vertex $P$, as well as variable and clause vertices have distances 3, whereas literal vertices have distance 4.

We must show that there exists a boolean assignment to the variables satisfying all clauses if and only if the search ratio of $G$ is at most $R$.

For the easy direction of the proof, consider a boolean assignment $b \in \{0, 1\}^n$ to the variables satisfying all clauses. We will show that there is a search strategy with search ratio at most $R$. First we construct a tree $H$ covering all distance 3 vertices with total length $3R$. The tree consists of the edge $(O, P)$, the edges $(P, X_i^{b_i}), (X_i, X_i^b)$ for every $i = 1, \ldots, n$, and for every clause $C_j$ an edge from $C_j$ to the literal vertex corresponding to a literal satisfying the clause. We denote the tree constructed from $b$ by $H^b$. The total length of $H^b$ is $3 + 2n + 2m$ which is exactly $3R$ by the choice of $R$. To turn the tree into a search strategy $S$ we order the edges from $H$ by increasing distance from 0. This sequence $S$ is completed in arbitrary order with the remaining edges of the form $(X_i, X_i^0)$ and $(X_i, X_i^1)$.

We have $\rho_S(P) = 1, \rho_S(C_j) \leq 3R/3, \rho_S(X_i) \leq 3R/3$ and $\rho(X_i^x) \leq (3R + n)/4 \leq R$ for every $i, j$, which shows that the search ratio of $G$ is at most $R$.

For the hard direction, assume that there is a search strategy with search ratio at most $R$. Let $H$ be its shortest prefix covering all distance 3 vertices. By the definition of the search ratio we know that $\lambda(H) \leq 3R$. Through a sequence of transformations we turn $H$ into a tree of the form $H^b$ with $\lambda(H^b) \leq \lambda(H)$. This will show that $b$ is a satisfying assignment for the formula and complete the proof of the theorem.

![Figure 1](A schematic view of the graph $G$ used in the reduction of Theorem 8.)
If \((O, P)\) does not belong to \(H\) we add it. This must create a cycle, containing an edge of the form \((O, v)\) with \(v \neq P\). Now we remove this edge, and obtain a tree of the same length.

If there is an edge \((O, C_j)\) in \(H\) for some \(j\), then we replace this edge by the edges \((C_j, v), (v, P)\), where \(v\) is a vertex corresponding to a literal from the \(j\)-th clause. Some of the added edges might already have been present. The result is a tree of no greater length.

If there is an edge of the form \((O, X_i)\) in \(H\) for some \(i\), then we replace this edge by the edges \((X_i, X_i^0), (X_i^0, P)\). Again, the result is a tree with of no greater length.

At this stage we know that \(O\) is only connected to \(P\) in the tree.

If there is a vertex \(C_j\) connected to several vertices \(v_1, \ldots, v_k\) for \(k \geq 2\), then we remove the edges \((C_j, v_1), \ldots, (C_j, v_k)\). Hence, the tree now contains \(k\) components, each containing some distinct vertex \(v_i\), and only one of them also containing \(P\). Without loss of generality suppose that \(v_1\) and \(P\) are in the same component. Then we add \((C_j, v_1)\) back to \(H\) and add for each vertex \(v_i\) \(i = 2, \ldots, k\), a length 2 path to \(P\), going through any literal vertex to which \(v_i\) is connected. This way we maintain a tree, and do not increase its length (it might even decrease if some of the added edges were already present).

At this stage we know that every \(C_j\) vertex is adjacent to exactly one length 2 edge. Also for every \(i = 1, \ldots, n\), among the vertices \(\{X_i, X_i^0, X_i^1, P\}\) there are at least two edges, one adjacent to \(X_i\) and one adjacent to \(P\). The last edge is necessary since otherwise there would be no connection from the vertices \(\{X_i, X_i^0, X_i^1\}\) to \(P\), since by the previous step we know that such a path could not go through a clause vertex. Let \(k\) be the total number of additional edges that could exist among the vertex sets \(\{X_i, X_i^0, X_i^1, P\}\) over all \(i = 1, \ldots, n\). Then the total length of \(H\) is \(3 + 2m + 2n + k\), which by assumption is at most \(3R\). By the choice of \(R\) we have equality and thus \(k = 0\). This shows that \(H\) is a tree of the form \(H^b\) for some \(b \in \{0, 1\}^n\), which a satisfying assignment.

Using an approach similar to the doubling heuristic of [29], we obtain a constant-approximation algorithm. It is worth pointing out that the algorithm doubles the radius, and explores the resulting graph by computing a Steiner tree of the corresponding vertex set (in contrast to pathwise search, in which the resulting graph is simply explored depth-first).

**Theorem 9.** There is a polynomial-time search algorithm that approximates \(\sigma(G)\) within a factor of \(4\ln(4) + \epsilon < 5.55\).

### 4 Star search

In this section we consider problems related to the search ratio and randomized search ratio of a star graph in the discrete setting. Note that, unlike the generalizations of the cow-path problem [19], our environment is in finite and discrete. Suppose that \(G\) is a star graph consisting of \(n\) edges \(e_1, \ldots, e_n\) of lengths \(d_1, \ldots, d_n\) with each \(e_i\) incident to the root, \(O\) and to a vertex \(v_i\). We assume without loss of generality that \(1 = d_1 \leq d_2, \ldots \leq d_n\). An expanding search of such a graph corresponds simply to a permutation of edges (or vertices).

Computing the optimal deterministic search ratio is relatively simple; in particular, it suffices to search the edges in non-decreasing order of length.

**Proposition 10.** The deterministic search ratio of a star graph \(G\) is

\[
\sigma(G) = \max_{j \leq n} \frac{\sum_{i \leq j} d_i}{d_j}.
\]

In addition, searching the vertices in the order \(v_1, v_2, \ldots, v_n\) is an optimal strategy.
4.1 Randomized approximation of the randomized search ratio

We now turn to the randomized search ratio, $\rho = \rho(G)$ of the star $G$. Here, the Hider’s pure strategy set is the set $\{v_1, \ldots, v_n\}$ of $n$ leaves and the Searcher’s pure strategy set is the set of orderings of the edges. We start with a lower bound for $\rho$ which helps us obtain optimal randomized strategies for 2-edge stars (but is inefficient for general stars). For $j = 1, \ldots, n$, let $\mu_j = \sum_{i=1}^j d_i$ be the total length of the first $j$ edges and let $D_j = \sum_{i=1}^j d_i^2$ be the sum of the squares of the lengths of the first $j$ edges.

Lemma 11. For each $k = 1, \ldots, n$, consider the Hider strategy which chooses a vertex $v_j$, where $j \leq k$ with probability $p_j = d_j^2 / D_k$. Then for any pure Searcher strategy $S$, we have

$$\rho_S \geq \hat{\rho}(S, p) = \frac{1}{2} \left(1 + \frac{\mu_n^2}{D_k}\right).$$

(3)

Let $\pi_k = \frac{1}{2} \left(1 + \frac{\mu_k^2}{D_k}\right)$ be the right-hand side of (3). A natural question is whether the randomized search ratio for star graphs is exactly $\pi_n$. For instance, it is easy to see that if the star only has two edges, this is indeed the case and the bound helps us obtain optimal randomized strategies. However, it is not true in general that the randomized search ratio of an $n$-edge star is $\pi_n$, even for $n = 3$.

An immediate consequence of (3) is that the pure search strategy that simply searches all the edges in the order $e_1, \ldots, e_n$ is a 2-approximation of the optimal strategy. However, this relies on a search strategy that is deterministic, so a reasonable question is whether it is possible to obtain a better approximation using a randomized search strategy. This is indeed the case, as we shall give a search strategy that has approximation ratio $5/4$. The idea behind the strategy is to randomize between edges of similar size; moreover, this partition is also determined at random.

For the purpose of the analysis, let $t$ be the smallest integer such that the longest edge has length less than $2^t$. Consider the partition of the edges into subsets $A_1, A_2, \ldots, A_t$ where the set $A_i$ consists of all edges of lengths $d$ with $2^{i-1} \leq d < 2^i$, $i \in \mathbb{N}^+$. Before we define formally our strategy, we observe that the strategy $s$ that randomizes uniformly between all edges in each of the $A_i$ successively is not efficient. For example, consider the star with edges lengths $d_1 = 1, d_2 = \cdots = d_{n-1} = 2 - \epsilon, d_n = 2$. We have $\hat{\rho}(s, v_n) \approx n$, whereas the strategy that searches $v_1$ first before randomizing uniformly between the remaining edges has a randomized search ratio of approximately $n/2$.

Definition 12 (Randomized deepening strategy). For each $i = 1, \ldots, t$ choose some $x_i$ uniformly at random between $2^{i-1}$ and $2^i$ and let $x_0 = 1$ and $x_{t+1} = 2^t$. For $i = 0, \ldots, t$, let $B_i$ be the set of edges with length in the interval $[x_i, x_{i+1})$. The randomized deepening strategy, $s$ randomizes uniformly between all the edges in each $B_i$ in the order $B_0, \ldots, B_t$.

Let $\alpha_i$ be the measure of the edges in $\cup_{j \leq i} A_j$ and let $\hat{\alpha}_i$ be the measure of the edges in $A_i$. Let $k_i$ be the sum of the squares of the lengths of the edges in $\cup_{j \leq i} A_j$ and let $\hat{k}_i$ be the sum of the squares of all the lengths of the edges in $A_i$. We start with two simple lemmas which will help us bound the expected search time of a vertex.

Lemma 13. The expected measure of the edges in $A_i$ with length less than $x_i$ is $2\alpha_i - \hat{\alpha}_i / 2^{i-1}$.

Claim 14. For any $i = 1, \ldots, k$ we have $2^{i-1}\alpha_i \leq \hat{k}_i \leq 2^i\alpha_i$.

Theorem 15. The approximation ratio of the randomized deepening strategy $s$, as defined in Definition 12 is $5/4$. Namely, $\rho_s \leq (5/4)\rho$. 
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Proof. Consider a vertex \( v \) at distance \( d \) from \( O \). We calculate the expected search time \( T(s, v) \) of \( v \). To simplify the analysis, we scale the length of all the edges in the star so that \( 2 \leq d < 4 \) and \( e \in A_2 \). This means that the shortest edge \( e_1 \) of the star may now have length less than 1, and we write \( A_3 \) for the set of edges with length less than 1.

Let \( T_1, T_2, T_3 \) be the expected time spent searching edges in \( A_1, A_2, A_3 \), respectively, before reaching \( v \). So \( T(s, v) = \alpha_0 + T_1 + T_2 + T_3 \).

To calculate the expected time \( T_1 \), observe that if \( x_2 \) is less than \( d \) (which happens with probability \((d - 2)/2\)) then the time is \( T_1 = \alpha_1 \). If \( x_2 \) is at least \( d \) (which happens with probability \((4 - d)/2\)) then the expected time spent searching \( A_1 \) is the sum of the expected measure of the edges in \( A_1 \) with length less than \( x_1 \) and half the expected measure of the edges in \( A_1 \) with length at least \( x_1 \). By Lemma 13, this is \((2\alpha_1 - \hat{k}_1) + (1/2)(\hat{k}_1 - \alpha_1) = 3\alpha_1/2 - \hat{k}_1/2 \).

Hence \( T_1 = (\frac{d-2}{2})\alpha_1 + \left(\frac{4-d}{2}\right)(3\alpha_1/2 - \hat{k}_1/2) = (2 - \frac{4}{d})\alpha_1 - (1 - \frac{4}{d})\hat{k}_1 \).

To calculate \( T_3 \), observe that if \( x_2 \) is greater than \( d \) then no arcs in \( A_3 \) are searched before \( e \). Otherwise, if \( x_2 \) is no greater than \( d \) (which happens with probability \((d - 2)/2\)), the expected time spent searching \( A_3 \) is half of the expected measure of the edges in \( A_3 \) with length less than \( x_3 \). So by Lemma 13, \( T_3 = (\frac{d-2}{2})\alpha_3 - \hat{k}_3/8 = (\frac{d}{2} - 1)\alpha_3 - \left(\frac{d}{8} - \frac{1}{8}\right)\hat{k}_3 \).

Let \( f(x) \) be the measure of edges in \( A_2 \) with length no greater than \( x \). Then \( T_2 = \frac{d}{2} + \int_{x=d}^{\frac{d}{2}} f(x) + \frac{1}{2} \alpha_2 - f(x)) \cdot \frac{1}{2} dx = \frac{d}{2} + \frac{1}{4} \alpha_2 + \frac{1}{2} f(x) dx = \frac{d}{2} + \frac{d}{4} \alpha_2 - \frac{1}{4} \hat{k}_2 \). Combining these and rearranging we get: \( T(s, v) = \frac{d}{2} + (1 - \frac{4}{d})(k_0 - \alpha_0) + \left(\frac{3}{8} - \frac{1}{4}\right) (2\alpha_1 - k_1) + \left(\frac{3}{8} - \frac{1}{16}\right) (4\alpha_2 - k_2) + \left(\frac{d}{16} - \frac{1}{8}\right)(8\alpha_3 - k_3) \).

Dividing by \( d \), we obtain an expression for the randomized search ratio \( \rho_s \) of:

\[
\rho_s \leq \frac{1}{d} + \left(\frac{3}{4d} - \frac{1}{4}\right)(2\alpha_1 - k_1) + \left(\frac{3}{8d} - \frac{1}{16}\right)(4\alpha_2 - k_2) + \left(\frac{1}{16} - \frac{1}{8d}\right)(8\alpha_3 - k_3).
\]

Let \( \rho^{(1)}, \rho^{(2)}, \rho^{(3)} \) denote the first, second and third terms in the above expression, respectively. The following lemma bounds these terms with respect to \( \rho \).

Lemma 16. For \( \rho^{(1)}, \rho^{(2)}, \rho^{(3)} \) defined as above we have \( \frac{1/2 + \rho^{(3)}}{\rho} \leq 2 - 4/d, \) and \( \frac{\rho^{(3)} - 3}{\rho} \leq 3/(2d) - 1/2, \) and \( \frac{\rho^{(1)}}{\rho} \leq 3/(2d) - 1/2. \)

Using Lemma 16 we obtain \( \frac{\rho_s}{\rho} \leq \frac{\rho^{(1)}}{\rho} + \frac{\rho^{(2)}}{\rho} + \frac{1/2 + \rho^{(3)}}{\rho} \leq (2 - 4/d) + (3/(2d) - 1/2) + (3/(2d) - 1/2) = 1 + 1/(2d) \leq 5/4 \) (with equality holding when \( d = 2 \)).

4.2 Tight bounds for the randomized search ratio of a star graph

We now consider how large the deterministic and randomized search ratios can be for a star graph \( G \) with \( n \) edges. From (2), we have \( \sigma(G) = \max_{j \leq n} \sum_{i \leq n} \frac{d_i}{d_j} \leq \max_{j \leq n} \frac{d_j}{d_j} = n \). This upper bound is tight if and only if all edges have the same length. In this case it is very easy to see that the randomized search ratio \( \rho \) is \( (n + 1)/2 \), and the optimal search strategy is to search the vertices in a uniformly random order. In contrast, it is not so easy to see that \( (n + 1)/2 \) is the largest value that the randomized search ratio can attain for any star graph with \( n \) edges. We will show that this is indeed the case by inductively defining a particular randomized search strategy that is bounded above by \( (n + 1)/2 \).

We thus prove that the bound is tight.

For a given star graph \( G \) we inductively define a randomized search strategy \( s_k \) on the star graph \( G_k \) consisting of only the edges \( e_1, \ldots, e_k \) with total length \( \mu_k \). Having defined the strategy \( s_k \), we will define \( s_{k+1} \) as a randomized mix of two strategies, \( s_{k+1}^+ \) and \( s_{k+1}^- \).
Table 1 Maximum value of $T(s,v)$. 

<table>
<thead>
<tr>
<th>Search strategy, $s$</th>
<th>$v_i$ for some $i \leq k$</th>
<th>Vertex, $v$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_{k+1}^-$</td>
<td>$\rho_s$</td>
<td>$\mu_k/(d_{k+1} + 1)$</td>
</tr>
<tr>
<td>$s_{k+1}^+$</td>
<td>$\rho_s(1 + d_{k+1}/\mu_k)$</td>
<td>$\mu_k/(2d_{k+1} + 1 - D_k/(2\mu_kd_{k+1})$</td>
</tr>
</tbody>
</table>

Definition 17. Suppose $s_k$ has been defined for some $k = 1, \ldots, n - 1$. Let $s_{k+1}^+$ and $s_{k+1}^-$ be randomized search strategies on $G_{k+1}$ defined by:

(i) $s_{k+1}^+$: follow the strategy $s_k$ on $G_k$ and then search edge $e_{k+1}$.

(ii) $s_{k+1}^-$: choose a time $t$ uniformly at random in $[0, \mu_k]$ and denote the edge that is being searched at time $t$ by $e$. Follow the strategy $s_k$, but search edge $e_{k+1}$ immediately before searching $e$.

Before giving the precise definition of $s_k$, we evaluate the normalized expected search times $\hat{T}(s_{k+1}^+, v_i)$ and $\hat{T}(s_{k+1}^-, v_i)$ in terms of $\rho_s$ for the vertices $v_i$ with $i = 1, \ldots, k + 1$.

First suppose $i \leq k$. Then clearly $\hat{T}(s_{k+1}^+, v_i) \leq \rho_s$ (with equality for some $i \leq k$). Under $s_{k+1}^-$, with probability $T(s_k, v_i)/\mu_k$ edge $e_{k+1}$ is searched before $e_i$, so the expected search time of $v_i$ is $T(s_k, v_i) + (T(s_k, v_i)/\mu_k)d_{k+1}$. Hence $\hat{T}(s_{k+1}^-, v_i) = T(s_{k+1}^-, v_i) = (1 + d_{k+1}/\mu_k) \leq \rho_s(1 + d_{k+1}/\mu_k)$. Now suppose $i = k + 1$. Under $s_{k+1}^-$, the time taken to find the Hider is $\mu_k + d_{k+1}$, so $\hat{T}(s_{k+1}^-, v_{k+1}) = \mu_k/d_{k+1} + 1$. Under $s_{k+1}^-$, the expected search time is $\mu_k/2 + d_{k+1}$ minus a random correction error which depends upon which edge $e$ is being searched under $s_k$ at the random time $t$ chosen uniformly in $[0, \mu_k]$. The edge $e$ is $e_i$ with probability $d_i/\mu_k$, and in this case the expected value of the correction error is $d_i/2$. Hence the expected value of this correction error is $\sum_{i=1}^k (d_i/\mu_k) \cdot (d_i/2) = D_k/(2\mu_k)$. So we have $\hat{T}(s_{k+1}^-, v_{k+1}) = \mu_k/(2d_{k+1} + 1 - D_k/(2\mu_kd_{k+1})$.

To sum up, the expected search ratio for each combination of strategies can be bounded by the payoffs in Table 1. We can then proceed to define $s_n$.

Definition 18. Let $s_1$ be the only strategy available on $G_1$. Suppose $s_k$ has already been defined on $G_k$ for some $k = 1, \ldots, n - 1$. The strategy $s_{k+1}$ is an optimal mixture of $s_{k+1}^+$ and $s_{k+1}^-$ in the zero-sum game with payoff matrix given by Table 1.

The search ratio of $s_n$ can be calculated iteratively, since the search ratio $\rho_{s_{k+1}}$ of $s_{k+1}$ is the value of the game with payoff matrix given by Table 1, for each $k = 1, \ldots, n - 1$. We use this to show that $\rho_s \leq (n + 1)/2$.

Theorem 19. The randomized search ratio $\rho$ of star network $G$ with $n$ edges is at most $(n + 1)/2$, with equality if and only if all the edges have the same length.

Proof. We have already pointed out that $\rho = (n + 1)/2$ for the star whose edges all have the same length. To show that $\rho \leq (n + 1)/2$ we use induction on the number of edges to show that $\rho_s \leq (n + 1)/2$. It is clear that for $k = 1$, we have $\rho_s = 1 = (k + 1)/2$, so assume that $\rho(s_k) \leq (k + 1)/2$ for some $k > 1$ and we will show that $\rho_{s_{k+1}} \leq (k + 2)/2 = k/2 + 1$.

First observe that if $d_{k+1} \geq 2\mu_k/k$ then the Searcher can ensure a payoff of no more than $k/2 + 1$ in the game in Table 1 just by using strategy $s_{k+1}^+$. This is because the payoff $\rho_{s_k}$ against a vertex $v_i$ with $i \leq k$ is no more than $(k + 1)/2$ by the induction hypothesis and the payoff against $v_{k+1}$ is $\mu_k/d_{k+1} + 1 \leq k/2$.

So assume that $d_{k+1} \leq 2\mu_k/k$, and note also that $d_{k+1} \geq \mu_k/k$, since the lengths of the edges are non-decreasing and $d_{k+1}$ must be at least the average length of edges $e_1, \ldots, e_k$. 
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Table 2 Upper bounds for $\hat{T}(s,v)$.

<table>
<thead>
<tr>
<th>Search strategy, $s$</th>
<th>Vertex, $v$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_{k+1}$</td>
<td>$v_i$ for some $i \leq k$</td>
</tr>
<tr>
<td>$s_{k+1}$</td>
<td>$(k+1)/2$</td>
</tr>
<tr>
<td></td>
<td>$(k+1)(1 + d_{k+1}/\mu_k)/2$</td>
</tr>
</tbody>
</table>

By the induction hypothesis, $\rho_{s_k} \leq (k+1)/2$, so the value of the game with payoff matrix given by Table 1 cannot decrease if we replace $\rho_{s_k}$ with $(k+1)/2$ in the table. The value also does not decrease if we replace $-D_k$ by the maximum value it can take, which is $-\mu^2/k$ (that is, its value when $d_1, \ldots, d_k$ are all equal). In summary, $\rho_{s_{k+1}}$ is no more than the value of the game given in Table 2.

By assumption, against strategy $s_{k+1}^+$, the best response of the Hider (that is, the highest payoff) is given by choosing vertex $v_{k+1}$. We show that against strategy $s_{k+1}^-$, the Hider’s best response is to choose a vertex $v_i$ with $i \leq k$. This follows from writing the difference, $\delta$ between the payoffs in entries (2, 1) and (2, 2) of Table 2 as $\delta = (k - 1)d_k / 2d_{k+1} \left( \left( \frac{k+1}{k-1} \right) \left( \frac{d_{k+1}}{\mu_k} \right)^2 + \frac{d_{k+1}}{\mu_k} - 1/k \right)$. The quadratic in $(d_{k+1}/\mu_k)$ inside the parentheses is increasing for positive values of $d_{k+1}/\mu_k$, and when $d_{k+1}/\mu_k = 1/k$ the quadratic is positive. Since $d_{k+1}/\mu_k \geq 1/k$, we must have $\delta \geq 0$.

Hence the Hider does not have a dominating strategy in the game in Table 2. It is also clear that the Searcher does not have a dominating strategy, since it is better to search $e_{k+1}$ last if and only if the Hider is at some $v_i$ with $i \leq k$. Therefore the game in Table 2 has a unique equilibrium in proper mixed strategies (that is, the players both play each of their strategies with positive probability). The search ratio $\rho_{s_{k+1}}$ of $s_{k+1}$ is bounded above by the value $V$ of the game, which is easily verified to be $V = k/2 + 1 - \frac{1}{2}(d_{k+1}/\mu_k - 1/k)^2$. This is clearly at most $k/2 + 1$, with equality if and only if $d_{k+1}/\mu_k = k$. Equality is only possible if $d_1 = d_2 = \ldots = d_{k+1} = \mu_k / k$.

5 Trees and unweighted graphs

We conclude with the cases in which the graph is either a tree or an unweighted graph (in the discrete setting). If $G$ is a graph with root $O$, for any $r > 0$ let $G_r$ be the sub-graph of $G$ with vertex set $V_r$ consisting of all the vertices in $G$ of distance no more than $r$ from the root and with edge set $E_r$ consisting of all the edges in $E$ adjacent to some vertex in $V_r$. The following proposition generalizes Proposition 10.

Proposition 20. Let $G$ be a rooted graph and suppose that $G$ is a tree or an unweighted graph. Then the search ratio $\sigma$ is given by $\sigma = \sup_{r > 0} \frac{\lambda(G_r)}{r}$. An optimal search strategy is to search the vertices in non-decreasing order of their distance from the root.

We also generalize Proposition 7 and make it applicable to the discrete setting:

Proposition 21. The randomized search ratio of a tree or unweighted graph satisfies $\sigma/2 \leq \rho \leq \sigma$.
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Abstract

The perfect matching problem has a randomized NC algorithm, using the celebrated Isolation Lemma of Mulmuley, Vazirani and Vazirani. The Isolation Lemma states that giving a random weight assignment to the edges of a graph ensures that it has a unique minimum weight perfect matching, with a good probability. We derandomize this lemma for $K_{3,3}$-free and $K_{5}$-free bipartite graphs. That is, we give a deterministic log-space construction of such a weight assignment for these graphs. Such a construction was known previously for planar bipartite graphs. Our result implies that the perfect matching problem for $K_{3,3}$-free and $K_{5}$-free bipartite graphs is in SPL. It also gives an alternate proof for an already known result – reachability for $K_{3,3}$-free and $K_{5}$-free graphs is in UL.
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1 Introduction

The perfect matching problem is one of the most extensively studied problem in combinatorics, algorithms and complexity. In complexity theory, the problem plays a crucial role in the study of parallelization and derandomization. In a graph $G(V,E)$, a matching is a set of disjoint edges and a matching is called perfect if it covers all the vertices of the graph. Edmonds [12] gave the first polynomial time algorithm for the matching problem. Since then, there have been improvements in its sequential complexity [24], but an NC (efficient parallel) algorithm for it is not known. The perfect matching problem has various versions:

- **Decision-PM**: Decide if there exists a perfect matching in the given graph.
- **Search-PM**: Construct a perfect matching in the given graph, if it exists.

∗ Supported by TCS Research Fellowship.
A randomized NC (RNC) algorithm for Decision-PM was given by [23]. Subsequently, Search-PM was also shown to be in RNC [18, 25]. The solution of Mulmuley et al. [25] was based on the powerful idea of Isolation Lemma. They defined a notion of an isolating weight assignment on the edges of a graph. Given a weight assignment on the edges, weight of a matching is defined to be the sum of the weights of all the edges in it.

Definition 1 ([25]). For a graph $G(V, E)$, a weight assignment $w : E \rightarrow \mathbb{N}$ is isolating if $G$ either has a unique minimum weight perfect matching according to $w$ or has no perfect matchings.

The Isolation Lemma states that a random integer weight assignment (polynomially bounded) is isolating with a good probability. Other parts of the algorithm in [25] are deterministic. They showed that if we are given an isolating weight assignment (with polynomially bounded weights) for a graph $G$, then a perfect matching in $G$ can be constructed in NC$^2$. Later, Allender et al. [2] showed that Decision-PM would be in SPL, which is in NC$^2$, if an isolating weight assignment can be constructed in L (see also [9]). A language $L$ is in the class SPL if its characteristic function $\chi_L : \Sigma^* \rightarrow \{0, 1\}$ can be (log-space) reduced to computing determinant of an integer matrix.

Derandomizing the Isolation Lemma remains a challenging open question. A general version of Isolation Lemma has also been studied, where one has to ensure a unique minimum weight set in a (non-explicitly) given family of sets (or multisets). Arvind and Mukhopadhyay [4] have shown that derandomizing this version of Isolation Lemma would imply circuit size lower bounds. While Reinhardt and Allender [26] have shown that derandomizing Isolation Lemma for some specific families of paths in a graph would imply NL = UL.

With regard to matchings, Isolation Lemma has been derandomized for some special classes of graphs: planar bipartite graphs [9, 29], constant genus bipartite graphs [10], graphs with small number of matchings [14, 1] and graphs with small number of nice cycles [15]. In a result subsequent to this work, Fenner et al. [13] achieved an almost complete derandomization of the isolation lemma for bipartite graphs. They gave a deterministic construction but with quasi-polynomially large weights. A graph $G$ is bipartite if its vertex set can be partitioned into two parts $V_1, V_2$ such that any edge is only between a vertex in $V_1$ and a vertex in $V_2$. A graph is planar if it can be drawn on a plane without any edge crossings.

It is well known that a graph is planar if and only if it is both $K_{3,3}$-free and $K_5$-free [33]. For a graph $H$, $G$ is an $H$-free graph if $H$ is not a minor of $G$. $K_{3,3}$ is the complete bipartite graph with $(3, 3)$ nodes and $K_5$ is the complete graph with 5 nodes. A natural generalization of planar bipartite graphs would be $K_{3,3}$-free bipartite graphs or $K_5$-free bipartite graphs. We make a further step towards the derandomization of Isolation Lemma by derandomizing it for these two graph classes. Note that these graphs are not captured by the classes of graphs mentioned above. In particular, a $K_{3,3}$-free or $K_5$-free graph can have arbitrarily high genus, exponentially many matchings or exponentially many nice cycles.

Theorem 2. Given a $K_{3,3}$-free or $K_5$-free bipartite graph, an isolating weight assignment (polynomially bounded) for it can be constructed in log-space.

Another motivation to study these graphs came from the fact that Count-PM (counting the number of perfect matchings) is in NC$^2$ for $K_{3,3}$-free graphs [31] and in TC$^2$ ($\subseteq$ NC$^3$) for $K_5$-free graphs [28]. These were the best known results for Decision-PM too. The counting results, together with the known NC-reduction from Search-PM to Count-PM (for bipartite graphs) [20], implied an NC algorithm for Search-PM. Thus, a natural
question was to find a direct algorithm for \textsc{Search-PM} via isolation, which we do here. One limitation of the earlier approach is that \textsc{Count-PM} is \#P-hard for general bipartite graphs. Thus, there is no hope of generalizing this approach to work for all graphs. While the isolation approach can potentially lead to a solution for general/bipartite graphs.

Theorem 2 together with the results of Allender et al. [2] and Datta et al. [9] gives us the following results about matching.

\begin{itemize}
  \item \textbf{Corollary 3. For a $K_{3,3}$-free or $K_5$-free bipartite graph,}
  \item \textsc{Decision-PM} is in $\text{SPL}$.
  \item \textsc{Search-PM} is in $\text{FL}^{\text{SPL}}$.
  \item \textsc{Min-Weight-PM} is in $\text{FL}^{\text{SPL}}$.
\end{itemize}

$\text{FL}^{\text{SPL}}$ is the set of function problems which can be solved by a log-space Turing machine with access to an $\text{SPL}$ oracle. Like $\text{SPL}$, $\text{FL}^{\text{SPL}}$ also lies in $\text{NC}^2$. The problem \textsc{Min-Weight-PM} asks to construct a minimum weight perfect matching in a given graph with polynomially bounded weights on its edges.

The crucial property of these graphs, which we use, is that their 4-connected components are either planar or small sized. This property has been used to reduce various other problems on $K_{3,3}$-free or $K_5$-free graphs to their planar version, e.g. graph isomorphism [11], reachability [30]. However, their techniques do not directly work for the matching problem. There has been an extensive study on more general minor-free graphs by Robertson and Seymour. In a long series of works, they gave similar decomposition properties for these graphs [27]. Our approach for matching can possibly be generalized to $H$-free graphs for a larger/general graph $H$.

\textbf{Our techniques.} We start with the idea of Datta et al. [9] which showed that a skew-symmetric weight function on the edges ($w(u, v) = -w(v, u)$) such that every cycle has a nonzero circulation (weight in a fixed orientation) implies isolation of a perfect matching in bipartite graphs. To achieve nonzero circulation in a $K_{3,3}$-free or $K_5$-free graph, we work with its 3-connected or 4-connected component decomposition given by [33, 5], which can be constructed in log-space [30, 28]. The components are either planar or constant-sized and share a pair/triplet of vertices. These components form a tree structure, when each component is viewed as a node and there is an edge between two components if they share a pair/triplet. For any cycle $C$ in the graph, we break it into its fragments contained within each of these components, which we call \textit{projections} of $C$. Any such projection can be made into a cycle by adding virtual edges for separating pairs/triplets in the corresponding component.

Circulation of any cycle can be seen as a sum of circulations of its projections. The projections of a cycle can have circulations with opposite signs and thus, can cancel each other. To avoid this cancellation, we observe that the components, where a cycle has a non-empty projection form a subtree of the component tree. The idea is to assign edge weights using a different scale for each level of nodes in the tree. This ensures that for any subtree, its root node will contribute a weight higher than the total weight from all its other nodes. To avoid any cancellations within a component, weights in a component are given by modifying some known techniques for planar graphs [9, 19] and constant sized graphs.

This idea would work only if the component tree has a small depth, which might not be true in general. Thus, we create an $O(\log n)$-depth \textit{working tree} by finding `centers' for the component tree and its subtrees recursively. The construction of such a balanced working tree has been studied in context of evaluating arithmetic expressions [7]. In the literature,
this construction is also known as ‘centroid decomposition’ or ‘recursive balanced separators’. Its log-space implementation is more involved.

As the working tree has $O(\log n)$ depth, the straightforward way of using a different scale for each level will lead to edge weights being $n^{O(\log n)}$. So instead, in a component node, we assign weights to only those edges which surround a separating pair/triplet. The weighting scheme ensures that the total weight grows only by a constant multiple, when we move one step higher in the working tree.

Achieving non-zero circulation in log-space also puts directed reachability in UL [26, 6, 29]. Thus, we get an alternate proof for the result – directed reachability for $K_{3,3}$-free and $K_5$-free graphs is in UL [30].

In Section 2, we introduce the concepts of nonzero circulation, clique-sum, graph decomposition and the corresponding component tree. In Section 3, we give a log-space construction of a weight assignment with nonzero circulation for every cycle, for a class of graphs defined via clique-sum operations on planar and constant-sized graphs. This class contains $K_{3,3}$-free and $K_5$-free graphs (a proof can be found in the full version of this paper [3]).

2 Preliminaries

Let us first define a skew-symmetric weight function on the edges of a graph. For this, we consider the edges of the graph directed in both directions. We call this directed set of edges $\vec{E}$. A weight function $w: \vec{E} \rightarrow \mathbb{Z}$ is called skew-symmetric if for any edge $(u, v)$, $w(u, v) = -w(v, u)$.

▶ Definition 4 (Circulation). For a cycle $C$, whose edges are given by $\{(v_1, v_2), (v_2, v_3), \ldots, (v_{k-1}, v_k), (v_k, v_1)\}$, its circulation is defined to be $w(v_1, v_2) + w(v_2, v_3) + \cdots + w(v_{k-1}, v_k)$.

Clearly, as our weight function is skew-symmetric, changing the orientation of the cycle only changes the sign of the circulation. The following lemma [29, Theorem 6] gives the connection between nonzero circulations and isolation of a matching. For a bipartite (undirected) graph $G(V_1, V_2, E)$, a skew-symmetric weight function $w: \vec{E} \rightarrow \mathbb{Z}$ on its edges has a natural interpretation on the undirected edges as $w: E \rightarrow \mathbb{Z}$ such that $w(u, v) = w(u, v)$, where $u \in V_1$ and $v \in V_2$.

▶ Lemma 5 ([29]). Let $w: \vec{E} \rightarrow \mathbb{Z}$ be a skew-symmetric weight function on the edges of a bipartite graph $G$ such that every cycle has a non-zero circulation. Then, $w: E \rightarrow \mathbb{Z}$ is an isolating weight assignment for $G$.

The bipartiteness assumption is needed only in the above lemma. We will construct a skew-symmetric weight function that guarantees nonzero circulation for every cycle, for a given $K_{3,3}$-free or $K_5$-free graph, i.e. without assuming bipartiteness.

2.1 Clique-sum

First, we will construct a nonzero circulation weight assignment for a special class of graphs, defined via a graph operation called clique-sum.

▶ Definition 6 (Clique-sum). Let $G_1$ and $G_2$ be two graphs each containing a clique (of the same size). A clique-sum of graphs $G_1$ and $G_2$ is obtained from their disjoint union by identifying pairs of vertices in these two cliques to form a single shared clique, and by possibly deleting some of the edges in the clique. It is called a $k$-clique-sum if the cliques involved have at most $k$ vertices.
One can form clique-sums of more than two graphs by a repeated application of clique-sum operation on two graphs. Using this, we define a new class of graphs. Let $\mathcal{P}_c$ be the class of all planar graphs together with all graphs of size at most $c$, where $c$ is a constant. Define $\langle \mathcal{P}_c \rangle_k$ to be the class of graphs constructed by repeatedly taking $k$-clique-sums, starting from the graphs which belong to the class $\mathcal{P}_c$. In other words, it is the closure of $\mathcal{P}_c$ under $k$-clique sums. The starting graphs are called the component graphs. We will construct a nonzero circulation weight assignment for the graphs which belong to the class $\langle \mathcal{P}_c \rangle_3$.

Taking 1-clique-sum of two graphs will result in a graph which is not biconnected. For the perfect matching problem, one can assume without loss of generality that the given graph is biconnected (see the full version [3] for details). Thus, we assume that every clique-sum operation involves either 2-cliques or 3-cliques. A 2-clique which is involved in a clique-sum operation is called a separating pair. Similarly, a 3-clique is called a separating triplet. In general, they are called separating sets. Note that deletion of any separating pair/triplet will make the graph disconnected. We emphasize here that there can be other pairs/triplets in the graph which are not involved in a clique-sum operation, but whose deletion will make the graph disconnected. In this work, the term separating pair/triplet does not refer to such pairs/triplets.

### 2.2 Component Tree

In general, clique-sum operation can be performed many times using the same separating set. In other words, many components can share a separating set. One can modify a graph in class $\langle \mathcal{P}_c \rangle_3$ via some matching preserving operations such that on decomposition, any separating set is shared by only two components (see the full version [3] for details). Henceforth, in this section we assume this property.

Using this assumption, we can define a component graph for any graph $G \in \langle \mathcal{P}_c \rangle_3$ as follows: each component is represented by a node and two such nodes are connected by an edge if the corresponding components share a separating set. Observe that this component graph is actually a tree. This is because when we take repeated clique-sums, a new component can be attached with only one of the already existing components, as a clique will be contained within one component. In literature [16, 30], the component tree also contains a node for each separating set and it is connected by all the components which share this separating set. But, here we can ignore this node as we have only two sharers for each separating set.

In the component tree, each component is shown with all the separating sets it shares with other components. Thus, a copy of a separating set is present in both its sharer components. Moreover, in each component, a separating set is shown with a virtual clique, i.e., a virtual edge for a separating pair and a virtual triangle for a separating triplet. These virtual cliques represent the paths between the nodes via other components. If any two vertices in a separating set have a real edge in $G$, then that real edge is drawn in one of the sharing components, parallel to the virtual edge. Note that while a vertex can have its copy in two components, any real edge is present in exactly one component.

### 3 Nonzero Circulation

In this section, we construct a nonzero circulation weight assignment for a given graph in the class $\langle \mathcal{P}_c \rangle_3$, provided that the component tree and the planar embeddings of the planar components are given. Moreover, to construct this weight assignment we will make some assumptions about the given graph and its component tree.
1. In any component, a vertex is a part of at most one separating set.
2. Each separating set is shared by at most two components.
3. Any virtual triangle in a planar component is always a face.

Given a $K_{3,3}$-free or $K_5$-free graph, a component tree can be constructed which has these properties (see the full version [3] for details). The third property comes naturally, as the inside and outside parts of any virtual triangle can be considered as different components sharing this separating triplet. All these constructions are in log-space.

### 3.1 Components of a cycle

We look at a cycle in the graph as sum of many cycles, one from each component the cycle passes through. Intuitively, the original cycle is broken at the separating set vertices which were part of the cycle, thereby generating fragments of the cycle in various nodes of the component tree. In all the component nodes containing these fragments, we include the virtual edges of the separating sets in question to complete the fragment into a cycle, thus resulting in component cycles in the component nodes (see Figure 1).

Consider a directed cycle $C = \{(v_0, v_1), (v_1, v_2), \ldots, (v_{k-1}, v_0)\}$ in a graph $G = (V, E)$. Without loss of generality, consider that $G$ is separated into two components $G_1$ and $G_2$ via a separating pair $(v_i, v_0)$ or a separating triplet $(v_i, v_0, u)$, where $1 \leq i < k$ and $u \in V$. Then, one of the components, say $G_1$, will contain the vertices $v_i, v_{i+1 \mod k}, \ldots, v_{k-1}, v_0$, and the other ($G_2$) will contain the vertices $v_0, v_1, \ldots, v_{i-1}, v_i$. Then the cycles $C_1 = \{(v_i, v_{i+1 \mod k}), \ldots, (v_{k-1}, v_0), (v_0, v_i)\}$ and $C_2 = \{(v_0, v_1), \ldots, (v_{i-1}, v_i), (v_i, v_0)\}$ in $G_1$ and $G_2$ respectively are the component cycles of $C$, and we say that $C$ is the sum of $C_1$ and $C_2$. Observe that the edges $(v_i, v_0)$ and $(v_0, v_i)$ are virtual.

Repeat the processes recursively for $C_1$ and $C_2$ until no separating set breaks a cycle component, and we get the component cycles of the cycle $C$. Note that any edge in a cycle $C$ is contained in exactly one of its component cycles. Moreover for any component cycle, all its edges, other than the virtual edges, are contained in $C$.

Observe that for any separating set in a component, a cycle can use one of its vertices to go out of the component and another vertex to come in (this transition is represented by a virtual edge in the component). As any separating set has size at most 3, a cycle can visit a node of the component tree only once. In other words, a cycle can have only one component cycle in any component tree node (this would not be true if we had separating sets of size 4). Also, a component cycle can take only one edge of any virtual triangle.
Definition 7 (Projection of a cycle). For a given component node \( N \) in the component tree, the component cycle of a cycle \( C \) in \( N \) is called the projection of \( C \) on \( N \). If there is no component cycle of \( C \) in \( N \), then \( C \) is said to have an empty projection on \( N \).

It is easy to see that for any cycle \( C \), the components on which \( C \) has a non-empty projection, form a subtree of the component tree. To construct the weight assignment (Section 3.2), we will work with the component nodes of the component tree. Within any component, weight of a virtual edge will always be set to zero. Along with the fact that each cycle has the same set of real edges as the union of the edges in all its projections, this leads to the following lemma.

Lemma 8. The circulation of a cycle is the sum of circulations of its component cycles.

Note that for a cycle, its component cycles can have circulations with different signs (positive or negative) as they can have different orientations (clockwise or anti-clockwise) in the planar components. Hence the total circulation can potentially be zero. Our idea is to ensure that one of the component cycles get a circulation greater than all the other component cycles put together. This will imply a nonzero circulation.

3.2 Weighting Scheme

The actual weight function we employ is a combination of two weight functions \( w_0 \) and \( w_1 \). They are combined with an appropriate scaling so that they do not interfere with each other. \( w_1 \) ensures that all the cycles which are within one component have a non-zero circulation and \( w_0 \) ensures that all the cycles which project on at least two components have a non-zero circulation. We first describe the construction of \( w_0 \).

Working Tree: The given component tree can have arbitrary depth, while our weight construction would need the tree-depth to be \( O(\log n) \). Thus, we re-balance the tree to construct a new working tree. It is a rooted tree which has the same nodes as the component tree, but the edge relations are different. The working tree, in some sense, ‘preserves’ the subtree structure of the original tree.

For a tree \( S \), its working tree \( \text{wt}(S) \) is constructed as follows: Find a ‘center’ node \( c(S) \) in the tree \( S \) and mark it as the root of the working tree, \( r(\text{wt}(S)) \). Deleting the node \( c(S) \) from the tree \( S \) would give a set of disjoint trees, say \( \{S_1, S_2, \ldots, S_k\} \). Apply this procedure recursively on these trees to construct their working trees \( \text{wt}(S_1), \text{wt}(S_2), \ldots, \text{wt}(S_k) \). Connect each \( \text{wt}(S_j) \) to the root \( r(\text{wt}(S)) \), as a subtree. In other words, \( r(\text{wt}(S_j)) \) is a child of \( r(\text{wt}(S)) \).

For the base case, when the tree is a node, its working tree is the node itself. This completes the construction. If the component \( c(S) \) shares the separating set \( \tau_i \) with \( S_i \), then the subtree \( \text{wt}(S_j) \) is said to be attached to the root \( r(\text{wt}(S)) \) at \( \tau_i \).

The ‘center’ nodes are chosen in a balanced way so that the working tree depth is \( O(\log n) \). Von Braunmühl and Verbeek [32], and later Limaye et al. [21], gave a log-space construction of such a balanced tree, but in terms of well-matched strings (also see [8]). In Section 3.3, we present the log-space construction in terms of a tree, along with a precise definition of a ‘center’ node.

Claim 9. For any two nodes \( u, v \in S \), let their least common ancestor in the working tree \( \text{wt}(S) \) be the node \( a \). Then \( \text{path}(u, v) \) in the tree \( S \) passes through \( a \).
The root \( r(\text{wt}(S)) \) of the working tree \( \text{wt}(S) \) is said to be at depth 0. For any other node in \( \text{wt}(S) \), its depth is defined to be one more than the depth of its parent. Henceforth, depth of a node will always mean its depth in the working tree. From Claim 9, we get the following.

\[ \textbf{Claim 10.} \text{ Let } S' \text{ be an arbitrary subtree of } S, \text{ with its set of nodes being } \{v_1, v_2, \ldots, v_k\}. \text{ There exists } i^* \in \{1, 2, \ldots, k\} \text{ such that for any } j \in [k] \text{ with } j \neq i^*, \text{ } v_j \text{ is a descendant of } v_{i^*} \text{ in the working tree } \text{wt}(S). \]

\[ \textbf{Proof.} \text{ Let } d^* \text{ be the minimum depth of any node in } S', \text{ and let } v_{i^*} \text{ be a node in } S' \text{ with depth } d^*. \text{ We claim that every other node in } S' \text{ is a descendant of } v_{i^*} \text{ in the working tree } \text{wt}(S). \text{ For the sake of contradiction, let there be a node } v_j \in S' \text{ which is not a descendant of } v_{i^*}. \text{ Then, the least common ancestor of } v_j \text{ and } v_{i^*} \text{ in } \text{wt}(S) \text{ must have depth strictly smaller than } d^*. \text{ By Claim 9, this least common ancestor must be present in the tree } S'. \text{ But, we assumed } d^* \text{ is the minimum depth value in } S'. \text{ Thus, we get a contradiction.} \]

This claim plays a crucial role in our weight assignment construction, as for any cycle \( C \) the components with a non-empty projection of \( C \) form a subtree of the component tree. To assign weights in the graph, we work with the working tree of its component tree. Let the working tree be \( T \). We start by assigning weight to the nodes having the largest depth, and move up till we reach depth 0, that is, the root node \( r(T) \). The idea is that for any cycle \( C \), its unique least-depth projection should get a circulation higher than the total circulation of all its other projections.

Complementary to the depth, we also define \textbf{height} of every node in the working tree. Let the maximum depth of any node in the working tree be \( D \). Then, the height of a node is defined to be the difference between its depth and \( D + 1 \).

\textbf{Circulations of cycles spanning multiple components.} \text{ For any subtree } T \text{ of the working tree } T, \text{ the weights to the edges inside the component } r(T) \text{ will be given by two different schemes depending on whether the corresponding graph is planar or constant sized.}

Let the maximum possible number of edges in a constant sized component be \( m \). Then, let \( K \) be a constant such that \( K > \max(2^{m+2}, 7) \). Also, suppose that the height of a node \( N \) is given by the function \( h(N) \), and the number of leaves in subtree \( T \) is given by \( l(T) \). Lastly, suppose the set of subtrees attached at \( r(T) \) is \( \{T_1, T_2, \ldots, T_k\} \).

\textbf{Constant sized graph:} \text{ Let the set of (real) edges of the graph be } \{e_1, e_2, \ldots, e_m\}. \text{ The edge } e_j \text{ will be given weight } 2^j \times K^{h(r(T)) - 1} \times l(T) \text{ for an arbitrarily fixed direction. The intuition behind this scheme is that powers of 2 ensure that sum of weights for any non-empty subset of edges remain nonzero even when they contribute with different signs.}

\textbf{Planar graph:} \text{ We work with a given planar embedding of the graph. For any weight assignment } w : \tilde{E} \to \mathbb{Z} \text{ on the edges of the graph, we define the } \text{circulation of a face} \text{ as the circulation of the corresponding cycle in the clockwise direction, i.e., traverse the boundary edges of the face in the clockwise direction and take the sum of their weights. Instead of directly assigning edge weights, we will fix circulations for the inner faces of the graph. As we will see later, fixing positive circulations for all inner faces will avoid any cancellations. Lemma 14 describes how to assign weights to the edges of a planar graph to get the desired circulation for each of the inner faces.}
Assigning circulations to the faces: Here, only those inner faces are assigned nonzero circulations which are adjacent to some separating pair/triplet shared with a subtree. This is a crucial idea. As we will see in Lemma 11, this ensures that the maximum possible circulation of a cycle grows only by a constant multiple as we move one level higher up in the working tree.

If $T$ is a singleton, i.e., there are no subtrees attached at $T$, we give a zero circulation to all the faces (and thus zero weight to all the edges) of $r(T)$. Otherwise, consider a separating pair $\{a, b\}$ where a subtree $T_i$ is attached to $r(T)$. The two faces adjacent to the virtual edge $(a, b)$ will be assigned circulation $2 \times K^{h(r(T_i))} \times l(T_i)$. Similarly, consider a triplet $\{a, b, c\}$ where a subtree $T_j$ is attached. Then all the faces (at most 3) adjacent to the virtual triangle $\{a, b, c\}$ get circulation $2 \times K^{h(r(T_j))} \times l(T_j)$. Repeat this procedure for all the faces adjacent to any pairs and/or triplets where subtrees are attached. If a face is adjacent to more than one virtual edge/triangle, then we just take the sum of different circulations due to each virtual edge/triangle.

Recall that by definition, each face has a positive circulation in the clockwise direction. The intuition behind this scheme is the following: circulation of any cycle in the planar component is just the sum of circulations of the faces inside it (Claim 12). As all of them have the same sign, they cannot cancel each other. Moreover, it will be ensured that the contribution to the circulation from this planar component is higher than the total contribution from all its subtrees, and thus, cannot be canceled.

Now, we formally show that this weighting scheme ensures that all the cycles spanning multiple components in the tree get non-zero circulation.

Nonzero Circulation of a cycle. First, we derive an upper bound on the circulation of any cycle completely contained in a subtree $T$ of the working tree.

**Lemma 11.** The upper bound on the circulation of any cycle contained in a subtree $T$ of the working tree $T$ is $U_T = K^{h(r(T))} \times l(T)$.

**Proof.** We prove this using induction on the height of $r(T)$.

**Base case:** The height of $r(T)$ is 1. Notice that this means that $r(T)$ has the maximum depth amongst all the nodes in $T$, and therefore, $r(T)$ is a leaf node, and $T$ is a singleton. Consider the two cases: i) when $r(T)$ is a planar graph, ii) when it is a constant sized graph.

By our weight assignment, if $r(T)$ is planar, the total weight of all the edges is zero. On the other hand, if $r(T)$ is a constant sized graph, the maximum circulation of a cycle is the sum of weights of its edges, that is, $\sum_{i=1}^{m} (K^0 \times 1 \times 2^i) < 2^{m+1} \leq K$. Thus, the circulation is upper bounded by $K^{h(r(T))} \times l(T)$ (as $l(T) = 1$).

**Induction hypothesis:** For any tree $T'$ with $h(r(T')) \leq j - 1$, the upper bound is $U_{T'} = K^{h(r(T'))} \times l(T')$.

**Induction step:** We will prove that for any tree $T$ with $h(r(T)) = j$, the upper bound is $U_T = K^{h(r(T))} \times l(T)$.

Let the subtrees attached at $r(T)$ be $\{T_1, T_2, \ldots, T_k\}$. For any cycle in $T$, sum of the circulations of its projections on the subtrees $T_1, T_2, \ldots, T_k$ can be at most $\sum_{i=1}^{k} U_{T_i}$.

First, we handle the case when $r(T)$ is planar. For any subtree $T_i$, the total circulation of faces in $r(T)$ due to connection to $T_i$ can be $6 \times K^{h(r(T_i))} \times l(T_i)$. This is because the circulation of each face adjacent to the separating set connecting with $T_i$ is $2 \times K^{h(r(T_i))} \times l(T_i)$, and there can be at most 3 such faces. Thus,

$$U_T = \sum_{i=1}^{k} U_{T_i} + \sum_{i=1}^{k} \left(6 \times K^{h(r(T_i))} \times l(T_i)\right)$$
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$$= \sum_{i=1}^{k} (K^{h(r(T))} \times l(T_i)) + \sum_{i=1}^{k} (6 \times K^{h(r(T))} \times l(T_i))$$

$$= 7 \times K^{h(r(T)) - 1} \times \sum_{i=1}^{k} l(T_i) \quad (\because \forall i, h(r(T_i)) = h(r(T)) - 1)$$

$$< K^{h(r(T))} \times \sum_{i=1}^{k} l(T_i) \quad (\because K > 7)$$

$$= K^{h(r(T))} \times l(T)$$

Now, consider the case when $r(T)$ is a small non-planar graph. The maximum possible contribution from edges of $r(T)$ to the circulation of a cycle in $T$ is less than $2^{n+1} \times K^{h(r(T)) - 1} \times l(T)$. Similar to the case when $r(T)$ is planar, contribution from all subtrees is at most $K^{h(r(T)) - 1} \times l(T)$. The total circulation of a cycle in $T$ can be at most the sum of these two bounds, and is thus bounded above by $(2^{n+1} + 1) \times K^{h(r(T)) - 1} \times l(T)$. Since, $K > 2^{n+2}$, the total possible circulation is less than $K^{h(r(T))} \times l(T)$.

Therefore, the upper bound $U_T = K^{h(r(T))} \times l(T)$.

To see that each cycle gets a nonzero circulation, recall Lemma 8, which says that the circulation of the cycle is the sum of circulations of its projections on different components. Consider a cycle $C$. Recall that components with a non-empty projection of $C$ form a subtree $S_C$ in the component tree. From Claim 10, we can find a node $v^*$ in $S_C$ such that all other nodes in $S_C$ are its descendants in the working tree $T$. Thus, $v^*$ is the unique minimum depth component on which $C$ has a non-empty projection. Now, we show two things: (i) the contribution to the circulation from this component is nonzero, and (ii) it is larger than sum of all the circulation contributions from all its subtrees in the working tree.

Let $v^*$ be the root of a subtree $T$ in the working tree. Let the subtrees attached at $r(T)$ (= $v^*$) be $\{T_1, T_2, \ldots, T_k\}$ and the separating sets in $r(T)$ at which they are attached be $\{\tau_1, \tau_2, \ldots, \tau_k\}$ respectively.

**Case 1:** When $r(T)$ is a constant-sized component. It is easy to see that the circulation of any cycle in this component will be nonzero as long as it takes a real edge, because the weights given are powers of 2. Also, the minimum weight of any edge in $r(T)$ is $2 \times \sum_{i=1}^{k} U_{T_i}$. Thus, when a cycle takes a real edge, contribution to its circulation from $r(T)$ is larger than the contribution from higher depth components (components in the subtrees attached at $r(T)$). And any cycle has to take a real edge, as the virtual edges and triangles all have disjoint set of vertices. (Here, the virtual triangle does not count as a cycle).

**Case 2:** When $r(T)$ is a planar component. The crucial observation here is that in a planar graph, all the faces inside a cycle contribute to its circulation in the same orientation.

**Claim 12 ([6]).** In a planar graph, circulation of a cycle in clockwise orientation is the sum of circulations of the faces inside it (a proof can be found in [3]).

Since $C$ passes through at least one of the subtrees attached at $r(T)$, say $T_i$, it must go through the separating set $\tau_i$. Hence, the projection of $C$ in $r(T)$, say $C'$, must use the virtual edge (or one of the edges in the virtual triangle) corresponding to $\tau_i$. This would imply that at least one of the faces adjacent to $\tau_i$ is inside $C'$. This is true for any subtree $T_i$ which $C$ passes through. As the faces adjacent to separating sets have nonzero circulations and each face has a positive circulation in clockwise direction, the circulation of $C'$ is nonzero.

Recall that circulation of any face adjacent to $\tau_i$ is $2U_{T_i}$, where $U_{T_i}$ is the upper bound on circulation contribution from $T_i$. This implies that the circulation of $C'$ will surpass the
total circulation from all the subtrees which \( C \) passes through. Thus, we can conclude the following.

▶ **Lemma 13.** Circulation of any cycle which passes through at least two components is nonzero.

**Face circulations using edge weights:** Now, we come back to the question of assigning weights to the edges in a planar component such that the faces get the desired circulations. Lemma 14 describes this procedure for any planar graph.

▶ **Lemma 14 ([19]).** Let \( G(V, E) \) be a planar graph with \( F \) being its set of inner faces in some planar embedding. For any given function on the inner faces \( w' : F \rightarrow \mathbb{Z} \), a skew-symmetric weight function \( w : \vec{E} \rightarrow \mathbb{Z} \) can be constructed in log-space such that each face \( f \in F \) has a circulation \( w'(f) \) (a proof can be found in the full version [3]).

This scheme can assign weight to any edge in the given graph, while we are not allowed to give weights to virtual edges/triangles. So, we first collapse all the virtual triangles to one node and all the virtual edges to one node. As no two virtual triangles/edges are adjacent, after this operation, every face remains a non-trivial face (except the virtual triangle face). Now, we apply the procedure from Lemma 14. After undoing the collapse, the circulations of the faces will not change and we will have the desired circulations.

**Circulation of cycles contained within a single component:** To construct \( w_1 \) for planar components, we assign +1 circulation to every face using Lemma 14 (similar to the case of multiple components). This would ensure nonzero circulation for every cycle within the planar component. This construction has been used in [19] for bipartite planar graphs. [29] also gives a log-space construction which ensures nonzero circulation for all cycles in a planar graph, using Green’s theorem.

For the non-planar components, \( w_0 \) already ensures that each cycle has non-zero circulation. Therefore, we set \( w_1 = 0 \). Use a linear combination of \( w_0 \) and \( w_1 \) such that they do not interfere with each other. Such a combination is easy to achieve by multiplying \( w_1 \) by \( n^2 \) or a higher power of \( n \) since \( w_0 \) is \( O(n) \). This together with Lemma 13 gives us the following.

▶ **Lemma 15.** Circulation of any cycle is non-zero.

**Complexity:** The weights given by this scheme are polynomially bounded and the weight-construction procedure can be done in log-space (see the full version [3] for details).

### 3.3 Construction of the Working Tree

Now, we describe a log-space construction of the working tree. The idea is obtained from the construction of [21, Lemma 6], where they create a \( O(\log n) \)-depth tree of well-matched substrings of a given well-matched string. Recall that for a tree \( S \), the working tree \( \text{wt}(S) \) is constructed by first choosing a center node \( c(S) \) of \( S \) and marking it as the root of \( \text{wt}(S) \), and then recursively finding the working trees for each component obtained by removing the node \( c(S) \) from \( S \) and connecting them to the root of \( \text{wt}(S) \), as subtrees.

First, consider the following possible definition of the center: for any tree \( S \) with \( n \) nodes, one can define its center to be a node whose removal would give disjoint components of size \( \leq 1/2|S| \). Finding such a center is an easy task and can be done in log-space. Clearly, the
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depth of the working tree would be $O(\log n)$. It is not clear if the recursive procedure of finding centers for each resulting component can be done in log-space. Therefore, we give a more involved way of defining centers, so that the whole recursive procedure can be done in log-space.

First, we make the tree $S$ rooted at an arbitrary node $r$. To find the child-parent relations of the rooted tree, one can do the standard log-space traversal of a tree.

**Tree traversal** [22]: for every node, give its edges an arbitrary cyclic ordering. Start traversing from the root $r$ by taking an arbitrary edge. If you arrive at a node $u$ using its edge $e$ then leave node $u$ using the right neighbor of $e$. This traversal ends at $r$ with every edge being traversed exactly twice.

For any node $v$, let $S_v$ denote the subtree of $S$, rooted at $v$. For any node $v$ and one of its descendant nodes $v'$ in $S$, let $S_{v,v'}$ denote the tree $S_v \setminus S_v'$. Moreover $S_{v,c}$ would just mean $S_v$, for any $v$. With our new definition of the center, at any stage of the recursive procedure, the component under consideration will always be of the form $S_{v,v'}$, for some nodes $v, v' \in S$. Now, we give a definition of the center for a rooted tree of the form $S_{v,v'}$.

**Center $c(S_{v,v'})$:**

**Case (i)** When $v' = \epsilon$, i.e. the given tree is $S_v$. Let $c$ be a node in $S_v$, such that its removal gives components of size $\leq 1/2|S_v|$. If there are more than one such nodes then choose the lexicographically smallest one (there is at least one such center [17]). Define $c$ as the center of $S_{v,v'}$.

Let the children of $c$ in $S_v$ be $\{c_1, c_2, \ldots, c_k\}$. Clearly, after removing $c$ from $S_v$, the components we get are $S_{c_1}, S_{c_2}, \ldots, S_{c_k}$ and $S_{v,c}$. Thus, they are all of the form described above, and have size $\leq 1/2|S_v|$.

**Case (ii)** When $v'$ is an actual node in $S_v$. Let the node sequence on the path connecting $v$ and $v'$ be $(u_0, u_1, \ldots, u_p)$, with $u_0 = v$ and $u_p = v'$. Let $0 \leq i < p$ be the least index such that $|S_{u_{i+1}, v'}| \leq 1/2|S_{v,v'}|$. This index exists because $|S_{u_p, v'}| = 0$. Define $u_i$ as the center of $S_{u_i,v'}$.

Let the children of $u_i$, apart from $u_{i+1}$, be $\{c_1, c_2, \ldots, c_k\}$. After removal of $u_i$ from $S_{v,v'}$, the components we get are $S_{c_1}, S_{c_2}, \ldots, S_{c_k}, S_{u_{i+1}, v'}$ and $S_{v,c}$. By the choice of $i$, $|S_{u_i, v'}| > 1/2|S_{v,v'}|$. Thus, $|S_{u_i, u_i}| \leq 1/2|S_{v,v'}|$. So, the only components for which we do not have a guarantee on their sizes, are $S_{c_1}, S_{c_2}, \ldots, S_{c_k}$. Observe that when we find a center for the tree $S_{c,\epsilon}$ in the next recursive call, it will fall into case (i) and the components we get will have their sizes reduced by a factor of $1/2$.

Thus, we can conclude that in the recursive procedure for constructing the working tree, we reduce the size of the component by half in at most two recursive calls. Hence, the depth of working tree is $O(\log n)$.

Now, we describe a log-space procedure for the working tree.

▶ **Lemma 16.** For any tree $S$, its working tree $\text{wt}(S)$ can be constructed in log-space.

**Proof.** We just describe a log-space procedure for finding the parent of a given node $x$ in the working tree. Running this procedure for every node will give us the working tree.

Find the center of the tree $S$. Removing the center would give many components. Find the component $S_1$, to which the node $x$ belongs. Apply the same procedure recursively on $S_1$. Keep going to smaller components which contain $x$, till $x$ becomes the center of some component. The center of the previous component in the recursion will be the parent of $x$ in the working tree.
In this recursive procedure, to store the current component $S_{v,v'}$, we just need to store two nodes $v$ and $v'$. Apart from these, we need to store the center of the previous component and size of the current component.

To find the center of a given component $S_{v,v'}$, go over all possibilities of the center, depending on whether $v'$ is in or a node. For any candidate center $c$, find the sizes of the components generated if $c$ is removed. Check if the sizes satisfy the specified requirements. Any of these components is also of the form $S_{u,u'}$ and thus can be stored with two nodes.

By the standard log-space traversal of a tree, for any given tree $S_{v,v'}$, one can count the number of nodes in it and test membership of a given node. Thus, the whole procedure works in log-space.

4 Discussion

One of the open problems is to construct a polynomially bounded isolating weight assignment for a more general class of graphs, in particular, for all bipartite graphs. Our approach does not directly extend to more general minor-free graphs, because their decomposition can involve separating sets of size more than 3. For example, when we have a separating set of size 4, a cycle can have two different projections in a component, i.e., it enters the component twice and leaves the component twice. These two projections can contribute to the total circulation with opposite signs and can cancel each other.

The isolation question is also open for general planar graphs and small genus bipartite graphs.

Acknowledgements. We thank Arpita Korwar for various helpful discussions.

References


Derandomizing Isolation Lemma for $K_{3,3}$-free and $K_5$-free Bipartite Graphs


31 Vijay V. Vazirani. NC algorithms for computing the number of perfect matchings in $K_{3,3}$-free graphs and related problems. Information and Computing, 80(2):152–164, 1989.


Entropy Games and Matrix Multiplication Games* 

Eugene Asarin\(^1\), Julien Cervelle\(^2\), Aldric Degorre\(^3\), Cătălin Dima\(^4\), Florian Horn\(^5\), and Victor Kozyakin\(^6\)

1 IRIF, University Paris Diderot and CNRS, France
2 LACL, University Paris-Est Créteil, France
3 IRIF, University Paris Diderot and CNRS, France
4 LACL, University Paris-Est Créteil, France
5 IRIF, University Paris Diderot and CNRS, France
6 IITP, Russian Academy of Science, Russia

Abstract

Two intimately related new classes of games are introduced and studied: entropy games (EGs) and matrix multiplication games (MMGs). An EG is played on a finite arena by two-and-a-half players: Despot, Tribune and the non-deterministic People. Despot wants to make the set of possible People’s behaviors as small as possible, while Tribune wants to make it as large as possible. An MMG is played by two players that alternately write matrices from some predefined finite sets. One wants to maximize the growth rate of the product, and the other to minimize it. We show that in general MMGs are undecidable in quite a strong sense. On the positive side, EGs correspond to a subclass of MMGs, and we prove that such MMGs and EGs are determined, and that the optimal strategies are simple. The complexity of solving such games is in $\mathbf{NP} \cap \mathbf{coNP}$.
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1 Introduction

In recent years, some of us have been working on a new non-probabilistic quantitative approach to classical models in computer science based on the notion of language entropy (growth rate). This approach has produced new insights about timed automata and languages [1] as well as temporal logics [2]. In this article, we apply it to game theory and obtain a new natural class of games that we call entropy games (EGs). Such a game is played on a finite arena in a turn-based way, in infinite time, by two-and-a-half\(^3\) players: Despot, Tribune and the non-deterministic People. Whenever Despot and Tribune decide on their strategies $\sigma$ and $\tau$, it leaves a set $L(\sigma, \tau)$ (an $\omega$-language) of possible behaviors of People. Despot wants $L(\sigma, \tau)$ to be as small as possible, while Tribune wants to make this language as large as possible. Formally the payoff of the game is the entropy of $L(\sigma, \tau)$, with Despot minimizing and Tribune maximizing this value.

* The support of Agence Nationale de la Recherche under the project EQINOCS (ANR-11-BS02-004) is gratefully acknowledged. The results of Section 4 were obtained at the Institute for Information Transmission Problems, Russian Academy of Science, by V. Kozyakin at the expense of the Russian Science Foundation (project 14-50-00150).

\(^3\) Although this term is mostly used for stochastic games, it is also an appropriate description of EGs.
11:2  Entropy Games and Matrix Multiplication Games

Potentially these games can be used to model hidden channel capacity problems in computer security, where the aim of the security policy (Despot) is to minimize the information flow whatever the environment (Tribune) does. EGs can also be rephrased in terms of population dynamics, where one player aims to maximize the population growth rate, while the other minimizes it; applications of this setting to medicine, ecology, and computer security (virus propagation) are still to be explored. On the theoretical side, well-known mean-payoff games on finite graphs can be seen as a subclass of our EGs. However the purpose of this paper is to explore the theoretical setting of EGs, we therefore leave applications and identification of relevant subclasses of EGs for further work.

The second class of objects studied is that of matrix multiplication games (MMGs), which came naturally when analyzing EGs and is, in our opinion, novel and interesting on its own. In such a game, two players, Adam and Eve, each possess a set of matrices, $A$ and $E$, respectively. The game is played in a turn-based way, in infinite time. At every turn, the player writes a matrix from his or her set. Adam wants the norm of the product of matrices $A_1E_1A_2E_2\ldots$ obtained to be as small as possible (in the limit), while Eve wants it to be as large as possible. Formally, the payoff is the growth rate of the norm of the product.

Fortunately, MMGs have tractable subclasses. We reduce EGs to a particular subclass of MMGs (referred to as IMMGs), when the sets $A$ and $E$ are so-called independent row uncertainty sets of non-negative matrices [5], and show that for this class the game can be solved: it is determined, and for each player the optimal strategy is to write one and the same matrix at every turn. This result is based on a new, quite technical, minimax theorem on the spectral radius of products of the type $AB$ where both $A$ and $B$ belong to sets of matrices with independent row uncertainties. We deduce that EGs are determined, and that the optimal strategies for Despot and Tribune are positional. A careful complexity analysis of the games considered (EGs and IMMGs) allows to prove that comparing their value to a rational constant can be done with complexity $\text{NP} \cap \text{coNP}$.

The article is structured as follows. In Sect. 2 we recall useful notions from linear algebra and language theory. In Sect. 3 we formally define the two games and show how they are related, we also prove undecidability of general MMGs. In Sect. 4 we prove the key technical minimax theorem for matrices. In Sect. 5 we prove the main properties of EGs and IMMGs: determinacy, existence of simple strategies and complexity bounds. In Sect. 6 we relate the EGs studied here to classical mean-payoff games and a new kind of population games. We conclude with a discussion on the perspectives. Proofs of all lemmas can be found in [3].

2 Preliminaries

2.1 Some Linear Algebra

Given two vectors $x, y \in \mathbb{R}^N$, we write $x \succeq y$, if $x_i \geq y_i$ for each $1 \leq i \leq N$. Similar notation will be applied to matrices. We denote by $\| \cdot \|$ the 1-norm of vectors and matrices. Note that, for non-negative vectors and matrices, $\|x\| = \sum_i x_i$. 
Let $A$ be an $(N \times N)$-matrix. Its spectral radius is defined as the maximal modulus of its eigenvalues and denoted by $\rho(A)$. It characterizes the growth rate of $A^n$ for $n \to \infty$: according to Gelfand’s formula $\lim_{n \to \infty} \|A^n\|^{1/n} = \rho(A)$. The spectral radius depends continuously on the matrix, and is monotone for non-negative matrices [14, Cor. 8.1.19]: $\rho(A) \leq \rho(B)$ when $0 \leq A \leq B$. If $A > 0$, i.e., all the elements of $A$ are positive, then by the Perron–Frobenius theorem, the number $\rho(A)$ is a simple eigenvalue of the matrix $A$, and all the other eigenvalues of $A$ are strictly less than $\rho(A)$ in modulus. The eigenvector $v = (v_1, v_2, \ldots, v_N)^T$ corresponding to the eigenvalue $\rho(A)$ (normalized, for example, by the equation $\sum v_i = 1$) is uniquely determined and positive.

Following [5], given $N$ sets of $M$-dimensional rows $\mathcal{A}_i$ we define the IRU-set (independent row uncertainty set) $\mathcal{A}$ of $(N \times M)$-matrices that consists of all matrices of the form $A = (a_{ij})_{1 \leq i \leq N, 1 \leq j \leq M}$ wherein each of the rows $a_i = [a_{i1}, a_{i2}, \ldots, a_{iM}]$ belongs to the respective $\mathcal{A}_i$. We will need several simple properties of IRU-sets.

**Lemma 1.** For an IRU-set $\mathcal{A}$ formed by sets of rows $\mathcal{A}_1, \mathcal{A}_2, \ldots, \mathcal{A}_N$ the following holds:

- (i) for any matrix $B$ the set $\mathcal{A}B = \{ AB \mid A \in \mathcal{A}\}$ is IRU as well;
- (ii) the convex hull $\text{conv}(\mathcal{A})$ is the IRU-set formed by the row sets $\text{conv}(\mathcal{A}_1), \ldots, \text{conv}(\mathcal{A}_N)$;
- (iii) the set $\mathcal{A}$ is compact if and only if so are all the row sets $\mathcal{A}_1, \mathcal{A}_2, \ldots, \mathcal{A}_N$.

### 2.2 Joint Spectral Radius and Subradius

The joint spectral radius [19, 9, 10] of a bounded set $\mathcal{A}$ of $(N \times N)$-matrices characterizes the maximal growth rate of products of $n$ matrices from the set and admits the following equivalent definitions (where the identity between the upper and the lower formulas constitutes the famous Berger-Wang Theorem [4]):

$$\hat{\rho}(\mathcal{A}) = \lim_{n \to \infty} \sup \left\{ \| A_1 \cdots A_n \|^{1/n} \mid A_i \in \mathcal{A} \right\} = \inf_{n \geq 1} \left\{ \| A_1 \cdots A_n \|^{1/n} \mid A_i \in \mathcal{A} \right\}$$

$$= \lim_{n \to \infty} \sup \left\{ \rho(A_1 \cdots A_n)^{1/n} \mid A_i \in \mathcal{A} \right\} = \sup_{n \geq 1} \left\{ \rho(A_1 \cdots A_n)^{1/n} \mid A_i \in \mathcal{A} \right\}. \quad (1)$$

For a compact (closed and bounded) set $\mathcal{A}$, the suprema in (1) may be replaced by maxima.

The joint spectral subradius [13], or lower spectral radius, corresponds to the minimal growth rate of products of matrices:

$$\check{\rho}(\mathcal{A}) = \lim_{n \to \infty} \inf \left\{ \| A_1 \cdots A_n \|^{1/n} \mid A_i \in \mathcal{A} \right\} = \inf_{n \geq 1} \left\{ \| A_1 \cdots A_n \|^{1/n} \mid A_i \in \mathcal{A} \right\}$$

$$= \sup_{n \geq 1} \left\{ \rho(A_1 \cdots A_n)^{1/n} \mid A_i \in \mathcal{A} \right\} = \inf_{n \geq 1} \left\{ \rho(A_1 \cdots A_n)^{1/n} \mid A_i \in \mathcal{A} \right\}.$$

The equivalence of the characterizations based on norms and on spectral radii is established in [13, Thm B1] for finite sets $\mathcal{A}$, and in [21, Lemma 1.12] and [8, Thm 1] for arbitrary sets $\mathcal{A}$. Calculating the joint and lower spectral radii is a challenging problem, and only in exceptional cases these characteristics may be found explicitly, see, e.g., [15, 16] and the bibliography therein. The case of compact IRU-sets of non-negative matrices is such an exception, for which $\hat{\rho}$ and $\check{\rho}$ admit a simple characterization: as stated in [17, Thm 2], for such a set $\mathcal{A}$ the following equalities hold:

$$\hat{\rho}(\mathcal{A}) = \max_{A \in \mathcal{A}} \rho(A), \quad \check{\rho}(\mathcal{A}) = \min_{A \in \mathcal{A}} \rho(A). \quad (2)$$
Compact IRU-sets of non-negative matrices and their convex hulls have another useful property: as is shown in [17, Cor. 1],
\[
\max_{A \in \mathcal{A}} \rho(A) = \max_{A \in \text{conv}(\mathcal{A})} \rho(A), \quad \min_{A \in \mathcal{A}} \rho(A) = \min_{A \in \text{conv}(\mathcal{A})} \rho(A),
\]
and hence \( \hat{\rho}(\mathcal{A}) = \hat{\rho}({\text{conv}(\mathcal{A})}) \), \( \check{\rho}(\mathcal{A}) = \check{\rho}({\text{conv}(\mathcal{A})}) \).

### 2.3 Entropy of an \( \omega \)-Language

The notion of entropy of a language and methods for computing it in the case of regular languages were introduced in [7] for finite words and in [20] for infinite ones. We will use the latter definition. The entropy of an \( \omega \)-language \( L \subseteq \Sigma^\omega \) is defined as
\[
H(L) = \limsup_{n \to \infty} \frac{\log |\text{pref}_n(L)|}{n}
\]
(all the logarithms here are in base 2), where \( \text{pref}_n(L) \) is the set of prefixes of length \( n \) of infinite words in \( L \). Intuitively, \( H(L) \) is the information content (“bandwidth”), measured in bits per symbol, in typical words of the language. In particular, \( H(\Sigma^\omega) = \log |\Sigma| \).

For a regular \( L \subseteq \Sigma^\omega \) accepted by a given Büchi automaton, its entropy can be effectively computed as follows: compute the (finite) automaton recognizing \( \text{pref}(L) \), determinize it, and compute the entropy as the logarithm of the spectral radius of the adjacency matrix of the automaton obtained.

### 3 The Two Games

#### 3.1 Entropy Games

Consider the arena \((D, T, \Sigma, \Delta)\) where \( D \) and \( T \) are disjoint finite sets of vertices (of two players), \( \Sigma \) a finite alphabet of actions and \( \Delta \subseteq T \times \Sigma \times D \cup D \times \Sigma \times T \) is a transition relation. Given such an arena, we define a game with two-and-a-half players: Despot, Tribune and People. The latter plays non-deterministically and counts for half a player. People chooses the initial state in \( D \). When the game is in a state \( d \in D \), Despot plays an action \( a \in \Sigma \) and the game changes to some \( t \in T \) (chosen by People) such that \((d, a, t) \in \Delta \). Then, Tribune plays an action \( b \in \Sigma \) and the game changes its state to \( d' \in D \), again chosen by People and such that \((t, b, d') \in \Delta \). It is again Despot’s turn. The players must not block the game: they always choose an action that has a corresponding transition \((d, a, \cdot) \in \Delta \), or \((t, b, \cdot) \in \Delta \), respectively. We assume that the arena is non-blocking: at every state there is at least one such transition. Figure 1 shows an example of such an arena, which we will use as a running example in this paper.

A play of the EG is a finite or infinite sequence \( \pi \in (D \cdot \Sigma \cdot T \cdot \Sigma)^\omega \) compatible with the transition relation \( \Delta \). Note that four letters in a row correspond to one turn of the game. A strategy \( \sigma \) for Despot is a function \((D \cdot \Sigma \cdot T \cdot \Sigma)^* \cdot D \to \Sigma \) that, given any finite play ending in a \( D \) state, outputs an action taken by Despot. The strategy is positional if it only depends on the current state of the game, i.e. it can be expressed just as \( \sigma(d) \). A strategy \( \tau \) for Tribune is a function \((D \cdot \Sigma \cdot T \cdot \Sigma)^* \cdot D \cdot \Sigma \cdot T \to \Sigma \) which, given any finite play ending in a \( T \) state, outputs the action taken by Tribune. The strategy is positional if it only depends on the current state of the game. In a natural way we define plays compatible with a Despot’s strategy \( \sigma \), or with a Tribune’s strategy \( \tau \). Then, given \( \sigma \) and \( \tau \), we have an \( \omega \)-language \( L(\sigma, \tau) \) containing all the plays compatible with \( \sigma \) and \( \tau \). In other words,
Figure 1. Left. Arena of our running example of an entropy game. Circles are states of the Despot while squares are states of the Tribune. At each move, the player has to choose between actions $a$ and $b$, the outcome of which may sometimes be non-deterministic (e.g. when Despot plays $a$ in state $d_2$, the next state may non-deterministically be either $t_1$ or $t_3$). Right. A finite play on this arena. Despot plays $ab$ (whatever his opponent does) while Tribune plays $aa$. We only give, for each step, the number of words that end up in each state controlled by the active player.

$L(\sigma, \tau)$ is the set of runs that People can choose if Despot and Tribune commit themselves to $\sigma$ and $\tau$. What makes EGs different from other games (parity/mean-payoff etc.) is that the payoff does not depend on a single run of the game, but on the whole set of possible runs. More precisely, the payoff (the amount that Despot pays to Tribune) is defined as $P(\sigma, \tau) = \lim\sup_{n \to \infty} \frac{|\text{pref}_4^n(L(\sigma, \tau))|}{n}$, that is the growth rate (w.r.t. the number of turns) of the number of plays available to the People under the strategies $\sigma$ and $\tau$. Note that the payoff is a monotone function of the entropy of $L(\sigma, \tau)$, indeed $P(\sigma, \tau) = 2^{4H(L(\sigma, \tau))}$, i.e. Despot tries to diminish the entropy while Tribune aims to augment it.

3.2 Matrix Multiplication Games

Let $\mathcal{A}$ be a set of $M \times N$-matrices and $\mathcal{E}$ of $N \times M$-matrices. The MMG between two players, Adam and Eve, is played as follows: in turn, for every $i \in \mathbb{N}$, Adam writes a matrix $A_i \in \mathcal{A}$ and then Eve writes a matrix $E_i \in \mathcal{E}$. Formally, we define a play as an infinite sequence $A_1E_1A_2E_2\ldots A_iE_i\ldots$ with $A_i \in \mathcal{A}$ and $E_i \in \mathcal{E}$. A strategy for Adam is a function $\sigma : (\mathcal{A} \cdot \mathcal{E})^* \to \mathcal{A}$ that maps any finite history (which is a sequence of matrices) to Adam’s next move. Similarly, a strategy for Eve is a mapping $\tau : (\mathcal{A} \cdot \mathcal{E})^* \cdot \mathcal{A} \to \mathcal{E}$. A strategy is called constant if it does not depend on the history, i.e. is given by just one matrix: $\sigma = A \in \mathcal{A}$ or $\tau = E \in \mathcal{E}$. We define a play compatible with a strategy $\sigma$ (or $\tau$) in a natural way. Note that, given a strategy $\sigma$ for Adam and a strategy $\tau$ for Eve, there exists a unique play $\pi(\sigma, \tau)$ compatible with both of them. The payoff of a play $\pi = A_1E_1A_2E_2\ldots A_iE_i\ldots$ (that is, the amount that Adam pays to Eve) is the growth rate of the norm of the infinite product of matrices: $P(\pi) = P(\sigma, \tau) = \lim\sup_{k \to \infty} \left\|\prod_{i=1}^k A_iE_i\right\|^{1/k}$.

3.3 General Matrix Multiplication Games are Undecidable

The difficulty of general MMGs should be compared with results on the difficulty of JSR (joint spectral radius) computation. Thus, as proved in [6, Thm 2], given a finite set $\mathcal{E}$ of non-negative matrices with rational elements, it is undecidable whether $\hat{\rho}(\mathcal{E}) \leq 1$. The
decidability status of the problem \( \hat{\rho}(\mathcal{E}) < 1 \) is unknown. Finally, it is immediate from the characterization (1) that, given a precision \( \varepsilon > 0 \), it is possible to compute \( \varepsilon \)-approximation of \( \hat{\rho}(\mathcal{E}) \) (in other words \( \hat{\rho}(\mathcal{E}) \) is computable as function of \( \mathcal{E} \) in the sense of computable analysis, see [24]).

> **Theorem 2.** Given a determined MMG with finite sets of non-negative matrices with rational elements and \( \alpha \in \mathbb{Q}_+ \), the decision problem for its value \( V \leq \alpha \) is undecidable.

**Proof.** Let \( \mathcal{A} = \{Id\} \) (Adam is trivial) and \( \mathcal{E} \) be a finite set of non-negative matrices with rational elements. The corresponding MMG is determined with value \( V = \hat{\rho}(\mathcal{E}) \) and thus the decision problem \( V \leq 1 \) is undecidable due to [6, Thm 2], cited above.

To prove stronger undecidability results for MMGs without direct counterparts for the JSR, we need a couple of simulation lemmas: for arbitrary matrices and for non-negative ones.

> **Lemma 3.** Given a two-counter machine \( M \), one can construct two finite sets of integer matrices \( \mathcal{A} \) and \( \mathcal{E} \) such that the corresponding MMG is determined and its value \( V \) satisfies: “if \( M \) halts (starting with counters containing 0) then \( V = 0 \), else \( V = 1 \)”.

> **Lemma 4.** Given a two-counter machine \( M \), one can construct two finite sets of non-negative integer matrices \( \mathcal{A} \) and \( \mathcal{E} \) such that the corresponding MMG satisfies: “if \( M \) halts then Adam can ensure payoff \( < 2 \), otherwise Eve can ensure payoff \( \geq 2 \).”

In both cases the construction, inspired by [11], follows the same principle: Eve tries to simulate the machine \( M \); if she cheats, then Adam detects this and “resets” the product. Since the halting problem is undecidable, we obtain immediately the following two theorems.

> **Theorem 5.** Given a determined MMG with finite sets of matrices with integer elements

- its value \( V \) is not computable from the matrices;
- it is not computable even knowing a priori that \( V \in \{0,1\} \).

Hence the MMG value cannot be approximated and is not computable (as function of \( \mathcal{A} \) and \( \mathcal{E} \)) in the sense of computable analysis.

> **Theorem 6.** Given an MMG with finite sets of non-negative matrices with integer elements, it is undecidable whether the maximal payoff that Eve can ensure is \( < 2 \).

### 3.4 Relations Between the Two Kinds of Games

Fortunately, as will be shown below, the subclass of MMGs with IRU-sets of non-negative matrices is much easier to solve. In this section, we relate EGs to such MMGs.

Let \( \mathbf{A} = (D,T,\Sigma,\Delta) \) be an arena with \( D = \{d_1,\ldots,d_M\} \) and \( T = \{t_1,\ldots,t_N\} \). We define matrix sets \( \mathcal{A}, \mathcal{E} \) as follows. For each Despot’s vertex \( d_i \in D \), and action \( a \in \Sigma \) we define the row \( c_{ia} = [c_{ia,1},\ldots,c_{ia,N}] \) where \( c_{ia,j} = 1 \) if \( (d_i,a,t_j) \in \Delta \) and \( c_{ia,j} = 0 \) otherwise. Next we define the row set \( \mathcal{A}_i = \{c_{ia} \neq 0 \mid a \in \Sigma\} \) (non-zero rows correspond to non-blocking actions). Row sets \( \mathcal{A}_1,\ldots,\mathcal{A}_M \) determine an IRU-set of matrices \( \mathcal{A} \). The IRU-set \( \mathcal{E} \) corresponding to Tribune’s actions is defined similarly. In the running example in Figure 1, for instance, the row sets are the following: \( \mathcal{A}_1 = \{[1,1,0]\}, \mathcal{A}_2 = \{[0,1,0],[1,0,1]\}, \mathcal{A}_3 = \{[0,1,1]\}, \mathcal{E}_1 = \{[0,1,0],[1,0,0]\}, \mathcal{E}_2 = \{[1,1,1]\}, \mathcal{E}_3 = \{[0,1,0],[0,0,1]\} \).

Note first that there is a natural bijection between the positional strategies of Despot and the set \( \mathcal{A} \): any positional strategy \( \sigma : D \to \Sigma \) corresponds to the matrix \( A_{\sigma} \in \mathcal{A} \) with \( i \)-th row \( c_{ia,d_i} \) for Adam. Similarly, a positional strategy of Tribune \( \tau \) corresponds to Eve’s matrix \( E_\tau \in \mathcal{E} \). The following lemma generalizes this observation to any type of strategies:
Lemma 7. Let $A$ be an arena and $\mathcal{A}, \mathcal{B}$ the corresponding IRU matrix sets. Then for every pair of strategies $(\sigma, \tau)$ of Despot and Tribune in the EG on $A$ there exists a pair of strategies $(\varsigma, \theta)$ of Adam and Eve in the MMG $\text{conv}(\mathcal{A}), \text{conv}(\mathcal{B})$) with exactly the same payoff. Moreover, if $\sigma$ is positional, then $\varsigma$ is constant and permanently chooses $A_\varsigma$. The case of positional $\tau$ is similar.

Note that Lemma 7 provides a rather weak relation between two games and does not mean, by itself, that the two games have the same value. However, we will show later (cf. Lemma 15) that optimal constant strategies in the MMG that belong to $\mathcal{A}$ and $\mathcal{B}$ are in bijection with optimal positional strategies in the EG.

4 Minimax Theorem for IRU-Sets of Matrices

In this section, we prove the key theorem of this article.

Theorem 8. Let $\mathcal{A}$ be a compact IRU-set of non-negative $(N \times M)$-matrices and $\mathcal{B}$ be a compact IRU-set of non-negative $(M \times N)$-matrices. Then

$$\min_{A \in \mathcal{A}} \max_{B \in \mathcal{B}} \rho(AB) = \max_{B \in \mathcal{B}} \min_{A \in \mathcal{A}} \rho(AB).$$

(4)

In the rest of the article we will denote this minimax by $\minmax(\mathcal{A}, \mathcal{B})$. The study of minimax relations will be based on the following well-known fact:

Lemma 9 (see [23, Sect. 13.4]). Let $f(x, y)$ be a continuous function on the product of compact spaces $X \times Y$. Then $\min_x \max_y f(x, y) = \max_y \min_x f(x, y)$.

The exact equality holds if and only if there exists a saddle point, i.e. a point $(x_0, y_0)$ satisfying the inequalities $f(x_0, y) \leq f(x_0, y_0) \leq f(x, y_0)$ for all $x \in X$, $y \in Y$.

We will also use two lemmas on matrices. The first one provides spectral radius bounds and is quite standard in Perron-Frobenius theory; as usual in this theory it relates global characteristics of a non-negative matrix (such as spectral radius) with its behavior on one non-negative vector.

Lemma 10. Let $A$ be a non-negative $(N \times N)$-matrix; then the following properties hold:

- (i) if $Au \leq \rho u$ for some vector $u > 0$, then $\rho \geq 0$ and $\rho(A) \leq \rho$;
- (ii) if furthermore $A > 0$ and $Au \neq \rho u$, then $\rho(A) < \rho$;
- (iii) if $Au \geq \rho u$ for some non-zero vector $u > 0$ and some number $\rho > 0$, then $\rho(A) \geq \rho$;
- (iv) if furthermore $Au \neq \rho u$, then $\rho(A) > \rho$.

The next lemma concerning IRU-sets of matrices is new and can be explained as follows. For an IRU-set of matrices and two vectors $u$ and $v$ we imagine that the sets $B_l = \{x : x \leq v\}$ and $B_u = \{x : v \leq x\}$ form the lower and upper bulbs of an hourglass with the neck at the point $v$. The lemma asserts that either all the grains $Au$ (for all matrices $A$ in the set) fill one of the bulbs, or there remains at least one grain in the other bulb. Clearly this alternative does not hold for general sets of matrices.

Lemma 11 (hourglass alternative). Let $\mathcal{A}$ be an IRU-set of $(N \times M)$-matrices and let $Au = v$ for some matrix $\bar{A} \in \mathcal{A}$ and vectors $u, v$. Then the following holds:

- (i) either $Au \geq v$ for all $A \in \mathcal{A}$ or exists a matrix $\bar{A} \in \mathcal{A}$ such that $Au \leq v$ and $\bar{A}u \neq v$;
- (ii) either $Au \leq v$ for all $A \in \mathcal{A}$ or exists a matrix $\bar{A} \in \mathcal{A}$ such that $Au \geq v$ and $\bar{A}u \neq v$. 
We are ready to prove the minimax theorem.

**Proof of Thm 8.** According to Lemma 9, the minimax equality (4) may occur if and only if some matrices $A \in \mathcal{A}$ and $B \in \mathcal{B}$ satisfy the inequalities

$$\rho(AB) \leq \rho(\tilde{A}B) \quad \text{for all } B \in \mathcal{B};$$

$$\rho(\tilde{A}B) \leq \rho(\tilde{A}B) \quad \text{for all } A \in \mathcal{A}. \quad (5, 6)$$

Consider first the case when all the matrices in $\mathcal{A}$ and $\mathcal{B}$ are positive. To construct the matrices $\tilde{A} \in \mathcal{A}$ and $\tilde{B} \in \mathcal{B}$ we proceed as follows. For each $B \in \mathcal{B}$ let $A_B \in \mathcal{A}$ be a matrix that minimizes (in $A$) the quantity $\rho(AB)$. Such a matrix $A_B$ exists due to compactness of the set $\mathcal{A}$ and continuity of the function $\rho(AB)$ in $A$ and $B$. Then, for each matrix $B \in \mathcal{B}$, the relations $\rho(A_B B) = \min_{A \in \mathcal{A}} \rho(AB) \leq \rho(AB)$ hold for all $A \in \mathcal{A}$. Let $\tilde{B}$ be the matrix maximizing $\min_{A \in \mathcal{A}} \rho(AB)$ over the set $\mathcal{B}$, and let $\tilde{A} = A_B$. In this case

$$\max_{B \in \mathcal{B}} \rho(A_B B) = \max_{B \in \mathcal{B}} \min_{A \in \mathcal{A}} \rho(AB) = \min_{A \in \mathcal{A}} \rho(\tilde{A}B) = \rho(\tilde{A}B), \quad (7)$$

which implies inequality (6) for all $A \in \mathcal{A}$, and it remains to prove (5) for all $B \in \mathcal{B}$.

Let $v = (v_1, v_2, \ldots, v_N)^T$ be the positive eigenvector of the $(N \times N)$-matrix $\tilde{A} \tilde{B}$ corresponding to the eigenvalue $\tilde{p} = \rho(\tilde{A}B)$. By denoting $w = Bv \in \mathbb{R}^M$ we obtain that $\tilde{p}v = Aw. \quad (8)$

Otherwise, by Lemma 11(i) there would exist a matrix $\tilde{A} \in \mathcal{A}$ such that $\tilde{p}v \geq \tilde{A}w$ and $\tilde{p}v \neq \tilde{A}w$, which implies, by the definition of the vector $w$, that $\tilde{p}v \geq \tilde{A}Bv$ and $\tilde{p}v \neq \tilde{A}Bv$. Then by Lemma 10 $\rho(\tilde{A}B) < \tilde{p} = \rho(\tilde{A}B)$, which contradicts (6). This contradiction completes the proof of inequality (8). Similarly, now we show that

$$w \geq Bv \quad \text{for all } B \in \mathcal{B}. \quad (9)$$

Again, assuming the contrary, by Lemma 11(ii) there exists a matrix $\tilde{B} \in \mathcal{B}$ such that $w \leq \tilde{B}v$ and $w \neq \tilde{B}v$. This last inequality, together with (8) applied to the matrix $A_B$, yields $\tilde{p}v \leq A_B \tilde{B}v$ and $\tilde{p}v \neq A_B \tilde{B}v$. Then by Lemma 10 $\tilde{p} < \rho(A_B \tilde{B})$, which contradicts (7) asserting that $\tilde{p} = \rho(\tilde{A}B)$ is the maximum value of the function $\rho(AB)$ over all $B \in \mathcal{B}$. This contradiction completes the proof of inequality (9).

From $\tilde{p}v = \tilde{A}w$ and (9) we obtain the inequality $\tilde{p}v \geq \tilde{A}Bv$ valid for all $B \in \mathcal{B}$, which by Lemma 10 implies the relations $\rho(\tilde{A}B) = \tilde{p} \geq \rho(AB)$ valid for all $B \in \mathcal{B}$, or, which is the same, inequality (5). The theorem is proved for positive matrices.

Consider now the general case of compact IRU-sets of non-negative matrices $\mathcal{A}$ and $\mathcal{B}$. If the set $\mathcal{A}$ is determined by some sets of $M$-rows $\mathcal{A}_i$, $i = 1, 2, \ldots, N$, then choose an arbitrary $\epsilon > 0$ and consider the sets of rows $\mathcal{A}_i^{(\epsilon)} = \{ a^{(\epsilon)} \mid a^{(\epsilon)} = a + \epsilon[1, 1, \ldots, 1], a \in \mathcal{A}_i \}$, where $i = 1, 2, \ldots, N$. In this case the IRU-set of matrices $\mathcal{A}_i^{(\epsilon)}$ consists of positive matrices $A + \epsilon \mathbf{1}$, where $A \in \mathcal{A}$ and $\mathbf{1}$ is the matrix with all elements equal to 1. Define similarly the IRU-set of matrices $\mathcal{B}_i^{(\epsilon)}$.

By the result just proved, for each $\epsilon > 0$ the minimax equality holds for positive matrices: $\min_{A \in \mathcal{A}_i^{(\epsilon)}} \max_{B \in \mathcal{B}_i^{(\epsilon)}} \rho(AB) = \max_{B \in \mathcal{B}_i^{(\epsilon)}} \min_{A \in \mathcal{A}_i^{(\epsilon)}} \rho(AB)$, which by Lemma 9 is equivalent to the existence of $\tilde{A}_\epsilon \in \mathcal{A}$ and $\tilde{B}_\epsilon \in \mathcal{B}$ such that

$$\rho((\tilde{A}_\epsilon + \epsilon \mathbf{1})(B + \epsilon \mathbf{1})) \leq \rho((\tilde{A}_\epsilon + \epsilon \mathbf{1})(\tilde{B}_\epsilon + \epsilon \mathbf{1})) \leq \rho((A + \epsilon \mathbf{1})(\tilde{B}_\epsilon + \epsilon \mathbf{1}))$$
for all $A \in \mathcal{A}$ and $B \in \mathcal{B}$. Taking here $\varepsilon = \varepsilon_n$, where $\{\varepsilon_n\}$ is an arbitrary sequence of positive numbers converging to zero, we get

$$\rho((\tilde{A}_{\varepsilon_n} + \varepsilon_n 1)(B + \varepsilon_n 1)) \leq \rho((\tilde{A}_{\varepsilon_n} + \varepsilon_n 1)(\tilde{B}_{\varepsilon_n} + \varepsilon_n 1)) \leq \rho((A + \varepsilon_n 1)(\tilde{B}_{\varepsilon_n} + \varepsilon_n 1))$$  \hspace{1cm} (10)

for all $A \in \mathcal{A}$ and $B \in \mathcal{B}$. Without loss of generality, in view of the compactness of the sets $\mathcal{A}$ and $\mathcal{B}$, we may assume the existence of matrices $\hat{A}$ and $\hat{B}$ such that $\tilde{A}_{\varepsilon_n} \rightarrow \hat{A} \in \mathcal{A}$ and $\tilde{B}_{\varepsilon_n} \rightarrow \hat{B} \in \mathcal{B}$ as $n \rightarrow \infty$. Then turning to the limit in (10), we obtain the inequalities $\rho(\hat{A}B) \leq \rho(\hat{A}\hat{B}) \leq \rho(\hat{A}B)$ for all $A \in \mathcal{A}$ and $B \in \mathcal{B}$, which are equivalent to (5) and (6).

This concludes the proof.

\begin{corollary}
For IRU-sets $\mathcal{A}$ and $\mathcal{B}$ of non-negative matrices it holds that

$$\text{mm}(\text{conv}(\mathcal{A}), \text{conv}(\mathcal{B})) = \text{mm}(\mathcal{A}, \mathcal{B}).$$

\end{corollary}

5 Solving the Games

5.1 Solving Matrix Multiplication Games for IRU-Sets

\begin{theorem}
Let $\mathcal{A}$ and $\mathcal{B}$ be compact IRU-sets of non-negative matrices. Then the corresponding MMG is determined, and moreover Adam and Eve possess constant optimal strategies.

\end{theorem}

\begin{proof}
Let us apply Thm 8 to matrix sets $\mathcal{A}$ and $\mathcal{B}$. Define $V$, $E_0$ and $A_0$ such that

$$\min_{E \in \mathcal{B}} \rho(EA_0) = \max_{A \in \mathcal{A}} \min_{E \in \mathcal{B}} \rho(EA) = \min_{A \in \mathcal{A}} \rho(E_0A) = V.$$  \hspace{1cm} (11)

Let Adam only play $A_0$. Take any compatible play $\pi = A_0E_1A_0E_2 \cdots$ and put $C_i = A_0E_i$. Denote $\mathcal{C} = \{E_0; E \in \mathcal{B}\}$; it is an IRU-set by Lemma 1. The payoff $P$ for $\pi$ yields

$$P = \lim_{n \rightarrow \infty} \sup \|A_0C_1 \cdots C_{n-1}E_n\|^{1/n} \leq \lim_{n \rightarrow \infty} \sup \|A_0\| \cdot \|C_1 \cdots C_{n-1}\| \cdot \|E_n\|^{1/n}$$

$$\leq \lim_{n \rightarrow \infty} K^{\frac{1}{n}}\sup \|C_1 \cdots C_{n-1}\|^{1/n} \leq \hat{\rho}(\mathcal{C}) = \max_{E \in \mathcal{E}} \rho(E) = \max_{E \in \mathcal{E}} \rho(E_0A_0) = \hat{V},$$

where the constant $K$ is an upper bound for the norms of the matrices in $\mathcal{A}$ and $\mathcal{B}$, and equality 1 comes from the first equality (2) and equality 2 from (11).

Let Eve only play $E_0$. Take any compatible play $\pi' = A_1E_0A_2E_0 \cdots$. Let us write $D_i = A_iE_0$. Denote $\mathcal{D} = \{E_0A; A \in \mathcal{A}\}$; it is an IRU-set. The payoff $P'$ for $\pi'$ is such that

$$P' = \lim_{n \rightarrow \infty} \sup \|C_1 \cdots C_n\|^{1/n} \geq \liminf_{n \rightarrow \infty} \|C_1 \cdots C_n\|^{1/n}$$

$$\geq \hat{\rho}(\mathcal{D}) = \min_{D \in \mathcal{D}} \rho(D) = \min_{A \in \mathcal{A}} \rho(AE_0) = \hat{V},$$

where equality 1 comes from the second equality (2) and equality 2 from (11) using the equality $\rho(EA_0) = \rho(A_0E)$.

We have proved that Adam (by constantly playing $A_0$) can ensure payoff $\leq V$ whatever Eve plays; and that Eve (by constantly playing $E_0$) can ensure payoff $\geq V$ whatever Adam plays. This concludes the proof.

\begin{corollary}
For IRU-sets $\mathcal{A}$ and $\mathcal{B}$ of non-negative matrices. In the MMG on $\text{conv}(\mathcal{A}), \text{conv}(\mathcal{B})$, the constant optimal strategies can be chosen from sets $\mathcal{A}$ and $\mathcal{B}$.

This follows immediately from the proof of the theorem and Cor. 12.
5.2 Solving Entropy Games

In this section, we consider an EG on an arena $A$ and the corresponding matrix sets $\mathcal{A}$ and $\mathcal{E}$, as defined in Sect. 3.4.

Lemma 15. Let $(\sigma, \tau)$ be two positional strategies in the EG. Then, if corresponding constant strategies $A_{\sigma}$ and $E_{\tau}$ are optimal for their respective players in the MMG with matrix sets $\text{conv}(\mathcal{A})$ and $\text{conv}(\mathcal{E})$, then so are $\sigma$ and $\tau$.

Theorem 16. Every EG is determined, and Despot and Tribune possess positional optimal strategies.

Proof. From Thm 13, we know that for the MMG $\left(\text{conv}(\mathcal{A}), \text{conv}(\mathcal{E})\right)$ both Adam and Eve possess optimal strategies, which consist in constantly playing some matrices $A$ and $E$. From Cor. 14, the matrices $A$ and $E$ can be chosen from sets $\mathcal{A}$ and $\mathcal{E}$, respectively. Then, there exist positional strategies $\sigma$ and $\tau$ on $A$ such that $A = A_{\sigma}$ and $E = E_{\tau}$. By Lemma 15, strategies $\sigma$ and $\tau$ are optimal in the EG.

Back to the running example. Here a quick exploration of the combinations of rows shows that the matrices realizing the minimax over the two IRU-sets defined by row sets $\mathcal{A}_1, \mathcal{A}_2, \mathcal{A}_3$ and $\mathcal{E}_1, \mathcal{E}_2, \mathcal{E}_3$ are $A = \begin{bmatrix} 1 & 0 & 1 \\ 0 & 1 & 1 \end{bmatrix}$ for Adam/Despot and $E = \begin{bmatrix} 1 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix}$ for Eve/Tribune. These matrices describe both the optimal constant strategy of the MMG and the optimal positional strategy of the EG induced by this arena. The value of both games is the spectral radius $\rho(AE) = \rho\left(\begin{bmatrix} 2 & 1 & 1 \\ 1 & 0 & 1 \end{bmatrix}\right) = (\sqrt{17} + 3)/2 \approx 3.562$.

5.3 Complexity Issues

We will analyze the complexity of solving matrix multiplication (and hence entropy) game. We start with necessary and sufficient conditions for inequalities on joint spectral radii and subradii of IRU-sets (recall also (2) relating them to maximal and minimal spectral radii).

Lemma 17. For any compact IRU-set of positive matrices $\mathcal{A}$ and $\alpha \in \mathbb{Q}_+$ the following equivalences hold:

\begin{align*}
\hat{\rho}(\mathcal{A}) < \alpha & \Leftrightarrow \exists v > 0 \forall A \in \mathcal{A} (Av < \alpha v); \quad (12) \\
\hat{\rho}(\mathcal{A}) \leq \alpha & \Leftrightarrow \exists v > 0 \forall A \in \mathcal{A} (Av \leq \alpha v); \quad (13) \\
\hat{\rho}(\mathcal{A}) > \alpha & \Leftrightarrow \exists v > 0 \forall A \in \mathcal{A} (Av > \alpha v); \quad (14) \\
\hat{\rho}(\mathcal{A}) \geq \alpha & \Leftrightarrow \exists v > 0 \forall A \in \mathcal{A} (Av \geq \alpha v). \quad (15)
\end{align*}

If the matrices are only non-negative, the equivalences (12) above and (16) below hold:

\begin{align*}
\hat{\rho}(\mathcal{A}) \geq \alpha & \Leftrightarrow \exists (v \geq 0, v \neq 0) \forall A \in \mathcal{A} (Av \geq \alpha v). \quad (16)
\end{align*}

The computational aspects of calculating the values $\hat{\rho}(\mathcal{A})$ and $\hat{\rho}(\mathcal{A'})$ for IRU-sets of non-negative matrices, based on relations (2), are discussed in [5, 17, 18]. These articles provide polynomial algorithms for approximation of the minimal and maximal spectral radii, as well as a variant of the simplex method for these problems. In the next theorem we prove a complexity result in a form suitable for game analysis.

Theorem 18. Given a finite IRU-set of nonnegative matrices $\mathcal{A}$ with rational elements (represented by row sets $\mathcal{A}_1, \mathcal{A}_2, \ldots, \mathcal{A}_N$), and a number $\alpha \in \mathbb{Q}_+$, the decision problems whether $\hat{\rho}(\mathcal{A}) < \alpha$ and whether $\hat{\rho}(\mathcal{A}) \geq \alpha$ belong to the complexity class $\mathcal{P}$. Moreover, if the matrices are positive, then the decision problems $\hat{\rho}(\mathcal{A}) \leq \alpha$ and $\hat{\rho}(\mathcal{A}) > \alpha$ are also in $\mathcal{P}$.
Proof. The polynomial algorithms are based on the previous lemma. Consider the problem of deciding $\hat{\rho}(\mathcal{A}) < \alpha$, which can be rewritten using (12) as $\exists v > 0 \forall A \in \mathcal{A} (Av < \alpha v)$. We will not test all the matrices $A \in \mathcal{A}$ (there are exponentially many of them); instead, we will treat each row separately. The condition $\forall A \in \mathcal{A} (Av < \alpha v)$ can be rewritten as a system of linear inequalities: for each $i$ and for each row $[c_1, c_2, \ldots, c_N] \in \mathcal{A}$ require that $c_1 v_1 + c_2 v_2 + \cdots + c_N v_N < \alpha v_i$. The condition $v > 0$ can be written as $N$ inequalities $v_i > 0$: one for each coordinate. Using a polynomial algorithm for linear programming we can decide whether a solution $v$ satisfying all these linear inequalities exists.

All other decision procedures, based on (13)–(16), are similar. The condition $v \geq 0, v \not= 0$ can be represented as a disjunction of $N$ linear systems $v_j > 0 \land \bigwedge_{i=1}^{N} v_i \geq 0$.

$\blacksquare$

▶ Theorem 19. Given two finite IRU-sets of nonnegative matrices $\mathcal{A}$ and $\mathcal{B}$ with rational elements, and a number $\alpha \in \mathbb{Q}_{+}$, the decision problem of whether $\min \mathcal{mm}(\mathcal{A}, \mathcal{B}) < \alpha$ belongs to $\text{NP} \cap \text{coNP}$. Moreover, if the matrices are positive, then the problem of whether $\min \mathcal{mm}(\mathcal{A}, \mathcal{B}) \leq \alpha$ is also in $\text{NP} \cap \text{coNP}$.

Proof. Consider the problem of deciding whether $\min \mathcal{mm}(\mathcal{A}, \mathcal{B}) < \alpha$, which can be rewritten as $\min_{A \in \mathcal{A}} \max_{B \in \mathcal{B}} \rho(BA) < \alpha$, or equivalently $\exists A_0 \in \mathcal{A} (\hat{\rho}(BA_0) < \alpha)$. The nondeterministic polynomial algorithm proceeds as follows:

1. guess non-deterministically a matrix $A_0 \in \mathcal{A}$;
2. compute the representation of $BA_0$ as an IRU-set generated by the row sets $C_1, C_2, \ldots, C_N$;
3. check the inequality $\hat{\rho}(BA_0) < \alpha$ in polynomial time using Thm 18.

We conclude that the problem $\min \mathcal{mm}(\mathcal{A}, \mathcal{B}) < \alpha$ is in $\text{NP}$. The complementary problem $\min \mathcal{mm}(\mathcal{A}, \mathcal{B}) \geq \alpha$ is also in $\text{NP}$, as it can be rewritten as $\max_{B \in \mathcal{B}} \min_{A \in \mathcal{A}} \rho(AB) \geq \alpha$, or equivalently $\exists B_0 \in \mathcal{B}(\hat{\rho}(\mathcal{A}B_0) \geq \alpha)$, and decided by a non-deterministic polynomial algorithm similarly. We conclude that the two problems belong to $\text{NP} \cap \text{coNP}$.

For positive matrices, the proof for the other decision problem based on the second statement of Thm 18 is similar.

$\blacksquare$

Our main complexity result follows immediately.

▶ Theorem 20. Given an EG or an MMG with finite IRU-sets of non-negative matrices with rational elements and $\alpha \in \mathbb{Q}_{+}$, the decision problem for its value: $V < \alpha$ is in $\text{NP} \cap \text{coNP}$.

6 Related Models

6.1 Weighted Entropy Games

Up to now we have considered entropy games with simple transitions, but it is straightforward to add multiplicities (weights) to them. A weighted entropy game is played on a weighted arena $A = (D, T, \Sigma, \Delta, w)$ with a function $w : \Delta \to \mathbb{N}_{+}$ assigning weights to transitions (informally a weight is the number of ways in which a transition can be taken). Strategies and plays are defined as in the unweighted case. Let $L$ be some set of (infinite) plays. For every $u \in \text{pref}(L)$ we define its weight $w(u)$ as the product of weights of all the transitions taken along $u$. We define $w_n(L) = \sum_{u \in \text{pref}_n(L)} w(u)$, and finally the payoff corresponding to strategies $\sigma$ and $\tau$ of two players is defined as: $P = \limsup_{n \to \infty} (w_n(L(\sigma, \tau)))^{1/n}$. Our main results on EGs (Thms 16 and 20) extend straightforwardly to weighted EGs.
6.2 Mean-Payoff Games

Well-known mean-payoff finite-state games (MPG) [12] can be considered as a deterministic subclass of weighted entropy games. A (variant of) MPG is played on arena \((D, T, \Delta, w)\) with transition relation \(\Delta \subseteq D \times T \cup T \times D\) and weight function \(w : \Delta \to \mathbb{N}\). The play starts in some state \(d_0 \in D\), and the two players choose transitions in turn. The resulting play is an infinite word \(\gamma_{d_0} \in (D \cdot T)^{\omega}\). The mean-payoff corresponding to the play \(\gamma_{d_0} = d_0, t_0, d_1, t_1, \ldots\) is the limit of the average weight of transitions taken: \(\text{mp}(\gamma_{d_0}) = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} (w(t_{i-1}, t_{i-1}) + w(t_{i-1}, d_i))\). Finally, player D wants to minimize and player T to maximize the payoff \(\max_{d_0 \in D} \text{mp}(\gamma_{d_0})\). As proved in [12], MPGs are determined and their optimal strategies are positional. As for complexity, [25] shows that testing whether the value of an MPG is smaller than a rational \(\alpha\) is in \(\text{NP} \cap \text{coNP}\) and becomes polynomial for weights presented in the unary system.

An MPG \(A = (D, T, \Delta, w)\) can be transformed into a weighted EG \(A' = (D, T, \Sigma, \Delta', w')\) as follows. The states of both players are the same, \(\Sigma\) is large enough, and for each transition \((p, q) \in \Delta\) there is a corresponding transition \((p, a, q) \in \Delta'\) with some \(a\) (occurring only in this transition). Its weight is \(w'(p, a, q) = 2^{w(p, q)}\). We notice that the EG obtained is deterministic: due to unique transition labels for any strategies \(\sigma\) and \(\tau\), the language \(L(\sigma, \tau)\) contains one play for each initial state. Strategies and plays of both games \(A\) and \(A'\) are now in natural bijection and the payoff of \(A\) equals the logarithm of the payoff of \(A'\).

This way, we obtain the classical results that MPGs are determined and both players have optimal positional strategies. Due to the exponential encoding of payoffs, the complexity obtained using our approach is, however, not as good as using direct algorithms, see [25].

6.3 Population Dynamics

Consider an EG with arena \(A = (D, T, \Sigma, \Delta)\). It can be interpreted as the following population game between two players, Damien and Theo. Elements of \(D\) and \(T\) correspond to species (forms of viruses, microorganisms, etc.). Initially there is one (or any non-zero number of) organism(s) for each species in \(D\). At his turn Damien chooses an action \(a \in \Sigma\) and applies it to each organism. An organism of species \(d\), when subject to action \(a\), turns into the set of organisms of species \(\{t \mid (d, a, t) \in \Delta\}\). Theo plays similarly. The aim of Damien is to minimize the growth rate of the population, while Theo wants to maximize it. The value of the game and the optimal (positional) strategies are the same as for the EG.

7 Conclusions

We have introduced two (closely interrelated) families of games: entropy games played on finite arenas (graphs), and matrix multiplication games. The main result is that entropy games are determined and optimal strategies are positional in EG, while MMGs for IRU-sets of non-negative matrices are determined and optimal strategies are constant. These results are based on a new minimax theorem on spectral radii of products of IRU-sets of matrices. The results obtained prove the existence of equilibria in zero-sum games with a new type of limit payoffs, which is neither computed on a single play of the game nor probabilistic. On the other hand, they rely upon and generalize important results on the computability of joint spectral radii and subradii, an important problem in switching dynamic systems.

A presumably straightforward extension would be the “probabilization” of our game models, in that both Despot and Tribune would be allowed to play randomized strategies. The minimax theorem ensures the existence of optimal pure strategies for both players.
However the entropy-based payoff of the game needs to be given a proper generalization to this probabilistic setting. We may mention that such a generalization could be seen as entropy games on stochastic branching processes, and provide interesting links with this research domain. Finally, both our games are turn-based games with perfect information. The first generalization to be considered is to go to concurrent games – where perhaps some polynomial-size memory is needed, similarly to the classic case of concurrent games played on graphs in infinite time. The more difficult case is that of games of imperfect information: corresponding matrix games no longer have a simple structure (independent row uncertainty), and we conjecture that analysis of such games is non-computable. Last but not least, potential applications sketched in the introduction should be addressed.
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Abstract

Most modern processors are heavily parallelized and use predictors to guess the outcome of conditional branches, in order to avoid costly stalls in their pipelines. We propose predictor-friendly versions of two classical algorithms: exponentiation by squaring and binary search in a sorted array. These variants result in less mispredictions on average, at the cost of an increased number of operations. These theoretical results are supported by experimentations that show that our algorithms perform significantly better than the standard ones, for primitive data types.
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1 Introduction

As an introductory example, consider the simple problem of computing both the minimum and the maximum of an array of size $n$. The naive approach is to compare each entry to the current minimum and maximum, which uses $2n$ comparisons. A better solution, in terms of number of comparisons, is to look at the elements of the array two by two, and to compare the smallest to the current minimum and the greatest to the current maximum. This uses only $3n/2$ comparisons, which is optimal.

In order to observe the benefit of this optimization, we implemented both versions (see Figure 3) and measured their execution time² for large arrays of uniform random float in [0, 1]. The results are given in Figure 1 and are very far from what was expected, since the naive implementation is almost twice as fast as the optimized one. Clearly, counting comparisons cannot explain these counterintuitive performances. An obvious explanation could be a difference in the number of cache misses. However, both implementations make the same memory accesses, in the same order. Instead, we turn our attention to the comparisons themselves. Most modern processors are heavily parallelized and use predictors to guess the outcome of conditional branches in order to avoid costly stalls in their pipelines. Every time a conditional is used in a program, there is a mechanism that tries to predict whether the corresponding conditional jump will be taken or not. The cost of a misprediction can be quite large compared to a basic instruction, and should be taken into account in order to explain accurately the behavior of algorithms that use a fair amount of comparisons.

In this matter, our example is quite revealing since the trick used to lower the number of comparisons relies on a conditional branch that is unpredictable (for an input taken uniformly

¹ More precisely, an adversary argument can be used to establish a lower bound of $\lfloor \frac{3n}{2} \rfloor - 2$ comparisons, in the “decision tree with comparisons” model of computation [11].

² We used a Linux machine with a 3.40 GHz Intel Core i7-2600 CPU.
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Figure 1 Execution time of simultaneous minimum and maximum searching.

at random) and will cause a substantial increase in the number of mispredictions. As we will see in the sequel, the expected number of mispredictions caused by the naive algorithm is $\Theta(\log n)$, whereas it is $\Theta(n)$ for the “optimal” one.

The influence of branch predictors over comparison based algorithms has already been studied, mostly to acknowledge the over-cost induced by mispredictions. Our approach is quite the opposite as we propose to take advantage of this feature, by proposing predictor-friendly versions of two classical algorithms.

Our contributions. After dealing with our introductory example using combinatorial arguments, we turn our attention towards the classical exponentiation by squaring and give a simple alternative algorithm, which reduces the number of mispredictions without increasing the number of multiplications. The analysis is based on the study of the Markov chains that describe the dynamic local predictors (see next section for a brief description of predictors). Finally, in the same vein, we propose biased versions of the binary search in a sorted array. We analyze the expected number of mispredictions for local predictors and we also give the (first to our knowledge) analysis of a global predictor. For these two different problems, we manage to significantly lower the number of mispredictions by breaking the perfect balance usually favored in the divide and conquer strategy. In practice, the trade-off between comparisons and mispredictions allows a noticeable speed-up in the execution time, when the comparisons involve primitive data types, which supports our theoretical results.

Related work. Over the past decade, several articles began to address the influence of branch predictors, and especially the cost of mispredictions, in comparison based algorithms. For instance, Biggar and his coauthors [1] investigated the behavior of branches for many sorting algorithms, in an extensive experimental study. Brodal, Fagerberg and Moruz reviewed the trade-offs between comparisons and mispredictions for several sorting algorithms [3] and studied how the number of inversions in the data affects statistics such as the number of mispredictions [2]. Moreover, these works introduced the first theoretical analysis of static branch predictors.

Also interested by the influence of mispredictions on the running time of sorting algorithms, Sanders and Winkel considered the possibility to dissociate comparisons from branches in their SampleSort, which allows to avoid most of the misprediction cost [13]. Elmasry, Katajainen and Stenmark then proposed a version of MergeSort that is not affected
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by mispredictions [6], by taking advantage of some processor-specific instructions. The influence of mispredictions was also studied for Quicksort: Kaligosi and Sanders gave an in-depth analysis of simple dynamic branch predictors to explain how mispredictions affect this classical algorithm [8]; however, Martínez, Nebel and Wild pointed out that this is not enough to explain the “better than expected” performances of the dual-pivot version of Quicksort [10] implemented in Java’s standard library.

Besides, Brodal and Moruz conducted an experimental study of skewed binary search trees in [4], highlighting that such data structures can outperform well-balanced trees, since branching to the right or left does not necessarily have the same cost, due to branch prediction schemes. Our work follows the same line, as we also want to take advantage of the branch predictions, but we focus on algorithms rather than on data structures.

2 Elements of Computer Architecture

To analyze the complexity of searching or sorting algorithms, the standard model consists in counting the number of comparison operations performed. However most modern processors are pipelined. And to avoid stalling the pipeline when coming across a conditional jump, the processor tries to predict if the jump will occur and proceeds according to its prediction. A correctly predicted jump does not stall the pipeline whereas mispredictions lead this one to be flushed, causing a significant performance loss.

Therefore, the cost of a comparison in an “if” statement actually depends on the quality of the prediction. For any conditional jump, a branch predictor will “guess” if the corresponding branch will be taken or not. For this purpose, many different strategies have been designed. The simplest one is a static branch predictor that does not use information from the code execution. It can, for example, predict that all branches will be taken. To improve its accuracy, a dynamic branch predictor uses the outcome of past branches to guess whether a particular branch should be taken or not. We now describe some techniques of dynamic branch prediction [7].

A 1-bit predictor is a state buffer which remembers the last outcome of the branch; the guess is that the next outcome will be the same. As an improvement, the 2-bit predictors try to avoid making two mispredictions when a branch takes an unlikely path. Two slightly different schemes are given by Figure 2. The saturating counter scheme can be further improved by keeping more information (k-bit predictors using $2^k$ states). All these predictors are local: there is one for every conditional (up to some limit in practice).

An history table has $2^n$ entries indexed by the sequence of the last $n$ branches (1 for taken, 0 otherwise). The entries themselves are usually $k$-bit predictors. Such a table is said to be local when its entries correspond to the behavior of one specific branch and are used for

---

3 Namely, conditional moves, which are now widely available on computers.

4 For instance, on an Intel Core i7, a misprediction causes a penalty of about 15 cycles [7].
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used to optimize are negligible towards the number of comparisons. On the other hand, the additional test cost many CPU cycles and that comparisons are cheap operations. Of course, we are aware that a naive implementation performs better (Figure 1), since we know that mispredictions can occur at conditional jumps. In the sequel, we use C-style pseudo code. We implicitly work on the non-optimized assembly code (compiled with gcc -O0), where control structures are translated into conditional jumps in the standard way (i.e., not into conditional moves). For our experimental results, we checked that it was indeed the case. Furthermore, we remarked that our good results still hold for fully optimized binaries (compiled with gcc -O3).

3 Simultaneous Maximum and Minimum Finding

In this section, we go back to the example given in the introduction: We consider two algorithms that simultaneously compute the minimum and the maximum of an array of length \( n \). These algorithms are given in Figure 3 (see also [5, Sec. 9.1]). For our analysis, we consider the local predictors presented in Section 2.

In the classical settings for the analysis, the algorithm \( \frac{3}{2} \)-Minmax is optimal (see the footnote\(^5\) in the introduction), the number of comparisons performed being asymptotically equivalent to \( \frac{3}{2}n \). Obviously, NaiveMinmax needs \( 2n - 2 \) comparisons.

In order to give an explanation of the experimental results presented in Figure 1, where NaiveMinmax outperforms \( \frac{3}{2} \)-Minmax, we estimate the expected number of mispredictions for both algorithms. Our probabilistic model is the following: we consider the uniform random distribution on arrays of size \( n \), where each element is chosen uniformly and independently in \([0,1]\). Up to an event of probability 0 (when the elements of the input are not pairwise distinct), this is the same as choosing a uniform random permutation of \( \{1, \ldots, n\} \), since we only use comparisons on the elements in both algorithms.

Recall that a min-record (resp. max-record) in an array or a permutation is an element that is strictly smaller (resp. greater) than any element to its left. Obviously, in NaiveMinmax,

\(^5\) We used version 4.5.3 of gcc.

\[\text{NaiveMinmax}\]

1. \( \text{min} = \text{max} = T[0] \)
2. \( \text{for}(i=1; i<n; i++) {\}
3. \quad \text{if} (T[i] < \text{min})
4. \qquad \text{min} = T[i]
5. \quad \text{if} (T[i] > \text{max})
6. \qquad \text{max} = T[i]
7. \}

T is an array of size \( n \). Both min and max are returned.

\[\frac{3}{2} \text{-Minmax}\]

1. \( \text{min} = \text{max} = T[n-1] \)
2. \( \text{for}(i=0; i<n-1; i++) {\}
3. \quad \text{if} (T[i] < T[i+1])
4. \qquad \text{min} = T[i]
5. \quad \text{if} (T[i+1] > \text{max})
6. \qquad \text{max} = T[i+1]
7. \}
8. \quad \text{else}\{
9. \qquad \text{if} (T[i+1] < \text{min}) \quad \text{min} = T[i+1]
10. \qquad \text{if} (T[i] > \text{max}) \quad \text{max} = T[i]
11. \}

\(\frac{3}{2} \text{-Minmax}\) is an array of size \( n \). These algorithms are given in Figure 3 (see also [5, Sec. 9.1]). For our analysis, we consider the local predictors presented in Section 2. Our probabilistic model is the following: we consider the uniform random distribution on arrays of size \( n \), where each element is chosen uniformly and independently in \([0,1]\). Up to an event of probability 0 (when the elements of the input are not pairwise distinct), this is the same as choosing a uniform random permutation of \( \{1, \ldots, n\} \), since we only use comparisons on the elements in both algorithms.

Recall that a min-record (resp. max-record) in an array or a permutation is an element that is strictly smaller (resp. greater) than any element to its left. Obviously, in NaiveMinmax,
the first conditional at line 3 (resp. the one at line 5) is true for each min-record (resp. max-record), except for the first position. The number of records in a random permutation is a well-known statistics, which we can use to establish the following proposition.

**Proposition 1.** The expected number of mispredictions performed by \( \text{NaiveMINMAX} \), for the uniform distribution on arrays of size \( n \), is asymptotically equivalent to \( 4 \log n \) for the 1-bit predictor and to \( 2 \log n \) for the two 2-bit predictors and the 3-bit saturating counter. The expected number of mispredictions performed by \( \frac{3}{2} \)-MINMAX is asymptotically equivalent to \( \frac{n}{4} + O(\log n) \) for all the considered predictors.

In light of these results, we observe that the mispredictions occurring in \( \text{NaiveMINMAX} \) are negligible towards the number of comparisons. On the other hand, the additional test used to optimize \( \frac{3}{2} \)-MINMAX (line 3) causes the number of mispredictions to be comparable to the number of comparisons performed. We believe this is enough to explain why the naive implementation performs better (Figure 1), since we know that mispredictions can cost many CPU cycles and that comparisons are cheap operations. Of course, we are aware that other factors can influence the performances of such simple programs, including cache effects. In our implementation, we took care to fetch each element of the array only once and in the same order, so that the cache behavior should not interfere with our results. We also tried the most commonly used optimization of the \( \text{gcc}^5 \) compiler (\(-O3\)) to check that these results withstand strong code optimization. In this particular case, all the branches but the one at line 3 in \( \frac{3}{2} \)-MINMAX are replaced by conditional moves that are not vulnerable to misprediction. Hence, \( \frac{3}{2} \)-MINMAX still causes approximately \( \frac{n}{4} \) mispredictions on average.

Of course, these results do not hold when considering a non-uniform distribution over the entries. It would be interesting to study the behavior of both algorithms on random permutations with, for instance, a given number of records.

### 4 Exponentiation by Squaring

We saw in the previous section that conditional branches with equal probabilities of going one way or another are particularly harmful when using branch prediction. Besides, several divide and conquer algorithms feature such branches, since they tend to split problems into parts of equal size to reach an optimal complexity. In the sequel, we explore two different ways of disrupting this balance, to end up with better performances for two classical algorithms: exponentiation by squaring and binary search.

#### 4.1 Modified algorithms

The classical divide and conquer algorithm to compute \( x^n \) consists in rewriting \( x^n = (x^2)^{\lfloor n/2 \rfloor} x^{n_0} \), where \( n_k \ldots n_1 n_0 \) is the binary decomposition of \( n \), in order to divide the size \( n \) of the problem by two. This is the algorithm \( \text{CLASSICALPOW} \) of Figure 4. As expected, the conditional branch of line 3 is taken with probability \( \frac{1}{2} \), which is what we want to avoid. In order to introduce some imbalance in the algorithm, we first unroll the loop (\( \text{UNROLLEDPOW} \), Figure 4) using the decomposition \( x^n = (x^4)^{\lfloor n/4 \rfloor} (x^2)^{n_1} x^{n_0} \). Still, both conditional branches are taken with probability \( \frac{1}{2} \), but we can now guide the algorithm by injecting the test that determines whether the last two bits of \( n \) are 00 or not. This is the third algorithm.

---

\(^6\) Both algorithms are faster, as expected, but the naive version is still almost twice as fast.

\(^7\) In our model, \( n \) is chosen uniformly at random between 0 and \( 4^k - 1 \) for some positive \( k \).
FIGURE 4 Three versions of the exponentiation by squaring, in C. The & denotes the bitwise AND in the C language.

FIGURE 5 Some parameters measured during 5.10^7 computations of x^n with the three algorithms of Figure 4, using the PAPI library. The values of n are chosen uniformly at random between 0 and 2^{26} - 1. The number of branches is given excluding the ones caused by loops, as they do not yield mispredictions.

of Figure 4. Note that this conditional branch (line 4) is absolutely unnecessary in the algorithm, as it is redundant with the tests of line 5 and 7. But on the other hand, this branch is taken with probability \( \frac{1}{2} \) and the branches of line 5 and 7 are now both taken with probability \( \frac{1}{2} \). This is how we aim at using the branch predictions.

To compare their performances experimentally, we computed the floating-point value of \( x^n \) using each of the algorithms 5.10^7 times, with n chosen uniformly at random in \{0, \ldots, 2^{26} - 1\}. We measured the execution time, as well as some other parameters given by the latest version of the PAPI library, which give access, for instance, to the number of mispredictions occurring during the execution. These results are depicted in Figure 5. The first observation is that GUIDEDPow is 14% faster than UNROLLEDPow and 29% faster than CLASSICALPow and yet, the number of multiplications performed is essentially the same for the three algorithms. The main explanation we have come across for the speed-up between UNROLLEDPow and CLASSICALPow is that the number of loops is divided by two. As for GUIDEDPow, the number of loops is the same as for UNROLLEDPow and it uses 25% more comparisons, but still the guided version is faster. The main difference between the two is that the test added at line 4 allows to decrease the number of mispredictions by about a quarter (this test causes additional mispredictions, but it also modifies the probabilities associated to the inner conditionals of line 6 and 8, which leads to an overall decrease in the number of mispredictions). We are in similar settings as for the simultaneous minimum and maximum, where the increased number of comparisons is balanced by less mispredictions.

---

8 PAPI 5.4.1.0, see http://icl.cs.utk.edu/papi.
We now proceed with the analysis of this phenomenon.

4.2 Analysis of the Average Number of Mispredictions for GuidedPow

For the analysis, we consider that \( n \) is taken uniformly at random in \( \{0, \ldots, N-1\} \), for \( N = 4^k \) and with \( k \geq 1 \). This model is exactly the same as choosing each of the \( 2k \) bits of the binary representation of \( n \) uniformly at random and independently. We consider the local predictors presented in Section 2.

Let \( L_k(n) \) be the number of loop iterations of GuidedPow. This is a random variable, which is easy to analyze since it is equal to the smallest integer \( \ell \) such that \( 4^\ell \) is greater than \( n \). In particular, we have \( \mathbb{E}[L_k] = k - \frac{1}{2} + o(1) \sim k \).

We now recall, using our algorithm as an example, why Markov chains are the key tools for that kind of analysis (as shown in [8, 10]). Let us consider the first conditional of line 4. In our model, at each iteration, the condition is true with probability \( \frac{3}{4} \), as it is not satisfied when the last two bits are 00. It yields that the behavior of the predictor associated to this conditional is exactly described by the Markov chain obtained when changing the edges labels “taken” by \( \frac{3}{4} \) and the labels “not taken” by \( \frac{1}{4} \) (see Figure 6). A misprediction occurs whenever an edge labeled by “taken” (resp. “not taken”) is used from a state that predicts “not taken” (resp. “taken”). We also need to know the initial state of the predictor, but it has no influence on our asymptotic results, as we shall see.

Hence, we reduced our problem to counting the number of times some particular edges are taken in a Markov chain, when we perform a random walk of (random) length \( L_k \). We can therefore conclude using the classical Ergodic Theorem [9], which we restated bellow in order to fit our needs.

**Theorem 2 (Ergodic Theorem).** Let \((M, \pi_0)\) be a primitive and aperiodic Markov Chain on the finite set \( S \). Let \( \pi \) be its stationary distribution. Let \( E \) be a set of edges of \( M \), that is, a set of pairs \((i, j) \in S^2 \) such that \( M(i, j) > 0 \).

For any nonnegative integer \( n \), let \( L_n \) be a random variable on nonnegative integers such that \( \lim_{n \to \infty} \mathbb{E}[L_n] = +\infty \). Let \( X_n \) be the random variable that counts the number of edges in \( E \) that are used during a random walk of length \( L_n \) in \( M \) (starting from the initial distribution \( \pi_0 \)). Then the following asymptotic equivalence holds: \( \mathbb{E}[X_n] \sim \mathbb{E}[L_n] \sum_{(i,j) \in E} \pi(i) M(i, j) \).

When considering a given predictor, under the model where the condition is satisfied with probability \( p \), we denote by \( M_p \) its transition matrix, by \( \pi_p \) its stationary vector and by \( \mu(p) \) its expected misprediction probability defined by \( \mu(p) = \sum_{(i,j) \in E} \pi_p(i) M_p(i, j) \), where \( E \) is the set of edges corresponding to mispredictions. As shown in [10], if we denote by \( \mu_1(p) \), \( \mu_2(p) \) and \( \mu_2'(p) \) the expected misprediction probability of the 1-bit, 2-bit saturating counter and the flip-on-consecutive 2-bit, respectively, then we have:

\[
\mu_1(p) = 2p(1-p); \quad \mu_2(p) = \frac{p(1-p)}{1 - 2p(1-p)}; \quad \mu_2'(p) = \frac{2p^2(1-p)^2 + p(1-p)}{1 - p(1-p)}. \tag{1}
\]
Similarly, the expected misprediction probability $\mu_3(p)$ of the 3-bit saturated counter is

$$\mu_3(p) = \frac{p(1-p)(1-3p(1-p))}{1-2p(1-p)(2-p(1-p))}.$$  

(2)

Applying these mathematical tools to GuidedPow yields the following results. The theorem is stated for values of $N$ that are not powers of 4, which is more complicated since the bits are not exactly 0’s and 1’s with probability $\frac{1}{2}$ (and not independent). In Section 5 we show how to deal with the cases where we slightly deviate from the ideal case.

**Theorem 3.** Assume that $n$ is taken uniformly at random in $\{0, \ldots, N-1\}$. The expected number of conditional tests in ClassicalPow and UnrolledPow is asymptotically equivalent to $\log_2 N$, whereas it is asymptotically equivalent to $\frac{3}{4} \log_2 N$ for GuidedPow. The expected number of mispredictions is asymptotically equivalent to $\frac{1}{2} \log_2 N$ for ClassicalPow and UnrolledPow, for any kind of predictor. For GuidedPow, it is asymptotically equivalent to $\alpha \log_2 N$, where $\alpha = \frac{1}{2} \mu(3/4) + \frac{3}{4} \mu(2/3)$, where $\mu$ is the expected misprediction probability associated with the local predictor.

Using Theorem 3 and Equations (1) and (2), we get that $\alpha$ is equal to $\frac{25}{48} \approx 0.52$, $\frac{9}{20} = 0.45$, $\frac{2045}{1568} \approx 0.47$ and $\frac{1095}{2788} \approx 0.39$ for the 1-bit, 2-bit saturated, flip-on-consecutive 2-bit and 3-bit saturated counter, respectively. These values are to be compared with the $\frac{1}{2}$ of the other two algorithms. In particular, for the 1-bit predictor, the expected number of mispredictions is greater for GuidedPow than for ClassicalPow or UnrolledPow. This predictor is not efficient enough to offset the mispredictions caused by the additional conditional. For the 3-bit saturated counter, GuidedPow therefore uses $\approx 0.25 \log_2 n$ more comparisons than UnrolledPow, but $\approx 0.11 \log_2 n$ less mispredictions.

## 5 Binary Search and Variants

### 5.1 Unbalancing the Binary Search

We first consider the classical binary search which partitions a sorted array of size $n$ into two parts of size $\frac{n}{2}$ and compares the value $x$ that is searched for to the middle of the array in order to determine in which part of the array to continue the search. As before, if we consider arrays of uniform random floating-point numbers, we get a conditional branch that is taken with probability $\frac{1}{2}$. A simple way to change that is to partition another way, for instance with parts of size about $\frac{n}{4}$ and $\frac{3n}{4}$, as in the BiasedBinarySearch (see Figure 7). Carrying on with the divide and conquer strategy but partitioning the array into three parts of size about $\frac{n}{3}$, gives a ternary search. The main issue with this approach is that, in practice, the division by 3 is costly in terms of hardware. Thus, to limit the cost of partitioning, we choose to slice the array into two parts of size $\frac{n}{4}$ and one part of size $\frac{3n}{4}$. This can be done using only divisions by powers of two, which are simple binary shifts, as in the initial binary search (see SkewSearch in Figure 7).

### 5.2 Experiments

As expected at this point in our work, the BiasedBinarySearch experimentally performs better than the classical binary search and the SkewSearch performs much better. Unlike our previous examples, the changes we brought in the binary search are quite sensitive to cache effects, since the way we partition the array influences the location where the memory is accessed. Thus we conducted experiments on arrays that fit in the last-level cache of our
In both cases, T is an array of floats of size n and x is the number that is searched for. The classical binary search is obtained by replacing line 3 of BiasedBinarySearch by $m = (d+f)/2$.

**Figure 7** Algorithms for the biased binary search and skew search. Both return the position where the element should be inserted.

```
BiasedBinarySearch

1  d = 0; f = n;
2   while (d < f){
3     m = (3*d+f)/4;
4     if (T[m] < x)
5       d = m+1;
6     else
7       f = m;
8   }
9  return f;

SkewSearch

1  d = 0; f = n;
2   while (d < f){
3     m = (3*d+f)/4;
4     if (T[m] < x)
5       d = m+1;
6     else{
7       m1 = (d+f)/2;
8       if (T[m1] > x){
9         f = m1;
10        else d = m2+1;
11       }
12     }
13   return f;
```

**Figure 8** Execution time of the three searching algorithms of Figure 7 for small-size arrays (that fit in the first-level cache) and medium-size arrays (that fit in the last-level cache).

machine in order to mostly measure the effects of branch prediction. The results are depicted in Figure 8: one can see that, for medium-size arrays, SkewSearch is up to 23% faster than the classical binary search (the programs were compiled with gcc without optimization, in order to keep track of what really happens during the execution). Experiments in JAVA using a dedicated micro-benchmarking library\(^9\) gave roughly the same results (but with a lesser speedup of about 12%), when comparing our skew search to the implementation of the binary search on doubles in the standard library.

### 5.3 Local Predictors Analysis

As in Section 4, we aim at using the Ergodic Theorem (page 7) to obtain a good asymptotic estimate of the number of mispredictions. We therefore need to compute the expected number of times each given conditional is performed, in our different algorithms. We consider that

For more general statements, we refer the reader to the seminal work of Roura [12].

**Theorem 4** (Master Theorem). Let \( k \geq 1 \), and \( a_1, \ldots, a_k \) and \( b_1, \ldots, b_k \) be positive real numbers such that \( \sum_{i=1}^{k} a_i = 1 \). For every \( i \in \{1, \ldots, k\} \), let also \( \varepsilon_i(n) \) be a real valued sequence such that \( b_i n + \varepsilon_i(n) \) is a positive integer and \( \varepsilon_i(n) = O\left(\frac{1}{n}\right) \). Let \( T(n) \) be the real valued sequence that satisfies, for some positive constants \( c \) and \( d \),

\[
T(0) = c \quad \text{and} \quad T(n) = d + \sum_{i=1}^{k} a_i T(b_i n + \varepsilon_i(n)) + O \left( \frac{\log n}{n} \right), \quad \text{for } n \geq 1.
\]

Then \( T(n) \sim \frac{d}{c} \log n \), with \( h = -\sum_{i=1}^{k} a_i \log b_i \).

Before stating our main result, we describe the main steps of our analysis on the algorithm BiasedBinarySearch. The expected number of iterations \( L(n) \) of BiasedBinarySearch satisfies the relation

\[
L(n) = 1 + \frac{a_n}{n+1} L\left(a_n\right) + \frac{b_n}{n+1} L\left(b_n\right), \quad \text{with } a_n = \left\lceil \frac{n}{4} \right\rceil + 1, \quad b_n = \left\lceil \frac{3n}{4} \right\rceil \quad \text{and} \quad L(0) = 0.
\]

Thus, Theorem 4 applies and \( L(n) \sim \lambda \log n \), with \( \lambda = \frac{4}{4 \log 4 - 3 \log 3} \approx 1.78 \).

Unfortunately, we cannot directly transform the predictor into a Markov chain as we did in Section 4, because the probabilities \( \frac{a_n}{n+1} \) and \( \frac{b_n}{n+1} \) are not fixed anymore (they slightly depend on \( n \)). However, since \( \frac{a_n}{n+1} = \frac{1}{4} + O\left(\frac{1}{n}\right) \) and \( \frac{b_n}{n+1} = \frac{3}{4} + O\left(\frac{1}{n}\right) \), this Markov chain should still yield a good approximation of the number of mispredictions with Theorem 2.

A convenient way to prove this formally is to introduce the *decomposition tree* \( T \) associated with the search algorithms, which is defined as follows. If the input has size \( n \), its root is labeled by the pair \((0, n)\), and each node corresponds to the possible values of \( d \) and \( f \) during one loop of the algorithm. The leaves are the pairs \((i, i)\), for \( i \in \{0, \ldots, n\} \); they are identified with the output of the algorithm in \( \{0, \ldots, n\} \). There is a direct edge between \((d, f)\) and \((d', f')\) whenever the variables \( d \) and \( f \) can be changed into \( d' \) and \( f' \) during the current iteration of the loop. Such an edge is labeled with the probability \( \frac{d' - d + 1}{d' + 1} \), which is the probability that this update happens in our model. An example of such a decomposition tree for BiasedBinarySearch is depicted in Figure 9.

By construction, following a path from the root to a leaf, by choosing between left and right according to the edge probability is exactly the same as choosing an integer uniformly
at random in \{0, \ldots, n\}. Let \( u = (u_0, u_1, \ldots) \) be a infinite sequence of elements of \([0, 1]\) taken uniformly at random and independently. To \( u \) is associated its path \( \text{Path}_n(T, u) \) in \( T \) where, at step \( i \), we go to the left if \( u_i \) is smaller than the left child edge probability and to the right otherwise. Let \( L_n(T, u) \) be the length of \( \text{Path}_n(T, u) \). Let also \( \text{Path}_n(I, u) \) be the path following the values in \( u \) in the ideal (infinite) tree \( I \) where we go to the left with probability \( \frac{1}{4} \) and to the right with probability \( \frac{3}{4} \). Then the following result holds.

> Lemma 5. The probability that \( \text{Path}_n(T, u) \) and \( \text{Path}_n(I, u) \) differ at one of the first \( L_n(T, u) - \sqrt{\log n} \) steps is \( O\left(\frac{1}{\log n}\right) \).

Hence, the algorithm \text{BiasedBinarySearch} behaves almost like the idealized version, for most of the iterations of its main loop, and we have a sufficiently precise estimation of the error term. This is enough to prove that the idealized version is a correct first order approximation of the number of mispredictions. The same construction can be done for all three algorithms, yielding Theorem 6. For instance, with a 2-bit saturated counter, \( \mu\left(\frac{1}{4}\right) = \frac{3}{10} \) and \( \mu\left(\frac{1}{3}\right) = \frac{2}{7} \), thus \( \mathbb{E}[C_n]/\log(n) \) is around 1.44, 1.78 and 1.68 for the binary, biased and skew search respectively, while \( \mathbb{E}[M_n]/\log(n) \) is around 0.72, 0.53 and 0.58.

> Theorem 6. Let \( C_n \) and \( M_n \) be the number of comparisons and mispredictions performed in our model of randomness. The following table give asymptotic equivalents,

<table>
<thead>
<tr>
<th></th>
<th>BinarySearch</th>
<th>BiasedBinarySearch</th>
<th>SkewSearch</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathbb{E}[C_n] )</td>
<td>\log n/\log 2</td>
<td>(4 \log n/(4\log 4 - 3\log 3))</td>
<td>(7 \log n/(6 \log 2))</td>
</tr>
<tr>
<td>( \mathbb{E}[M_n] )</td>
<td>\log n/(2 \log 2)</td>
<td>(\mu(1/4)\mathbb{E}[C_n])</td>
<td>((4\mu(1/4)/7 + 3\mu(1/3)/7)\mathbb{E}[C_n])</td>
</tr>
</tbody>
</table>

where \( \mu \) is the expected misprediction probability associated with the predictor.

5.4 Analysis of the Global Predictor for SkewSearch

In this section we intend to give hints about the behavior of a global branching predictor, such as the one depicted in Figure 10 (see also Section 2), for the algorithm \text{SkewSearch}. Notice in particular that the predictor of each entry is a 2-bit saturated counter. This is not the only possible choice of a global predictor, but it is simple enough without being trivial.

We make the analysis in the idealized framework that resemble the real case sufficiently well, by ignoring the rounding effects of dealing with integers. We saw in the previous section why these approximations still give the correct result for the first order asymptotic.

In our idealized model we only consider the sequence of taken / not taken produced by the two conditional tests of \text{SkewSearch}. We deliberately do not consider the conditional induced by the test within the “while” loop, which would be always not taken in our settings.
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(except for the very last step). Adding it would complicate the model without adding interesting information to the branch predictor.\textsuperscript{11} We encode a taken conditional by a 1 and a not taken conditional by a 0. The trace of an execution of the algorithm is thus a nonempty word on the binary alphabet $B = \{0, 1\}$. Because of the way the two conditional tests are nested within the algorithm, we can keep track of the current “if” by the use of the simple deterministic automaton $A_d$ with two states depicted in Figure 11: \textit{main} stands for the first conditional and \textit{nested} for the second one. In our model, \textit{main} is taken with probability $\frac{1}{2}$ and \textit{nested} with probability $\frac{1}{2}$. As done in Section 4, $A_d$ can be changed into a Markov chain $M_d$ using this transition probabilities. A direct computation shows that its stationary vector $\pi_d$ satisfies $\pi_d(\text{main}) = \frac{1}{4}$ and $\pi_d(\text{nested}) = \frac{3}{4}$.

For the same reason as above, in the global table, we only record the history for the two conditionals \textit{main} and \textit{nested}. Let $\ell$ denote the history length, that is, the number of bits used in the history table of Figure 10. We assume that $\ell$ is even. An \textit{history} $h$ is thus seen as a binary word of length $\ell$. Let $0^\ell$ be the history made of 0’s only.

When a conditional is tested at time $t$, the predictor uses the entry at position $h_t$ to make the prediction, where $h_t$ is the current history. To follow the evolution of the algorithm at time $t + 1$, we therefore only have to keep track of (1) the history table $T_i$, (2) the current history $h_t$ and (3) which of the two conditionals $\text{IF}_t$ is under consideration. Knowing $\text{IF}_t$ is required in order to compute the probability that the next outcome is 0 or 1. This defines a Markov chain $M_{up}$ for the updates in the history table. From $M_{up}$, one can theoretically estimate the expected number of mispredictions using Theorem 2, as we did for local predictors. The main issue with this approach is that computing $\pi_{up}$ is typically in $O(m^3)$, where $m$ is the number of states of $M_{up}$. Since the number of states is exponential in $\ell$, the computations are completely intractable for reasonable history lengths (such as $\ell \geq 6$), even if we first remove the unreachable states. In the sequel, we therefore use the particular structure of $M_{up}$ to directly compute the typical number of mispredictions.

Let $h \in B^\ell$ be an history that is not equal to $0^\ell$. There is at least one 1 in $h$. Since reading a 1 always send to state \textit{main} in $A_d$, we know for sure the conditional $\text{IF}_t$ under consideration when an occurrence of $h$ has just happened at time $t$. Hence, we know the probability to have a 0 or a 1 at time $t + 1$, given that $h_t = h$. As a consequence, each entry of $h \neq 0^\ell$ in the table $T$ behaves like a fixed-probability local 2-bit saturating predictor, with probability $\frac{1}{2}$ (resp. $\frac{1}{2}$) for histories associated to \textit{main} (resp. to \textit{nested}). Therefore, $h = 0^\ell$ concentrates all the differences between the local and the global predictors.

What happens for the entry $0^\ell$ is well described by considering the automaton on pairs $(s, i)$, where $s$ is a state of the predictor and $i$ is the current conditional. This automaton can be turned into a Markov chain, and the Ergodic Theorem yields a precise estimation of the number of mispredictions. Following this idea yields the following result.

\textsuperscript{11} Also, most modern architectures have “loop detectors” that are used to identify such conditionals.
Theorem 7. For the global predictor, the average number of mispredictions caused during \textsc{SkewSearch} on an input of size $n$ is asymptotically equivalent to $(\frac{12}{35} + \frac{1}{595} \cdot 2^\ell) E[C_n]$. By Theorem 6, if we use a local 2-bit predictor for each conditional, the expected number of mispredictions is asymptotically equivalent to $\frac{12}{35} E[C_n]$. The difference with the global predictor is therefore extremely small, which is not surprising as there is a difference only when the history is $0^\ell$. However, if there is a competition between a global predictor and a more accurate local predictor (a 3-bit saturated counter for instance), then the local predictor performs better; it is probably slightly disrupted by the global one, as the dynamic selector between both predictors can choose to follow the global predictor from time to time.

Conclusion

In this article we propose unbalanced predictor-friendly versions of two very classical algorithms, namely the exponentiation by squaring and the binary search. Using a precise estimation on the expected number of mispredictions, we show that our new algorithms are worth considering when the cost of a comparison is reasonable compared to the cost of a misprediction. This is typically the case for primitive data types.

We believe that these theoretical results, supported by experiments, advocate strongly for considering this particular feature of modern computers in the design and analysis of algorithms: we showed that taking branch prediction into account can yield significant improvements, even on very classical algorithms.
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Abstract

The Subset Sum problem asks whether a given set of \( n \) positive integers contains a subset of elements that sum up to a given target \( t \). It is an outstanding open question whether the \( O^*(2^n/2) \)-time algorithm for Subset Sum by Horowitz and Sahni [J. ACM 1974] can be beaten in the worst-case setting by a “truly faster”, \( O^*(2^{(0.5-\delta)n}) \)-time algorithm, with some constant \( \delta > 0 \). Continuing an earlier work [STACS 2015], we study Subset Sum parameterized by the maximum bin size \( \beta \), defined as the largest number of subsets of the \( n \) input integers that yield the same sum. For every \( \epsilon > 0 \) we give a truly faster algorithm for instances with \( \beta \leq 2^{(0.5-\epsilon)n} \), as well as instances with \( \beta \geq 2^{0.661n} \). Consequently, we also obtain a characterization in terms of the popular density parameter \( n/\log_2 t \): if all instances of density at least 1.003 admit a truly faster algorithm, then so does every instance. This goes against the current intuition that instances of density 1 are the hardest, and therefore is a step toward answering the open question in the affirmative. Our results stem from a novel combinatorial analysis of mixings of earlier algorithms for Subset Sum and a study of an extremal question in additive combinatorics connected to the problem of Uniquely Decodable Code Pairs in information theory.
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1 Introduction

The Subset Sum problem and its generalization to the Knapsack problem are two of the most famous NP-complete problems. In the Subset Sum problem, we are given positive integers \( w_1, w_2, \ldots, w_n, t \in \mathbb{Z} \) as input, and need to decide whether there exists a subset \( X \subseteq [n] \) with \( \sum_{j \in X} w_j = t \). In the Knapsack problem, we are additionally given integers \( v_1, v_2, \ldots, v_n \) and are asked to find a subset \( X \subseteq [n] \) maximizing \( \sum_{j \in X} v_j \) subject to the constraint \( \sum_{j \in X} w_j \leq t \). While the study of Subset Sum is, among others, motivated by cryptographic applications or balancing problems, Knapsack has numerous applications.
in combinatorial optimization. We study the exact worst-case time complexity of these problems. The earliest and probably most important algorithms for both problems are simple applications of dynamic programming, pioneered by Bellman [5], solving both problems in $O^*(t)$ time (where the $O^*(\cdot)$ notation suppresses factors polynomial in the input size). In terms of $n$, the best algorithms for both problems are due to Schroeppel and Shamir [18], using $O^*(2^{n/2})$ time and $O^*(2^{n/4})$ space, based on the meet-in-the-middle technique by Horowitz and Sahni [9]. Nederlof et al. [16] show that there is an $O^*(T^n)$-time, $O^*(S^n)$-space algorithm for Subset Sum if and only if there is an $O^*(T^n)$-time, $O^*(S^n)$-space algorithm for Knapsack. A major open question since the paper by Horowitz and Sahni [9] is whether we can do “truly faster” for both problems:

**Open Question 1:** Can Subset Sum be solved in $O^*(2^{(0.5-\delta)n})$ time for some constant $\delta > 0$?

In this paper we discuss Monte Carlo algorithms in the following sense: the algorithm never returns false positives and constructs solutions of yes-instances with at least inverse polynomial probability. All randomized algorithms discussed in this paper are of this type, but for Open Question 1 we would be satisfied with two-sided error as well.

Zooming out, one motivation of this question is as follows. It is commonly believed that there are no polynomial time or even sub-exponential time algorithms for Subset Sum. So how fast can the fastest algorithm be? It would be an elegant situation if the simple meet-in-the-middle algorithm was optimal. But this would also be quite surprising, and so we aim to show that at least this is not the case.

In 2010, Howgrave-Graham and Joux [10] gave an algorithm that answered Open Question 1 in the affirmative in an average case setting. To state their result, let us describe the setting where it applies. The *density* of a Subset Sum instance is defined as $n/\log_2 t$. A random instance of density $d > 0$ is constructed by fixing $t \approx 2^{n/d}$ and picking the integers $w_1, \ldots, w_n, t$ independently and uniformly at random between $1$ and $2^{n/d}$. Howgrave-Graham and Joux [10] showed that random instances of density $1$ can be solved in $O^*(2^{0.311n})$ time, and later this has been improved to $O^*(2^{0.291n})$ time by Becker et al. [4]. These results resolve Open Question 1 in the average case setting since Impagliazzo and Naor [11] showed that random instances are the hardest when they have density 1. Indeed, a vast body of research has given better algorithms for random instances with density deviating from 1, like reductions of sparse instances to the shortest vector problem (e.g. [14, 6]) and the algorithm by Flaxman and Przydatek [7].

The algorithms discussed thus far all use exponential space, which can be a serious bottleneck. Therefore many studies also emphasize the setting where the algorithm is restricted to using polynomial space. It is known that the running time of the dynamic programming based algorithms can be achieved also in polynomial space: Lokshtanov and Nederlof [15] give polynomial space algorithms solving Subset Sum in $O^*(t)$ time and Knapsack in pseudo-polynomial time. On the other hand, in terms of $n$, no polynomial space algorithm significantly faster than naively going through all $2^n$ subsets is known, and the following has been stated as an open problem by a number of researchers (see e.g. [20, 8]):

**Open Question 2:** Can Subset Sum be solved in polynomial space and $O^*(2^{(1-\delta)n})$ time for some constant $\delta > 0$?
1.1 Our results

We aim to make progress on Open Question 1, and show that a large class of instances can be solved truly faster. An optimist may interpret this as an indication that truly faster algorithms indeed exist, while a pessimist may conclude the remaining instances must be the (strictly) hardest instances.

Algorithmic Results. To define classes of instances that admit truly faster algorithms, we consider several natural parameters. The key parameter that seems to capture the range of our algorithmic technique the best is the maximum bin size \( \beta(w) = \max_{x \in \mathbb{Z}} |S \subseteq [n] : \sum_{i \in S} w_i = x| \). Our main technical result is:

- **Theorem 1.1.** There exists a Monte Carlo algorithm that, for any \( 0 \leq \epsilon \leq 1/6 \), solves all instances of \textsc{Subset Sum} with \( \beta(w) \leq 2^{0.5-\epsilon}n \) in \( O^*(2^{0.5-\epsilon/4+3\epsilon^2/4}) \) time.

We have not optimized the precise constants in Theorem 1.1 – the main message is that any instance with bin size up to \( 2^{0.5-\epsilon}n \) can be solved in time \( 2^{0.5-\Omega(\epsilon)}n \). For \( \epsilon \geq 1/6 \), the running time of \( 2^{23n/48} \) obtained for \( \epsilon = 1/6 \) is still valid since \( 2^{(0.5-1/6)n} \) remains an upper bound on \( \beta(w) \). In a previous work [2], we solved \textsc{Subset Sum} in time \( O^*(2^{0.3399n} \beta(w)^4) \), which is faster than Theorem 1.1 for small \( \beta(w) \), but Theorem 1.1 shows that we can beat the meet-in-the-middle bound for a much wider class of instances.

From the other end, we also prove that when the maximum bin size becomes too large, we can again solve \textsc{Subset Sum} truly faster:

- **Theorem 1.2.** There exist a constant \( \delta > 0 \) and a deterministic algorithm that solves all instances of \textsc{Subset Sum} with \( \beta(w) \geq 2^{0.561n} \) in \( O^*(2^{0.5-\delta)n} \) time.

Combinatorial Results. Given Theorem 1.1, the natural question is how instances with \( \beta(w) \geq 2^{0.5n} \) look like. This question is an instantiation of the inverse Littlewood-Offord problem, a subject well-studied in the field of additive combinatorics. Ideally we would like to find structural properties of instances with \( \beta(w) \geq 2^{0.5n} \), that can be algorithmically exploited by other means than Theorem 1.1 in order to resolve Open Question 1 in the affirmative. While there is a large amount of literature on the inverse Littlewood-Offord problem, the typical range of \( \beta(w) \) studied there is \( \beta(w) = 2^n / \text{poly}(n) \) which is not relevant for our purposes. However, we did manage to determine additional properties that any instance that is not solved by Theorem 1.1 must satisfy.

In particular, we study a different natural parameter, the number of distinct sums generated by \( w \), defined as \( |w(2^n)| = \{w(X) : X \subseteq [n]\} \) (where we denote \( w(X) = \sum_{i \in X} w_i \)). This parameter can be viewed as a measure of the “true” density of an instance, in the following sense. An instance with density \( d = n / \log_2 t \) has \( |w(2^n)| \leq n2^{n/d} \) (assuming without loss of generality that \( t \leq \max_{x} w_i \)). On the other hand, by standard hashing arguments (e.g., Lemma 2.2 with \( B = 10|w(2^n)| \)), any instance can be hashed down to an equivalent instance of density roughly \( n/ \log_2 |w(2^n)| \).

The relationship between \( |w(2^n)| \) and \( \beta(w) \) is more complicated. Intuitively, one would expect that if one has so much concentration that \( \beta(w) \geq 2^{0.5n} \), then \( w \) should not generate too many sums. We are not aware of any such results from the additive combinatorics literature. However, by establishing a new connection to \textit{Uniquely Decodable Code Pairs}, a well-studied object in information theory, we can derive the following bound.

- **Lemma 1.3.** If \( |w(2^n)| \geq 2^{0.997n} \) then \( \beta(w) \leq 2^{0.4996n} \).
Unfortunately, we currently do not know how to algorithmically exploit \(|w(2^{[n]})| \leq 2^{0.997n}\). But we do know how to exploit a set \(S\) with \(|S| \leq n/2\) and \(|w(2^S)| \leq 2^{0.4999n}\) (see Lemma 3.2). This suggests the question of how large \(\beta(w)\) can be in instances lacking such an \(S\), and we prove the following bound.

**Lemma 1.4.** There is a universal constant \(\delta > 0\) such that the following holds for all sufficiently large \(n\). Let \(S, T\) be a partition of \([n]\) with \(|S| = |T| = n/2\) such that \(|w(2^S)|, |w(2^T)| \geq 2^{(1/2-\delta)n}\). Then \(\beta(w) \leq 2^{0.661n}\).

**Further Consequences.** Combining Lemma 1.3 and Theorem 1.1, we see directly that instances that generate almost \(2^n\) distinct sums can be solved faster than \(2^{0.5n}\).

**Theorem 1.5.** There exists a Monte Carlo algorithm that solves all instances of Subset Sum with \(|w(2^{[n]})| \geq 2^{0.997n}\) in time \(O^*(2^{0.49991n})\).

Combining this with the view described above of \(|w(2^{[n]})|\) as a refined version of the density of an instance, we have the following result, to support the title of our paper:

**Theorem 1.6.** Suppose there exist a constant \(\epsilon > 0\) and an algorithm that solves all Subset Sum instances of density at least \(1.003\) in time \(O^*(2^{(0.5-\epsilon)n})\). Then there exists a Monte Carlo algorithm that solves Subset Sum in time \(O^*(2^{\max(0.49991,0.5-\epsilon)n})\).

After the result by Howgrave-Graham and Joux [10], this may be a next step towards resolving Open Question 1. Intuitively, one should be able to exploit the fact that the integers in a dense instance have fewer than \(n\) bits. For example, even if only the target is picked uniformly at random, in expectation there will be an exponential number of solutions, which can easily be exploited.\(^1\)

Finally, let us note a somewhat curious consequence of our results. As mentioned earlier, in the context of Open Question 2, it is known that the \(O^*(2^{n/4})\) running time for instances of density \(d\) achieved through dynamic programming can be achieved in polynomial space [15] (see also [13, Theorem 1(a)]). Combining this with Corollary 1.5 and hashing, we directly get the following “interleaving” of Open Questions 1 and 2.

**Corollary 1.7.** There exist two Monte Carlo algorithms, one running in \(O^*(2^{0.49991n})\) time and the other in \(O^*(2^{0.4999n})\) time and polynomial space, such that every instance of Subset Sum is solved by at least one of the algorithms.

**Organization of the paper.** This paper is organized as follows: In Section 2 we review some preliminaries. In Section 3, we provide the proofs of our main algorithmic results. In Section 4 we prove two combinatorial lemmas. In Section 5 we give the proof for Theorem 1.6. Finally we end with some discussion on in Section 6.

## 2 Preliminaries

For a modulus \(m \in \mathbb{Z}_{\geq 1}\) and \(x, y \in \mathbb{Z}\), we write \(x \equiv y \pmod{m}\), or \(x \equiv_m y\) for short, to indicate that \(m\) divides \(x - y\). Throughout this paper, \(w_1, w_2, \ldots, w_n, t\) will denote the input

---

\(^1\) For example, assuming there are at least \(2^{\sigma n}\) solutions for a constant \(\sigma \geq 0\), use a dynamic programming table data structure to randomly sample the subsets in the congruence class \(t \mod q\) for \(q\) a random prime with about \((1-\sigma)n/2\) bits within linear time per sample. A solution is found within \(O^*(2^{(1-\sigma)n/2})\) samples with high probability.
integers of a Subset Sum instance. We associate the set function \( w : 2^{[n]} \rightarrow \mathbb{Z} \) with these integers by letting \( w(X) = \sum_{i \in X} w_i \), and for a set family \( \mathcal{F} \subseteq 2^{[n]} \) we write \( w(\mathcal{F}) \) for the image \( \{w(X) : X \in \mathcal{F}\} \).

For \( 0 \leq x_1, x_2, \ldots, x_t \leq 1 \) with \( \sum_{i=1}^t x_i = 1 \) we write \( h(x_1, x_2, \ldots, x_t) = \sum_{i=1}^t -x_i \log_2 x_i \) for the entropy function. Here, \( 0 \log_2 0 \) should be interpreted as 0. We shorthand \( h(x, 1-x) \) with \( h(x) \). We routinely use the standard fact (easily proved using Stirling’s formula) that for non-negative integers \( n_1, \ldots, n_t \) (where \( t \) is a constant) summing to \( n \), it holds that 
\[
\sum_{i=1}^t (n_i/n_i) = 2^h(n_1/n_1, \ldots, n_t/n_t) \cdot \text{poly}(n).
\]

\textbf{Claim 2.1.} For every sufficiently large integer \( r \) the following holds. If \( p \) is a prime between \( r \) and \( 2r \) selected uniformly at random and \( x \) is a nonzero integer, then \( p \) divides \( x \) with probability at most \( (\log_2 x)/r \).

\textbf{Lemma 2.2 (Bit-length reduction).} There exists a randomized algorithm that takes as input a Subset Sum instance \( w_1, w_2, \ldots, w_m, t \in \mathbb{Z} \) and an integer \( B \in \mathbb{Z} \), and in time \( O^*(1) \) outputs a new Subset Sum instance \( w_1', w_2', \ldots, w_m', t' \in \mathbb{Z} \) such that with probability at least inversely polynomial in the input size, the following properties all simultaneously hold.

1. \( 0 \leq w_1', w_2', \ldots, w_m', t' < 4nB \log_2 B \).
2. If \( B \geq 10 \cdot |w(2^n)| \), then \( X \subseteq [n] \) satisfies \( w(X) = t \) if and only if \( w'(X) = t' \).
3. If \( B \geq 10 \cdot |w(2^n)| \), then \( |w(2^n)|/2 \leq |w'(2^n)| \leq n|w(2^n)| \).
4. If \( B \geq 5 \cdot |w(2^n)|^2 \), then \( w(2^n)/n \leq \beta(w') \leq \beta(w) \).

The proofs of Claim 2.1 and Lemma 2.2 use standard techniques and are presented in the full version [3].

\section{Algorithmic Results}

This section establishes Theorems 1.1 and 1.2. We begin with two lemmas showing how one can exploit a subset of the input integers if it generates either many or few distinct sums. The case of many sums is the main technical challenge and addressed by the following result, which is our main algorithmic contribution.

\textbf{Lemma 3.1.} There is a randomized algorithm that, given positive integers \( w_1, \ldots, w_m, t \leq 2^{O(n)} \) and a set \( M \in 2^{[n]}/\mu \) satisfying \( \mu \leq 0.5 \) and \( |w(2^M)| \geq 2^{\gamma |M|} \), finds a subset \( X \subseteq [n] \) satisfying \( w(X) = t \) with probability at least inversely polynomial in the input size (if such an \( X \) exists) in time \( O^*(2^{0.51+0.8113\gamma-\gamma \mu} n + \beta(w)2^{(1.5-\gamma \mu) n}) \).

The proof is given in Section 3.1. Informally, it uses an algorithm that simultaneously applies the meet-in-the-middle technique of Horowitz and Sahni [9] on the set \( [n] \setminus M \) and the “representation technique” of Howgrave-Graham and Joux [10] on the set \( M \). Specifically, we pick an arbitrary equi-sized partition \( L, R \) of \( [n] \setminus M \) and construct lists \( \mathcal{L} \subseteq 2^{L \cup M} \) and \( \mathcal{R} \subseteq 2^{R \cup M} \). Note that without restrictions on \( \mathcal{L} \) and \( \mathcal{R} \), one solution \( X \) is witnessed by \( 2^{\mathcal{L} \cap [n]} \) pairs \((S, T)\) from \( \mathcal{L} \times \mathcal{R} \) in the sense that \( S \cup T = X \). Now the crux is that since \( M \) generates many sums, \( M \cap X \) generates many sums (say \( 2^{\mu |M|} \)): this allows us to uniformly choose a congruence class \( t_L \) of \( Z_p \) where \( p \) is a random prime of order \( 2^{\mu |M|} \) and restrict attention only to sets \( S \subseteq L \cup M \) and \( T \subseteq R \cup M \) such that \( w(S) \equiv_p t_L \) and \( w(T) \equiv_p t - t_L \), while still finding solutions with good probability. This ensures that the to-be-constructed lists \( \mathcal{L} \) and \( \mathcal{R} \) are small enough. As an indication for this, note that if \( |M \cap X| = |M|/2 \) and \( |w(([n] \setminus M)/4)| \) is \( \Omega(2^{\mu |M|}/2) \), the expected sizes of \( \mathcal{L} \) and \( \mathcal{R} \) are at most \( 2^{((1-\mu)/2+\log(1/4)\mu-\mu/2)n} \leq 2^{(1/2-0.18\mu)n} \).
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In contrast to Lemma 3.1, it is straightforward to exploit a small subset that generates few sums:

\textbf{Lemma 3.2.} There is a deterministic algorithm that, given positive integers \(w_1, \ldots, w_n, t\) and a set \(M \in \binom{[n]}{m}\) satisfying \(\mu \leq 0.5\) and \(|w(2^M)| \leq 2^{\gamma|M|}\) for some \(\gamma \in [0, 1]\), finds a subset \(X \subseteq [n]\) satisfying \(w(X) = t\) (if such an \(X\) exists) in time \(O^*(2^{\frac{1-\mu(1-\gamma)}{2}n})\).

\textbf{Proof.} Let \(L\) be an arbitrary subset of \([n] \setminus M\) of size \(\frac{1-\mu(1-\gamma)}{2}n\) and let \(R = [n] \setminus L\). Then \(|w(2^L)| \leq 2^{|L|} = 2^{\frac{1-\mu(1-\gamma)}{2}n}\), and

\[
|w(2^R)| \leq |w(2^M)| \cdot |w([n] \setminus L)| \leq 2^\gamma \mu n 2^{\left(1 - \frac{1-\mu(1-\gamma)}{2}\right)\mu n} = 2^{\frac{1-\mu(1-\gamma)}{2}n}.
\]

Now apply routine dynamic programming to construct \(w(2^L)\) in time \(O^*(|w(2^L)|)\) and \(w(2^R)\) in time \(O^*(|w(2^R)|)\); build a look-up table data structure for \(w(2^L)\), and for each \(x \in w(2^R)\), check in \(O(n)\) time whether \(t - x \in w(2^L)\).

\section{Proof of Theorem 1.1}

We start by preprocessing the input with Lemma 2.2, taking \(B = 2^{8n} \gg |w(2^M)|^2\). Let \(\gamma = 1 - \epsilon/2, \mu = 3\epsilon/2,\) and partition \([n]\) into \(1/\mu\) parts \(M_1, \ldots, M_{1/\mu}\) of size at most \(\mu n\) arbitrarily. We distinguish two cases. First, suppose that \(|w(2^M)| \geq 2^\gamma \mu n\) for some \(M_i\) (note that this can be easily determined within the claimed time bound). We then apply the algorithm of Lemma 3.1 with \(M = M_i\) and solve the instance (with probability \(\Omega^*(1)\)) in time

\[
O^*(2^{0.5 + 0.8113\mu - \gamma \mu}n + \beta(w)2^{1.5 - \gamma \mu})n).
\]

The coefficient of the exponent of the first term is \(0.5 + 0.8113 \cdot 3\epsilon/2 - (1 - \epsilon/2) \cdot 3\epsilon/2 = 0.5 - 0.28305\epsilon + 0.75\epsilon^2\). The coefficient of the exponent of the second term is \(0.5 - \epsilon + (1.5 - (1 - \epsilon/2)) \cdot 3\epsilon/2 = 0.5 - \epsilon/4 + 0.75\epsilon^2\).

Second, suppose that \(|w(2^M)| \leq 2^\gamma \mu n\) for all \(i\). Let \(L = \bigcup_{i=1}^{1/\mu} M_i\) and \(R = [n] \setminus M\). We see that

\[
|w(2^L)| \leq \prod_{i \leq \frac{1}{\mu}} |w(2^{M_i})| \leq 2^{\gamma n/2} \quad \text{and} \quad |w(2^R)| \leq \prod_{i > \frac{1}{\mu}} |w(2^{M_i})| \leq 2^{\gamma n/2}.
\]

Using standard dynamic programming to construct \(w(2^L)\) and \(w(2^R)\) in \(O^*(|w(2^L)|)\) and \(O^*(|w(2^R)|)\) time, we can therefore solve the instance within \(O^*(2^{\gamma n/2}) = O^*(2^{0.5 - \epsilon/4}n)\) time using linear search.

Exploiting large bins is easy using Lemma 1.4 (the proof of Lemma 1.4 is given in Section 4):

\section{Proof of Theorem 1.2}

Pick an arbitrary equi-sized partition \(S, T\) of \([n]\). By the contrapositive of Lemma 1.4, one of \(S\) and \(T\) generates at most \(2^{1/2 - \delta}n\) sums. Applying Lemma 3.2 with the set in question as \(M\), we get a running time of \(O^*(2^{1/2 - \delta}n/2)\).

\section{Proof of Lemma 3.1}

We now prove Lemma 3.1. Let \(s := |X \cap M|\). Without loss of generality, we may assume that \(s \geq |M|/2\) (by considering the actual target \(t\) and the complementary target \(t' := |w([n]) - t|\).

We may further assume that \(s\) is known by trying all \(O(n)\) possible values. The algorithm is listed in Algorithm 1.
Algorithm A(w₁, . . . , wₙ, t, M, s, γ)

Output: yes, if there exists an X ⊆ [n] with w(X) = t and |X ∩ M| = s

1. Let σ = s/|M|
2. Let π = γ − 1 + σ
3. Pick a random prime p satisfying 2π|M| ≤ p ≤ 2π|M|+1
4. Pick a random number 0 ≤ t_L ≤ p − 1
5. for all 0 ≤ s₁ ≤ s₂ ≤ |M| such that s₁ + s₂ = s do
6. Let σ₁ = s₁/|M|, σ₂ = s₂/|M|
7. Let λ = (1 − µ)/2 + (h(σ/2) − h(σ₁))µ
8. Let L, R be an arbitrary partition of [n] \ M such that |L| = |λn|
9. Construct L = {S ∈ 2^{L∪M} : w(S) ≡_p t_L and |S ∩ M| = s₁}
10. Construct R = {T ∈ 2^{R∪M} : w(T) ≡_p t − t_L and |T ∩ M| = s₂}
11. for all (S, T) ∈ L × R such that w(S) + w(T) = t do
12. if S ∩ T = ∅ then return yes
13. return no

Algorithm 1 Exploiting a small subset generating many sums.

Expected Running time. We will analyze the expected running time of Algorithm 1 in two parts: (i) the generation of the lists L and R on Lines 9 and 10, and (ii) the iteration over pairs in L × R in Line 11 (the typical bottleneck). Let W_L := 2^{L_1(M)} ≤ 2^{λn}2^{h(σ_m)n} = 2^{((1 − µ)/2+h(σ/2))µn} denote the size of the search space for L.

Proposition 3.3. The lists L and R in Lines 9 and 10 can be constructed in expected time O*(W_L^{1/2} + W_L/2^{π_μ n}), where the expectation is over the choice of p and t_L.

Proof. By splitting the search space for L appropriately, we get two “halves” each of which has size W_L^{1/2}. Specifically, we arbitrarily pick a subset L_1 ⊆ L of size λ_1n with λ_1 = (λ + h(σ/2))µ/2 and generate using brute-force w(2^{L_1}) and w(L_2) where L_2 = {Y ∪ Z : Y ⊆ L \ L_1 and Z ∈ (M \ L)}. Then we store w(2^{L_1}) in a dictionary data structure, and for each sum x ∈ w(L_2), we look up all solutions with sum t − x mod p in the dictionary of w(2^{L_1}) and list for such a pair its union. This yields a running time of O*(|L| + W_L^{1/2}). The expected size of |L| over the random choices of t_L is E[|L|] ≤ O(W_L/2^{π_μ n}).

The analysis for R is analogous and we get a running time of O*(W_R^{1/2} + W_R/2^{π_μ n}) where W_R := 2^{|R∪M|}. Let ρ = |R|/n. Since h(·) is concave and, in particular, h(σ₁) + h(σ₂) ≤ 2h(σ/2), we then have (up to a negligible term caused by rounding λn to an integer)

ρ = 1 − µ − λ = (1 − µ)/2 − (h(σ/2) − h(σ₁))µ ≤ (1 − µ)/2 + (h(σ/2) − h(σ₂))µ.

Thus the case of R is symmetric to the situation for L and W_R ≤ 2^{((1 − µ)/2+h(σ/2)µ)n} = O*(W_R).

The term W_L/2^{π_μ n} can be bounded by using the definition of π = γ − 1 + σ and we get W_L/2^{π_μ n} = 2^{(1/2 + h(σ/2)−γ−σ)µn}. Since 1/2 + h(σ/2) − σ subject to 1/2 ≤ σ ≤ 1 is maximized at σ = 1/2 where it is h(1/4) ≤ 0.8113, we have that W_L/2^{π_μ n} ≤ 2^{[(0.5+0.8113γ−µ)n]}. The term W_R/2^{π_μ n} is naively bounded by 2^{(1+µ)n/4}, which is dominated by the term O*(2^{0.5+0.8113γ−µ)n} since µ ≤ 1/2 and γ ≤ 1. It follows that Line 9 and Line 10 indeed run within the claimed time bounds.

Proposition 3.4. The expected number of pairs considered in Line 11 is O*(β(w)2^{(1.5−γ)n}), where the expectation is over the choice of p and t_L.
Proof. Define $B = \{(P,Q) \in 2^{[n]} \times 2^{M} : w(P) + w(Q) = t\}$, and note that the set of pairs $(S, T) \in 2^{L \cup M} \times 2^{R \cup M}$ satisfying $w(S) + w(T) = t$ are in one-to-one correspondence with pairs in $B$ (by the map $(S, T) \mapsto (S \cup (T \cap R), T \cap M)$). Furthermore, the size of $B$ is bounded by $|B| \leq \beta(w)2^{|M|}$; for each of the $2^{|M|}$ possible choices of $Q$, there are at most $\beta(w)$ subsets $R$ that sum to $t - w(Q)$.

Any given pair $(S, T) \in 2^{L \cup M} \times 2^{R \cup M}$ satisfying $w(L) + w(R) = t$ is considered only if $w(S) \equiv_p t_L$, which happens with probability $O(2^{-\pi n})$ (over the uniformly random choice of $t_L$). Thus the expected number of pairs considered in Line 11 is upper bounded by $O(|B|/2^{\pi n}) = O(\beta(w)2^{(1-\pi)n}) = O(\beta(w)2^{(2-\sigma)n})$. Using $\sigma \geq 1/2$, the desired bound follows.

Success Probability. To establish Lemma 3.1, we run Algorithm 1 for $\Omega(|M|)$ times the expected number of computation steps and return no if it did not terminate yet. By our previous analysis it is clear that this algorithm runs within the required time bound, and clearly it only return yes if a solution is found on Line 12.

Now suppose there exists an $X \subseteq [n]$ with $w(X) = t$ and $|X \cap M| = s$. It remains to lower bound the probability that the modified algorithm return yes. Note that by Markov’s inequality we return no due to premature termination with probability at most $O(1/|M|)$, so by a union bound it will be sufficient to lower bound the probability that Algorithm 1 returns yes by $\Omega(1/|M|)$.

To this end, note that $2^{|M|} \leq |w(2^M)| \leq |w(2^M \cap X)| \cdot |w(2^M \setminus X)|$, and since $|w(2^M \setminus X)| \leq 2^{|M|}-s$, we have that $|w(2^M \cap X)| \geq 2^{|M|} - (1-\sigma)|M| = 2^{\pi|M|}$.

Thus there must exist positive $s_1 + s_2 = s$ such that $|w(M_{s_1}\cap X)| \geq 2^{|M|}/|M|$. Let us focus on the corresponding iteration of Algorithm 1. Let $w_L := w(X \cap L)$ be the contribution of $L$ to the solution $X$. We claim that in this iteration, the following holds.

**Proposition 3.5.**

$$
\Pr \left[ \exists Q \in \binom{M \cap X}{s_1} : w(Q) \equiv_p t_L - w_L \right] \geq \Omega \left( \frac{1}{|M|} \right).
$$

Note that, conditioned on the event $\exists Q \in \binom{M \cap X}{s_1} : w(Q) \equiv_p t_L - w_L$, Algorithm 1 will include $S := Q \cup (L \cap X)$ in $L$ and $T := X \setminus S$ in $R$ and recover $X$. Therefore, this concludes the proof of Lemma 3.1.

**Proof.** Let $F \subseteq \binom{M \cap X}{s_1}$ be a maximal injective subset, i.e., satisfying $|F| = |w(F)| = |w\left(\binom{M \cap X}{s_1}\right)| \geq \Omega^*(2^{|M|})$. Let $c_i = |\{Y \in F : w(Y) \equiv_p i\}|$ be the number of sets from $F$ in the $i$th bin mod $p$. Our goal is to lower bound the probability that $c_{t_L - w_L} > 0$ (where $t_L - w_L$ is taken modulo $p$). We can bound the expected $\ell^2$ norm (e.g., the number of collisions) by

$$
\mathbb{E} \left[ \sum_i c_i^2 \right] = \sum_{Y \subseteq F} \Pr \left[ p \text{ divides } w(Y) - w(Z) \right] \leq |F| + O^*(|F|^2/2^{|M|}),
$$

where the inequality uses Claim 2.1 and the assumption that the $w_i$’s are $2^{O(n)}$. By Markov’s inequality, $\sum_i c_i^2 \leq O^*(|F|^2/2^{|M|})$ with probability at least $\Omega^*(1)$ over the choice of $p$ (here we used $|F| = \Omega^*(2^{|M|})$ to conclude that the second term in (2) dominates the first). Conditioned on this, Cauchy-Schwarz implies that the number of non-zero $c_i$’s is at least $|F|^2/\sum_i c_i^2 \geq \Omega^*(2^{|M|})$. When this happens, the probability that $c_{t_L - w_L} > 0$ (over the uniformly random choice of $t_L$) is $\Omega^*(1)$. □
4  Combinatorial Results (Lemma 1.3 and Lemma 1.4)

In this section we provide two non-trivial quantitative relations between several structural parameters of the weights. Our results are by no means tight, but will be sufficient for proving our main results.

For the purposes of this section, it is convenient to use vector notation for subset sums. In particular, for a vector \( x \in \mathbb{Z}^n \), we write \( x \cdot w = \sum_{i=1}^n x_i w_i \), and \( x^{-1}(j) \subseteq [n] \) for the set of \( i \in [n] \) such that \( v_i = j \).

Our approach to relate the number of sums \( |w(2^n)| \) to the largest bin size \( \beta(w) \) is to establish a connection to the notion of Uniquely Decodable Code Pairs from information theory, defined as follows.

\begin{definition}[Uniquely Decodable Code Pair, UDCP]\end{definition}

\[ |A + B| = \left| \{ a + b : a \in A, b \in B \} \right| = |A| \cdot |B|, \]

then \( (A, B) \) is called uniquely decodable. Note that here addition is performed over \( \mathbb{Z}^n \) (and not \( \mod 2^n \)).

UDCP’s capture the zero error region of the so-called binary adder channel, and there is a fair amount of work on how large the sets \( A \) and \( B \) can be (for a survey, see [19, §3.5.1]). The connection between UDCP’s and Subset Sum is that a Subset Sum instance that both generates many sums and has a large bin yields a large UDCP, as captured in the following proposition.

\begin{proposition}
If there exist weights \( w_1, \ldots, w_n \) such that \( |w(2^n)| = a \) and \( \beta(w) = b \), then there exists a UDCP \( (A, B) \) with \( |A| = a \) and \( |B| = b \).
\end{proposition}

\begin{proof}
Let \( A \subseteq \{0, 1\}^n \) be an injective set, i.e., \( x \cdot w \neq x' \cdot w \) for all \( x, x' \in A \) with \( x \neq x' \). Note that there exists such an \( A \) with \( |A| = a \). Let \( B \subseteq \{0, 1\}^n \) be a bin, i.e., \( y \cdot w = y' \cdot w \) for all \( y, y' \in B \). Note that we can take these to have sizes \( |A| = a \) and \( |B| = b \).

We claim that \((A, B)\) is a UDCP. To see this, let \( x, x' \in A \) and \( y, y' \in B \) with \( x+y = x'+y' \). Then

\[ x \cdot w + y \cdot w = (x+y) \cdot w = (x'+y') \cdot w = x' \cdot w + y' \cdot w. \]

Thus \( x \cdot w = x' \cdot w \), and so by the injectivity property of \( A \), we have \( x = x' \), which in turn implies \( y = y' \) since \( x + y = x' + y' \).

We have the following result by Ordentlich and Shaeffer [17, Theorem 1, setting \( R_1 = 0.997 \) and \( \alpha = 0.07 \)].

\begin{theorem}[[17]]
Let \( A, B \subseteq \{0, 1\}^n \) such that \((A, B)\) is a UDCP and \( |A| \geq 2^{-0.997n} \). Then \( |B| \leq 2^{0.4996n} \).
\end{theorem}

With this connection in place, the proof of Lemma 1.3 is immediate.

\begin{lemma}[restated]
If \( |w(2^n)| \geq 2^{0.997n} \), then \( \beta(w) \leq 2^{0.4996n} \).
\end{lemma}

\begin{proof}
Combine Theorem 4.3 with the contrapositive of Proposition 4.2.
\end{proof}

The remainder of this section is devoted to Lemma 1.4. The proof also (implicitly) uses a connection to Uniquely Decodable Code Pairs, but here the involved sets of strings are not binary. There is no reason to believe that the constant 0.661 is tight. However, because a random instance \( w \) of density 2 satisfies the hypothesis for all partitions \( S, T \) and has \( \beta(w) \approx 2^{0.5n} \) with good probability, just improving the constant 0.661 will not suffice for settling Open Question 1.
4.1 Proof of Lemma 1.4

For a subset $S \subseteq [n]$, define a function $b_S : \mathbb{Z} \to \mathbb{Z}$ by letting $b_S(x)$ be the number of subsets $S' \subseteq S$ such that $w(S') = x$. Note that $|w(2^S)|$ equals the support size of $b_S$, or $\|b_S\|_0$, and that $\beta_x(S) = \max_{b} b_S(x) = \|b_S\|_\infty$. Instead of working with these extremes, it is more convenient to work with the $\ell^2$ norm of $b_S$, and the main technical claim to obtain Lemma 1.4 is the following.

**Proposition 4.4.** There exists a $\delta > 0$ such that for all sufficiently large $|S|$ the following holds: if $|w(2^S)| \geq 2^{(1-\delta)|S|}$, then $\|b_S\|_2 \leq 2^{0.661|S|}$.

**Proof of Proposition 4.4.** Without loss of generality we take $S = [n]$, and to simplify notation we omit the subscript $S$ from $b_S$ and simply write $b : \mathbb{Z} \to \mathbb{Z}$ for the function such that $b(r)$ is the number of subsets of $w_1, \ldots, w_n$ summing to $r$. Note that

$$\|b\|_2^2 = \sum_{U \subseteq [n], |w(U)| = \omega} \sum_{V \subseteq [n], |w(V)| = \omega} 2^{n-|U|-|V|} = \sum_{y \in \{-1,0,1\}^n} \sum_{y \in \{-1,0,1\}^n} [y \cdot w = 0] \cdot 2^{\|y\|_1},$$

where $[p]$ denotes 1 if $p$ holds and 0 otherwise. Defining $B_\sigma = \{y \in \{-1,0,1\}^n : y \cdot w = 0$ and $\|y\|_1 = \sigma n\}$, we thus have

$$\|b\|_2^2 \leq \sum_{i = 0}^n |B_{\sigma/n}| 2^{n-i} \leq n \max_{\sigma} |B_\sigma| 2^{{(1-\sigma)n}}. \quad (3)$$

We now proceed to bound the size of $B_\sigma$ by an encoding argument. To this end, let $A \subseteq \{0,1\}^n$ be a maximal injective set of vectors. In other words, $|A| = |w(2^n)| \geq 2^{0.99n}$, and for all pairs $x \neq x' \in A$, it holds that $x \cdot w \neq x' \cdot w$. We claim that $|A + B_\sigma| = |A| \cdot |B_\sigma|$. To see this note that, similarly to the proof of Proposition 4.2, if $x + y = x' + y'$ (with $x, x' \in A$ and $y, y' \in B_\sigma$) then $x \cdot w = x' \cdot w$ (since $y' \cdot w = 0$) and thus $x = x'$ and $y = y'$.

Define $P_\sigma$ to be all pairs $(x, y)$ in $A \times B_\sigma$ that are balanced, in the sense that for some $\gamma > 0$ the following conditions hold:

$$|x^{-1}(1) \cap y^{-1}(-1)| = \frac{1}{2} |y^{-1}(-1)| \pm \gamma n,$$

$$|x^{-1}(1) \cap y^{-1}(0)| = \frac{1}{2} |y^{-1}(0)| \pm \gamma n,$$

$$|x^{-1}(1) \cap y^{-1}(1)| = \frac{1}{2} |y^{-1}(1)| \pm \gamma n. \quad (4)$$

**Claim 4.5.** For $\gamma = \sqrt{\delta}$ and $n$ sufficiently large, we have that $|P_\sigma| \geq |A| \cdot |B_\sigma|/2$.

The postponed proof of Claim 4.5 can be found in the full version [3].

Setting $\gamma = \sqrt{\delta}$, we can now proceed to upper bound $|P_\sigma|$. Consider the encoding $\eta : P_\sigma \to \{-1,0,1,2\}^n$ defined by $\eta(x, y) = x + y$. By the property $|A + B_\sigma| = |A| \cdot |B|$, it follows that $\eta$ is an injection, and thus $|P_\sigma|$ equals the size of the image of $\eta$. For a pair $(x, y) \in P_\sigma$, if $y \in B_\sigma$ has $\sigma n$ many 1’s, and $(1-\tau)\sigma n$ many -1’s, then $z = \eta(x, y)$ has the following frequency distribution:

$$\frac{|z^{-1}(1)|}{n} = \frac{\tau \sigma + 1 - \sigma}{2} \pm o_\gamma(1),$$

$$\frac{|z^{-1}(0)|}{n} = \frac{\tau \sigma + 1 - \sigma}{2} \pm o_\gamma(1),$$

$$\frac{|z^{-1}(2)|}{n} = \frac{1 - \sigma + (1-\tau)\sigma}{2} \pm o_\gamma(1),$$

$$\frac{|z^{-1}(3)|}{n} = \frac{1 - \sigma + (1-\tau)\sigma}{2} \pm o_\gamma(1),$$

$$\frac{|z^{-1}(4)|}{n} = \frac{1 - \sigma + (1-\tau)\sigma}{2} \pm o_\gamma(1),$$

$$\frac{|z^{-1}(5)|}{n} = \frac{1 - \sigma + (1-\tau)\sigma}{2} \pm o_\gamma(1).$$
where, for a variable \( \epsilon \), we write \( o_\epsilon(1) \) to indicate a term that converges to 0 when \( \epsilon \) tends to 0. Since \( \gamma = \sqrt{5} \), we have \( o_\epsilon(1) = o_{\delta}(1) \). The number of \( z \)’s with such a frequency distribution is bounded by

\[
\left( \frac{\tau \sigma}{2} n, \left( \frac{\tau \sigma}{2} + \frac{1-\tau}{2} \right) n, \left( \frac{1-\tau}{2} \right) n, \frac{1-\tau}{2} n \right) 2^{o_\epsilon(1)n}.
\]

Then, \( |P_\sigma| \) is bounded by

\[
\log |P_\sigma| \leq \max_{\tau \in [0,1]} (g(\sigma, \tau) + o_\tau(1)) n,
\]

where the first inequality is by Cauchy–Schwarz and the second inequality by Proposition 4.4.

It can be verified that \( g(\sigma, \tau) \) is maximized for \( \tau = 1/2 \) and we have

\[
\max_{\tau \in [0,1]} g(\sigma, \tau) = h\left( \frac{\tau \sigma}{2} + \frac{1-\tau}{2} + \frac{1-\tau}{2}, \frac{1-\tau}{2} \right) = 1 + h\left( \frac{\tau \sigma}{2} \right).
\]

Combining this with the bounds \( |P_\sigma| \geq |A| \cdot |B| \cdot 2^{-O(\delta^8)n} \) and \( |A| \geq 2^{(1-\delta)n} \), we get that

\[
|B_\delta| \leq 2^{(h(\sigma/2) + o_\tau(1))n}.
\]

Plugging this into (3) we see that

\[
\|b\|_2^2 \leq \max_{\sigma} 2^{(1+h(\sigma/2) - \sigma + o_\tau(1))n}.
\]

The expression \( h(\sigma/2) - \sigma \) is maximized at \( \sigma = 2/5 \), and we obtain

\[
\|b\|_2^2 \leq 2^{(1+3/5+h(1/5) + 3/5 + o_\tau(1))} \leq 2^{(1.32195 + o_\tau(1)n)}.
\]

Thus if \( \delta \) is sufficiently small, we have \( \|b\|_2^2 \leq 2^{1.322n} \), as desired. \( \blacklozenge \)

Using Proposition 4.4, the desired bound of Lemma 1.4 follows immediately, since

\[
\beta(n) = \max_{x \in \mathbb{Z}} \sum_{y \in \mathbb{Z}} b_S(y) b_T(x-y) \leq \max_{x \in \mathbb{Z}} \|b_S\|_2 \|b_T\|_2 \leq 2^{0.661n},
\]

where the first inequality is by Cauchy–Schwarz and the second inequality by Proposition 4.4.

5 Proof of Theorem 1.6

Proof of Theorem 1.6. Given oracle access to an algorithm that solves SUBSET SUM instance of density at least 1.003 in \( O^{\ast}(2^{0.5 - \epsilon})n \) time for some \( \epsilon > 0 \), we solve an arbitrary instance \( w_1, w_2, \ldots, w_n, t \) of SUBSET SUM in time \( O^{\ast}(2^{\max\{0.49991, 0.5 - \epsilon\}}n) \) as follows.

As Step 1, run the algorithm of Theorem 1.5 for \( \Theta^{\ast}(2^{0.49991}n) \) timesteps. If it terminates within this number of steps, return YES if it found a solution and NO otherwise. Otherwise, as Step 2, run the preprocessing of Lemma 2.2 with \( B = 10 \cdot 2^{0.997n} \). This yields a new instance with density 1/0.997 > 1.003, which we solve using the presumed oracle for such instances. If the oracle returns a solution, we verify that it is indeed a solution to our original instance and if so return YES. Otherwise we return NO.

If there is no solution this algorithm clearly returns NO. If there is a solution and \( |w(2^n)| \geq 2^{0.997n} \), we find a solution with inversely polynomial probability in Step 1. If there is a solution and \( |w(2^n)| \leq 2^{0.997n} \), Property 2 of Lemma 2.2 guarantees that the solution to the reduced instance is a solution to the original instance with probability at least polynomial in the input size, and the oracle will then provide us with the solution. \( \blacklozenge \)
6 Further Discussion

Our original ambition was to resolve Open Question 1 affirmatively by a combination of two algorithms that exploit small and large concentration of the sums, respectively. Since we only made some partial progress on this, it remains an intriguing question whether this approach can fulfill this ambition. In this section we speculate about some further directions to explore.

Exploiting Large Density. For exploiting a density $1.003 \leq d \leq 2$, the meet-in-the-middle technique [9] does not seem directly extendable. A different, potentially more applicable $O^*(2^{n/2})$ algorithm works as follows: pick a prime $p$ of order $2^{n/2}$, build the dynamic programming table that counts the number of subsets with sum congruence to $t$ mod $p$, and use this as a data structure to uniformly sample solutions mod $p$ with linear delay; try $O^*(2^{n/2})$ samples and declare a no-instance if no true solution is found (see also Footnote 1). As such, this does not exploit large density at all, but to this end one could seek a similar variant of Algorithm 1 with $\mu n$.▶

\[\text{Lemma 6.1.}\]

There exists $\delta > 0$ such that if $A, B \subseteq \{0, 1\}^n$ is a UDCP and $|A| \geq 2^{(1-\delta)n}$, then $|B| \leq 2^{0.4115n}$. ▶

Plugging this into the proof of Lemma 1.3, this gives that $\beta(w) \leq 2^{0.4115+o(1)n}$ in the setting of Open Question 3. We would like to remark that improving this beyond $2^{0.25+o(1)n}$ via Lemma 1.3 is not possible since UDCP pairs $(A, B)$ with $|A| \geq 2^{(1-o(1))n}$ and $|B| \geq 2^{n/4}$ do exist [12]. One may also wonder whether we can deal with instances

Sharper Analysis of Algorithm 1. The analysis of Algorithm 1 in Lemma 3.1, and in particular the typical bottleneck $\beta(w)2^{(1.5-\gamma)\mu n}$ in the running time, is quite naive. For example, since we can pick $M$ as we like (and assume it generates many sums), for the algorithm to fail we need an instance where big bins are encountered by the algorithm for many choices of $M$. It might be a good approach to first try to extend the set of instances that can be solved ‘truly faster’ in this way, e.g. to the set of all instances with $\beta(w) \leq 2^{(1+\delta)n}$ for some small $\delta > 0$. As an illustration of the looseness, let us mention that in a previous version of this manuscript, we used a more sophisticated analysis to show the following: there exists some $\delta > 0$, such that if $|w(2^n)| \geq 2^{(1-\delta)n}$, then $|\{(P, Q) \in \binom{[n]}{n/2} : w(P) + w(Q) = t\}| \leq 2^{0.5254n}$. We used this to show that all instances with $|w(2^n)| \geq 2^{(1-\delta)n}$ can be solved via a mild variant of Algorithm 1 with $M = [n]$, indicating that Algorithm 1 gives non-trivial algorithms even for large $M$.

Sharper Combinatorial Bounds. Lemma 1.3 and Lemma 1.4 seem to be rather crude estimates. In fact, we don’t even know the following (again, borrowing notation from the proof of Proposition 4.4):

**Open Question 3:** Suppose $|w(2^n)| \geq 2^{(1-\epsilon)n}$. Can $\beta(w)$ and $\|b_{[n]}\|_2$ be bounded by $2^{o(1)n}$ and $2^{(0.5+o(1))n}$, respectively?

Note that the second bound would follow from the first bound. Furthermore, if the second bound holds, we would be able to solve, for all $\epsilon > 0$, all instances with $|\beta(w)| \geq 2^{(0.5+\epsilon)n}$ in time $O^*(2^{(0.5-\epsilon)n})$ for some $\epsilon' > 0$ depending on $\epsilon$, via the proof of Theorem 1.2.

In recent work [1] we proved the following modest progress:

**Lemma 6.1.** There exists $\delta > 0$ such that if $A, B \subseteq \{0, 1\}^n$ is a UDCP and $|A| \geq 2^{(1-\delta)n}$, then $|B| \leq 2^{0.4115n}$.
with $|w(2^n)| \geq 2^{(0.5+\epsilon)n}$, for all $\epsilon > 0$ by arguing $\beta(w)$ must be small but this does not work directly: there are instances with $|w(2^n)| = 3^{n/2}$ and $\beta(w) = 2^{n/2}$ (the instance 1,1,3,3,9,9,27,27,... has this, though it is easily attacked via Lemma 3.2).
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Computing the $L_1$ Geodesic Diameter and Center of a Polygonal Domain
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Abstract

For a polygonal domain with $h$ holes and a total of $n$ vertices, we present algorithms that compute the $L_1$ geodesic diameter in $O(n^2 + h^4)$ time and the $L_1$ geodesic center in $O((n^4 + n^2 h^4) \alpha(n))$ time, where $\alpha(\cdot)$ denotes the inverse Ackermann function. No algorithms were known for these problems before. For the Euclidean counterpart, the best algorithms compute the geodesic diameter in $O(n^{7.73})$ or $O(n^7 (h + \log n))$ time, and compute the geodesic center in $O(n^{12+\epsilon})$ time. Therefore, our algorithms are much faster than the algorithms for the Euclidean problems. Our algorithms are based on several interesting observations on $L_1$ shortest paths in polygonal domains.

1 Introduction

A polygonal domain $P$ is a closed and connected polygonal region in the plane $\mathbb{R}^2$, with $h \geq 0$ holes (i.e., simple polygons). Let $n$ be the total number of vertices of $P$. Regarding the boundary of $P$ as obstacles, we consider shortest obstacle-avoiding paths lying in $P$ between any two points $p, q \in P$. Their geodesic distance $d(p, q)$ is the length of a shortest path between $p$ and $q$ in $P$. The geodesic diameter (or simply diameter) of $P$ is the maximum geodesic distance over all pairs of points $p, q \in P$, i.e., $\max_{p \in P} \max_{q \in P} d(p, q)$. Closely related to the diameter is the min-max quantity $\min_{p \in P} \max_{q \in P} d(p, q)$, in which a point $p^*$ that minimizes $\max_{q \in P} d(p^*, q)$ is called a geodesic center (or simply center) of $P$. Each of the above quantities is called Euclidean or $L_1$ depending on which of the Euclidean or $L_1$ metric is adopted to measure the length of paths.

For simple polygons (i.e., $h = 0$), the Euclidean diameter and center have been studied since the 1980s [2, 8, 23]. Hershberger and Suri [16] gave a linear-time algorithm for computing
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the diameter. Pollack, Sharir, and Rote \cite{21} gave an \( O(n \log n) \) time algorithm for computing the geodesic center; recently, Ahn et al. \cite{1} solved the problem in \( O(n) \) time. For the general case (i.e., \( h > 0 \)), the Euclidean diameter problem was solved in \( O(n^{1.73}) \) or \( O(n^2 (h + \log n)) \) time \cite{4}, and the Euclidean center problem was solved in \( O(n^{12+\epsilon}) \) time for any \( \epsilon > 0 \) \cite{5}.

For the \( L_1 \) versions, the diameter and the center of simple polygons can be computed in linear time \cite{6, 22}. In this paper, we present the first algorithms that compute the diameter and center of a polygonal domain \( P \) (as defined above) in \( O(n^2 + h^4) \) and \( O((n^4 + n^3 h^4) \alpha(n)) \) time, respectively, where \( \alpha(\cdot) \) is the inverse Ackermann function. Comparing with the algorithms for the same problems under the Euclidean metric, our algorithms are much more efficient, especially when \( h \) is significantly smaller than \( n \).

As discussed in \cite{4}, a main difficulty of polygonal domains seemingly arises from the fact that there can be several topologically different shortest paths between two points, which is not the case for simple polygons. Bae, Korman, and Okamoto \cite{4} observed that the Euclidean diameter can be realized by two interior points of a polygonal domain, in which case the two points have at least five distinct shortest paths. This difficulty makes their algorithm suffer a fairly large running time. Similar issues also arise in the \( L_1 \) metric, where a diameter may also be realized by two interior points (this can be seen by easily extending the examples in \cite{4}). Further, under the \( L_1 \) metric, it seems that at least eight topologically different shortest paths are needed to pin the solution; thus, even if we manage to adapt all techniques used in \cite{4} to the \( L_1 \) metric, this would result in an algorithm whose running time is significantly larger than \( O(n^{7.73}) \).

We take a different approach from \cite{4}. We first construct an \( O(n^2) \)-sized cell decomposition of \( P \) such that the \( L_1 \) geodesic distance function restricted in any pair of two cells can be explicitly described in \( O(1) \) complexity. Consequently, the \( L_1 \) diameter and center can be obtained by exploring these cell-restricted pieces of the geodesic distance. This leads to simple algorithms that compute the diameter in \( O(n^2) \) time and the center in \( O(n^6 \alpha(n)) \) time. With the help of an “extended corridor structure” of \( P \) \cite{9, 10, 11, 12}, we reduce the \( O(n^2) \) complexity of our decomposition to another “coarser” decomposition of \( O(n + h^2) \) complexity; with another crucial observation (Lemma 7), one may compute the diameter in \( O(n^3 + h^4) \) time by using our techniques for the above \( O(n^3) \) time algorithm. One of our main contributions is an additional series of observations (Lemmas 9 to 18) that allow us to further reduce the running time to \( O(n^2 + h^4) \). These observations along with the decomposition may also have other applications. The idea for computing the center is similar.

We are motivated to study the \( L_1 \) versions of the diameter and center problems in polygonal (even non-rectilinear) domains for several reasons. First, the \( L_1 \) metric is natural and well studied in optimization and routing problems, as it models actual costs in rectilinear road networks and certain robotics/VLSI applications. Indeed, the \( L_1 \) diameter and center problems in the simpler setting of simply connected domains have been studied \cite{6, 22}. Second, the \( L_1 \) metric approximates the Euclidean metric. Further, improved understanding of algorithmic results in one metric can assist in understanding in other metrics.

1.1 Preliminaries

For any subset \( A \subset \mathbb{R}^2 \), denote by \( \partial A \) the boundary of \( A \). Denote by \( \overline{pq} \) the line segment with endpoints \( p \) and \( q \). For any path \( \pi \subset \mathbb{R}^2 \), let \( |\pi| \) be the \( L_1 \) length of \( \pi \). A path is \( xy \)-monotone (or monotone for short) if every vertical or horizontal line intersects it in at most one connected component.

Fact 1. For any monotone path \( \pi \) between two points \( p, q \in \mathbb{R}^2 \), \( |\pi| = |\overline{pq}| \) holds.
We view the boundary \( \partial P \) of \( P \) as a series of obstacles so that no path in \( P \) is allowed to cross \( \partial P \). Throughout the paper, unless otherwise stated, a shortest path always refers to an \( L_1 \) shortest path and the distance/length of a path (e.g., \( d(p,q) \)) always refers to its \( L_1 \) distance/length. The diameter/center always refers to the \( L_1 \) geodesic diameter/center.

**Fact 2** ([14, 15]). In any simple polygon \( P \), there is a unique Euclidean shortest path \( \pi \) between any two points in \( P \). The path \( \pi \) is also an \( L_1 \) shortest path in \( P \).

The rest of the paper is organized as follows. In Section 2, we introduce our cell decomposition of \( P \) and exploit it to have preliminary algorithms for computing the diameter and center of \( P \). The algorithms will be improved later in Section 4, based on the extended corridor structure and new observations discussed in Section 3.

Due to the space limit, most lemma and theorem proofs are omitted but can be found in the full version of the paper [3].

## 2 The Cell Decomposition and Preliminary Algorithms

We first build the horizontal trapezoidal map by extending a horizontal line from each vertex of \( P \) until each end of the line hits \( \partial P \). Next, we compute the vertical trapezoidal map by extending a vertical line from each vertex of \( P \) and each of the ends of the above extended lines. We then overlay the two trapezoidal maps, resulting in a cell decomposition \( D \) of \( P \) (e.g., see Fig. 1). The above extended horizontal or vertical line segments are called the diagonals of \( D \). Note that \( D \) has \( O(n) \) diagonals and \( O(n^2) \) cells. Each cell \( \sigma \) of \( D \) appears as a trapezoid or a triangle; let \( V_\sigma \) be the set of vertices of \( D \) that are incident to \( \sigma \) (note that \( |V_\sigma| \leq 4 \)). We let \( D \) also denote the set of all the cells of the decomposition.

Each cell of \( D \) is an intersection between a trapezoid of the horizontal trapezoidal map and another one of the vertical trapezoidal map. Two cells of \( D \) are aligned if they are contained in the same trapezoid of the horizontal or vertical trapezoidal map, and unaligned otherwise. Lemma 1 is crucial for computing both the diameter and the center of \( P \).

**Lemma 1.** Let \( \sigma, \sigma' \) be any two cells of \( D \). For any point \( s \in \sigma \) and any point \( t \in \sigma' \), if \( \sigma \) and \( \sigma' \) are aligned, then \( d(s,t) = |st| \); otherwise, there exists an \( L_1 \) shortest path between \( s \) and \( t \) that passes through two vertices \( v \in V_\sigma \) and \( v' \in V_{\sigma'} \) (e.g., see Fig. 2).

### 2.1 Computing the Geodesic Diameter

The general idea is to consider every pair of cells of \( D \) separately. For each pair of such cells \( \sigma, \sigma' \in D \), we compute the maximum geodesic distance between \( \sigma \) and \( \sigma' \), that is, \( \max_{s\in\sigma, t\in\sigma'} d(s,t) \), called the \((\sigma,\sigma')\)-constrained diameter. Since \( D \) is a decomposition of \( P \),
the diameter of \( P \) is equal to the maximum value of the constrained diameters over all pairs of cells of \( D \). We handle two cases depending on whether \( \sigma \) and \( \sigma' \) are aligned.

If \( \sigma \) and \( \sigma' \) are aligned, by Lemma 1, for any \( s \in \sigma \) and \( t \in \sigma' \), we have \( d(s, t) = |\bar{s}t| \), i.e., the \( L_1 \) distance of \( \bar{s}t \). Since the \( L_1 \) distance function is convex, the \( (\sigma, \sigma') \)-constrained diameter is always realized by some pair \((v, v')\) of two vertices with \( v \in V_\sigma \) and \( v' \in V_{\sigma'} \). We are thus done by checking at most 16 pairs of vertices, in \( O(1) \) time.

In the following, we assume that \( \sigma \) and \( \sigma' \) are unaligned. Consider any point \( s \in \sigma \) and any point \( t \in \sigma' \). For any vertex \( v \in V_\sigma \) and any vertex \( v' \in V_{\sigma'} \), consider the path from \( s \) to \( t \) obtained by concatenating \( \bar{sv} \), a shortest path from \( v \) to \( v' \), and \( \bar{tv'} \), and let \( d_{vv'}(s, t) \) be its length. Lemma 1 ensures that \( d(s, t) = \min_{v \in V_\sigma, v' \in V_{\sigma'}} d_{vv'}(s, t) \). Since \( d_{vv'}(s, t) = |\bar{sv}| + |\bar{tv'}| + d(v, v') \) and \( d(v, v') \) is constant over all \((s, t) \in \sigma \times \sigma'\), the function \( d_{vv'} \) is linear on \( \sigma \times \sigma' \). Thus, it is easy to compute the \( (\sigma, \sigma') \)-constrained diameter once we know the value of \( d(v, v') \) for every pair \((v, v')\) of vertices.

**Lemma 2.** For any two cells \( \sigma, \sigma' \in D \), the \( (\sigma, \sigma') \)-constrained diameter can be computed in constant time, provided that \( d(v, v') \) for every pair \((v, v')\) with \( v \in V_\sigma \) and \( v' \in V_{\sigma'} \) has been computed.

For each vertex \( v \) of \( D \), an easy way can compute \( d(v, v') \) for all other vertices \( v' \) of \( D \) in \( O(n^2 \log n) \) time, by first computing the shortest path map \( SPM(v) \) \([19, 20]\) in \( O(n \log n) \) time and then computing \( d(v, v') \) for all \( v' \in D \) in \( O(n^2 \log n) \) time. We instead have a faster algorithm in Lemma 3, due to that all vertices on every diagonal of \( D \) are sorted.

**Lemma 3.** For each vertex \( v \) of \( D \), we can evaluate \( d(v, v') \) for all vertices \( v' \) of \( D \) in \( O(n^2) \) time.

Thus, after \( O(n^4) \)-time preprocessing, for any two cells \( \sigma, \sigma' \in D \), the \( (\sigma, \sigma') \)-constrained diameter can be computed in \( O(1) \) time by Lemma 2. Since \( D \) has \( O(n^2) \) cells, it suffices to handle at most \( O(n^4) \) pairs of cells, resulting in \( O(n^4) \) candidates for the diameter, and the maximum is the diameter.

**Theorem 4.** The \( L_1 \) geodesic diameter of \( P \) can be computed in \( O(n^4) \) time.

### 2.2 Computing the Geodesic Center

For any point \( q \in P \), we define \( R(q) \) to be the maximum geodesic distance between \( q \) and any point in \( P \), i.e., \( R(q) := \max_{p \in P} d(p, q) \). A center \( q^* \) of \( P \) is defined to be a point with \( R(q^*) = \min_{q \in P} R(q) \). Our approach is again based on the decomposition \( D \): for each cell \( \sigma \in D \), we want to find a point \( q \) in \( \sigma \) that minimizes the maximum geodesic distance \( d(p, q) \) over all \( p \in P \). We call such a point \( q \in \sigma \) a \( \sigma \)-constrained center. Thus, if \( q^* \) is a \( \sigma \)-constrained center, then we have \( R(q^*) = \min_{q \in \sigma} R(q) \). Clearly, the center \( q^* \) of \( P \) must be a \( \sigma \)-constrained center for some \( \sigma \in D \). Our algorithm thus finds a \( \sigma \)-constrained center for every \( \sigma \in D \), which at last results in \( O(n^2) \) candidates for a center of \( P \).

Consider any cell \( \sigma \in D \). To compute a \( \sigma \)-constrained center, we investigate the function \( R \) restricted to \( \sigma \) and exploit Lemma 1 again. To utilize Lemma 1, we define \( R_{\sigma'}(q) := \max_{p \in \sigma'} d(p, q) \) for any \( \sigma' \in D \). For any \( q \in \sigma \), \( R(q) = \max_{\sigma' \in D} R_{\sigma'}(q) \), that is, \( R \) is the upper envelope of all the \( R_{\sigma'} \) on the domain \( \sigma \). Our algorithm explicitly computes the functions \( R_{\sigma'} \) for all \( \sigma' \in D \) and computes the upper envelope \( U \) of the graphs of the \( R_{\sigma'} \). Then, a \( \sigma \)-constrained center corresponds to a lowest point on \( U \).

**Lemma 5.** The function \( R_{\sigma'} \) is piecewise linear on \( \sigma \) and has \( O(1) \) complexity.
Figure 3 A triangulation \( T \) of \( P \) and the 3-regular graph obtained from the dual graph of \( T \) whose nodes and edges are depicted by black dots and red solid curves.

Figure 4 Hourglasses \( H_K \) in corridors \( K \). (a) \( H_K \) is open. Five bays can be seen. A bay with gate \( \overline{cd} \) is shown as the shaded region. (b) \( H_K \) is closed. There are three bays and a canal, and the shaded region depicts the canal with two gates \( \overline{dx} \) and \( \overline{cy} \).

To compute a \( \sigma \)-constrained center, we first handle every cell \( \sigma' \in D \) to compute the graph of \( R_{\sigma'} \) and thus gather its linear patches. Let \( \Gamma \) be the family of those linear patches for all \( \sigma' \in D \). We then compute the upper envelope of \( \Gamma \) and find a lowest point on the upper envelope, which corresponds to a \( \sigma \)-constrained center. Since \( |\Gamma| = O(n^2) \) by Lemma 5, the upper envelope can be computed in \( O(n^4\alpha(n)) \) time by executing the algorithm by Edelsbrunner et al. [13], where \( \alpha(\cdot) \) denotes the inverse Ackermann function.

\[\begin{align*}
\text{Theorem 6.} & \quad \text{An } L_1 \text{ geodesic center of } P \text{ can be computed in } O(n^6\alpha(n)) \text{ time.}
\end{align*}\]

3 Exploiting the Extended Corridor Structure

In this section, we briefly review the extended corridor structure of \( P \) and present new observations, which will be crucial for our improved algorithms in Section 4. The corridor structure has been used for solving shortest path problems [9, 17, 18]. Later some new concepts such as “bays,” “canals,” and the “ocean” were introduced [10, 11], referred to as the “extended corridor structure.”

3.1 The Extended Corridor Structure

Let \( T \) denote an arbitrary triangulation of \( P \) (e.g., see Figure 3). We can obtain \( T \) in \( O(n \log n) \) time or \( O(n + h \log^{1+\epsilon} h) \) time for any \( \epsilon > 0 \) [7]. Based on the dual graph of \( T \), one can obtain a planar 3-regular graph, possibly with loops and multi-edges, by repeatedly removing all degree-one nodes and then contracting all degree-two nodes. The resulting 3-regular graph has \( O(h) \) faces, nodes, and edges [18]. Each node of the graph corresponds to a triangle in \( T \), called a \textit{junction triangle}. The removal of all junction triangles from \( P \) results in \( O(h) \) components, called \textit{corridors}, each of which corresponds to an edge of the graph. See Figure 3. Refer to [18] for more details.

Let \( P_1, \ldots, P_h \) be the \( h \) holes of \( P \) and \( P_0 \) be the outer polygon of \( P \). For simplicity, a hole may also refer to the unbounded region outside \( P_0 \) hereafter. The boundary \( \partial K \) of a corridor \( K \) consists of two diagonals of \( T \) and two paths along the boundary of holes \( P_i \) and \( P_j \), respectively (it is possible that \( P_i \) and \( P_j \) are the same hole, in which case one may consider \( P_i \) and \( P_j \) as the above two paths respectively). Let \( a, b \in P_i \) and \( c, f \in P_j \) be the endpoints of the two paths, respectively, such that \( \overline{be} \) and \( \overline{fa} \) are diagonals of \( T \), each of which bounds a junction triangle. See Figure 4. Let \( \pi_{ab} \) (resp., \( \pi_{ef} \)) denote the \textit{Euclidean
shortest path from \(a\) to \(b\) (resp., \(e\) to \(f\)) inside \(K\). The region \(H_K\) bounded by \(\pi_{ab}, \pi_{ef}, \overline{be},\) and \(\overline{fa}\) is called an hourglass, which is either open if \(\pi_{ab} \cap \pi_{ef} = \emptyset\), or closed, otherwise. If \(H_K\) is open, then both \(\pi_{ab}\) and \(\pi_{ef}\) are convex chains and are called the sides of \(H_K\); otherwise, \(H_K\) consists of two “funnels” and a path \(\pi_K = \pi_{ab} \cap \pi_{ef}\) joining the two apices of the two funnels, called the corridor path of \(K\). The two funnel apices (e.g., \(x\) and \(y\) in Figure 4(b)) connected by \(\pi_K\) are called the corridor path terminals. Note that each funnel comprises two convex chains.

We consider the region of \(K\) minus the interior of \(H_K\), which consists of a number of simple polygons facing (i.e., sharing an edge with) one or both of \(P_i\) and \(P_j\). We call each of these simple polygons a bay if it is facing a single hole, or a canal if it is facing both holes. Each bay is bounded by a portion of the boundary of a hole and a segment \(\overline{cd}\) between two obstacle vertices \(c, d\) that are consecutive along a side of \(H_K\). We call the segment \(\overline{cd}\) the gate of the bay. (See Figure 4(a).) On the other hand, there exists a unique canal for each corridor \(K\) only when \(H_K\) is closed and the two holes \(P_i\) and \(P_j\) both bound the canal. The canal in \(K\) in this case completely contains the corridor path \(\pi_K\). A canal has two gates \(\overline{cd}\) and \(\overline{ef}\) that are two segments facing the two funnels, respectively, where \(x, y\) are the corridor path terminals and \(d, e, f\) are vertices of the funnels. (See Figure 4(b).)

Let \(M \subseteq P\) be the union of all junction triangles, open hourglasses, and funnels. We call \(M\) the ocean. Its boundary \(\partial M\) consists of \(O(h)\) convex vertices and \(O(h)\) reflex chains each of which is a side of an open hourglass or of a funnel. Note that each bay or canal is a simple polygon and \(P \setminus M\) consists of all bays and canals of \(P\).

For convenience of discussion, we define each bay/canal in such a way that they do not contain their gates and hence their gates are contained in \(M\); therefore, each point of \(P\) is either in a bay/canal or in \(M\), but not in both. The following lemma is one of our key observations for our improved algorithms in Section 4.

\[\textbf{Lemma 7.} \text{ Let } s \in P \text{ be any point and } A \text{ be a bay or canal of } P. \text{ Then, for any } t \in A, \text{ there exists } t' \in \partial A \text{ such that } d(s, t) \leq d(s, t'). \text{ Equivalently, } \max_{t \in A} d(s, t) = \max_{t \in \partial A} d(s, t).\]

### 3.2 Shortest Paths in the Ocean \(M\)

We now discuss shortest paths in \(M\). Recall that corridor paths are contained in canals, but their terminals are on \(\partial M\). By using the corridor paths and \(M\), finding an \(L_1\) or Euclidean shortest path between two points \(s\) and \(t\) in \(M\) can be reduced to the convex case since \(\partial M\) consists of \(O(h)\) convex chains. For example, suppose both \(s\) and \(t\) are in \(M\). Then, there must be a shortest \(s\)-\(t\) path \(\pi\) that lies in the union of \(M\) and all corridor paths [9, 11, 18].

Consider any two points \(s\) and \(t\) in \(M\). A shortest \(s\)-\(t\) path \(\pi(s, t)\) in \(P\) is a shortest path in \(M\) that possibly contains some corridor paths. Intuitively, one may view corridor paths as “shortcuts” among the components of the space \(M\). As in [18], since \(\partial M\) consists of \(O(h)\) convex vertices and \(O(h)\) reflex chains, the complementary region \(P' \setminus M\) (where \(P'\) refers to the union of \(P\) and all its holes) can be partitioned into a set \(B\) of \(O(h)\) convex objects with a total of \(O(n)\) vertices (e.g., by extending an angle-bisecting segment inward from each convex vertex [18]). If we view the objects in \(B\) as obstacles, then \(\pi\) is a shortest path avoiding all obstacles of \(B\) but possibly containing some corridor paths. Note that our algorithms can work on \(P\) and \(M\) directly without using \(B\); but for ease of exposition, we will discuss our algorithm with the help of \(B\).

Each convex obstacle \(P\) of \(B\) has at most four extreme vertices: the topmost, bottommost, leftmost, and rightmost vertices, and there may be some corridor path terminals on the boundary of \(P\). We connect the extreme vertices and the corridor path terminals on \(\partial P\)
consecutively by line segments to obtain another polygon, denoted by $\text{core}(P)$ and called the core of $P$ (see Figure 5). Let $\mathcal{P}_{\text{core}}$ denote the complement of the union of all cores $\text{core}(P)$ for all $P \in \mathcal{B}$ and corridor paths in $\mathcal{P}$. Note that the number of vertices of $\mathcal{P}_{\text{core}}$ is $O(h)$ and $\mathcal{M} \subseteq \mathcal{P}_{\text{core}}$. For $s, t \in \mathcal{P}_{\text{core}}$, let $d_{\text{core}}(s, t)$ be the geodesic distance between $s$ and $t$ in $\mathcal{P}_{\text{core}}$.

The core structure leads to a more efficient way to find an $L_1$ shortest path between two points in $\mathcal{P}$. Chen and Wang [9] proved that an $L_1$ shortest path between $s, t \in \mathcal{M}$ in $\mathcal{P}_{\text{core}}$ can be locally modified to an $L_1$ shortest path in $\mathcal{P}$ without increasing its $L_1$ length.

\textbf{Lemma 8} ([9]). For any two points $s$ and $t$ in $\mathcal{M}$, $d(s, t) = d_{\text{core}}(s, t)$ holds.

Hence, to compute $d(s, t)$ between two points $s$ and $t$ in $\mathcal{M}$, it is sufficient to consider only the cores and the corridor paths, that is, $\mathcal{P}_{\text{core}}$. We thus reduce the problem size from $O(n)$ to $O(h)$. Let $\text{SPM}_{\text{core}}(s)$ be a shortest path map for any source point $s \in \mathcal{M}$. Then, $\text{SPM}_{\text{core}}(s)$ has $O(h)$ complexity and can be computed in $O(h \log h)$ time [9].

We introduce a core-based cell decomposition $\mathcal{D}_M$ of the ocean $\mathcal{M}$ (see Figure 6) in order to fully exploit the advantage of the core structure in designing algorithms computing the $L_1$ geodesic diameter and center. For any $P \in \mathcal{B}$, the vertices of $\text{core}(P)$ are called core vertices.

The construction of $\mathcal{D}_M$ is analogous to that of $\mathcal{D}$ for $\mathcal{P}$. We first extend a horizontal line only from each core vertex until it hits $\partial \mathcal{M}$ to have a horizontal diagonal, and then extend a vertical line from each core vertex and each endpoint of the above horizontal diagonal. The resulting cell decomposition induced by the above diagonals is $\mathcal{D}_M$. Hence, $\mathcal{D}_M$ is constructed in $\mathcal{M}$ with respect to core vertices. Note that $\mathcal{D}_M$ consists of $O(h^2)$ cells and can be built in $O(n \log n + h^2)$ time by a typical plane sweep algorithm. We call a cell $\sigma$ of $\mathcal{D}_M$ a boundary cell if $\partial \sigma \cap \partial \mathcal{M} \neq \emptyset$. For any boundary cell $\sigma$, the portion $\partial \sigma \cap \partial \mathcal{M}$ appears as a convex chain of $P \in \mathcal{B}$ by our construction of its core and $\mathcal{D}_M$; since $\partial \sigma \cap \partial \mathcal{M}$ may contain multiple vertices of $\mathcal{M}$, the complexity of $\sigma$ may not be constant. Any non-boundary cell of $\mathcal{D}_M$ is a rectangle bounded by four diagonals. Each vertex of $\mathcal{D}_M$ is either an endpoint of its diagonal or an intersection of two diagonals; thus, the number of vertices of $\mathcal{D}_M$ is $O(h^2)$. Below we prove an analogue of Lemma 1 for the decomposition $\mathcal{D}_M$ of $\mathcal{M}$. Let $V_\sigma$ be the set of vertices of $\mathcal{D}_M$ incident to $\sigma$. Note that $|V_\sigma| \leq 4$. We define the alignedness relation between two cells of $\mathcal{D}_M$ analogously to that for $\mathcal{D}$. We then observe an analogy to Lemma 1.

\textbf{Lemma 9}. Let $\sigma, \sigma'$ be any two cells of $\mathcal{D}_M$. If they are aligned, then $d(s, t) = |\overline{st}|$ for any $s \in \sigma$ and $t \in \sigma'$; otherwise, there exists a shortest $s$-$t$ path in $\mathcal{P}$ containing two vertices $v \in V_\sigma$ and $v' \in V_{\sigma'}$ with $d(s, t) = |\overline{sv}| + d(v, v') + |\overline{v't}|$. 

Figure 5 Illustrating the core of a convex obstacle: the red points are corridor paths. Figure 6 Illustrating the core-based cell decomposition $\mathcal{D}_M$: the red vertices are core vertices and the green cell $\sigma$ is a boundary cell.
4 Improved Algorithms

In this section, we further explore the geometric structures and give more properties about our decomposition. These results, together with our results in Section 3, help us to give improved algorithms that compute the diameter and center, using a similar algorithmic framework as in Section 2.

4.1 The Cell-to-Cell Geodesic Distance Functions

Recall that our preliminary algorithms in Section 2 rely on the nice behavior of the cell-to-cell geodesic distance function: specifically, d restricted to σ × σ′ for any two cells σ, σ′ ∈ D is the lower envelope of O(1) linear functions. We now have two different cell decompositions, D of P and DM of M. Here, we observe analogues of Lemmas 1 and 9 for any two cells in D ∪ DM, by extending the alignedness relation between cells in D and DM, as follows.

Consider the geodesic distance function d restricted to σ × σ′ for any two cells σ, σ′ ∈ D ∪ DM. We call a cell σ ∈ D ∪ DM oceanic if σ ⊂ M, or coastal, otherwise. If both σ, σ′ ∈ D ∪ DM are coastal, then σ, σ′ ∈ D and the case is well understood as discussed in Section 2. Otherwise, there are two cases: the ocean-to-ocean case where both σ and σ′ are oceanic, and the coast-to-ocean case where only one of them is oceanic.

For the ocean-to-ocean case, we extend the alignedness relation for all oceanic cells in D ∪ DM. To this end, when both σ and σ′ are in D or DM, the alignedness has already been defined. For any two oceanic cells σ ∈ D and σ′ ∈ DM, we define their alignedness relation in the following way. If σ is contained in a cell σ′′ ∈ DM that is aligned with σ′, then we say that σ and σ′ are aligned. However, σ may not be contained in a cell of DM because the endpoints of horizontal diagonals of DM that are on bay/canal gates are not vertices of D and those endpoints create vertical diagonals in DM that are not in D. To resolve this issue, we augment D by adding the vertical diagonals of DM to D. Specifically, for each vertical diagonal l of DM, if no diagonal in D contains l, then we add l to D and extend l vertically until it hits the boundary of P. In this way, we add O(h) vertical diagonals to D, and the size of D is still O(n^2). Further, all results we obtained before are still applicable to the new D. By abusing the notation, we still use D to denote the new version of D. Now, for any two oceanic cells σ ∈ D and σ′ ∈ DM, there must be a unique cell σ′′ ∈ DM that contains σ, and σ and σ′ are defined to be aligned if and only if σ′′ and σ′ are aligned. Lemmas 1 and 9 are naturally extended as follows, along with this extended alignedness relation.

▶ Lemma 10. Let σ, σ′ ∈ D ∪ DM be two oceanic cells. For any s ∈ σ and t ∈ σ′, it holds that d(s, t) = |σt| if σ and σ′ are aligned; otherwise, there exists a shortest s-t path that passes through a vertex v ∈ Vσ and a vertex v′ ∈ Vσ′.

We then turn to the coast-to-ocean case. We now focus on a bay or canal A. Since A has gates, we need to somehow incorporate the influence of its gates into the decomposition D. To this end, we add O(1) additional diagonals into DM as follows: extend a horizontal line from each endpoint of each gate of A until it hits ∂M, and then extend a vertical line from each endpoint of each gate of A and each endpoint of the horizontal diagonals that are added above. Let DM denote the resulting decomposition of M. Note that there are some cells of DM each of which is partitioned into O(1) cells of DM but the combinatorial complexity of DM is still O(h^2). For any gate g of A, let C_g ⊂ P be the cross-shaped region of points in P that can be joined with a point on g by a vertical or horizontal line segment inside P. Since the endpoints of g are also obstacle vertices, the boundary of C_g is formed by four diagonals.
exists a shortest path from \(x\) to a unique vertex \(g\) such that for any gate \(g\) of \(A\), there are three cases: (1) both cells are \(g\)-aligned; (2) \(\sigma'\) is not \(g\)-aligned; (3) \(\sigma'\) is \(g\)-aligned but \(\sigma\) is not. Lemma 11 handles the first case. Lemma 12 deals with a special case for the latter two cases. Lemma 13 is for the second case. Lemma 15 is for the third case and Lemma 14 is for proving Lemma 15. The proof of Lemma 16 summarizes the entire algorithm for all three cases.

Lemma 11. Suppose that \(\sigma\) and \(\sigma'\) are both \(g\)-aligned for a gate \(g\) of \(A\). Then, for any \(s \in \sigma\) and \(t \in \sigma'\), we have \(d(s,t) = |st|\).

Consider any path \(\pi\) in \(P\) from \(s \in \sigma\) to \(t \in \sigma'\), and assume \(\pi\) is directed from \(s\) to \(t\). For a gate \(g\) of \(A\), we call \(\pi\) \(g\)-through if \(g\) is the last gate of \(A\) crossed by \(\pi\). The path \(\pi\) is a shortest \(g\)-through path if its \(L_1\) length is the smallest among all \(g\)-through paths from \(s\) to \(t\). Suppose \(\pi\) is a shortest path from \(s \in \sigma\) to \(t \in \sigma'\) in \(P\). Since \(\sigma\) may intersect \(M\), if \(s \in \sigma\) is not in \(A\), then \(\pi\) may avoid \(A\) (i.e., \(\pi\) does not intersect \(A\)). If \(A\) is a bay, then either \(\pi\) avoids \(A\) or \(\pi\) is a shortest \(g\)-through path for the only gate \(g\) of \(A\); otherwise (i.e., \(A\) is a canal), either \(\pi\) avoids \(A\) or \(\pi\) is a shortest \(g\)-through or \(g'\)-through path for the two gates \(g\) and \(g'\) of \(A\). We have the following lemma, which is self-evident.

Lemma 12. Suppose that for any gate \(g\) of \(A\), at least one of \(\sigma\) and \(\sigma'\) is not \(g\)-aligned. For any \(s \in \sigma\) and \(t \in \sigma'\), if there exists a shortest \(s\)-\(t\) path that avoids \(A\), then a shortest \(s\)-\(t\) path passes through a vertex \(v \in V_\sigma\) and another vertex \(v' \in V_{\sigma'}\).

We then focus on shortest \(g\)-through paths according to the \(g\)-alignedness of \(\sigma\) and \(\sigma'\).

Lemma 13. Suppose \(\sigma'\) is not \(g\)-aligned for a gate \(g\) of \(A\) and there are no shortest \(s\)-\(t\) paths that avoid \(A\). Then, for any \(s \in \sigma\) and \(t \in \sigma'\), there exists a shortest \(g\)-through \(s\)-\(t\) path containing a vertex \(v \in V_\sigma\) and a vertex \(v' \in V_{\sigma'}\).

The remaining case is when \(\sigma' \in \mathcal{D}_M^A\) is \(g\)-aligned but \(\sigma \in \mathcal{D}\) is not. Recall \(\sigma\) is coastal and intersects \(A\), and \(\sigma'\) is oceanic (implying \(\sigma'\) does not intersect \(A\)).

Lemma 14. Let \(g\) be a gate of \(A\), and suppose that \(\sigma\) is not \(g\)-aligned. Then, there exists a unique vertex \(v_g \in V_\sigma \cap A\) such that for any \(s \in \sigma\) and \(x \in g\), the concatenation of segment \(\pi_{v_g}\) and any \(L_1\) shortest path from \(v_g\) to \(x\) inside \(A \cup \sigma\) results in an \(L_1\) shortest path from \(s\) to \(x\) in \(A \cup \sigma\).

From now on, let \(v_g\) be the vertex as described in Lemma 14 (\(v_g\) can be found efficiently, as shown in the proof of Lemma 16). Consider the union of the Euclidean shortest paths inside \(A\) from \(v_g\) to all points \(x \in g\). Since \(A\) is a simple polygon, the union forms a funnel \(F_g(v_g)\) with base \(g\), plus the Euclidean shortest path from \(v_g\) to the apex of \(F_g(v_g)\). Recall Fact 2 that any Euclidean shortest path inside a simple polygon is also an \(L_1\) shortest path. Let \(W_g(v_g)\) be the set of horizontally and vertically extreme points in each convex chain of \(F_g(v_g)\), that is, \(W_g(v_g)\) gathers the leftmost, rightmost, uppermost, and lowermost points in each chain of \(F_g(v_g)\). Note that \(|W_g(v_g)| \leq 8\) and \(W_g(v_g)\) includes the endpoints of \(g\) and the apex of \(F_g(v_g)\). We then observe the following lemma.

Lemma 15. Suppose that \(\sigma'\) is \(g\)-aligned but \(\sigma\) is not. Then, for any \(s \in \sigma\) and \(t \in \sigma'\), there exists a shortest \(g\)-through \(s\)-\(t\) path that passes through \(v_g\) and some \(w \in W_g(v_g)\). Moreover, the length of such a path is \(|\pi_{v_g}| + d(v_g, w) + |w|\).
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Proof. Since $A$ is a simple polygon, any Euclidean shortest path in $A$ is also an $L_1$ shortest path by Fact 2. Thus, the $L_1$ length of a shortest path from $v_g$ to any point $x$ in the funnel $F_g(v_g)$ is equal to the $L_1$ length of the unique Euclidean shortest path in $A$, which is contained in $F_g(v_g)$.

By Lemma 14 and the assumption that $\sigma'$ is $g'$-aligned, among the paths from $s$ to $t$ that cross the gate $g$, there exists an $L_1$ shortest $g'$-through $s$-$t$ path $\pi$ consisting of three portions: $s\pi g$, the unique Euclidean shortest path from $v_g$ to a vertex $u$ on a convex chain of $F_g(v_g)$, and $\pi t$. Let $w \in W_g(v_g)$ be the last one among $W_g(v_g)$ that we encounter during the walk from $s$ to $t$ along $\pi$. Consider the segment $\pi w$, which may cross $\partial F_g(v_g)$. If $\pi w \cap \partial F_g(v_g) = \emptyset$, then we are done by replacing the subpath of $\pi$ from $u$ to $t$ by $\pi w$. Otherwise, $\pi w$ crosses $\partial F_g(v_g)$ at two points $p, q \in \partial F_g(v_g)$. Since $W_g(v_g)$ contains all extreme points of each chain of $F_g(v_g)$, there is no $\pi' \in W_g(v_g)$ on the subchains of $F_g(v_g)$ between $p$ and $q$. Hence, we can replace the subpath of $\pi$ from $w$ to $t$ by a monotone path from $w$ to $t$, which consists of $\pi p$, the convex path from $p$ to $q$ along $\partial F_g(v_g)$, and $\pi q$, and the $L_1$ length of the above monotone path is equal to $|\pi w|$ by Fact 1. Consequently, the resulting path is also an $L_1$ shortest path with the desired property.

For any cell $\sigma \in D \cup D_M$, let $n_\sigma$ be the size of $\sigma$. If $\sigma$ is a boundary cell of $D_M$, then $n_\sigma$ may not be bounded by a constant; otherwise, $\sigma$ is a trapezoid or a triangle, and thus $n_\sigma \leq 4$. The geodesic distance function $d$ defined on $\sigma \times \sigma'$ for any two cells $\sigma, \sigma' \in D \cup D_M$ can be explicitly computed in $O(n_\sigma n_{\sigma'})$ time after some preprocessing, as shown in Lemma 16.

Lemma 16. Let $\sigma$ be any cell of $D$ or $D_M$. After $O(n)$-time preprocessing, the function $d$ on $\sigma \times \sigma'$ for any cell $\sigma' \in D \cup D_M$ can be explicitly computed in $O(n_\sigma n_{\sigma'})$ time, provided that $d(v, v')$ has been computed for any $v \in V_\sigma$ and any $v' \in V_{\sigma'}$. Moreover, $d$ on $\sigma \times \sigma'$ is the lower envelope of $O(1)$ linear functions.

Proof. If both $\sigma$ and $\sigma'$ are oceanic, then Lemma 10 implies that for any $(s, t) \in \sigma \times \sigma'$, $d(s, t) = |\pi s t|$ if they are aligned, or $d(s, t) = \min_{v, v' \in V_\sigma, v' \in V_{\sigma'}} d_{\pi v'}(s, t)$, where $d_{\pi v'}(s, t) = |\pi s| + d(v, v') + |\pi t|$. On the other hand, if $\sigma$ and $\sigma'$ are coastal, then both are cells of $D$ and Lemma 1 implies the same conclusion. Since $|V_\sigma| \leq 4$ and $|V_{\sigma'}| \leq 4$ in either case, the geodesic distance $d$ on $\sigma \times \sigma$ is the lower envelope of at most 16 linear functions. Hence, provided that the values of $d(v, v')$ for all pairs $(v, v')$ are known, the envelope can be computed in time proportional to the complexity of the domain $\sigma \times \sigma'$, which is $O(n_\sigma n_{\sigma'})$.

From now on, suppose that $\sigma$ is coastal and $\sigma'$ is oceanic. Then, $\sigma$ is a cell of $D$ and intersects some bay or canal $A$. If $\sigma'$ is also a cell of $D$, then Lemma 1 implies the lemma, as discussed in Section 2; thus, we assume $\sigma'$ is a cell of $D_M$.

As above, we add diagonals extended from each endpoint of each gate of $A$ to obtain $D_M^A$, and specify all $g$-aligned cells for each gate $g$ of $A$ in $O(n)$ time. In the following, let $\sigma'$ be an oceanic cell of $D$ or of $D_M^A$. Note that a cell of $D_M$ can be partitioned into $O(1)$ cells of $D_M^A$. We have two cases whether $A$ is a bay or a canal.

First, suppose that $A$ is a bay; let $g$ be the unique gate of $A$. In this case, any $L_1$ shortest path is $g$-through, provided that it intersects $A$, since $g$ is unique. There are two subcases depending on whether $\sigma$ is $g$-aligned or not.

If $\sigma$ is $g$-aligned, then by Lemmas 11, 12, and 13, we have $d(s, t) = |\pi s t|$ if $\sigma'$ is $g$-aligned, or $d(s, t) = \min_{v, v' \in V_\sigma, v' \in V_{\sigma'}} d_{\pi v'}(s, t)$, otherwise, where $d_{\pi v'}(s, t) = |\pi s| + d(v, v') + |\pi t|$. Thus, the lemma follows by an identical argument as above.

Suppose that $\sigma$ is not $g$-aligned. Then, $\sigma \subset A$ since $A$ has a unique gate $g$. In this case, we need to find the vertex $v_g \in V_\sigma$. For the purpose, we compute at most four Euclidean shortest path maps $SPM_A(v)$ inside $A$ for all $v \in V_\sigma$ in $O(n)$ time [14]. By
Suppose that \( v \) to all points on \( g \), which results in a piecewise linear function \( f_v \) on \( g \). For each \( v \in V_g \), we test whether it holds that \( f_v(x) + \frac{|v|}{|v'|} \leq f_{v'}(x) \) for all \( x \in g \) and all \( v' \in V_g \). By Lemma 14, there exists a vertex in \( V_g \) for which the above test is passed, and such a vertex is \( v_y \). Since each shortest path map \( SPM_A(v) \) is of \( O(n) \) complexity, all the above effort to find \( v_y \) is bounded by \( O(n) \). Next, we compute the funnel \( F_g(v_y) \) and the extremal vertices \( W_g(v_y) \) as done above by exploring \( SPM_A(v_y) \) in \( O(n) \) time.

If \( \sigma' \) is not \( g \)-aligned, we apply Lemma 13 to obtain \( d(s,t) = \min_{v \in V_g, v' \in V_g} d_{v'v}(s,t) \). Thus, \( d \) is the lower envelope of at most 16 linear functions over \( \sigma \times \sigma' \). Otherwise, if \( \sigma' \) is \( g \)-aligned, then we have \( d(s,t) = \min_{w \in W_g(v_y)} d_{vw}(s,t) \) by Lemma 15. Since \( |W_g(v_y)| \leq 8 \), \( d \) is the lower envelope of a constant number of linear functions.

Thus, in any case, we conclude the bay case.

Now, suppose that \( A \) is a canal. Then, \( A \) has two gates \( g \) and \( g' \), and \( \sigma \) falls into one of the three cases: (i) \( \sigma \) is both \( g \)-aligned and \( g' \)-aligned, (ii) \( \sigma \) is neither \( g \)-aligned nor \( g' \)-aligned, or (iii) \( \sigma \) is \( g \) or \( g' \)-aligned but not both. As a preprocessing, if \( \sigma \) is not \( g \)-aligned, then we compute \( v_y \), \( F_g(v_y) \), and \( W_g(v_y) \) as done in the bay case; analogously, if not \( g' \)-aligned, compute \( v_y' \), \( F_g(v_y') \), and \( W_g(v_y') \). Note that any shortest path in \( P \) is either \( g \)-through or \( g' \)-through, provided that it intersects \( A \). Thus, \( d(s,t) \) chooses the minimum among a shortest \( g \)-through path, a shortest \( g' \)-through path, and a shortest path avoiding \( A \) if possible. We consider each of the three cases of \( \sigma \).

1. Suppose that \( \sigma \) is both \( g \)-aligned and \( g' \)-aligned. In this case, if \( \sigma' \) is either \( g \)-aligned or \( g' \)-aligned, then we have \( d(s,t) = |\sigma| \) by Lemma 11. Otherwise, if \( \sigma' \) is neither \( g \)-aligned nor \( g' \)-aligned, then we apply Lemmas 12 and 13 to have \( d(s,t) = \min_{v \in V_g, v' \in V_g} d_{v'v}(s,t) \).

Hence, the lemma follows.

2. Suppose that \( \sigma \) is neither \( g \)-aligned nor \( g' \)-aligned. If \( \sigma' \) is both \( g \)-aligned and \( g' \)-aligned, then by Lemma 15 the length of a shortest \( g \)-through path is equal to \( \min_{w \in W_g(v_y)} d_{vw}(s,t) \) while the length of a shortest \( g' \)-through path is equal to \( \min_{w \in W_g(v_y')} d_{vw'}(s,t) \). The geodesic distance \( d(s,t) \) is the minimum of the above two quantities, and thus the lower envelope of \( O(1) \) linear function on \( \sigma \times \sigma' \).

If \( \sigma' \) is \( g \)-aligned but not \( g' \)-aligned, then by Lemmas 13 and 15, we have

\[
d(s,t) = \min\left\{ \min_{w \in W_g(v_y)} d_{vw}(s,t), \min_{v \in V_g, v' \in V_g} d_{v'v}(s,t) \right\}.
\]

The case where \( \sigma' \) is \( g' \)-aligned but not \( g \)-aligned is analogous.

If \( \sigma' \) is neither \( g \)-aligned nor \( g' \)-aligned, then \( d(s,t) = \min_{v \in V_g, v' \in V_g} d_{v'v}(s,t) \) by Lemma 13.

3. Suppose that \( \sigma \) is \( g' \)-aligned but not \( g \)-aligned. The other case where it is \( g \)-aligned but not \( g' \)-aligned can be handled symmetrically. If \( \sigma' \) is \( g' \)-aligned, then we have \( d(s,t) = |\sigma| \) by Lemma 11. If \( \sigma' \) is neither \( g \)-aligned nor \( g' \)-aligned, then, by Lemmas 12 and 13, \( d(s,t) = \min_{v \in V_g, v' \in V_g} d_{v'v}(s,t) \).

The remaining case is when \( \sigma' \) is \( g \)-aligned but not \( g' \)-aligned. In this case, the length of a shortest \( g \)-through path is equal to \( \min_{w \in W_g(v_y)} d_{vw}(s,t) \) by Lemma 15 for gate \( g \) while the length of a shortest \( g' \)-through path is equal to \( \min_{w \in V_g, v' \in V_g} d_{vw'}(s,t) \) by Lemmas 12 and 13. Thus, the geodesic distance \( d(s,t) \) is the smaller of the two quantities.

Consequently, we have verified every case of \((\sigma, \sigma')\). Finally, observe that it is sufficient to handle separately all the cells \( \sigma' \in D_M^A \) whose union forms the original cell of \( D_M \), since every cell of \( D_M \) can be decomposed into \( O(1) \) cells of \( D_M^A \).
4.2 Computing the Geodesic Diameter and Center

Lemma 7 assures that we can ignore coastal cells that are contained in the interior of a bay or canal, in order to find a farthest point from any \( s \in \mathcal{P} \). This suggests a combined set \( D_I \) of cells from the two different decompositions \( D \) and \( D_M \): Let \( D_I \) be the set of all cells \( \sigma \) such that either \( \sigma \) belongs to \( D_M \) or \( \sigma \in D \) is a coastal cell with \( \partial \sigma \cap \partial \mathcal{P} \neq \emptyset \). Note that \( D_I \) consists of \( O(h^2) \) oceanic cells from \( D_M \) and \( O(n) \) coastal cells from \( D \). Since the boundary \( \partial A \) of any bay or canal \( A \) is covered by the cells of \( D_I \), Lemma 7 implies the following lemma.

\[ \text{Lemma 17. For any point } s \in \mathcal{P}, \max_{v \in D_I} d(s, t) = \max_{v' \in D_I} \max_{t \in \mathcal{P}} d(s, t). \]

We apply the same approach as in Section 2 but we use \( D_I \) instead of \( D \).

To compute the diameter, we compute the \((\sigma, \sigma')\)-constrained diameter for each pair of cells \( \sigma, \sigma' \in D_I \). Suppose we know the value of \( d(v, v') \) for any \( v \in V_{\sigma} \) and \( v \in V_{\sigma'} \) over all \( \sigma, \sigma' \in D_I \). Our algorithm handles each pair \((\sigma, \sigma')\) of cells in \( D_I \) according to their types by applying Lemma 16. Lemma 18 computes \( \sigma, \sigma \) all cells \( \in D_I \) consisting of such that either \( \sigma \) of cells from the two different decompositions \( \mathcal{P} \) and \( \mathcal{P} \neq \emptyset \). Note that \( D_I \) consists of \( O(h^2) \) oceanic cells from \( D_M \) and \( O(n) \) coastal cells from \( D \). Since the boundary \( \partial A \) of any bay or canal \( A \) is covered by the cells of \( D_I \), Lemma 7 implies the following lemma.

\[ \text{Lemma 18. For the time complexity, note that } \max_{\sigma \in D_M} n_{\sigma} = O(n + h^2) \text{ and } \sum_{\sigma \in D_M} n_{\sigma} = O(n + h^2). \]

\[ \text{Thus, the total time for case (i) is bounded by } \sum_{\sigma \in D_I} \sum_{\sigma' \in D_I} O(n_{\sigma} n_{\sigma'}) = \sum_{\sigma \in D_M} O(n_{\sigma}(n + h^2)) = O((n + h^2)^2) = O(n^2 + h^4). \]

For case (ii), we have \( O(n) \) coastal cells in \( D_M \) and their total complexity is \( O(n) \) since they are all trapezoidal. Thus, the total time for case (ii) is bounded by \( O(n^2) \).

For case (iii), we fix a coastal cell \( \sigma \in D_I \) and iterates over all oceanic cells \( \sigma' \in D_M \), after an \( O(n) \)-time preprocessing, as done in the proof of Lemma 16. For each \( \sigma \), we take \( O(n + h^2) \) time since \( \sum_{\sigma \in D_M} n_{\sigma} = O(n + h^2) \). Thus, the total time for case (iii) is bounded by \( O(n^2 + nh^2) = O((n + h^2)^2) = O(n^2 + h^4). \)

Next, we discuss our algorithm for computing a geodesic center of \( \mathcal{P} \). We consider \( O(n^2) \) cells \( \sigma \in D \) and compute all the \( \sigma \)-constrained centers. As a preprocessing, we spend \( O(n^4) \) time to compute the geodesic distances \( d(v, v') \) for all pairs of vertices of \( D \) by Lemma 3. Fix a cell \( \sigma \in D \). For all \( \sigma' \in D_I \), we compute the geodesic distance function \( d \) restricted to \( \sigma \times \sigma' \) by applying Lemma 16. As in Section 2, compute the graph of \( R_{\sigma'}(q) = \max_{p \in \sigma'} d(p, q) \) by projecting the graph of \( d \) over \( \sigma \times \sigma' \), and take the upper envelope of the graphs of \( R_{\sigma'} \) for all \( \sigma' \in D_I \). By Lemma 16, we have an analogue of Lemma 5 and thus a \( \sigma \)-constrained center can be computed in \( O(m^2 \alpha(m)) \) time, where \( m \) denotes the total complexity of all \( R_{\sigma'} \). Lemma 16 implies that \( m = O(n + h^2) \).

For the time complexity, note that \( \sum_{\sigma \in D_M} n_{\sigma} = O(n + h^2) \) and \( \sum_{\sigma \in D_I \setminus D_M} n_{\sigma} = O(n) \). Since each cell in \( D \) is either a triangle or a trapezoid, its complexity is \( O(1) \). Thus, for each
$\sigma \in D$, by Lemma 16, computing a $\sigma$-constrained center takes $O((n+h^2)^2\alpha(n))$ time, after an $O(n^3)$-time preprocessing (Lemma 3). Iterating over all $\sigma \in D$ takes $O(n^2(n+h^2)^2\alpha(n)) = O((n^4+n^2h^4)\alpha(n))$ time.
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Abstract

The groundbreaking paper ‘Short proofs are narrow – resolution made simple’ by Ben-Sasson and Wigderson (J. ACM 2001) introduces what is today arguably the main technique to obtain resolution lower bounds: to show a lower bound for the width of proofs. Another important measure for resolution is space, and in their fundamental work, Atserias and Dalmau (J. Comput. Syst. Sci. 2008) show that space lower bounds again can be obtained via width lower bounds.

Here we assess whether similar techniques are effective for resolution calculi for quantified Boolean formulas (QBF). A mixed picture emerges. Our main results show that both the relations between size and width as well as between space and width drastically fail in Q-resolution, even in its weaker tree-like version. On the other hand, we obtain positive results for the expansion-based resolution systems ∀Exp+Res and IR-calc, however only in the weak tree-like models.

Technically, our negative results rely on showing width lower bounds together with simultaneous upper bounds for size and space. For our positive results we exhibit space and width-preserving simulations between QBF resolution calculi.
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1 Introduction

The main objective in proof complexity is to obtain precise bounds on the size of proofs in various formal systems; and this objective is closely linked to and motivated by foundational questions in computational complexity (Cook’s program), first-order logic (separating theories of bounded arithmetic), and SAT solving. In particular, resolution is one of the best studied and most important propositional proof systems, as it forms the backbone of modern SAT solvers based on conflict-driven clause learning (CDCL). Complexity bounds for resolution proofs directly translate into bounds on the performance of SAT solvers.

What is arguably even more important than showing the actual bounds is to develop general techniques that can be applied to obtain lower bounds for important proof systems. A number of ingenious techniques have been designed to show lower bounds for the size of resolution proofs, among them feasible interpolation [22], which applies to many further systems. In their pioneering paper [7], Ben-Sasson and Wigderson showed that resolution size lower bounds can be elegantly obtained by showing lower bounds to the width of resolution proofs. Indeed, the discovery of this relation between width and size of resolution proofs was
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a milestone in our understanding of resolution, and today many if not most lower bounds for resolution are obtained via the size-width technique.

Another important measure for resolution is space [18], as it corresponds to memory requirements of solvers in the same way as resolution size relates to their running time. In their fundamental work [1], Atserias and Dalmau demonstrated that also space is tightly related to width. Indeed, showing lower bounds for width serves again as the primary method to obtain space lower bounds. Since these discoveries the relations between resolution size, width, and space have been subject to intense research (cf. [14]), and in particular sharp trade-off results between the measures have been obtained (cf. e.g. [4, 6, 24]).

In this paper we initiate the study of width and space in resolution calculi for quantified Boolean formulas (QBF) and address the question whether similar relations between size, width, and space as for classical resolution hold in QBF. Before explaining our results we sketch recent developments in QBF proof complexity.

QBF proof complexity is a relatively young field studying proof systems for quantified Boolean logic. Similarly as in the propositional case, one of the main motivations for the field comes via its intimate connection to solving. Although QBF solving is at an earlier state than SAT solving, due to its PSPACE completeness, QBF even applies to further fields such as formal verification or planning [25, 8, 17]. Each successful run of a solver on an unsatisfiable instance can be interpreted as a proof of unsatisfiability; and this connection turns proof complexity into the main theoretical tool to understand the performance of solving. As in SAT, QBF solvers are known to correspond to the resolution proof system and its variants.

However, compared to SAT, the QBF picture is more complex as there exist two main solving approaches utilising CDCL and expansion-based solving. To model the strength of these QBF solvers, a number of resolution-based QBF proof systems have been developed. Q-resolution (Q-Res) by Kleine Büning, Karpinski, and Flögel [21] forms the core of the CDCL-based systems. To capture further ideas from CDCL solving, Q-Res has been augmented to long-distance resolution [28, 2], universal resolution [27], and their combinations [3]. Powerful proof systems for expansion-based solving were recently developed in the form of ∀Exp+Res [20], and the stronger IR-calc and IRM-calc [10].

In this paper we concentrate on the three QBF resolution systems Q-Res, ∀Exp+Res, and IR-calc. This choice is motivated by the fact that Q-Res and ∀Exp+Res form the base systems for CDCL and expansion-based solving, respectively, and IR-calc unifies both approaches in a natural way, as it simulates both Q-Res and ∀Exp+Res [10]. Recent findings show that CDCL and expansion are indeed orthogonal paradigms as Q-Res and ∀Exp+Res are incomparable with respect to simulations [11].

Understanding which lower bound techniques are effective in QBF proof complexity is important for progress in the field. In [12], the feasible interpolation technique was shown to apply to all QBF resolution systems. Another successful transfer of a classical technique was obtained in [13] for a game-theoretic characterisation of proof size in tree-like Q-Res.

Our Contributions

The central question we address here is whether lower bound techniques via width, which have revolutionised classical proof complexity, are also effective for QBF resolution systems.

Though space and width have not been considered in QBF before, these notions straightforwardly apply to QBF resolution systems. However, due to the ∀-reduction rule in Q-Res handling universal variables, it is relatively easy to enforce that universal literals accumulate in clauses of Q-Res proofs, thus always leading to large width, irrespective of size and space requirements (Lemma 4). This prompts us to consider existential width – counting only
existential literals – as an appropriate width measure in QBF. This definition aligns both with Q-Res, resolving only on existential variables, as well as with ∀Exp+Res and IR-cal, which like all expansion systems only operate on existential literals.

1. Negative results. Our main results show that the size-width relation of [7] as well as the space-width relation of [1] dramatically fail for Q-Res, even when considering the tighter existential width. We first notice that the proof establishing the size-width result in [7] almost fully goes through, except for some very inconspicuous step that fails in QBF (Proposition 5). But not only the technique fails: we prove that Tseitin transformations of formulas expressing a natural completion principle from [20] have small size and space, but require large existential width in tree-like Q-Res (Theorem 6), thus refuting the size-width relation for tree-like Q-Res as well as the space-width relation for general dag-like Q-Res.

As the formulas for the completion principle have $O(n^2)$ variables, they do not rule out size-width relations in general Q-Res. However, we show that different formulas, hard for tree-like Q-Res [20], provide counterexamples for size-width relations in full Q-Res (Theorem 7).

Technically, our main contributions are width lower bounds for the above formulas, which we show by careful counting arguments. We complement these results by existential width lower bounds for parity-formulas from [11], providing an optimal width separation between Q-Res and ∀Exp+Res (Theorem 17).

2. Positive results and width-space-preserving simulations. Though the negative picture above prevails, we prove some positive results for size-width-space relations for tree-like versions of the expansion resolution systems ∀Exp+Res and IR-cal. Proofs in ∀Exp+Res can be decomposed into two clearly separated parts: an expansion phase followed by a classical resolution phase. This makes it easy to transfer almost the full spectrum of the classical relations to ∀Exp+Res (Theorem 18).

To lift these results to IR-cal (Theorem 19), we show a series of careful space and width-preserving simulations between tree-like Q-Res, ∀Exp+Res, and IR-cal. In particular, we show the surprising result that tree-like ∀Exp+Res and tree-like IR-cal are equivalent (Lemma 14), thus providing a rare example of two proof systems that coincide in the tree-like, but are separated in the dag-like model [11]. The only other such example that we are aware of is regular resolution vs. full resolution (although this is perhaps slightly less natural as regular resolution is just a sub-system of resolution). In addition, our simulations provide a simpler proof for the simulation of tree-like Q-Res by ∀Exp+Res (Corollary 16), shown in [20] via a very involved argument.

Our last positive result is a size-space relation in tree-like Q-Res (Theorem 19), which we show by a pebbling game analogous to the classical relation in [18]. Not surprisingly, this only positive result for Q-Res avoids any reference to the notion of width.

As the bottom line we can say that QBF proof complexity is not just a replication of classical proof complexity: it shows quite different and interesting effects as we demonstrate here. Especially for lower bounds it requires new ideas and techniques. We remark that in this direction, a new and ‘genuine QBF technique’ based on strategy extraction was recently developed, showing lower bounds for Q-Res [11] and indeed much stronger systems [9].

Organisation of the paper. We start by reviewing background information on classical and QBF resolution systems (Sect. 2), including definitions of size, space, and width together with their main classical relations (Sect. 3). In Sect. 4 we prove our main negative results on the failure of the transfer of the classical size-width and space-width results to QBF.
Section 5 contains the simulations between tree-like versions of Q-Res, ∀Exp+Res, and IR-calc, paying special attention to width and space. This enables us to show in Sect. 6 the positive results for relations between size, width, and space in these systems. We conclude in Sect. 7 with a discussion and directions for future research.

2 Notations and Preliminaries

Quantified Boolean formulas. A (closed prenex) quantified Boolean formula (QBF) is a formula in quantified propositional logic where each variable is quantified at the beginning of the formula, using either an existential or universal quantifier. We denote such formulas as Q, φ, where φ is a propositional Boolean formula in conjunctive normal form (CNF), called matrix, and Q is its quantifier prefix. The quantification level lv(y) of a variable y in Q, φ is the number of alternations of quantifiers y has on its left in the quantifier prefix of Q, φ.

Classical resolution. Resolution (Res), introduced by Blake [15] and Robinson [26], is a refutational proof system manipulating unsatisfiable CNFs as sets of clauses. The only inference rule is \( \frac{C \lor x \quad D \lor \neg x}{C \lor D} \) where C, D denote clauses and x is a variable. A Res refutation derives the empty clause \( \Box \). If we only allow proofs in form of a tree, i.e., each derived clause can be used at most once, we speak of tree-like resolution, denoted ResT.

QBF resolution calculi. Q-resolution (Q-Res) [21] is a resolution-like calculus that operates on QBFs in prenex form where the matrix is a CNF. It uses the propositional resolution rule above with the side conditions that variable x is existential and if z \( \notin \) C, then \( \neg z \notin D \). In addition Q-Res has a universal reduction rule \( \frac{\forall \sigma}{\forall \sigma \lor \forall u} \) (∀-Red) where variable u is universal and all other existential variables x \( \in \) C are left of u in the quantifier prefix.

In addition to Q-Res we consider two further QBF resolution calculi that have been introduced to model expansion-based QBF solving. These calculi are based on instantiation of universal variables: ∀Exp+Res [20], and IR-calc [10]. Both calculi operate on clauses that comprise only existential variables from the original QBF, which are additionally annotated by a substitution to some universal variables, e.g. \( \neg x^u \lor u^v / \lor v ) \). For any annotated literal \( l^u \), the substitution σ must not make assignments to variables right of \( l \), i.e. if \( u \in \text{dom}(\sigma) \), then u is universal and \( lv(u) < lv(l) \). To preserve this invariant, we use the auxiliary notation \( l^{\sigma} \), which for an existential literal \( l \) and an assignment \( \sigma \) to the universal variables filters out all assignments that are not permitted, i.e. \( l^{\sigma} = \{ \sigma | \forall u \in \sigma \quad (lv(u) < lv(l)) \} \). We say that an assignment is complete if its domain is all universal variables. Likewise, we say that a literal \( x^\tau \) is fully annotated if all universal variables u with \( lv(u) < lv(x) \) in the QBF are in \( \text{dom}(\tau) \), and a clause is fully annotated if all its literals are fully annotated.

The calculus ∀Exp+Res from [20] works with fully annotated clauses on which resolution is performed. For each clause C from the matrix and an assignment τ to all universal variables, ∀Exp+Res can use the axiom \( \{ l^{\tau} \mid l \in C, l \text{ existential} \} \cup \{ \tau(l) \mid l \in C, l \text{ universal} \} \). As its only rule it uses the resolution rule on annotated variables

\[
\frac{C \lor x^{\tau} \quad D \lor \neg x^{\tau}}{C \lor D} \quad (\text{Res})
\]

In contrast, the system IR-calc from [10] is more flexible. It uses ‘delayed’ expansion and can mix instantiation with resolution steps. Formally, IR-calc works with partial assignments on which we use auxiliary operations of completion and instantiation. For assignments τ and μ, we write τ \( \preceq \) μ for the assignment σ defined as σ(x) = τ(x) if \( x \in \text{dom}(\tau) \), otherwise
σ(x) = μ(x) if x ∈ dom(μ). The operation τ ⊥ μ is called completion as μ provides values for variables not defined in τ. For an assignment τ and an annotated clause C, the function \text{inst}(τ, C) returns the annotated clause \{t|_α ⊥ τ | t|_β ∈ C\}.

Axioms in IR-calc allow to infer \{x|_β | x ∈ C, x is existential\} for each non-tautological clause C from the matrix and τ = \{u/0 | u is universal in C\}, where the notation u/0 for literals u is shorthand for x/0 if u = x and x/1 if u = ¬x. Rules in IR-calc comprise the (Res) rule above together with the instantiation rule \(C \underbrace{\text{inst}(τ, C)}_{\text{for a (partial) assignment τ}}\) to universal variables.

Simulations. Given two proof systems P and Q for the same language (TAUT or QBF), P p-simulates Q if each Q-proof can be transformed in polynomial time into a P-proof of the same formula. Two systems are called p-equivalent if they p-simulate each other.

In [10] it was shown that IR-calc p-simulates both Q-Res and ∀Exp+Res, while [11] shows that Q-Res and ∀Exp+Res are incomparable, i.e., IR-calc is exponentially stronger than both Q-Res and ∀Exp+Res. However, ∀Exp+Res can p-simulate Q-Resτ [20].

3 Size, Width, and Space in Resolution Calculi

The purpose of the section is twofold: first to review the measures size, width, and space and their relations in classical resolution; and second to explain how to apply these measures to QBF resolution systems. While this is straightforward for size and space, we need a more elaborate discussion on what constitutes a good notion of width for QBF resolution systems.

3.1 Defining Size, Width, and Space for Resolution

For a CNF \(F\), |\(F\)| is the number of clauses in it, and \(w(\(F\))\) denotes the maximum number of literals in any clause of \(F\). We extend the same notation to QBFs with a CNF matrix.

For \(P\) one of the resolution calculi Res, Q-Res, ∀Exp+Res, IR-calc, let \(π|_F^P\) (resp. \(π|_F^IR\)) denote that \(π\) is an \(P\)-proof (tree-like \(P\)-proof, respectively) of the formula \(F\). For a proof \(π\) of \(F\) in system \(P\), its size |\(π\)| is defined as the number of clauses in \(π\). The size complexity \(S(\|_F\))\) of deriving \(F\) in \(P\) is defined as \(\min\{|\|π\|_F| : \|π\|_F\}\). The tree-like size complexity, denoted \(S(\|_F\))\), is \(\min\{|\|π\|_F| : \|π\|_F\}\).

The width of a clause \(C\) is the number of literals in \(C\), denoted \(w(\(C\))\). The width \(w(\(F\))\) of a CNF \(F\) is the maximum width of a clause in \(F\). The width \(w(\(π\))\) of a proof \(π\) is the maximum width of any clause appearing in \(π\), and the width \(w(\|_F\))\) of refuting a CNF \(F\) in \(P\) is defined as \(\min\{w(\(π\)) : \|_F\}\). Again the same notation extends to quantified CNFs.

Note that for width in any calculus, whether the proof is tree-like or not is immaterial, since a proof can always be made tree-like by duplication without increasing the width. We therefore drop the \(T\) subscript when talking about proof width.

The third complexity measure for resolution calculi is space\(^1\), first defined in [18]. Informally, it is the minimal number of clauses that must be kept simultaneously to refute a formula. We view a proof as a sequence of CNF formulas \(F_0, F_1, \ldots, F_s\), where \(F_0 = \emptyset, \square \in F_s\), and each \(F_{i+1}\) is obtained from \(F_i\) by erasing some clause, downloading an axiom, or adding a clause derived by some \(P\)-rule from clauses in \(F_i\). In the last case, one of the premises of the inference may also simultaneously be deleted. For such a proof \(σ\), \(CSpace(σ)\) is the

\(^1\) Also called clause space, to distinguish it from variable space or total space (see for example, [5]). We consider only clause space in this paper, and so we call it just space.
maximal number of clauses in any \( F_i \), \( i \in [s] \). The space to refute \( F \), denoted \( CSpace(\models F) \), is the minimal \( CSpace(\sigma) \) over all \( P \)-refutations \( \sigma \) for \( F \). The same notions apply to QBFs, where \( F_0, F_1, \ldots, F_n \) is a sequence of CNF formulas, all with the same quantifier prefix.

If we modify the inference step so that the clause(s) used to obtain the inference are erased in the same step, then any clause can be used at most once and we obtain a tree-like space-oriented \( P \)-proof. Correspondingly we can define \( CSpace(\models F) \) as the minimal space used by any tree-like proof sequence refuting \( F \).

### 3.2 Relations in Classical Resolution

We now state some of the main relations between size, width, and space for classical resolution. We start with the foundational size-width relations of Ben-Sasson and Wigderson [7].

- **Theorem 1 (Ben-Sasson, Wigderson [7]).** For all unsatisfiable CNFs \( F \) in \( n \) variables the following holds: \( S(\models F) \geq 2^w(\binom{n}{2}^w-F) \) and \( S(\models F) = \exp \left( \Omega \left( \frac{(w(\binom{n}{2}^w-F)^2)}{n} \right) \right) \).

Space complexity was introduced in [18] and relations between space, size, and width are explored (cf. also [23, 14]), establishing the size-space relation for tree-like resolution:

- **Theorem 2 (Esteban, Torán [18]).** For all unsatisfiable CNFs \( F \) the following relation holds: \( S(\models F) \geq 2^{CSpace(\models F)} - 1 \).

The fundamental relation between space and width for full resolution was obtained in [1]; a more direct proof was given recently in [19].

- **Theorem 3 (Atserias, Dalmau [1]).** For all unsatisfiable CNFs \( F \) the following relation holds: \( w(\models F) \leq CSpace(\models F) + w(F) - 1 \).

### 3.3 Existential Width: What Is the Right Width Notion for QBF?

We wish to explore the possibility of a similar approach as in [7] to prove analogues of the classical results above for QBFs. The following simple example shows, however, that the relationships in Theorem 1 and Theorem 3 do not carry over for the system \( Q-Res \).

- **Proposition 4.** For the false QBFs \( F_n = \forall u_1 \ldots u_n \exists e_0 \exists e_1 \ldots \exists e_n.(e_0) \land \bigwedge_{i \in [n]}(\neg e_i) \lor (\exists e_i) \land (\neg e_n) \) we have \( S(\models F_n) = O(n) \) and \( CSpace(\models F_n) = O(1) \), but \( w(\models F_n) = \Omega(n) \).

As this example illustrates, it is easy to enforce that universal variables are accumulated in a clause, thus leading to large width. Hence the following question naturally arises: can we obtain size-width or space-width relations by using the tighter measure of only counting existential variables?

This aligns with the situation in the expansion systems \( \forall \text{Exp} + \text{Res} \) and \( IR \text{-calc} \), where clauses contain only existential variables. In this respect, it is worth noting that the above example indeed does not demonstrate the failure of the size-width relationship in expansion-based calculi. For instance, in \( \forall \text{Exp} + \text{Res} \), a tree-like refutation could download the existential variables of axioms annotated with \( u_i/0 \) for \( i \in [n] \), and generate the empty clause in \( O(n) \) steps with width just 2 at the leaves and 1 at the internal nodes.

Thus, to get a consistent and interesting width measure for QBF calculi, we consider the notion of *existential width* that just counts the number of existential literals. This approach is justified also for \( Q-Res \) as the calculus can only resolve on existential variables, and rules
out the easy counterexamples above. Formally, we define the existential width of a clause \( C \) to be the number of existential literals in \( C \), and denote it by \( w_3(C) \). Using \( w_3 \) instead of \( w \) everywhere, we obtain the existential width of a formula \( w_3(F) \), of a proof \( w_3(\pi) \), and of refuting a false sentence \( w_3(F) \).

For the expansion systems \( \forall \mathsf{Exp} + \mathsf{Res} \) and \( \mathsf{IR-calc} \) the notions of existential width and width coincide. (In particular, distinct annotations of the same existential variable are counted as distinct literals.) Hence we can drop the \( \exists \) subscript in width of proofs in these systems. For the width of the sentence itself, there is still a difference between \( w \) and \( w_3 \).

4 Negative Results: Size-Width, Space-Width Relations Fail in \( \mathsf{Q-Res} \)

In this section we show that in the \( \mathsf{Q-Res} \) proof system, even replacing width by existential width, the relations to size or space as in classical resolution (Theorems 1 and 3) no longer hold for both tree-like and general proofs.

Firstly, we point out where the technique of [7] fails. A crucial ingredient of their proof is the following statement: if a clause \( A \) can be derived from \( F | x = 1 \) in width \( w \), then the clause \( A \lor \neg x \) can be derived from \( F \) in width \( w + 1 \) (possibly using a weakening rule at the end). We show that the statement no longer holds in \( \mathsf{Q-Res} \).

\begin{itemize}
  \item Proposition 5. There are false sentences \( \psi_n \), with an existential literal \( b \) quantified at the innermost level, such that the sentence \( \psi_n | b = 1 \) is false and has a small existential-width proof, but \( \psi_n \) itself needs large existential width to refute in \( \mathsf{Q-Res} \).
\end{itemize}

Proof. The sentence \( \psi_n \) is constructed by taking the conjunction of two sentences with distinct variables. The first sentence is a very simple one: \( \exists a \forall u \exists b. (a \lor u \lor \neg b) \land (\neg a) \). It is a true sentence, but if \( b \) is set to 1, it becomes false. The second sentence is a false sentence of the form \( \exists \vec{x}. G_n(\vec{x}) \), where \( G_n \) is any unsatisfiable CNF formula over the \( \vec{x} \) variables, such that \( G_n \) needs large width in classical resolution. One such example is the CNF formula described by Bonet and Galesi [16], that we denote as \( \mathsf{BG}_n \). \( \mathsf{BG}_n \) is an unsatisfiable 3-CNF formula over \( O(n^2) \) variables with \( w(\mathsf{IR-calc} \mathsf{BG}_n) = \Omega(n) \).

Now define \( \psi_n \) as \( \exists \vec{x}. \exists a \forall u \exists b. (a \lor u \lor \neg b) \land (\neg a) \land \mathsf{BG}_n(\vec{x}) \). Note that the clauses \( (a \lor u \lor \neg b) \land (\neg a) \) contain a contradiction if and only if \( b = 1 \). Thus \( \psi_n | b = 1 \) can be refuted with existential width 1 using just these two clauses: a \( \forall \mathsf{Red} \) on \( (a \lor u) \) yields \( a \) which can be resolved with \( \neg a \). On the other hand, to refute \( \psi_n \), the contradiction in \( \mathsf{BG}_n \) must be exposed. Since all the variables involved are existential, \( \mathsf{Q-Res} \) degenerates to classical resolution, requiring (existential) width \( \Omega(n) \).

The example in Proposition 5 can be made `less degenerate' by interleaving more existential and universal variables disjoint from \( \vec{x} \) and putting them in the first sentence. All we need is that \( b \) is quantified existentially at the end, the first sentence is true as a whole but false if \( b = 1 \), and this latter sentence can be refuted in \( \mathsf{Q-Res} \) with small existential width.

We now show that it is not just the technique of [7] that fails for \( \mathsf{Q-Res} \). No other technique will work either, because the relation from Theorem 1 between size and existential width itself fails to hold. The same example shows that the relation from Theorem 3 between space and existential width also fails to hold.

We first give an example where the relation for tree-like proofs fails.

\begin{itemize}
  \item Theorem 6. There exist false \( \mathsf{QBFs} \) \( \mathsf{CR}_n' \) over \( O(n^2) \) variables, such that \( \mathsf{STACS} 2016 \mathsf{S}(\mathsf{IR-calc} \mathsf{CR}_n') = n^{O(1)} \), \( w_3(\mathsf{CR}_n') = 3 \), \( \mathsf{CSpace}(\mathsf{IR-calc} \mathsf{CR}_n') = O(1) \), and \( w_3(\mathsf{IR-calc} \mathsf{CR}_n') = \Omega(n) \).
\end{itemize}
The formulas $CR'_n$ are Tseitin transformations of a natural completion principle formula $CR_n$ from [20]. The proof is similar, but slightly more involved than the proof for our next Theorem 7. Since tree-like space is at least as large as space, Theorem 6 also rules out the space-width relation for general dag-like Q-Res proofs.

However, Theorem 6 cannot be used to show that the size-existential-width relationship for general dag-like proofs holds in Q-Res, because $CR'_n$ have $O(n^2)$ variables. We show via another example that the relation fails to hold in Q-Res as well. This example cannot be used for proving Theorem 6 because it is known to be hard for Q-ResT [20].

**Theorem 7.** There is a family of false QBFs $\phi'_n$ in $O(n)$ variables such that $S(\overline{Q-Res} \, \phi'_n) = n^{O(1)}$, $w_3(\phi'_n) = 3$, and $w_3(\overline{Q-Res} \, \phi'_n) = \Omega(n)$.

**Proof.** Consider the following formulas $\phi_n$, introduced by Janota and Marques-Silva [20]:

$$\exists e_1 \forall u_1 \exists e_2 \ldots \exists e_n \forall u_n \exists c_{2n-1} c_{2n} x_0 \ldots x_{2n}$$

We know from [20] that $\phi_n$ have polynomial-size proofs in Q-Res (but require exponential-size proofs in Q-ResT). However, we need a formula with constant initial width. To achieve this we consider quantified Tseitin transformations of $\phi_n$, i.e. we introduce $2n + 1$ new existential variables $x_i$ at the innermost quantification level in $\phi_n$, and replace the only large clause in $\phi_n$ by any CNF formula that preserves satisfiability. Let $\phi'_n$ denote the modified formula:

$$\phi'_n = \exists e_1 \forall u_1 \exists e_2 \ldots \exists e_n \forall u_n \exists c_{2n-1} c_{2n} \exists x_0 \ldots x_{2n}$$

$$\bigwedge_{i \in [n]} ((\neg c_i \lor c_{2i+1}) \land (\neg u_i \lor c_{2i-1}) \land (c_i \lor c_{2i}) \land (u_i \lor c_{2i})) \land \bigvee_{i \in [2n]} \neg c_i 

\neg x_0 \land \bigwedge_{i \in [2n]} (x_{i-1} \lor \neg c_i \lor \neg x_i) \land x_{2n}.$$  

(1)

(2)

Note that $w_3(\phi'_n) = 3$. We refer to the clauses in (2) as $x$-clauses. It is clear that from the $x$-clauses, we can derive the large clause of $\phi_n$ in $2n+1$ resolution steps and get back $\phi_n$. Thus $S(\overline{Q-Res} \, \phi'_n) \leq S(\overline{Q-Res} \, \phi_n) + 2n + 1 = n^{O(1)}$.

We now show that $\phi'_n$ needs large existential width. Let $\pi$ be a proof in Q-Res, $\pi \overline{Q-Res} \phi'_n$. Let the clauses of $\pi$ in sequence, $\pi = \{ D_0, D_1, \ldots, D_s = \emptyset \}$, where each clause in the sequence is either a clause from $\phi'_n$, or is derived from clause(s) preceding it in the sequence using resolution or $\forall$-Red. There must be at least one universal reduction step in $\pi$, since all the initial clauses are necessary for refuting $\phi'_n$, some of them contain universal variables, and the only way to remove a universal variable in Q-Res is by $\forall$-Red. Let $l$ be the least index such that the clause $D_l$ is obtained by $\forall$-Red on $D_j$ for some $0 < i$. Since all $x$ variables block all $u$ variables, $D_j$ and $D_l$ cannot contain any $x$ variables. We use this fact to show that $w_3(D_l) = \Omega(n)$. Our strategy is to associate some set with each clause in $\pi$ in a specific way, and use the set size to bound existential width.

We associate the following sets with the literals of $\phi'_n$ and the clauses of $\pi$.

$$\forall i \in [2n] \quad \sigma(x_i) = \emptyset$$
$$\forall i \in [2n] \quad \sigma(x_0) = [2n] \setminus [i] = \{1, 2, \ldots, i\}$$
$$\forall i \in [2n] \quad \sigma(x_i) = \emptyset$$
$$\forall i \in [n] \quad \sigma(c_i) = \sigma(u_i) = \sigma(\neg c_{2i}) = \sigma(c_{2i-1}) = \emptyset$$
$$\forall i \in [n] \quad \sigma(-c_i) = \sigma(-u_i) = \sigma(\neg c_{2i-1}) = \sigma(c_{2i}) = \{2i - 1\}$$
$$\forall D \in \pi \quad \sigma(D) = \bigcup_{i \in D} \sigma(i).$$
Note that for any literal \( \ell \), \( \sigma(\ell) \) and \( \sigma(\neg \ell) \) are disjoint.

For \( D \in \pi \), let \( \pi_D \) be the sub-DAG of \( \pi \), rooted at \( D \).

** Claim 8.** \( \pi_D \) contains at least one \( x \)-clause (axiom clause of type (2)).

**Proof.** The parent \( D_i \) of node \( D \) contains a universal variable which is then removed through \( \forall \)-Red to get \( D_i \). The universal variables appear only in clauses of type (1), but are blocked by the \( c \)-variables in every clause where they appear. Thus, before a reduction is permitted, a \( c \)-variable must be eliminated by resolution. Since all \( c \)-variables appear only positively in type (1) clauses, some \( x \)-clause must be used in the resolution.

We show that all clauses in \( \pi_{D_i} \) that are descendants of some \( x \)-clause have large sets associated with them. In particular, we show:

** Claim 9.** Every clause \( D \) in \( \pi_{D_i} \) such that \( \pi_D \) contains an \( x \)-clause has \( \sigma(D) = [2n] \).

Deferring the proof briefly, we continue with our argument. From Claim 9 we conclude that \( \sigma(D_i) = [2n] \). Recall that none of the \( x \) variables belongs to \( D_i \). All other literals are associated with singleton sets, so \( D_i \) must contains at least \( 2n \) literals in order to be associated with the complete set \( [2n] \). Since \( Q\text{-Res} \) proofs prohibit a variable and its negation in the same clause, at most \( n \) of the literals in \( D_i \) can be universal variables. Thus \( D_i \) has at least \( n \) existential literals, hence \( w_3(D_i) = \Omega(n) \).

It remains to establish the claimed set size.

**Proof of Claim 9.** We proceed by induction on the depth of descendants of \( x \)-clauses in \( \pi_{D_i} \).

The base case is an \( x \)-clause itself and follows from the definition of \( \sigma \).

For the inductive step, let \( D \) be obtained by resolving \( (E \lor z) \) and \( (F \lor \neg z) \). There are two cases to consider:

**Case 1:** Both \( (E \lor z) \) and \( (F \lor \neg z) \) are descendants of \( x \)-clauses (not necessarily the same \( x \)-clause). Then by induction, \( \sigma(E \lor z) = \sigma(F \lor \neg z) = [2n] \). So \( \sigma(E) \supseteq [2n] \setminus \sigma(z) \) and \( \sigma(F) \supseteq [2n] \setminus \sigma(\neg z) \). Since \( \sigma(z) \) and \( \sigma(\neg z) \) are disjoint, \( \sigma(E) \cup \sigma(F) = [2n] \). Thus \( \sigma(D) = \sigma(E) \cup \sigma(F) = [2n] \) as claimed.

**Case 2:** Exactly one of \( (E \lor z) \) and \( (F \lor \neg z) \) is a descendant of an \( x \)-clause. Without loss of generality, let \( F \lor \neg z \) be the descendant. Then \( E \lor z \) is either a type-(1) clause or is derived solely from type-(1) clauses using resolution. However, observe that the only clauses derivable solely from type-(1) clauses via resolution, without creating tautologies as mandated in \( Q\text{-Res} \), are of the form \( (c_{2i-1} \lor c_{2i}) \) for some \( i \). It follows that \( z \) is not an \( x \) variable. Hence \( \sigma(z) \) and \( \sigma(\neg z) \) are distinct singleton sets. Further, \( z \) cannot be a \( u \) variable either, since resolution on universal variables is not permitted in \( Q\text{-Res} \).

Now note that for any type-(1) clause \( C \), \( \sigma(C) = \{2i - 1, 2i\} \) for the appropriate \( i \). Similarly, \( \sigma(c_{2i-1} \lor c_{2i}) = \{2i - 1, 2i\} \). So if \( E \lor z \) is one of these clauses, then \( \sigma(E \lor z) = \sigma(z) \cup \sigma(\neg z) \) and \( \sigma(E) = \sigma(\neg z) \). Further, as in Case 1, by induction we know that \( \sigma(F \lor \neg z) = [2n] \) and \( \sigma(F) \supseteq [2n] \setminus \sigma(z) \). Hence, \( \sigma(E \lor F) = [2n] \) as claimed.

This completes the proof of the theorem.

The above counterexamples are provided by formulas that require small size, but large existential width. We will now illustrate via another example that also large size and large width can occur. These examples are very natural formulas based on the parity function, which have recently been used in [11] to show exponential size lower bounds for \( Q\text{-Res} \),
and indeed a separation between $\text{Q-Res}$ and $\forall\text{Exp+Res}$. We will later use these formulas in Section 5 to also show a separation for width between $\text{Q-Res}$ and $\forall\text{Exp+Res}$.

Let $\text{xor}(o_1, o_2, o)$ be the set of clauses expressing $o \equiv o_1 \oplus o_2$: that is, $\{\neg o_1 \lor \neg o_2 \lor o, o_1 \lor o_2 \lor \neg o, o_1 \lor o_2 \lor o, o_1 \lor o_2 \lor \neg o\}$. In [11], the sentence $\text{QParity}_n$ is defined as follows:

$$\exists x_1, \ldots, x_n \forall z \exists t_2, \ldots, t_n. \text{xor}(x_1, x_2, t_2) \cup \bigcup_{i=3}^{n} \text{xor}(t_{i-1}, x_i, t_i) \cup \{z \lor t_n, \neg z \lor \neg t_n\}.$$ 

The $x_i$ variables act as the input for the parity function, and the $t_i$ variables are defined inductively to calculate $\text{Parity}(x_1, \ldots, x_i)$.

We now complement the exponential size lower bound from [11] by a width lower bound.

\begin{theorem}
$w_{\exists}(\text{QParity}_n) \geq n$.
\end{theorem}

\textbf{Proof.} In the formula $\text{QParity}_n$, the contradiction occurs semantically because of the clauses $z \lor t_n, \neg z \lor \neg t_n$ asserting $z \neq t_n$ (along with the fact that the values of $x$ variables uniquely determine the values of all $t$ variables, in particular, $t_n$). Thus, at least one of these clauses must be used in any proof, necessitating a $\forall$-reduction. In $\text{Q-Res}$ we cannot reduce $z$ while any of the $t$ variables are present; and due to the restrictions in $\text{Q-Res}$ we cannot resolve any descendants of $z \lor t_n$ with any descendants of $\neg z \lor \neg t_n$ until there is at least one $\forall$-reduction.

Consider a smallest $\text{Q-Res}$ proof, and assume without loss of generality that a first (lowest) $\forall$ reduction happens on the positive literal $z$. Therefore before this $\forall$-reduction step we have essentially a resolution proof $\pi$ from $\Gamma = \text{xor}(x_1, x_2, t_2) \cup \bigcup_{i=3}^{n} \text{xor}(t_{i-1}, x_i, t_i) \cup \{t_n \lor z\}$. The clause $D$ that occurs in $\pi$ immediately before the $\forall$-reduction must only contain variables from $\{x_1, \ldots, x_n\}$ apart from the literal $z$, else the reduction is blocked.

We now use the following observation.

\begin{claim}
Suppose $x_1 \oplus \cdots \oplus x_n \models C$ for some clause $C$. Then $C$ is either a tautology or $C$ contains all variables $x_1, \ldots, x_n$.
\end{claim}

Any assignment to the $x$ variables satisfying $x_1 \oplus \cdots \oplus x_n$ has a unique extension to $z$ and the $t$ variables satisfying all the clauses of the formula $\text{QParity}_n$. This extension necessarily has $t_n = x_1 \oplus \cdots \oplus x_n = 1$ and $z = 0$. Since it satisfies all axioms, by soundness of resolution, it also satisfies $D$.

This, along with Claim 11, implies that $D$ is either a tautology or has all $x$ variables. Since it cannot be a tautology (it appears in the proof, and besides, at the very least it has the variable $z$), it must have all $x$ variables, and hence has existential width $n$.

\section{Simulations: Preserving Size, Width, and Space Across Calculi}

After these strong negative results, ruling out size-width and space-width relations in $\text{Q-Res}$ and $\text{Q-Res}_T$, we aim to determine whether any positive results hold in the expansion systems $\forall\text{Exp+Res}$ and $\text{IR-calc}$. Before we can do this we need to relate the measures of size, width, and space across the three calculi $\text{Q-Res}$, $\forall\text{Exp+Res}$, $\text{IR-calc}$. Of course, such a comparison in terms of refined simulations is also interesting in its own as it determines the relative strength of the different proof systems. As size corresponds to running time, and space to memory consumption of QBF solvers, such a comparison yields interesting insights into the power of QBF solvers using CDCL vs. expansion techniques.

It is known that $\text{IR-calc}$ p-simulates $\forall\text{Exp+Res}$ and $\text{Q-Res}$ [10], and that $\forall\text{Exp+Res}$ p-simulates $\text{Q-Res}_T$ [20]. We revisit these proofs, with special attention to the width parameter, and also obtain simulating proofs that are tree-like if the original proof is tree-like. The relationships we establish are stated in the following theorem:
\textbf{Theorem 12.} For all false QBFs $\mathcal{F}$, the following relations hold:
1. $\frac{1}{2}S(\text{IR-calc}, \mathcal{F}) \leq S(\text{Exp+Res}, \mathcal{F}) \leq 3S(\text{IR-calc}, \mathcal{F})$.
2. $w(\text{IR-calc}, \mathcal{F}) = w(\text{Exp+Res}, \mathcal{F}) \leq w_3(\text{IR-calc}, \mathcal{F})$.
3. $\text{CSpace}(\text{IR-calc}, \mathcal{F}) = \text{CSpace}(\text{Exp+Res}, \mathcal{F}) \leq CSpace(\text{IR-calc}, \mathcal{F})$.

These results follow from Proposition 13 and Lemmas 14, 15 below. Our first simulation of $\forall \text{Exp+Res}$ by $\text{IR-calc}$ only needs to complete partial annotations in axioms:

\textbf{Proposition 13.} Any proof in $\forall \text{Exp+Res}$ of size $S$, width $W$, and space $C$ can be efficiently converted into a proof in $\text{IR-calc}$ of size at most $2S$, width $W$, and space $C$. If the proof in $\forall \text{Exp+Res}$ is tree-like, so is the resulting $\text{IR-calc}$ proof.

\textbf{Lemma 14.} $\forall \text{Exp+Res}_T$ p-simulates $\text{IR-calc}_T$ while preserving width, size, and space.

\textbf{Proof Sketch.} The idea is to systematically transform an $\text{IR-calc}_T$ proof, proceeding downwards from the top where we have the empty clause, and modifying annotations as we go down, so that when all leaves have been modified the resulting proof is in fact an $\forall \text{Exp+Res}_T$ proof. This crucially requires that we start with a tree-like proof; if the underlying graph is not a tree, we cannot always find a way of modifying the annotations that will work for all descendants.

The simulation in Lemma 14 exhibits an interesting phenomenon: while it shows that the tree-like versions of $\forall \text{Exp+Res}$ and $\text{IR-calc}$ are p-equivalent, it was shown in [11] that in the dag-like versions, $\text{IR-calc}$ is exponentially stronger than $\forall \text{Exp+Res}$. Thus $\forall \text{Exp+Res}$ and $\text{IR-calc}$ provide a rare example in proof complexity of two systems that coincide in the tree-like model, but are separated in the dag-like model.

\textbf{Lemma 15.} $\text{IR-calc}_T$ p-simulates $\text{Q-Res}_T$ while preserving space and existential width exactly and size up to a factor of 3.

\textbf{Proof Sketch.} We use the same simulation as given in [10]. This simulation was originally for dag-like proof systems, but here we check that it also works for tree-like systems and observe that space and existential width are preserved.

As a by-product, these simulations enable us to give an easy and elementary proof of the simulation of $\text{Q-Res}_T$ by $\forall \text{Exp+Res}$, shown in [20] via a more involved argument.

\textbf{Corollary 16 (Janota, Marques-Silva [20]).} $\forall \text{Exp+Res}_T$ p-simulates $\text{Q-Res}_T$.

Using again the width lower bound for $\text{QParity}_n$ (Theorem 10) we can show that item 2 of Theorem 12 cannot be improved, i.e. we obtain an optimal width separation between $\text{Q-Res}$ and $\forall \text{Exp+Res}$.

\textbf{Theorem 17.} $w_3(\text{Q-Parity}_n) = \Omega(n)$, but $w_3(\text{Exp+Res}, \text{Q-Parity}_n) = O(1)$.

\textbf{Proof.} By Theorem 10, $\text{QParity}_n$ requires existential width $n$ in $\text{Q-Res}$. To get the separation it remains to show $w(\text{Exp+Res}, \text{QParity}_n) = O(1)$. For this we use the following $\forall \text{Exp+Res}$ proofs of $\text{QParity}_n$ from [11]: the formulas $\text{QParity}_n$ have exactly one universal variable $z$, which we expand in both polarities 0 and 1. This does not affect the $x_i$ variables, but creates different copies $t_i^0$ and $t_i^1$ of the existential variables right of $z$. Using the clauses of $\text{xor}(t_{i-1}, x_i, t_i)$, we can inductively derive clauses representing $t_i^0 = t_i^1$. This lets us derive a contradiction using the clauses $t_n^0$ and $\neg t_n^1$.

Clearly, this proof only contains clauses of constant width, giving the result.
6 Positive Results: Size, Width, and Space in Tree-like QBF Calculi

We are now in a position to show positive results on size-width and size-space relations for QBF resolution calculi. However, most of these results only apply to weak tree-like systems.

6.1 Relations in the Expansion Calculi ∀Exp+Res and IR-calc

We first observe that for ∀Exp+Res almost the full spectrum of relations from classical resolution remains valid.

- **Theorem 18.** For all false QBFs $F$, the following relations hold:
  1. $S\left(\forall\text{Exp+Res}F\right) \geq 2^w\left(\forall\text{Exp+Res}F\right)^{-w_\exists(F)}$.
  2. $S\left(\forall\text{Exp+Res}F\right) \geq 2^\text{CSpace}\left(\forall\text{Exp+Res}F\right) - 1$.
  3. $\text{CSpace}\left(\forall\text{Exp+Res}F\right) \geq \text{CSpace}\left(\forall\text{Exp+Res}F\right) \geq w\left(\forall\text{Exp+Res}F\right) - w_\exists(F) + 1$.

  **Proof Sketch.** Proofs in ∀Exp+Res first download the axioms, leading to clauses containing only annotated existential literals. After that only classical resolution steps are performed and Theorems 1, 2, and 3 can be applied.

  By the equivalence of ∀Exp+Res and IR-calc with respect to all three measures size, width, and space (Theorem 12) we can transfer all results from Theorem 18 to IR-calc.

- **Theorem 19.** For all false QBFs $F$, the following relations hold:
  1. $S\left(\text{IR-calc}F\right) \geq 2^w\left(\text{IR-calc}F\right)^{-w_\exists(F)}$.
  2. $S\left(\text{IR-calc}F\right) \geq 2^\text{CSpace}\left(\text{IR-calc}F\right) - 1$.
  3. $\text{CSpace}\left(\text{IR-calc}F\right) \geq w\left(\text{IR-calc}F\right) - w_\exists(F) + 1$.

6.2 The Size-Space Relation in Tree-like Q-resolution

We finally return to Q-Res. Most relations were already ruled out in Section 4 for both Q-Res and Q-ResT. The only relation that we can still show to hold is the classical size-space relation (Theorem 2), which we lift from ResT to Q-ResT.

In classical resolution, this relationship was obtained using pebbling games [18]. We observe that the same approach works for Q-ResT as well, giving the analogous relationship.

- **Theorem 20.** For a false QBF sentence $F$, $S\left(\text{Q-ResT}F\right) \geq 2^\text{CSpace}\left(\text{Q-ResT}F\right) - 1$.

7 Conclusion

Our results show that the success story of width in resolution needs to be rethought when moving to QBF. Indeed, the question arises: is width a central parameter in QBF resolution? Is there another parameter that plays a similar role as classical width for understanding QBF resolution size and space?

Our findings almost completely uncover the picture for size, space, and width for the most basic and arguably most important QBF resolution systems Q-Res, ∀Exp+Res, and IR-calc. The most immediate open question arising from our investigation is whether size-width relations hold for general dag-like ∀Exp+Res or IR-calc proofs. The issue here is that in the classical size-width relation of [7] the number of variables enters the formula in a crucial way. For the instantiation calculi it is not clear what should qualify as the right count for
this as different annotations of the same existential variable are formally treated as distinct variables (which is also clearly justified by the semantic meaning of expansions).

For further research it will also be interesting whether size-width or space-width relations apply to any of the stronger QBF resolution systems QU-Res \[27\], LD-Q-Res \[2\], or IRM-calc \[10\]. However, we conjecture that the negative picture also prevails for these systems.
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Abstract

The classical center based clustering problems such as $k$-means/median/center assume that the optimal clusters satisfy the locality property that the points in the same cluster are close to each other. A number of clustering problems arise in machine learning where the optimal clusters do not follow such a locality property. For instance, consider the r-gather clustering problem where there is an additional constraint that each of the clusters should have at least $r$ points or the capacitated clustering problem where there is an upper bound on the cluster sizes. Consider a variant of the $k$-means problem that may be regarded as a general version of such problems. Here, the optimal clusters $O_1,\ldots,O_k$ are an arbitrary partition of the dataset and the goal is to output $k$-centers $c_1,\ldots,c_k$ such that the objective function $\sum_{i=1}^k \sum_{x \in O_i} ||x - c_i||^2$ is minimized. It is not difficult to argue that any algorithm (without knowing the optimal clusters) that outputs a single set of $k$ centers, will not behave well as far as optimizing the above objective function is concerned. However, this does not rule out the existence of algorithms that output a list of such $k$ centers such that at least one of these $k$ centers behaves well. Given an error parameter $\varepsilon > 0$, let $\ell$ denote the size of the smallest list of $k$-centers such that at least one of the $k$-centers gives a $(1 + \varepsilon)$ approximation w.r.t. the objective function above. In this paper, we show an upper bound on $\ell$ by giving a randomized algorithm that outputs a list of $2^{O(k/\varepsilon)}$ $k$-centers. We also give a closely matching lower bound of $2^{\tilde{\Omega}(k/\sqrt{\varepsilon})}$. Moreover, our algorithm runs in time $O(nd \cdot 2^{O(k/\varepsilon)})$. This is a significant improvement over the previous result of Ding and Xu who gave an algorithm with running time $O(nd \cdot (\log n)^k \cdot 2^{\text{poly}(k/\varepsilon)})$ and output a list of size $O((\log n)^k \cdot 2^{\text{poly}(k/\varepsilon)})$. Our techniques generalize for the $k$-median problem and for many other settings where non-Euclidean distance measures are involved.
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1 Introduction

Clustering problems intend to classify high dimensional data based on the proximity of points to each other. There is an inherent assumption that the clusters satisfy locality property – points close to each other (in a geometric sense) should belong to the same category. Often,
we model such problems by the notion of a center based clustering problem. We would like to identify a set of centers, one for each cluster, and then the clustering is obtained by assigning each point to the nearest center. For example, the $k$-means problem is defined in the following manner: given a dataset $X = \{x_1, \ldots, x_n\} \subset \mathbb{R}^d$ and an integer $k$, output a set of $k$ centers $\{c_1, \ldots, c_k\} \subset \mathbb{R}^d$ such that the objective function $\sum_{x \in X} \min_{i \in \{1, \ldots, k\}} ||x - c_i||^2$ is minimized. The $k$-median and the $k$-center problems are defined in a similar manner by defining a suitable objective function.

However, often such clustering problems entail several side constraints. Such constraints limit the set of feasible clusterings. For example, the $r$-gather $k$-means clustering problem is defined in the same manner as the $k$-means problem, but has the additional constraint that each cluster must have at least $r$ points in it. In such settings, it is no longer true that the clustering is obtained from the set of centers by the Voronoi partition. Ding and Xu [5] began a systematic study of such problems, and this is the starting point of our work as well. They defined the so-called constrained $k$-means problem. An instance of such a problem is specified by a set of points $X$, a parameter $k$, and a set $\mathcal{C}$, where each element of $\mathcal{C}$ is a partitioning of $X$ into $k$ disjoint subsets (or clusters). Since the set $\mathcal{C}$ may be exponentially large, we will assume that it is specified in a succinct manner by an efficient algorithm which decides membership in this set. A solution needs to output an element $\Omega = \{O_1, \ldots, O_k\}$ of $\mathcal{C}$, and a set of $k$ centers, $c_1, \ldots, c_k$, one for each cluster in $\Omega$. The goal is to minimize $\sum_{i=1}^{k} \sum_{x \in O_i} ||x - c_i||^2$. It is easy to check that the center $c_i$ must be the mean of the corresponding cluster $O_i$. Note that the $k$-means problem is a special case of this problem where the set $\mathcal{C}$ contains all possible ways of partitioning $X$ into $k$ subsets. The constrained $k$-median problem can be defined similarly. We will make the natural assumption (which is made by Ding and Xu as well) that it suffices to find a set of $k$ centers. In other words, there is an (efficient) algorithm $A^C$, which given a set of $k$ centers $c_1, \ldots, c_k$, outputs the clustering $\{O_1, \ldots, O_k\} \in \mathcal{C}$ such that $\sum_{i=1}^{k} \sum_{x \in O_i} ||c_i - x||^2$ is minimized. Such an algorithm is called a partition algorithm by Ding and Xu [5] \footnote{[5] also gave a discussion on such partition algorithms for a number of clustering problems with side constraints.}. For the case of the $k$-means problem, this algorithm will just give the Voronoi partition with respect to $c_1, \ldots, c_k$, whereas in the case of the $r$-gather $k$-means clustering problem, the algorithm $A^C$ will be given by a suitable min-cost flow computation (see section 4.1 in [5]).

Ding and Xu [5] considered several natural problems arising in diverse areas, e.g. machine learning, which can be stated in this framework. These included the so-called $r$-gather $k$-means, $r$-capacity $k$-means and $l$-diversity $k$-means problems. Their approach for solving such problems was to output a list of candidate sets of centers (of size $k$) such that at least one of these were close to the optimal centers. We formalize this approach and show that if $k$ is small, then one can obtain a PTAS for the constrained $k$-means (and the constrained $k$-median) problems whose running time is linear plus a constant number of calls to $A^C$.

We define the list $k$-means problem. Given a set of points $X$ and parameters $k$ and $\varepsilon$, we want to output a list $L$ of sets of $k$ points (or centers). The list $L$ should have the following property: for any partitioning $\Omega = \{O_1, \ldots, O_k\}$ of $X$ into $k$ clusters, there exists a set $c_1, \ldots, c_k$ in the list $L$ such that (up-to reordering of these centers)

$$\sum_{i=1}^{k} \sum_{x \in O_i} ||c_i - x||^2 \leq (1 + \varepsilon) \sum_{i=1}^{k} \sum_{x \in O_i} ||x - m_i||^2,$$ \hspace{1cm} (1)
where $m_i = \frac{\sum_{x \in O_i} x}{|O_i|}$ denotes the mean of $O_i$. Note that the latter quantity is the $k$-means cost of the clustering $\emptyset$, and so we require $c_1, \ldots, c_k$ to be such that the cost of assigning to these centers is close to the optimal $k$-means cost of this clustering. We shall use $\text{opt}_k(\emptyset)$ to denote the optimal $k$-means cost of $\emptyset$.

Although such an oblivious approach to clustering may appear too optimistic, we show that it is possible to obtain such a list $\mathcal{L}$ of size $2^{\tilde{O}(k/\varepsilon)}$ in $O \left( nd \cdot 2^{\tilde{O}(k/\varepsilon)} \right)$ time. This improves the result of Ding and Xu [5], where they gave an algorithm which outputs a list of size $O \left( (\log n)^k \cdot 2^{\text{poly}(k/\varepsilon)} \right)$. Observe that we address a question which is both algorithmic and existential: how small can the size of $\mathcal{L}$ be, and how efficiently can we find it? We also give almost matching lower bounds on the size of such a list $\mathcal{L}$. Our algorithm for finding $\mathcal{L}$ relies on the $D^2$-sampling idea—iteratively find the centers by picking the next one to be far from the current set of centers. Although these ideas have been used for the $k$-means problems (see e.g. [9]), they rely heavily on the fact that given a set of centers, the corresponding clustering is obtained by the corresponding Voronoi partition. Our approach relies in showing that there is a small sized list $\mathcal{L}$ which works well for all possible clusterings.

It is not hard to show that a result for the list $k$-means problem implies a corresponding result for the constrained $k$-means problem with the number of calls to $A^C$ being equal to the size of the list $\mathcal{L}$. Therefore, we obtain as corollary of our main result efficient algorithms for the constrained $k$-means (and the constrained $k$-median) problems.

### 1.1 Related Work

The classical $k$-means problem is one of the most well-studied clustering problems. There is a long sequence of work on obtaining fast PTAS for the $k$-means and the $k$-median problems (see e.g., [12, 2, 4, 7, 11, 1, 3, 9, 6] and references therein). Some of these works implicitly maintain a list of centers of size $k$ such that the condition (1) is satisfied for all clusterings $\emptyset$ which correspond to a Voronoi partition (with respect to a set of $k$ centers) of the input set of points, and one picks the best possible set of centers from this list (see e.g., [11, 1, 9]). The list has at most $2^{\text{poly}(k/\varepsilon)}$ elements, and from this, one can recover a $(1 + \varepsilon)$-approximation algorithm for the $k$-means problem with running time $O \left( nd \cdot 2^{\text{poly}(k/\varepsilon)} \right)$.

The more general case of the constrained $k$-means problem was studied by Ding and Xu [5] who also gave an algorithm that outputs a list of size $O \left( (\log n)^k \cdot 2^{\text{poly}(k/\varepsilon)} \right)$. Our work improves upon this result. Moreover, we consider the formulation of the list $k$-means problem as an important contribution, and feel that similar formulations in other classification settings would be useful.

### 1.2 Preliminaries

We formally define the problems considered in this paper. The centroid or mean of a finite set of points $X \subset \mathbb{R}^d$ is denoted by $\Gamma(X) = \frac{\sum_{x \in X} x}{|X|}$. Let $\Delta(X)$ denote the 1-means cost of these set of points, i.e., $\sum_{x \in X} ||x - \Gamma(X)||^2$.

An input instance $I$ for the list $k$-means (or the list $k$-median) problem consists of a set of points $X$, a positive integer $k$ and a positive parameter $\varepsilon$. A partition of $X$ into disjoint subsets $O_1, \ldots, O_k$ will be called a clustering of $X$. Given a clustering $\emptyset^* = \{O_1^*, \ldots, O_k^*\}$
of $X$ and a set of $k$ centers $C = \{c_1, \ldots, c_k\}$, define $\text{cost}_C(\emptyset^*)$ as the minimum, over all permutations $\pi$ of $C$, of $\sum_{i=1}^{k} \sum_{x \in C_i} ||x - c_{\pi(i)}||^2$. Recall that $\text{opt}_k(\emptyset^*)$ denotes the optimal $k$-means cost of $\emptyset^*$, i.e., $\sum_{i=1}^{k} \sum_{x \in \emptyset^*_i} ||x - \Gamma(\emptyset^*_i)||^2$.

For a set of points $X$ and a set of points $C$ (of size at most $k$), define $\Phi_C(X)$ as $\sum_{x \in X} \min_{c \in C} ||x - c||^2$, i.e., we consider the Voronoi partition of $X$ induced by $C$, and consider the $k$-means cost of $X$ with respect to this partition. When considering the list $k$-median problem, we will use the same notion, except that we will consider the Euclidean norm instead of the square of the Euclidean norm. When $C$ is a singleton set $\{c\}$, we shall abuse notation by using $\Phi_c(X)$ instead of $\Phi_{\{c\}}(X)$.

As mentioned in the introduction, the constrained $k$-means problem is specified by a set of points $X$, a positive integer $k$, and a set $C$ of feasible clusterings of $X$. Further, we are given an algorithm $A^C$, which given a set of $k$ centers $C$, outputs the clustering $\emptyset$ in $C$ which minimizes $\text{cost}_C(\emptyset^*)$. The goal is to find a clustering $\emptyset \in C$ and a set $C$ of size $k$ which minimizes $\text{cost}_C(\emptyset)$. Note that the centers in $C$ should just be the mean of each cluster in $\emptyset$. On the other hand, if we know $C$, then we can find the best clustering in $C$ by calling $A^C$. We use the same notation for the constrained $k$-median problem.

We now mention a few results which will be used in our analysis. The following fact is well known.

**Fact 1.** For any $X \subset \mathbb{R}^d$ and $c \in \mathbb{R}^d$ we have $\sum_{x \in X} ||x - c||^2 = \sum_{x \in X} ||x - \Gamma(X)||^2 + ||X|| \cdot ||c - \Gamma(X)||^2$.

We next define the notion of $D^2$-sampling.

**Definition 2 (D^2-sampling).** Given a set of points $X \subset \mathbb{R}^d$ and another set of points $C \subset \mathbb{R}^d$, $D^2$-sampling from $X$ w.r.t. $C$ samples a point $x \in X$ with probability $\Phi_C(x)$. For the case $C = \emptyset$, $D^2$-sampling is the same as uniform sampling from $X$.

The following result of Inaba et al. [8] shows that a constant size random sample is a good enough approximation of a set of points $X$ as far as the 1-means objective is concerned.

**Lemma 3 ([8]).** Let $S$ be a set of points obtained by independently sampling $M$ points with replacement uniformly at random from a point set $X \subset \mathbb{R}^d$. Then for any $\delta > 0$,

$$\Pr \left[ \Phi_{\Gamma(S)}(X) \leq \left(1 + \frac{1}{\delta M}\right) \cdot \Delta(X) \right] \geq (1 - \delta).$$

We will also use the following simple fact that may be interpreted as approximate version of the triangle inequality for squared Euclidean distance.

**Fact 4 (Approximate triangle inequality).** For any $x, y, z \in \mathbb{R}^d$, we have $||x - z||^2 \leq 2 \cdot ||x - y||^2 + 2 \cdot ||y - z||^2$.

### 1.3 Our Results

We now state our results for the list $k$-means and the list $k$-median problems.

**Theorem 5.** Given a set of $n$ points $X \subset \mathbb{R}^d$, parameters $k$ and $\varepsilon$, there is a randomized algorithm which outputs a list $L$ of $2^{O(k/\varepsilon)}$ sets of centers of size $k$ such that for any clustering $\emptyset^* = \{\emptyset^*_1, \ldots, \emptyset^*_k\}$ of $X$, the following event happens with probability at least $1/2$: there is a set $C \in L$ such that $\text{cost}_C(\emptyset^*) \leq (1 + \varepsilon) \cdot \text{opt}_k(\emptyset^*)$. 
Moreover, the running time of our algorithm is $O\left(\text{nd} \cdot 2^{\tilde{O}(k/\varepsilon)}\right)$. The same statement holds for the list $k$-median problem as well, except that the size of the list $L$ becomes $2^{\tilde{O}(k/\varepsilon \cdot \text{opt}(\varepsilon))}$ and the running time of our algorithm becomes $O\left(\text{nd} \cdot 2^{\tilde{O}(k/\varepsilon \cdot \text{opt}(\varepsilon))}\right)$.

As a corollary of this result we get PTAS for the constrained $k$-means problem (and similarly for the constrained $k$-median problem). The proof may be found in the full version of this paper.  

**Corollary 6.** There is a randomized algorithm which given an instance of the constrained $k$-means problem and parameter $\varepsilon > 0$, outputs a solution of cost at most $(1 + \varepsilon)$-times the optimal cost with probability at least $1/2$. Further, the time taken by this algorithm is $O\left(\text{nd} \cdot 2^{\tilde{O}(k/\varepsilon)}\right) + 2^{\tilde{O}(k/\varepsilon)} \cdot T$, where $T$ denotes the time taken by $A^C$ on this instance.

**Proof.** We use the algorithm in Theorem 5 to get a list $L$ for this data-set. For each set $C \in L$, we invoke $A^C$ with $C$ as the set of centers – let $\ell(C)$ denote the clustering produced by $A^C$. We output the clustering for which $\text{cost}_C(\ell(C))$ is minimum. Let $O^*$ be the optimal clustering, i.e., the clustering in $C$ for which $\text{opt}_k(O^*)$ is minimum. We know that with probability at least $1/2$, there is set $C \in L$ for which $\text{cost}_C(\ell(C)) \leq (1 + \varepsilon) \cdot \text{opt}_k(O^*)$. Now, the solution produced by our algorithm has cost at most $\text{cost}_C(\ell(C))$, which by definition of $A^C$, is at most $\text{cost}_C(O^*)$.

We also give a nearly matching lower bound on the size of $L$. The following result along with Yao’s Lemma shows that one cannot reduce the size of $L$ to less than $2^{\tilde{O}(\frac{1}{\varepsilon})}$.

**Theorem 7.** Given a parameter $k$ and a small enough positive constant $\varepsilon$, there exists a set $X$ of points in $\mathbb{R}^d$ and a set $C$ of clusterings of $X$ such that any list $L$ of $k$-centers with the following property must have size at least $2^{\tilde{O}(\frac{1}{\varepsilon})}$: for at least half of the clusterings $O \in C$, there exists a set $C \in L$ such that $\text{cost}_C(O) \leq (1 + \varepsilon) \cdot \text{opt}_k(O)$.

Our techniques also extend to settings involving many other “approximate” metric spaces (see the discussion in the full version of this paper). Another important observation is that in the lower bound result above, the clusterings in $C$ correspond to Voronoi partitions of $X$. This throws light on the previous works [11, 1, 6, 9, 10] as to why the running time of all the algorithms was proportional to $2^{\text{poly}(k/\varepsilon)}$: they were implicitly maintaining a list which satisfied (1) for all Voronoi partitions of $X$, and therefore, our lower bound result applies to their algorithms as well.

### 1.4 Our Techniques

Our techniques are based on the idea of $D^2$-sampling that was used by Jaiswal et al. [9] to give a $(1 + \varepsilon)$-approximation algorithm for the $k$-means problem. Our ideas also have similarities to the ideas of Ding and Xu [5]. We discuss these similarities towards the end of this subsection.

One of the crucial ingredients that is used in most of the $(1 + \varepsilon)$-approximation algorithms for $k$-means is Lemma 3. This result essentially states that given a set of points $P$, if we are able to uniformly sample $O(1/\varepsilon)$ points from it, then the mean of these sampled points

\[3\] The full version of this paper may be found on Arxiv. Here is the link: http://arxiv.org/abs/1504.02564.
will be a good substitute for the mean of $P$. Consider an optimal clustering $O_1^*, \ldots, O_k^*$ for
a set of points $X$. If we could uniformly sample from each of the clusters $O_i^*$, then by the
argument above, we will be done. The first problem one encounters is that one can only sample from the input set of points, and so, if we sample sufficiently many points from $X$, we need to somehow distinguish the points which belong to $O_i^*$ in this sample. This can be
dealt with using the following argument: suppose we manage to get a small sample $S$ of
points (say of size $O(\text{poly}(k/\epsilon))$) that contain at least $\Omega(1/\epsilon)$ points uniformly distributed in
$O_i^*$, then we can try all possible subsets of $S$ of size $O(1/\epsilon)$ and ensure that at least one of
the subsets is a uniform sample of appropriate size from $O_i^*$. Another issue is – how do we
ensure that the sample $S$ has sufficient representation from $O_i^*$? Uniform sampling from the
input $X$ will not work since $|O_i^*|$ might be really small compared to the size of $|X|$. This is
where $D^2$-sampling plays a crucial role and we discuss this next.

Given a set of points $X \subseteq \mathbb{R}^d$ and candidate centers $c_1, \ldots, c_i \in \mathbb{R}^d$, $D^2$-sampling with
respect to the centers $c_1, \ldots, c_i$ samples a point $x \in X$ with probability proportional to
$\min_{c \in \{c_1, \ldots, c_i\}} ||x - c||^2$. Note that this process “boosts” the probability of a cluster $O_j^*$ that
has many points far from the set $\{c_1, \ldots, c_i\}$. Therefore, even if a cluster $O_j^*$ has a small
size, we will have a good chance of sampling points from it (if it is far from the current set
of centers). However, this nonuniform sampling technique gives rise to another issue. The
points being sampled are no longer uniform samples from the optimal clusters. Depending on
the current set of centers, different points in a cluster $O_j^*$ have different probability of getting
sampled. This issue is not that grave for the $k$-means problem where the optimal clusters are
Voronoi regions since we can argue that the probabilities are not very different. However,
for the constrained $k$-means problem where the optimal clusters are allowed to be arbitrary
partition of the input points, this problem becomes more serious. This can be illustrated
using the following example. Suppose we have managed to pick centers $c_1, \ldots, c_i$ that are
good (in terms of cluster cost) for the optimal clusters $O_1^*, \ldots, O_k^*$. At this point let $O_j^*$
denote the cluster other than $O_1^*, \ldots, O_k^*$, such that a point sampled using $D^2$ sampling w.r.t.
c_1, \ldots, c_i$ is most likely to be from $O_j^*$. Suppose we sample a set $S$ of $O(k/\epsilon)$ points using
$D^2$-sampling. Are we guaranteed (w.h.p.) to have a subset in $S$ that is a uniform sample
from $O_j^*$? The answer is no (actually quite far from it). This is because the optimal clusters
may form an arbitrary partition of the data-set and it is possible that most of the points in
$O_j^*$ might be very close to the centers $c_1, \ldots, c_i$. In this case the probability of sampling
such points will be close to 0. The way we deal with this scenario is that we consider a
multi-set $S'$ that is the union of the set of samples $S$ and $O(1/\epsilon)$ copies of each of $c_1, \ldots, c_i$.
We then argue that all the points in $O_j^*$ that are far from $c_1, \ldots, c_i$ will have a good chance
of being represented in $S$ (and hence in $S'$). On the other hand, even though the points that
are close to one of $c_1, \ldots, c_i$ will not be represented in $S$ (and hence $S'$), the center (among
$c_1, \ldots, c_i$ that is close to these points have good representation in $S'$ and these centers may
be regarded as “proxy” for the points in $O_j^*$.

Ding and Xu [5], instead of using the idea of $D^2$-sampling, rely on the ideas of Kumar et al.
[11] which involves uniform sampling of points and then pruning the data-set by removing
the points that are close to centers that are currently being considered. In their work, they
also encounter the problem that points from some optimal cluster might be close to the
current set of good centers (and hence will be removed before uniform sampling). Ding
and Xu [5] deal with this issue using what they call a “simplex lemma”. Consider the same
scenario as in the previous paragraph. At a very high level, they consider grids inside several
simplices defined by the current centers $c_1, \ldots, c_i$ and the sampled points. Using the simplex
lemma, they argue that one of the points inside these grids will be a good center for the
cluster $O_j^*$.
We now give an overview of the paper. In Section 2, we give the algorithm for generating the list of sets of centers for an instance of the list $k$-means problem. The algorithm is analyzed in Section 3. Details about the lower bound construction (Theorem 7 and extensions to the $k$-median problem, and other distance metric settings, are discussed in the full version.)

## 2 The Algorithm

Consider an instance of the list $k$-means problem. Let $X$ denote the set of points, and $\epsilon$ be a positive parameter. The algorithm list-$k$-means is described in Algorithm 1. It maintains a set $C$ of centers, which is initially empty. Each recursive call to the function Sample-centers increases the size of $C$ by one. In Step 2 of this function, the algorithm tries out various candidates which can be added to $C$ (to increase its size by 1). First, it builds a multi-set $S$ as follows: it independently samples (with replacement) $O\left(\frac{k}{\epsilon^3}\right)$ points using $D^2$-sampling from $X$ w.r.t. the set $C$. Further, it adds $O(1/\epsilon)$ copies of each of the centers in $C$ to the set $S$. Having constructed $S$, we consider all subsets of size $O(1/\epsilon)$ of $S$ – for each such subset we try adding the mean of this set to $C$. Thus, each invocation of Sample-centers makes multiple recursive calls to itself ($\binom{|S|}{M}$ to be precise). It will be useful to think of the execution of this algorithm as a tree $T$ of depth $k$. Each node in the tree can be labeled with a set $C$ – it corresponds to the invocation of Sample-centers with this set as $C$ (and $i$ being the depth of this node). The children of a node denote the recursive function calls by the corresponding invocation of Sample-centers. Finally, the leaves denote the set of candidate centers produced by the algorithm.

### Algorithm 1 Algorithm for list $k$-means.

```
List-k-means($X, k, \epsilon$)
  - Let $N = \frac{136448}{k^2}, M = \frac{100}{\epsilon}$
  - Initialize $L$ to $\emptyset$
  - Repeat $2^k$ times:
    - Make a call to Sample-centers($X, k, \epsilon, 0, \emptyset$).
  - Return $L$.

Sample-centers($X, k, \epsilon, i, C$)
  (1) If ($i = k$) then add $C$ to the set $L$.
  (2) else
    (a) Sample a multi-set $S$ of $N$ points with $D^2$-sampling (w.r.t. centers $C$)
    (b) $S' \leftarrow S$
    (c) For all $c \in C$: $S' \leftarrow S' \cup \{M$ copies of $c\}$
    (d) For all subsets $T \subset S'$ of size $M$:
      (i) $C \leftarrow C \cup \{\Gamma(T)\}$
      (ii) Sample-centers($X, k, \epsilon, i + 1, C$)
```

## 3 Analysis

In this section we prove Theorem 5 for the list $k$-means problem. Let $L$ denote the set of candidate solutions produced by List-$k$-means, where a solution corresponds to a set of centers $C$ of size $k$. These solutions are output at the leaves of the execution tree $T$. Fix a
clustering \( O^* = \{ O^*_1, \ldots, O^*_k \} \) of \( X \). Recall that a node \( v \) at depth \( i \) in the execution tree \( T \) corresponds to a set \( C \) of size \( i \) — call this set \( C_v \). Our proof will argue inductively that for each \( i \), there will be a node \( v \) at depth \( i \) such that the centers chosen so far in \( C_v \) are good with respect to a subset of \( i \) clusters in \( O^*_1, \ldots, O^*_k \). We will argue that the following invariant \( P(i) \) is maintained during the recursive calls to \textbf{Sample-centers}:

\[ P(i): \text{With probability at least } \frac{1}{2^i}, \text{there is a node } v_i \text{ at depth } i \text{ in the tree } T \text{ and a set of } (i-1) \text{ distinct clusters } O^*_1, O^*_2, \ldots, O^*_{i-1} \text{ such that} \]

\[ \forall l \in \{1, \ldots, i-1\}, \Phi_{c_l}(O^*_i) \leq \left(1 + \frac{\varepsilon}{2}\right) \cdot \Delta(O^*_i) + \frac{\varepsilon}{2k} \cdot \text{opt}_k(O^*), \tag{2} \]

where \( c_1, \ldots, c_{i-1} \) are the centers in the set \( C_{v_i} \) corresponding to \( v_i \). Recall that \( \Delta(O^*_i) \) refers to the optimal 1-means cost of \( O^*_i \).

The proof of the main theorem follows easily from this invariant property — indeed, the statement \( P(k) \) holds with probability at least \( 1/2^k \). Since the algorithm \textbf{List-k-means} invokes \textbf{Sample-centers} \( 2^k \) times, the probability of the statement in \( P(k) \) being true in at least one of these invocations is at least a constant. We now prove the invariant by induction on \( i \). The base case for \( i = 1 \) follows trivially: the vertex \( v_1 \) is the root of the tree \( T \) and \( C_{v_1} \) is empty. Now assume that \( P(i) \) holds for some \( i \geq 1 \). We will prove that \( P(i+1) \) also holds. We first condition on the event in \( P(i) \) (which happens with probability at least \( \frac{1}{2^i} \)). Let \( v_i \) and \( O^*_1, \ldots, O^*_{i-1} \) be as guaranteed by the invariant \( P(i) \). Let \( C_{v_i} = \{c_1, \ldots, c_{i-1}\} \) (as in the statement \( P(i) \)). For sake of ease of notation, we assume without loss of generality that the index \( j_1 \) is \( i \), and we shall use \( C_i \) to denote \( C_{v_i} \). Thus, the center \( c_i \) corresponds to the cluster \( O^*_i \). Let \( \Phi_{C_i}(O^*_i) \) be as guaranteed by the invariant \( P(i) \). Let \( v_i \) and \( O^*_1, \ldots, O^*_{i-1} \) be as guaranteed by the invariant \( P(i) \). Let \( C_{v_i} = \{c_1, \ldots, c_{i-1}\} \) (as in the statement \( P(i) \)). For sake of ease of notation, we assume without loss of generality that the index \( j_1 \) is \( i \), and we shall use \( C_i \) to denote \( C_{v_i} \). Thus, the center \( c_i \) corresponds to the cluster \( O^*_i \). Let \( \Phi_{C_i}(O^*_i) \) be as guaranteed by the invariant \( P(i) \). Note that for a cluster \( O^*_1, i' \geq i \), \( \Phi_{C_i}(O^*_i) \) is proportional to the probability that a point sampled from \( X \) using \( D^2 \)-sampling w.r.t. \( C_i \) comes from the set \( O^*_i \). Let \( i' \in \{i, \ldots, k\} \) be the index \( i' \) for which \( \Phi_{C_i}(O^*_i) \) is maximum. We will argue that the invocation of \textbf{Sample-centers} corresponding to \( v_i \) will try out a point \( c_i \) (in Step 2(d)(i)) such that the following property will hold with probability at least \( 1/2 \):

\[ \Phi_{c_i}(O^*_i) \leq (1 + \varepsilon/2) \cdot \Delta(O^*_i) + (\varepsilon/2k) \cdot \text{opt}_k(O^*). \]

For doing this, we break the analysis into the following two parts. These two parts are discussed in the next two subsections that follow.

**Case I.** \( \left( \frac{\Phi_{c_i}(O^*_i)}{\sum_{j=1}^i \Phi_{c_j}(O^*_i)} < \frac{\varepsilon}{11k} \right) \): This captures the scenario where the probability of sampling from any of the uncovered clusters is very small. Note that for the classical \( k \)-means problem, this is not an issue because in this case we can argue that the current set of centers \( C \) already provides a good approximation for the entire set of data points and we are done. However, for us this is an issue — for example, assuming \( i > 2 \), it is possible that some of the points in \( O^*_i \) are close to \( c_1 \), whereas the remaining points of this cluster are close to \( c_2 \). Still we need to output a center for \( O^*_i \). In this case we argue that it will be sufficient to output a suitable convex combination of \( c_1 \) and \( c_2 \).

**Case II.** \( \left( \frac{\Phi_{c_i}(O^*_i)}{\sum_{j=1}^i \Phi_{c_j}(O^*_i)} \geq \frac{\varepsilon}{11k} \right) \): In this case, we argue that with good probability we will sample sufficient points from \( O^*_i \) during Step 2(a) of \textbf{Sample-centers}. Further, we will show that a suitable combination of such points along with centers in \( C_i \) will be a good center for \( O^*_i \).
3.1 Case I: \( \left( \frac{\Phi_{C_i}(O^*_i)}{\sum_{j=1}^{r} \Phi_{C_j}(O^*_j)} < \frac{\varepsilon}{13k} \right) \)

In this case we argue that a convex combination of the centers in \( C_i \) provides a good approximation to \( \Delta(O^*_i) \). Intuitively, this is because the points in \( O^*_i \) are close to the points in the set \( C_i \). This convex combination is essentially “simulated” by taking \( O(1/\varepsilon) \) copies of each of the centers \( c_1, \ldots, c_{i-1} \) in the multi-set \( S \) and then trying all possible subsets of size \( O(1/\varepsilon) \). The formal analysis follows. First, we note that \( \Phi_{C_i}(O^*_i) \) should be small compared to \( \text{opt}_k(\Omega^*) \). The proof is deferred to the full version of the paper.

**Lemma 8.** \( \Phi_{C_i}(O^*_i) \leq \frac{\varepsilon}{6k} \cdot \text{opt}_k(\Omega^*) \).

For each point \( p \in O^*_i \), let \( c(p) \) denote the closest center in \( C_i \). We now define a multi-set \( O^*_i \) as \( \{c(p) : p \in O^*_i\} \). Note that \( O^*_i \) is obtained by taking multiple copies of points in \( C_i \).

The remaining part of the proof proceeds in two steps. Let \( m^* \) and \( m' \) denote the mean of \( O^*_i \) and \( O^*_i \), respectively. We first show that \( m^* \) and \( m' \) are close, and so, assigning all the points of \( O^*_i \) to \( m' \) will have cost close to \( \Delta(O^*_i) \). Secondly, we show that if we have a good approximation \( m'' \) to \( m' \), then assigning all the points of \( O^*_i \) to \( m'' \) will also incur small cost (comparable to \( \Delta(O^*_i) \)). We now carry out these steps in detail. Observe that

\[
\sum_{p \in O^*_i} ||p - c(p)||^2 = \Phi_{C_i}(O^*_i).
\]

**Lemma 9.** \( ||m^* - m'||^2 \leq \frac{\Phi_{C_i}(O^*_i)}{|O^*_i|} \).

**Proof.** Let \( n \) denote \( |O^*_i| \). Then,

\[
||m^* - m'||^2 = \frac{1}{n^2} \left( \sum_{p \in O^*_i} (p - c(p)) \right)^2 \leq \frac{1}{n} \sum_{p \in O^*_i} ||p - c(p)||^2 = \frac{\Phi_{C_i}(O^*_i)}{n},
\]

where the second last inequality follows from Cauchy-Schwartz \(^4\).

Now we show that \( \Delta(O^*_i) \) and \( \Delta(O^*_i) \) are close.

**Lemma 10.** \( \Delta(O^*_i) \leq 2 \cdot \Phi_{C_i}(O^*_i) + 2 \cdot \Delta(O^*_i) \).

**Proof.** The lemma follows by the following inequalities:

\[
\Delta(O^*_i) = \sum_{p \in O^*_i} ||c(p) - m'||^2 = \frac{1}{n} \sum_{p \in O^*_i} ||c(p) - m^*||^2 \leq 4 \cdot \sum_{p \in O^*_i} (||c(p) - p||^2 + ||p - m^*||^2) = 2 \cdot \Phi_{C_i}(O^*_i) + 2 \cdot \Delta(O^*_i).
\]

This completes the proof of the lemma.

Finally, we argue that a good center for \( O^*_i \) will also serve as a good center for \( O^*_i \).

**Lemma 11.** Let \( m'' \) be a point such that \( \Phi_{m''}(O^*_i) \leq (1 + \frac{\varepsilon}{8}) \cdot \Delta(O^*_i) \). Then \( \Phi_{m''}(O^*_i) \leq (1 + \frac{\varepsilon}{8}) \cdot \Delta(O^*_i) + \frac{\varepsilon}{2k} \cdot \text{opt}_k(\Omega^*) \).

\(^4\) For any real numbers \( a_1, \ldots, a_m, (\sum_{i} a_i)^2/m \leq \sum_{i} a_i^2 \).
Proof. Let \( n^* \) denote \( |O_i^*| \). Observe that

\[
\Phi_{m''}(O_i^*) = \sum_{p \in O_i^*} ||m'' - p||^2
\]

Fact 1 \( \leq \)
\[
\sum_{p \in O_i^*} ||m^* - p||^2 + n^* \cdot ||m^* - m''||^2
\]

Fact 4 \( \leq \)
\[
\Delta(O_i^*) + 2n^* (||m^* - m'||^2 + ||m' - m''||^2)
\]

Lemma 9 \( \leq \)
\[
\Delta(O_i^*) + 2 \cdot \Phi_{C_i}(O_i^*) + 2n^* ||m' - m''||^2
\]

Fact 1 \( \leq \)
\[
\Delta(O_i^*) + 2 \cdot \Phi_{C_i}(O_i^*) + 2 \left( \Phi_{m''}(O_i^* - \Delta(O_i^*)) \right)
\]

\( \leq \)
\[
\Delta(O_i^*) + 2 \cdot \Phi_{C_i}(O_i^*) + \frac{\varepsilon}{4} \cdot \Delta(O_i^*)
\]

Lemma 10 \( \leq \)
\[
\Delta(O_i^*) + 2 \cdot \Phi_{C_i}(O_i^*) + \frac{\varepsilon}{2} \cdot \left( \Phi_{C_i}(O_i^*) + \Delta(O_i^*) \right)
\]

Lemma 8 \( \leq \)
\[
\left( 1 + \frac{\varepsilon}{2} \right) \cdot \Delta(O_i^*) + \frac{\varepsilon}{2k} \cdot \text{opt}_k(O^*)
\]

This completes the proof of the lemma.

The above lemma tells us that it will be sufficient to obtain a \((1 + \varepsilon/8)\)-approximation to the 1-means problem for the dataset \( O_i^* \). Now, Lemma 3 tells us that there is a subset (again as a multi-set) \( O'' \) of size \( \frac{16}{k} \) of \( O_i^* \) such that the mean \( m'' \) of these points satisfies the conditions of Lemma 11. Now, observe that \( O'' \) will be a subset of the set \( S \) constructed in Step 2 of the algorithm \textbf{Sample-center} – indeed, in Step 2(c), we add more than \( \frac{16}{k} \) copies of each point in \( C_i \) to \( S \). Now, in Step 2(d), we will try out all subsets of size \( \frac{16}{k} \) of \( S \) and for each such subset, we will try adding its mean to \( C_i \). In particular, there will be a recursive call of this function, where we will have \( C_{i+1} = C_i \cup \{ m'' \} \) as the set of centers. Lemma 11 now implies that \( C_{i+1} \) will satisfy the invariant \( P(i + 1) \). Thus, we are done in this case.

3.2 Case II: \( \left( \sum_j \Phi_{C_i}(O_i^*) \geq \frac{\varepsilon}{13k} \right) \)

In this case, we would like to prove that we add a good approximation to the mean of \( O_i^* \) to the set \( C_i \). Again, consider the invocation of \textbf{Sample-center} corresponding to \( C_i \). We want the multi-set \( S \) to contain a good representation from points in the set \( O_i^* \). Secondly, in order to apply Lemma 3, we will need this representation to be a uniform sample from \( O_i^* \). Since \( \Phi_{C_i}(O_i^*) \geq \frac{1}{13k} \cdot \sum_j \Phi_{C_i}(O_i^*) \), the probability that a point sampled using \( D^2 \) sampling w.r.t. \( C_i \) is from \( O_i^* \) is not too small. So, the multi-set \( S \) will have non-negligible representation from the set \( O_i^* \). However the points from \( O_i^* \) in \( S \) may not be a uniform sample from \( O_i^* \). Indeed, suppose there is a good fraction of points of \( O_i^* \) which are close to \( C_i \), and remaining points of \( O_i^* \) are quite far from \( C_i \). Then, \( D^2 \)-sampling w.r.t. to \( C_i \) will not give us a uniform sample from \( O_i^* \). To alleviate this problem, we take sufficiently many copies of points in \( C_i \) and add them to the multi-set \( S \). In some sense, these copies act as proxy for points in \( O_i^* \) that are too close to \( C_i \). Finally, we argue that one of the subsets of \( S \) "simulates" a uniform sample from \( O_i^* \) and the mean of this subset provides a good approximation for the mean of \( O_i^* \). The formal analysis follows.
We divide the points in $O^*_i$ into two parts – points which are close to a center in $C_i$, and the remaining points. More formally, let the radius $R$ be given by

$$R^2 = \frac{\varepsilon^2}{41} \cdot \frac{\Phi_{C_i}(O^*_i)}{|O^*_i|}$$

Define $O^i_n$ as the points in $O^*_i$ which are within distance $R$ of a center in $C_i$, and $O^i_f$ be the rest of the points in $O^*_i$. As in Case I, we define a new set $O^i_f$, where each point in $O^i_n$ is replaced by a copy of the corresponding point in $C_i$. For a point $p \in O^i_n$, define $c(p)$ as the closest center in $C_i$ to $p$. Now define a multi-set $O^i_f$ as $O^i_f \cup \{c(p) : p \in O^i_n\}$. Intuitively, $O^i_f$ denotes the set of points that are same as $O^i_n$ except that points close to centers in $C_i$ have been “collapsed” to these centers by taking appropriate number of copies. Clearly, $|O^i_f| = |O^i_n|$. At a high level, we will argue that any center that provides a good 1-means approximation for $O^i_f$ also provides a good approximation for $O^*_i$. We will then focus on analyzing whether the invocation of Sample-centers tries out a good center for $O^i_f$.

We give some more notation. Let $m^*$ and $m'$ denote the mean of $O^*_i$ and $O^i_f$ respectively. Let $n^*$ and $n$ denote the size of the sets $O^*_i$ and $O^i_n$ respectively. First, we show that $\Delta(O^*_i)$ is large with respect to $R$.

\textbf{Lemma 12.} $\Delta(O^*_i) = \Phi_{m^*}(O^*_i) \geq \frac{16\varepsilon}{\varepsilon^2} R^2$.

\textbf{Proof.} Let $c$ be the center in $C_i$ which is closest to $m^*$. We divide the proof into two cases:

(i) $||m^* - c|| \geq \frac{5}{\varepsilon} \cdot R$:

For any point $p \in O^i_n$, triangle inequality implies that

$$||p - m^*|| \geq ||c(p) - m^*|| - ||c(p) - p|| \geq \frac{5}{\varepsilon} \cdot R - R \geq \frac{4}{\varepsilon} \cdot R.$$ 

Therefore, $\Delta(O^*_i) \geq \sum_{p \in O^i_n} ||p - m^*||^2 \geq \frac{16n}{\varepsilon^2} R^2$.

(ii) $||m^* - c|| < \frac{5}{\varepsilon} \cdot R$:

In this case, we have

$$\Phi_{m^*}(O^*_i) \geq \frac{1}{\varepsilon^2} \Phi_c(O^*_i) - n^* \cdot ||m^* - c||^2 \geq \frac{1}{\varepsilon^2} \Phi_{C_i}(O^*_i) - n^* \cdot ||m^* - c||^2 \geq \frac{1}{\varepsilon^2} \cdot R^2 \geq \frac{25n^*}{\varepsilon^2} \cdot R^2 \geq \frac{16n}{\varepsilon^2} R^2.$$ 

This completes the proof of the lemma.

The proofs of the following two lemmas are similar to those of Lemma 9 and Lemma 10 respectively, and are deferred to the full version of the paper.

\textbf{Lemma 13.} $||m^* - m'|| \leq \frac{5}{\varepsilon^2} \cdot R^2$

\textbf{Lemma 14.} $\Delta(O^i_f) \leq 4nR^2 + 2 \cdot \Delta(O^*_i)$.

We now argue that any center that is good for $O^i_f$ is also good for $O^*_i$.

\textbf{Lemma 15.} Let $m''$ be such that $\Phi_{m''}(O^i_f) \leq (1 + \frac{\varepsilon}{16}) \cdot \Delta(O^i_f)$. Then $\Phi_{m''}(O^*_i) \leq (1 + \frac{\varepsilon}{2}) \cdot \Delta(O^*_i)$.

\textbf{Proof.} The lemma follows from the following inequalities:

$$\Phi_{m''}(O^*_i) = \sum_{p \in O^*_i} ||m'' - p||^2$$

$$\Phi_{m''}(O^*_i) \geq \sum_{p \in O^i_f} ||m'' - p||^2 + n^* \cdot ||m^* - m''||^2.$$
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Fact 4 \[ \Delta(O_i') + 2n^* (||m^* - m'||^2 + ||m' - m''||^2) \]

Lemma 13 \[ \Delta(O_i') + 2nR^2 + 2n^* \cdot ||m' - m''||^2 \]

Fact 1 \[ \Delta(O_i') + 2nR^2 + 2 \cdot \left( \Phi_{m''}(O_i) - \Delta(O_i') \right) \]

\[ \leq \Delta(O_i') + 2nR^2 + 8 \cdot \Delta(O_i') \]

Lemma 14 \[ \Delta(O_i') + 2nR^2 + \frac{\varepsilon}{4} \cdot \Delta(O_i') \]

\[ \leq \left( 1 + \frac{\varepsilon}{2} \right) \cdot \Delta(O_i') \]

This completes the proof of the lemma.

Given the above lemma, all we need to argue is that our algorithm indeed considers a center $m''$ such that $\Phi_{m''}(O_i) \leq (1 + \varepsilon/16) \cdot \Delta(O_i')$. For this we would need about $O(1/\varepsilon)$ uniform samples from $O_i'$. However, our algorithm can only sample using $D^2$-sampling w.r.t. $C_i$. For ease of notation, let $c(O_i)$ denote the multi-set $\{ c(p) : p \in O_i' \}$. Recall that $O_i'$ consists of $O_i'$ and $c(O_i')$. The first observation is that the probability of sampling an element from $O_i'$ is reasonably large (proportional to $\varepsilon/k$). Using this fact, we show how to sample from $O_i'$ (almost uniformly). Finally, we show how to convert this almost uniform sampling to uniform sampling (at the cost of increasing the size of sample). We defer the proof of the following lemma to the full version of the paper.

Lemma 16. Let $x$ be a sample from $D^2$-sampling w.r.t. $C_i$. Then, $\Pr[x \in O_i'] \geq \frac{\varepsilon^2}{15k}$. Further, for any point $p \in O_i'$, $\Pr[x = p] \geq \frac{\varepsilon^2}{27k}$, where $\gamma$ denotes $\frac{\varepsilon^2}{27k}$.

Let $X_1, \ldots, X_l$ be $l$ points sampled independently using $D^2$-sampling w.r.t. $C_i$. We construct a new set of random variables $Y_1, \ldots, Y_l$. Each variable $Y_u$ will depend on $X_u$ only, and will take values either in $O_i'$ or will be $\perp$. These variables are defined as follows: if $X_u \notin O_i'$, we set $Y_u$ to $\perp$. Otherwise, we assign $Y_u$ to one of the following random variables with equal probability: (i) $X_u$ or (ii) a random element of the multi-set $c(O_i')$. The following observation follows from Lemma 16, and its proof is deferred to the full version of the paper.

Corollary 17. For a fixed index $u$, and an element $x \in O_i'$, $\Pr[Y_u = x] \geq \frac{\gamma'}{|O_i'|}$, where $\gamma' = \gamma/2$.

Corollary 17 shows that we can obtain samples from $O_i'$ which are nearly uniform (up to a constant factor). To convert this to a set of uniform samples, we use the idea of [9]. For an element $x \in O_i'$, let $\gamma_x$ be such that $\frac{\gamma_x}{|O_i'|}$ denotes the probability that the random variable $Y_u$ is equal to $x$ (note that this is independent of $u$). Corollary 17 implies that $\gamma_x \geq \gamma'$. We define a new set of independent random variables $Z_1, \ldots, Z_l$. The random variable $Z_u$ will depend on $Y_u$ only. If $Y_u$ is $\perp$, $Z_u$ is also $\perp$. If $Y_u$ is equal to a $x \in O_i'$, then $Z_u$ takes the value $x$ with probability $\frac{\gamma'_x}{\gamma'}$, and $\perp$ with the remaining probability. Note that $Z_u$ is either $\perp$ or one of the elements of $O_i'$. Further, conditioned on the latter event, it is a uniform sample from $O_i'$. We can now give the key lemma (proof is deferred to the full version).

Lemma 18. Let $l$ be $\frac{128\varepsilon^2}{\gamma'}$, and $m''$ denote the mean of the non-null samples from $Z_1, \ldots, Z_l$. Then, with probability at least $1/2$, $\Phi_{m''}(O_i') \leq (1 + \varepsilon/16) \cdot \Delta(O_i')$. ▶
Let $C^{(l)}_i$ denote the multi-set obtained by taking $l$ copies of each of the centers in $C_i$. Now observe that all the non-$\perp$ elements among $Y_1, \ldots, Y_l$ are elements of $\{X_1, \ldots, X_l\} \cup C^{(l)}_i$, and so the same must hold for $Z_1, \ldots, Z_l$. This implies that in Step 2(d) of the algorithm **Sample-centers**, we would have tried adding the point $m''$ as described in Lemma 18. Therefore, the induction hypothesis continues to hold with probability at least $1/2$. This concludes the proof of Theorem 5.
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1 Introduction

1.1 Framework, Motivation and Contribution

The Existential Theory of the Reals, denoted as $ETR$, is the set of existential first-order sentences over the real numbers. In 1948, Alfred Tarski used his method of quantifier elimination [18] to show that the entire First Order Theory of the Reals, encompassing $ETR$, is decidable, albeit without an elementary bound on its complexity. To date the best known upper bound to decide $ETR$ is $PSPACE$, coming from the seminal work of Canny [4]. Many geometric, graph-drawing and topological problems have been recognized to have the same complexity as $ETR$. Some of them concern recognizing intersection graphs of a certain type – see, e.g., [15, 16]; others concern deciding the stretchability of pseudolines [11]: given a family of plane curves, are they homeomorphic to a line arrangement? Based on these, the
complexity class $\exists R$ was defined by Schaefer and Štefankovič [17] as the set of problems with a polynomial-time, many-to-one reduction to $\text{ETR}$. Decision variants of fixed-point problems, including the Brouwer fixed-point problem and Nash equilibria, were shown $\exists R$-complete in [17]; Nash equilibrium [12, 13] is undoubtedly the most influential solution concept in Game Theory, representing a state of a game where no player could unilaterally switch her strategy to improve her payoff. Both search and decision problems about Nash equilibria have been studied extensively in Algorithmic Game Theory; by the seminal results in [5, 7], their search problem is $\text{PPAD}$-complete [14] even for 2-player games.

More specifically, Schaefer and Štefankovič [17, Corollary 3.5] identified the first $\exists R$-complete decision problem about Nash equilibria in multi-player games: this is $\exists$ \textsc{NASH IN A BALL}, which asks, given an $r$-player game with $r \geq 3$ and a rational $g$, whether or not it has a Nash equilibrium with no probability exceeding $g$. The proof employed a reduction from \textsc{Brouwer}, another decision problem shown $\exists R$-complete in [17], which asks whether or not a function, represented by a given straight-line program, has a fixed point in a specified ball. Very recently, Garg et al. [9] used a chain of problem-specific reductions, starting from $\exists$ \textsc{NASH IN A BALL} [17], to prove that four among the $\mathcal{NP}$-complete problems for 2-player games [1, 6, 10] are $\exists R$-complete for $r$-player games with $r \geq 3$. Garg et al. [9, Appendix H] posed as an open problem the enlargement of the class of such $\exists R$-complete problems.

A full story is known for decision problems about Nash equilibria for 2-player games: they are $\mathcal{NP}$-complete; see [1, 6, 10] for an extensive catalog. Their membership in $\mathcal{NP}$ is due to the fact that the Nash equilibria for a 2-player game involve rational probabilities; this allows, given the supports, polynomial time verification of the Nash equilibrium property. This is no longer the case for $r$-player games with $r \geq 3$, which may have Nash equilibria with irrational probabilities. Hence, these decision problems are only known to be $\mathcal{NP}$-hard over $r$-player games with $r \geq 3$, and their precise complexity characterization has remained elusive. (Two notable exceptions are the problems of deciding the existence of a rational Nash equilibrium [2] and a uniform Nash equilibrium [3], which belong to $\mathcal{NP}$ for $r$-player games with $r \geq 3$, and this finalizes their complexity classification.) In this work, we show that they are (almost) all $\exists R$-complete, delivering an extended catalog of $\exists R$-complete decision problems about Nash equilibria for $r$-player games with $r \geq 3$ (Theorem 10).

### 1.2 Techniques and Significance

We employ a game reduction (Section 3) that maps, given an arbitrary number $\delta > 0$, a pair of 3-player games $\tilde{G}$ and $\tilde{G}$, called the subgames, to a 3-player game $G$ with a larger set of strategies for each player; both games $\tilde{G}$ (with $\delta$ added to each utility) are "embedded" in $G$ as subgames. The reduction guarantees certain correspondences between the Nash equilibria for $\tilde{G}$ and $\tilde{G}$, respectively, and those for $G$. Specifically, a Nash equilibrium for $G$ subsumes either a Nash equilibrium for $\tilde{G}$ or one for $\tilde{G}$ (Lemma 7); in the other direction, a Nash equilibrium for $\tilde{G}$ always induces one for $G$ (Lemma 8); but a Nash equilibrium for $\tilde{G}$ induces one for $G$ if and only if none of its probabilities exceeds $\frac{1}{2}$ (Lemma 9).

We proceed to embed the game reduction into a polynomial time many-to-one reduction from $\exists$ \textsc{NASH IN A BALL} to a catalog of decision problems about Nash equilibria for $r$-player games with $r \geq 3$, thus establishing their $\exists R$-hardness (Section 4). We are given an instance $\tilde{G}$ of $\exists$ \textsc{NASH IN A BALL}, called the inbox game. We construct a game $G$, called the gadget game, which may depend on $\tilde{G}$. Finally, we apply the game reduction on $\tilde{G}$ and $\tilde{G}$ to get the game $G$. The correspondences between the Nash equilibria for $\tilde{G}$ and $\tilde{G}$, respectively, and those for $G$ are used to deduce the properties of the Nash equilibria for $G$, which are found to depend on whether or not the inbox game $\tilde{G}$ is a positive instance for $\exists$ \textsc{NASH IN A BALL}.
The established equivalence between $\tilde{G}$ being a positive instance for $\exists \text{NASH IN A BALL}$ and the induced properties of $G$ imply the $\exists \mathcal{R}$-hardness of the properties. The single, unifying reduction we employ to establish the $\exists \mathcal{R}$-hardness of all decision problems in the catalog (Sections 3 and 4) is extremely simple, as well as its corresponding proof; thus, it simplifies tremendously the corresponding chain of (problem-specific) reductions in [9], which had involved proofs but only yielded four $\exists \mathcal{R}$-hard problems, which are encompassed in the catalog we present. The catalog includes (almost) all the decision problems about Nash equilibria for 2-player games shown $\mathcal{NP}$-complete in [1, 6, 10].

## 2 Background and Preliminaries

### 2.1 The Class $\exists \mathcal{R}$

The *Existential Theory of the Reals*, denoted as $\text{ETR}$, is the set of true sentences of the form $(\exists x_1, \ldots, x_n) \varphi(x_1, \ldots, x_n)$, where $\varphi$ is a quantifier-free $(\lor, \land, \neg)$-boolean formula over the signature $(0, 1, +, *, <, \leq, =)$ interpreted over the real numbers. $\exists \mathcal{R}$ is the complexity class associated with $\text{ETR}$: A decision problem belongs to $\exists \mathcal{R}$ if there is a polynomial-time, many-to-one reduction from it to $\text{ETR}$, and it is $\exists \mathcal{R}$-hard if there is a polynomial-time many-to-one reduction from each problem in $\exists \mathcal{R}$ to it; it is $\exists \mathcal{R}$-complete if it belongs to $\exists \mathcal{R}$ and it is $\exists \mathcal{R}$-hard. Since satisfiability of a propositional boolean formula ($\text{SAT}$) can be expressed in $\text{ETR}$, $\text{NP} \subseteq \exists \mathcal{R}$; so, $\text{ETR}$ is for $\exists \mathcal{R}$ what $\text{SAT}$ is for $\text{NP}$. Thus, an $\exists \mathcal{R}$-complete problem is decided in $\mathcal{NP}$ if and only if $\text{ETR}$ in $\mathcal{NP}$. By Canny’s result [4], $\exists \mathcal{R} \subseteq \text{PSPACE}$. We refer the reader to [17] for more background on the class $\exists \mathcal{R}$.

### 2.2 Games and Nash Equilibria

A *game* $G$ is a triple $G = (\langle r \rangle, \{\Sigma_i\}_{i \in \llbracket r \rrbracket}, \{U_i\}_{i \in \llbracket r \rrbracket})$, where $\llbracket r \rrbracket = \{1, \ldots, r\}$ is a finite set of *players* with $r \geq 2$, and $\langle i \rangle$ for each player $i \in \llbracket r \rrbracket$, $\Sigma_i$ is the set of *strategies* for player $i$, and $U_i$ is the *payoff function* $U_i : x_{k \in \llbracket r \rrbracket} \Sigma_k \to \mathbb{R}$ for player $i$. Denote as $w(G) = \min_{s \in \Sigma} \{U_i(s)\}$ the *minimum payoff* for $G$. The game $G$ is *win-lose* if for each player $i \in \llbracket r \rrbracket$, $U_i$ is a function $U_i : x_{k \in \llbracket r \rrbracket} \Sigma_k \to \{0, 1\}$. For each player $i \in \llbracket r \rrbracket$, denote $\Sigma_{-i} = \times_{k \in \llbracket r \rrbracket \setminus \{i\}} \Sigma_k$; denote $\Sigma = \times_{k \in \llbracket r \rrbracket} \Sigma_k$. A *profile* $s \in \Sigma$ of $r$ strategies, one per player. The vector $U(s) = (U_1(s), \ldots, U_r(s))$ is the *payoff vector* for $s$. A *partial profile* $s_{-i}$ is a tuple of $r - 1$ strategies, one for each player other than $i$; so $s_{-i} \in \Sigma_{-i}$. For a profile $s$ and a strategy $t \in \Sigma$, denote as $s_{-i} \diamond t$ the profile obtained by substituting strategy $t$ for $s_i$ in $s$. The game $G$ has the *positive payoff property* [1] if for each player $i \in \llbracket r \rrbracket$ and each partial profile $s_{-i} \in \Sigma_{-i}$, there is a strategy $t = t(s_{-i})$ such that $U_i(s_{-i} \diamond t) > 0$.

A *mixed strategy* for player $i \in \llbracket r \rrbracket$ is a probability distribution $\sigma_i$ on her strategy set $\Sigma_i$: a function $\sigma_i : \Sigma_i \to [0, 1]$ such that $\sum_{s \in \Sigma} \sigma_i(s) = 1$. Denote as $\text{Support}(\sigma_i)$ the set of strategies $s \in \Sigma_i$ with $\sigma_i(s) > 0$. A *mixed profile* $\sigma = \{\sigma_i\}_{i \in \llbracket r \rrbracket}$ is a tuple of mixed strategies, one per player. So, a profile is the degenerate case of a mixed profile where all probabilities are either 0 or 1. A *partial mixed profile* $\sigma_{-i}$ is a tuple of $r - 1$ mixed strategies, one per player other than $i$. For a mixed profile $\sigma$ and a mixed strategy $\tau_i$ of player $i \in \llbracket r \rrbracket$, denote as $\sigma_{-i} \diamond \tau_i$ the mixed profile obtained by substituting $\tau_i$ for $\sigma_i$ in the mixed profile $\sigma$.

A mixed profile $\sigma$ induces a probability measure $P_\sigma$ on $\Sigma$ in the natural way; so, for a profile $s$, $P_\sigma(s) = \prod_{k \in \llbracket r \rrbracket} \sigma_k(s_k)$. Say that the profile $s \in \Sigma$ is *supported* in the mixed profile $\sigma$ if $P_\sigma(s) > 0$. Under the mixed profile $\sigma$, the payoff of each player becomes a random variable. So, associated with $\sigma$ is the *expected payoff* for each player $i \in \llbracket r \rrbracket$. 
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denoted as \( U_i(\sigma) \), which is the expectation according to \( \mathbb{P}_\sigma \) of her payoff; so, clearly, \( U_i(\sigma) = \sum_{s \in \Sigma} \left( \prod_{k \in [r]} \sigma_k(s_k) \right) \cdot U_i(s) \).

A pure Nash equilibrium is a profile \( s \in \Sigma \) such that for each player \( i \in [r] \) and for each strategy \( t \in \Sigma_i \), \( U_i(s) \geq U_i(s_{-i} \circ t) \). A mixed Nash equilibrium, or Nash equilibrium for short, is a mixed profile \( \sigma \) such that for each player \( i \in [r] \) and for each mixed strategy \( \tau_i \), \( U_i(\sigma) \geq U_i(\sigma_{-i} \circ \tau_i) \). A Nash equilibrium \( \sigma \) is fully mixed if \( \text{Support}(\sigma_i) = \Sigma_i \) for each player \( i \in [r] \). Denote as \( \mathcal{NE}(G) \) the set of Nash equilibria for \( G \). We shall make extensive use of the following characterization of Nash equilibria.

\textbf{Lemma 1.} A mixed profile \( \sigma \) is a Nash equilibrium if and only if for each player \( i \in [r] \), (1) for each strategy \( t \in \text{Support}(\sigma_i) \), \( U_i(\sigma) = U_i(\sigma_{-i} \circ t) \), and (2) for each strategy \( t \notin \text{Support}(\sigma_i) \), \( U_i(\sigma) \geq U_i(\sigma_{-i} \circ t) \).

We also recall a simple technical fact from \cite[Lemma 2.2]{GJ79}.

\textbf{Lemma 2.} Fix a win-lose game \( G \) with the positive payoff property. Then, in a Nash equilibrium \( \sigma \), for each player \( i \in [r] \), \( U_i(\sigma) > 0 \).

For an arbitrary number \( \delta \), we denote as \( G + \delta \) the game obtained from \( G \) by adding \( \delta \) to each possible value of the payoff function. We recall a very simple, well-known fact:

\textbf{Lemma 3.} Consider the \( r \)-player games \( G \) and \( G + \delta \), for some number \( \delta \). Then, \( \mathcal{NE}(G) = \mathcal{NE}(G + \delta) \). Moreover, for every Nash equilibrium \( \sigma \in \mathcal{NE}(G + \delta) \) and player \( i \in [r] \), \( U_i(\sigma) = U_i(\sigma) + \delta \).

\subsection*{2.3 Decision Problems about Nash Equilibria}

Here are the formal statements of the decision problems we shall consider, in the style of Garey and Johnson \cite{GJ79}, where I. and Q. stand for Instance and Question, respectively.

\textbf{\( \exists \) NASH IN A BALL}

\begin{align*}
\text{I.:} & \text{ A game } G \text{ and a rational number } k \in (0,1). \\
\text{Q.:} & \text{ Is there a Nash equilibrium } \sigma \text{ such that for each player } i \in [r], \max_{s \in \Sigma_i} \sigma_i(s) \leq k? 
\end{align*}

\textbf{\( \exists \) SECOND NASH}

\begin{align*}
\text{I.:} & \text{ A game } G. \\
\text{Q.:} & \text{ Is there a second Nash equilibrium?}
\end{align*}

\textbf{\( \exists \) NASH WITH LARGE PAYOFFS}

\begin{align*}
\text{I.:} & \text{ A game } G \text{ and a number } u. \\
\text{Q.:} & \text{ Is there a Nash equilibrium } \sigma \text{ such that for each player } i \in [r], U_i(\sigma) \geq u?
\end{align*}

\textbf{\( \exists \) NASH WITH SMALL PAYOFFS}

\begin{align*}
\text{I.:} & \text{ A game } G \text{ and a number } u. \\
\text{Q.:} & \text{ Is there a Nash equilibrium } \sigma \text{ such that for each player } i \in [r], U_i(\sigma) \leq u?
\end{align*}

\textbf{\( \exists \) NASH WITH LARGE TOTAL PAYOFF}

\begin{align*}
\text{I.:} & \text{ A game } G \text{ and a number } u. \\
\text{Q.:} & \text{ Is there a Nash equilibrium } \sigma \text{ such that } \sum_{i \in [r]} U_i(\sigma) \geq u?
\end{align*}
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\section*{NASH WITH SMALL TOTAL PAYOFF}

\begin{itemize}
\item I.: A game $G$ and a number $u$.
\item Q.: Is there a Nash equilibrium $\sigma$ such that $\sum_{i \in [r]} U_i(\sigma) \leq u$?
\end{itemize}

\section*{NASH WITH LARGE SUPPORTS}

\begin{itemize}
\item I.: A game $G$ and an integer $k \geq 1$.
\item Q.: Is there a Nash equilibrium $\sigma$ such that for each player $i \in [r]$, $|\text{Support}(\sigma_i)| \geq k$?
\end{itemize}

\section*{NASH WITH LARGE SUPPORTS}

\begin{itemize}
\item I.: A game $G$ and an integer $k \geq 1$.
\item Q.: Is there a Nash equilibrium $\sigma$ such that for each player $i \in [r]$, $|\text{Support}(\sigma_i)| \leq k$?
\end{itemize}

\section*{NASH WITH RESTRICTING SUPPORTS}

\begin{itemize}
\item I.: A game $G$ and a subset of strategies $T_i \subseteq \Sigma_i$ for each player $i \in [r]$.
\item Q.: Is there a Nash equilibrium $\sigma$ such that for each player $i \in [r]$, $T_i \subseteq \text{Support}(\sigma_i)$?
\end{itemize}

\section*{NASH WITH RESTRICTED SUPPORTS}

\begin{itemize}
\item I.: A game $G$ and a subset of strategies $T_i \subseteq \Sigma_i$ for each player $i \in [r]$.
\item Q.: Is there a Nash equilibrium $\sigma$ such that for each player $i \in [r]$, $\text{Support}(\sigma_i) \subseteq T_i$?
\end{itemize}

Given two mixed profiles $\sigma$ and $\hat{\sigma}$, denote as $\text{Diff}(\sigma, \hat{\sigma}) := \{i \in [r] : \sigma_i \neq \hat{\sigma}_i\}$ the set of players with different mixed strategies in $\sigma$ and $\hat{\sigma}$. A Nash equilibrium $\sigma$ is \textit{Strongly Pareto-Optimal} if for each mixed profile $\hat{\sigma}$ where there is player $i \in [r]$, with $U_i(\hat{\sigma}) > U_i(\sigma)$ for some player $i \in [r]$, there is a player $j \in \text{Diff}(\sigma, \hat{\sigma})$ such that $U_j(\hat{\sigma}) \leq U_j(\sigma)$; so, there is no other profile where at least one player is strictly better off and every player using a different strategy is strictly better off. We have two additional decision problems.

\section*{NON-PARETO-OPTIMAL NASH}

\begin{itemize}
\item I.: A game $G$.
\item Q.: Is there a Nash equilibrium which is not Pareto-Optimal?
\end{itemize}

\section*{NON-STRONGLY PARETO-OPTIMAL NASH}

\begin{itemize}
\item I.: A game $G$.
\item Q.: Is there a Nash equilibrium which is not Strongly Pareto-Optimal?
\end{itemize}

Restricted to 2-player games with rational utilities, all these problems are $NP$-complete. \textsc{NASH IN A BALL} was the first problem shown $\exists \mathbb{R}$-complete. The problems \textsc{SECOND NASH}, \textsc{NASH WITH LARGE PAYOFFS}, \textsc{NASH WITH RESTRICTING SUPPORTS} and \textsc{NASH WITH RESTRICTED SUPPORTS} are $\exists \mathbb{R}$-complete for $r$-player games with $r \geq 3$ [9].

\section*{2.4 The Game $\hat{G}[m]$}

For an integer $m \geq 2$, define the 3-player win-lose game $\hat{G}[m]$ as follows: For each player $i \in [3]$, $\Sigma_i = [m]$, and the strategy sets are cyclic so that strategy 0 coincides with strategy $m$; the payoff functions are: (1) $U_1(s) = 1$ if and only if $s_1 = s_2$; (2) $U_2(s) = 1$ if and only if $s_2 = s_3 - 1$; (3) $U_3(s) = 1$ if and only if $s_3 = s_1 - 1$. Note that $\hat{G}[m]$ has the positive payoff property. We prove:
Lemma 4. Fix an odd integer \( m \geq 3 \). Then, \( \hat{G}[m] \) has a unique Nash equilibrium \( \sigma \), which is fully mixed and has \( \hat{U}_i(\sigma) = \frac{1}{m} \) for each player \( i \in [3] \).

Proof. Fix a Nash equilibrium \( \sigma \) for \( \hat{G}[m] \). To prove that \( \sigma \) is fully mixed, assume, by way of contradiction, that for a strategy \( j \in [m] \), \( \sigma_1(j) = 0 \). This implies that \( \sigma_3(j - 1) = 0 \) since otherwise \( (\sigma_3(j - 1) > 0) \), Lemma 1 (Condition (1)) implies that \( \hat{U}_3(\sigma) = \hat{U}_3(\sigma - 3 \circ (j - 1)) = 0 \), which contradicts Lemma 2. This implies that \( \sigma_2(j - 2) = 0 \) since otherwise \( (\sigma_2(j - 2) > 0) \), Lemma 1 (Condition (1)) implies that \( \hat{U}_2(\sigma) = \hat{U}_2(\sigma - 2 \circ (j - 2)) = 0 \), which contradicts Lemma 2. This implies that \( \sigma_1(j - 2) = 0 \) since otherwise \( (\sigma_1(j - 2) > 0) \), Lemma 1 (Condition (1)) implies that \( \hat{U}_1(\sigma) = \hat{U}_1(\sigma - 1 \circ (j - 2)) = 0 \), which contradicts Lemma 2. Since \( m \) is odd, a repeated application of the implication yields that \( \sigma_1(1) = \ldots = \sigma_1(m) = 0 \), \( \sigma_2(1) = \ldots = \sigma_2(m) = 0 \) and \( \sigma_3(1) = \ldots = \sigma_3(m) = 0 \). A contradiction. Hence, for each player \( i \in [3] \), for each strategy \( j \in [m] \), \( \sigma_i(j) > 0 \), or \( \sigma \) is fully mixed. By Lemma 1 (Condition (1)), this implies that for each player \( i \in [3] \), for each strategy \( j \in [m] \), \( \hat{U}_i(\sigma) = \hat{U}_i(\sigma - i \circ j) \).

By the definition of the payoff functions, for each strategy \( j \in [m] \), \( \hat{U}_1(\sigma - 1 \circ j) = \sigma_3(j) \).

\( \hat{U}_2(\sigma - 2 \circ j) = \sigma_2(j + 1) \) and \( \hat{U}_3(\sigma - 3 \circ j) = \sigma_1(j + 1) \). Hence, it follows that for each player \( i \in [3] \) and for each strategy \( j \in [m] \), \( \sigma_i(j) \) is independent of \( j \), which implies that \( \sigma_i(j) = \frac{1}{m} \), so that \( \sigma \) is unique with \( U_i(\sigma) = \frac{1}{m} \) for each player \( i \in [3] \).

3 The Game Reduction

Fix an arbitrary number \( \delta > 0 \). The game reduction takes as input a pair of games:

- A 3-player game \( \tilde{G} \) with \( \Sigma_i = [n] \) for each player \( i \in [3] \), the *inbox game*.
- A 3-player game \( \hat{G} \) with \( \Sigma_i = [m] \) for each player \( i \in [3] \), with \( m \geq n \), the *gadget game*.

The game reduction constructs a 3-player game \( G = G(\tilde{G}, \hat{G}) \); \( \tilde{G} \) and \( \hat{G} \) are the *subgames*.

3.1 Definition and Some Notation

Set \( \phi^* := \min \left\{ \mathbb{U}(\tilde{G}), \mathbb{U}(\hat{G}) \right\} - 1 \) and \( \phi := \phi^* - 1 \). We construct the game \( G \) as follows:

- For each player \( i \in [n] \), \( \Sigma_i = [p] \), with \( p = n(n + 1) + m \); \( [p] \) is partitioned into \( n + 2 \) blocks \( B_0, B_1, \ldots, B_{n+1} \), where for each index \( h \) with \( 0 \leq h \leq n \), \( B_h := \{hn + 1, \ldots, (h + 1)n\} \) and \( B_{n+1} := \{n(n + 1) + 1, \ldots, n(n + 1) + m\} \); thus, \( |B_{n+1}| = m \), while \( |B_h| = n \) for each index \( h \) with \( 0 \leq h \leq n \). For each index \( h \) with \( 0 \leq h \leq n + 1 \) and \( k \in |B_h| \), denote as \( B_h(k) \) the order \( k \) strategy in \( B_h \); thus, \( B_h(k) \) is the order \( (hn + k) \) strategy in \( \Sigma_i \).

- The payoff functions for \( G \) are given in Figure 1.

Clearly, \( G \) is constructed in time polynomial in the sizes of \( \tilde{G} \) and \( \hat{G} \). Note that by Case (1), \( \tilde{G} + \delta \) is a subgame of \( G \); by Case (2), \( \hat{G} \) is a subgame of \( G \). So, the blocks \( B_0 \) and \( B_{n+1} \) correspond to the input games \( \tilde{G} \) and \( \hat{G} \), respectively.

For an \( n \)-dimensional vector \( x \in \mathbb{R}^n \), denote as \( \overline{x} \in \mathbb{R}^p \) the \( p \)-dimensional vector with \( \overline{x}_j = x_j \) for \( j \in [n] \) and \( \overline{x}_j = 0 \) for \( n < j \leq p \). Similarly, for an \( m \)-dimensional vector \( x \in \mathbb{R}^m \), denote as \( \overline{x} \in \mathbb{R}^p \) the \( p \)-dimensional vector with \( \overline{x}_j = x_j \) for \( j \in [n(n + 1)] \) and \( \overline{x}_j = 0 \) for \( n(n + 1) < j \leq p \). Hence, for a mixed profile \( \sigma \in \Sigma, (\overline{\sigma}_1, \overline{\sigma}_2, \overline{\sigma}_3) \in \Sigma \); for a mixed profile \( \sigma \in \Sigma, (\overline{\sigma}_1, \overline{\sigma}_2, \overline{\sigma}_3) \in \Sigma \). For a given multidimensional space, \( B_\phi \) denote the ball of radius \( \phi \). For a mixed profile \( \sigma \), we write \( \sigma \in B_\phi \) when \( \sigma_i \in B_\phi \) for each player \( i \in [3] \).
Then, \( s \) is None of the above
\[ \langle U_1(s) + \delta, U_2(s) + \delta, U_3(s) + \delta \rangle \]

\( \sum_{i \in B_0} (3) \) implies that \( \sigma \) falls into Case \( i \) of the payoff table with \( s \).
\( \sum_{j \in B_0} (2) \) falls into Case \( k \) or \( \hat{k} \) with \( s \) falling into Case \( (3) \) of the payoff table with \( s \).

We now establish certain correspondences between the Nash equilibria for the subgames \( G \) and \( \hat{G} \), respectively, and the Nash equilibria for the constructed game \( G \).

### 3.2 Correspondences Between Nash Equilibria

We shall prove that a Nash equilibrium for \( G \) is induced by a Nash equilibrium for either \( \hat{G} \) or \( G \). We start with two technical claims about a Nash equilibrium for \( G \) (Lemmas 5 and 6). We first prove that if some player is playing some strategy outside \( B_0 \), then none of the other two players is playing a strategy in \( B_0 \).

\[ \sum_{i \in B_0} (3) \] implies that \( U_i(\sigma) = \sum_{s \in B_0} U_i(s) \cdot \mathbb{P}_{\sigma}(s) \). Lemma 1 (Condition (2)) implies that

\[ U_i(\sigma) = U_i(\sigma_i \circ B_{n+1}(k)) = \sum_{s \in B_0} U_i(s) \cdot \mathbb{P}_{\sigma_i}(s) \leq U_i(\sigma). \]

Fix a partial profile \( s \in \Sigma_{-i} \). There are six possible cases for the two players other than \( i \).

1. **Both players choose a strategy from \( B_0 \).** Then, \( s \circ k \) falls into Case (1) of the payoff table, while \( s \circ B_{n+1}(k) \) falls into Case (3), so that \( U_i(s \circ k) = U_i(s \circ B_{n+1}(k)) \).
2. **Both players choose a strategy from \( B_{n+1} \).** Then, \( s \circ k \) falls into Case (6) of the payoff table with \( U_i(s \circ k) = \phi \), while \( s \circ B_{n+1}(k) \) falls into Case (2) with \( U_i(s \circ B_{n+1}(k)) \geq \mu(G) > \phi \).
3. **Both players choose a strategy outside \( B_0 \cup B_{n+1} \).** Then, \( s \circ k \) falls into Case (7) of the payoff table with \( U_i(s \circ k) = \phi^* > \phi \), while \( s \circ B_{n+1}(k) \) falls into Case (6) with \( U_i(s \circ B_{n+1}(k)) = \phi^* > \phi \).
4. **One player chooses a strategy from \( B_0 \) and the other chooses one from \( B_{n+1} \).** Then, \( s \circ k \) falls into Case (3) of the payoff table with \( U_i(s \circ k) = \phi \), while \( s \circ B_{n+1}(k) \) falls into Case (6) with \( U_i(s \circ B_{n+1}(k)) = \phi^* > \phi \).
5. **One player chooses a strategy from** $B_0$ **and the other chooses one outside** $B_0 \cup B_{n+1}$.

Then, $s_i \cdot k$ falls into either Case (4) or (5) of the payoff table with $U_i(s_i \cdot k) = \phi$, while $s_i \cdot 0$ falls into Case (6) with $U_i(s_i \cdot 0) = \phi^* > \phi$.

6. **One player chooses a strategy from** $B_{n+1}$ **and the other chooses one outside** $B_0 \cup B_{n+1}$.

Then, both $s_i \cdot k$ and $s_i \cdot 0$ fall into Case (6) of the payoff table with $U_i(s_i \cdot k) = \phi$ and $U_i(s_i \cdot 0) = \phi^* > \phi$.

Note that in the first of the six cases, player $i$ has the same payoff for the two strategies $k$ and $B_{n+1}(k)$, while in all other cases, player $i$ improves her payoff when switching to $B_{n+1}(k)$. Hence, there is no profile supported in $\sigma \cdot k \in B_{n+1}(k)$ in which player $i$ has a smaller payoff. The assumption implies that $\text{Support}(\sigma_i) \setminus B_0 \neq \emptyset$; it follows that there is at least one profile supported in $\sigma \cdot k \in B_{n+1}(k)$ for which player $i$ has a larger payoff. A contradiction.

We continue to prove that if some player is playing no strategy from $B_0$, then the other two players are playing only strategies from $B_{n+1}$.

**Lemma 6.** Fix a Nash equilibrium $\sigma \in NE(G)$ for which there is a player $i'$ with $\text{Support}(\sigma_{i'}) \cap B_0 = \emptyset$. Then, for each player $i \neq i'$, $\text{Support}(\sigma_{i}) \setminus B_{n+1} = \emptyset$.

**Proof.** Assume, by way of contradiction, that there is a player $i \neq i'$ with $\text{Support}(\sigma_{i}) \setminus B_{n+1} \neq \emptyset$. Choose an arbitrary strategy $k \in \text{Support}(\sigma_{i}) \setminus B_{n+1}$ and an arbitrary strategy $h \in B_{n+1}$.

Since $k \in \text{Support}(\sigma_{i})$, Lemma 1 (Condition (1)) implies that $U_i(\sigma_{i}) = \sum_{s_i \in \Sigma_i} U_i(s_i \cdot k) \cdot \pi_{\sigma_{i}}(s_i)$. Lemma 1 (Condition (2)) implies that

$$U_i(\sigma_{i} \cdot h) = \sum_{s_i \in \Sigma_i} U_i(s_i \cdot h) \cdot \pi_{\sigma_{i}}(s_i) \leq U_i(\sigma)$$

Fix now a profile $s_i \cdot h$. There are five possible cases for the two players other than $i$.

1. **Both players play a strategy from** $B_{n+1}$. Then, $s_i \cdot k$ falls into Case (6) of the payoff table with $U_i(s_i \cdot k) = \phi$, while $s_i \cdot h$ falls into Case (2) with $U_i(s_i \cdot h) \geq w(G) > \phi$.

2. **Both players choose a strategy outside** $B_0 \cup B_{n+1}$. Then, $s_i \cdot k$ falls into Case (7) of the payoff table with $U_i(s_i \cdot k) = \phi$, while $s_i \cdot h$ falls into Case (6) with $U_i(s_i \cdot h) = \phi^* > \phi$.

3. **One player chooses a strategy from** $B_0$ **and the other chooses one from** $B_{n+1}$.

Then, $s_i \cdot k$ falls into either Case (3) or (7) of the payoff table with $U_i(s_i \cdot k) = \phi$, while $s_i \cdot h$ falls into Case (6) with $U_i(s_i \cdot h) = \phi^* > \phi$.

4. **One player chooses a strategy from** $B_0$ **and the other chooses one outside** $B_0 \cup B_{n+1}$. Then, $s_i \cdot k$ falls into either Case (4) or (5) of the payoff table with $U_i(s_i \cdot k) = \phi$, while $s_i \cdot h$ falls into Case (6) with $U_i(s_i \cdot h) = \phi^* > \phi$.

5. **One player chooses a strategy from** $B_{n+1}$ **and the other chooses one outside** $B_0 \cup B_{n+1}$. Then, both $s_i \cdot k$ and $s_i \cdot h$ fall into Case (6) of the payoff table, so that $U_i(s_i \cdot k) = \phi$ and $U_i(s_i \cdot h) = \phi^* > \phi$.

Thus, in all profiles supported in $\sigma \cdot k \in B_{n+1}(k)$, player $i$ improves her payoff by switching to strategy $h$. A contradiction.

We are now ready to prove:

**Lemma 7.** Fix a Nash equilibrium $\sigma \in NE(G)$. Then, there are only two possible cases:

- $\sigma = (\tau_1, \tau_2, \tau_3)$ for some Nash equilibrium $\tau \in NE(G)$.
- $\sigma = (\gamma_1, \gamma_2, \gamma_3)$ for some Nash equilibrium $\tau \in NE(G)$.

**Proof.** By Lemmas 5 and 6, either (i) $\sigma_1 = \tau_1$, $\sigma_2 = \tau_2$ and $\sigma_3 = \tau_3$ for some mixed profile $\tau \in \Sigma$ or (ii) $\sigma_1 = \gamma_1$, $\sigma_2 = \gamma_2$, $\sigma_3 = \gamma_3$ for some mixed profile $\tau \in \Sigma$. The two properties that $\tau \in NE(G)$ and $\tau \in NE(G)$ follow from the facts that both $G + \delta$ and $G$ are subgames of $G$, and from Lemma 3, by which $G$ and $G + \delta$ have the same set of Nash equilibria.
3.2.2 Forward Correspondence: From the Subgames to the Game $G$

We now characterize the Nash equilibria for the two subgames $\tilde{G}$ and $\check{G}$ that induce corresponding Nash equilibria for $G$. Specifically, these are all the Nash equilibria for $\tilde{G}$ (Lemma 8) and every Nash equilibrium in $B_{1/2}$ for $\check{G}$ (Lemma 9), respectively. We first prove:

\begin{lemma}
Fix a Nash equilibrium $\sigma \in NE(\tilde{G})$. Then, $(\tilde{\sigma}_1, \tilde{\sigma}_2, \tilde{\sigma}_3) \in NE(G)$.
\end{lemma}

\begin{proof}
By Case (2) of the payoff table, for each player $i \in [3]$, $U_i(\tilde{\sigma}_1, \tilde{\sigma}_2, \tilde{\sigma}_3) = \tilde{U}_i(\sigma) \geq \bar{u}(\tilde{G})$.

Since $\sigma \in NE(\tilde{G})$, no player could improve her payoff by deviating to a strategy from $B_{n+1}$. A deviation to a strategy outside $B_{n+1}$ gives rise to a mixed profile for which only profiles from Case (6) are supported, and the expected payoff of the deviating player is $\phi < \bar{u}(\tilde{G})$.

We continue to prove:

\begin{lemma}
Fix a Nash equilibrium $\sigma \in NE(\check{G})$. Then, $(\check{\sigma}_1, \check{\sigma}_2, \check{\sigma}_3) \in NE(G)$ if and only if $\sigma \in B_{1/2}$.
\end{lemma}

\begin{proof}
Fix a player $i \in [3]$. By Lemma 1 (Condition (1)), for each strategy $j \in Support(\sigma_i)$,

\[
U_i(\check{\sigma}_1, \check{\sigma}_2, \check{\sigma}_3) = \sum_{s_{-i} \in \Sigma_{-i}} U_i(s_{-i} \circ j) \cdot P_{\sigma_{-i}}(s_{-i})
\]

\[
= \sum_{s_{-i} \in \Sigma_{-i}} U_i(s_{-i} \circ j) \cdot P_{\sigma_{-i}}(s_{-i})
\]

\[
= \sum_{s_{-i} \in \Sigma_{-i}} \left(\tilde{U}_i(s_{-i} \circ j) + \delta\right) \cdot P_{\sigma_{-i}}(s_{-i})
\]

\[
= \delta + \sum_{s_{-i} \in \Sigma_{-i}} \tilde{U}_i(s_{-i} \circ j) \cdot \tilde{P}_{\sigma_{-i}}(s_{-i})
\]

\[
> \bar{u}(\tilde{G}).
\]

By Lemma 3, $NE(\tilde{G}) = NE(\check{G} + \delta)$; thus, player $i$ cannot improve her payoff by switching to a strategy from $B_0$. Also, by Case (3), player $i$ cannot improve her payoff by switching to any of the first $n$ strategies in $B_{n+1}$; by Case (6), player $i$ cannot improve her payoff by switching to any of the last $m - n$ strategies in $B_{n+1}$ since $\bar{u}(\tilde{G}) > \phi^*$. So, it remains to consider deviations to strategies outside $B_0 \cup B_{n+1}$. We proceed by case analysis.

1. Assume first that $\sigma \notin B_{1/2}$. Hence, there is a player $h = i + 1$ with $\sigma_h \notin B_{1/2}$. (This assumption is without loss of generality since $i$ is arbitrary.) Consider the third player $h' = i + 2$. Denote as $k \in B_0$ the strategy with $\sigma_h(k) > \frac{1}{2}$. Consider player $i$ switching to the strategy $B_k(j)$. By Cases (4) and (5) of the payoff table, her expected payoff is

\[
\sum_{s_{-i} \in \Sigma_{-i}} U_i(s_{-i} \circ B_k(j)) \cdot P_{\sigma_{-i}}(s_{-i})
\]

\[
= \sum_{s_{-i} \in \Sigma_{-i}} U_i(s_{-i} \circ B_k(j)) \cdot P_{\sigma_{-i}}(s_{-i})
\]

\[
= \sum_{s_{-i} \in \Sigma_{-i}, s_h = k} \left(\tilde{U}_i(s_{-i} \circ j) + 2\delta\right) \tilde{P}_{\sigma_{-i}}(s_{-i}) + \sum_{s_{-i} \in \Sigma_{-i}, s_h \neq k} \tilde{U}_i(s_{-i} \circ j) \tilde{P}_{\sigma_{-i}}(s_{-i})
\]

\[
= 2\delta \sum_{s_{-i} \in \Sigma_{-i}, s_h = k} \tilde{P}_{\sigma_{-i}}(s_{-i}) + \sum_{s_{-i} \in \Sigma_{-i}} \tilde{U}_i(s_{-i} \circ j) \tilde{P}_{\sigma_{-i}}(s_{-i})
\]
Assume now that we shall employ a suitable game with standard techniques, employing simple formulas to define their properties (cf. [9]).

The proof is now complete.

4 The \( \exists \mathbb{R} \)-Complete Decision Problems

We now present the \( \exists \mathbb{R} \)-completeness results. We show:

\( \blacktriangleright \) **Theorem 10.** Restricted to \( r \)-player games with \( r \geq 3 \), the following decision problems are \( \exists \mathbb{R} \)-complete:

<table>
<thead>
<tr>
<th>Group I</th>
<th>Group II</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \exists ) SECOND NASH</td>
<td>( \exists ) NASH WITH LARGE PAYOFFS</td>
</tr>
<tr>
<td>( \exists ) NASH WITH SMALL PAYOFFS</td>
<td>( \exists ) NASH WITH LARGE TOTAL PAYOFF</td>
</tr>
<tr>
<td>( \exists ) NASH WITH SMALL TOTAL PAYOFF</td>
<td>( \exists ) WITH SMALL SUPPORTS</td>
</tr>
<tr>
<td>( \exists ) NASH WITH LARGE SUPPORTS</td>
<td></td>
</tr>
<tr>
<td>( \exists ) NASH WITH RESTRICTING SUPPORTS</td>
<td></td>
</tr>
<tr>
<td>( \exists ) NASH WITH RESTRICTED SUPPORTS</td>
<td></td>
</tr>
<tr>
<td>( \exists ) NON-PARETO OPTIMAL NASH</td>
<td></td>
</tr>
<tr>
<td>( \exists ) NON-STRONGLY-PARETO-OPTIMAL NASH</td>
<td></td>
</tr>
</tbody>
</table>

Membership of the decision problems (for \( r \)-player games with \( r \geq 3 \)) in \( \exists \mathbb{R} \) is established with standard techniques, employing simple formulas to define their properties (cf. [9]).

**Proof.** Assume first that \( r = 3 \). We use a polynomial time, many-to-one reduction from \( \exists \) NASH IN A BALL. Consider an instance \( \hat{G} \) of \( \exists \) NASH IN A BALL with \( q = \frac{1}{2} \), called the inbox game. Assume, without loss of generality, that \( \hat{\Sigma}_i = [n] \) for each player \( i \in [3] \). We start with an outline of the proof. The reduction will be the composition of the construction of a gadget game and the game reduction from Section 3. For each of Group I and Group II, we shall employ a suitable game \( \hat{G} \), called the gadget game, which may be constructed from the inbox game \( \hat{G} \). Then, we shall apply the game reduction from Section 3 with \( \hat{G} \).
Construct the 3-player gadget game $P_u$\hat{G}.

We continue with the formal proof. We treat separately each of Group I and Group II.

**Group I:** Construct the 3-player gadget game $\hat{G}$ where for each player $i \in [3]$, $\bar{\Sigma}_i = [n]$. The payoff functions are given in Figure 2: Clearly, the gadget game $\hat{G}$ has a unique Nash equilibrium which is the profile $s = (1, 1, 1)$, in which each player has payoff $u^*$.

Apply now the game reduction from Section 3 to construct the game $G$ from the subgames $\hat{G}$ and $\bar{G}$ (and an arbitrary $\delta > 0$). Since (i) $G$ is constructed in time polynomial in the sizes of $\hat{G}$ and $\bar{G}$, and (ii) $\hat{G}$ is constructed in time polynomial in the size of $\bar{G}$, it follows that $G$ is constructed in time polynomial in the size of $\bar{G}$. Lemmas 7, 8 and 9 immediately imply:

**Lemma 11.** Assume that the inbox game $\bar{G}$ has no Nash equilibrium in $B_{1/2}$. Then, $G$ has a unique Nash equilibrium $(\vec{\sigma}_1, \vec{\sigma}_2, \vec{\sigma}_3)$ with the following properties:
1. For each player $i \in [3]$, $U_i(\vec{\sigma}_1, \vec{\sigma}_2, \vec{\sigma}_3) = u^*$.
2. For each player $i \in [3]$, $\text{Support}(\vec{\sigma}_i) = \{n(n+1) + 1\}$.
3. $(\vec{\sigma}_1, \vec{\sigma}_2, \vec{\sigma}_3)$ is Pareto-Optimal.
4. $(\vec{\sigma}_1, \vec{\sigma}_2, \vec{\sigma}_3)$ is Strongly-Pareto-Optimal.

On the other hand, Lemma 9 immediately implies:

**Lemma 12.** Assume that the inbox game $\bar{G}$ has a Nash equilibrium in $B_{1/2}$. Then, $G$ has a Nash equilibrium $\tau$ with the following properties:
1. For each player $i \in [3]$, $U_i(\tau) = \pi(\bar{G}) < u^*$.
2. For each player $i \in [3]$, $\text{Support}(\tau_i) \subseteq [n]$ with $\text{Support}(\tau_i) \geq h$ for some integer $h \geq 2$.
3. $\tau$ is not Pareto-Optimal.
4. $\tau$ is not Strongly-Pareto-Optimal.

Now, combining the two families of properties in Lemmas 11 and 12 immediately yields the $\exists \mathbb{R}$-hardness of the following decision problems:
- $\exists$ SECOND NASH:
  - $\exists$ NASH WITH SMALL PAYOFFS, taking $u$ with $\pi(\bar{G}) < u \leq u^*$;
  - $\exists$ NASH WITH SMALL TOTAL PAYOFF, taking $u$ with $r \cdot \pi(\bar{G}) < u \leq r \cdot u^*$;
  - $\exists$ NASH WITH LARGE SUPPORTS, taking $k$ with $2 \leq k \leq h$;
  - $\exists$ NASH WITH RESTRICTING SUPPORTS, taking a triple $(T_1, T_2, T_3) = ([i], [j], [k])$ with arbitrary strategies $i, j, k \in [n]$;
- $\exists$ NASH WITH RESTRICTED SUPPORTS, taking, for each player $i \in [3]$, $T_i$ such that $|u| \subseteq T_i \subseteq [p] \setminus \{n(n + 1) + 1\}$;
Construct the 3-player gadget game $\hat{G} := G[m] + u(\hat{G}) - 1$, where $m \geq 3$ is an odd integer with size polynomial in the size of $n$, and $G[m]$ is the gadget game from Section 2.4. Clearly, the game $\hat{G}$ is constructed in time polynomial in the size of $G$. By Lemmas 3 and 4, $\hat{G}$ has a unique Nash equilibrium $\sigma$ which is fully mixed and has $\hat{U}(\sigma) = u(\hat{G}) - 1 + \frac{1}{m}$.

Apply now the game reduction from Section 3 to construct the game $G$ from the subgames $\hat{G}$ and $\hat{G}$. As in Group I, and using the fact that $m$ has size polynomial in that of $n$, $G$ is constructed in time polynomial in the size of $\hat{G}$. Lemmas 7, 8 and 9 immediately imply:

**Lemma 13.** Assume that the inbox game $\hat{G}$ has no Nash equilibria in $B_{1/2}$. Then, $G$ has a unique Nash equilibrium $(\vec{\delta}_1, \vec{\delta}_2, \vec{\delta}_3)$ with the following properties:
1. For each player $i \in [3]$, $U_i(\vec{\delta}_1, \vec{\delta}_2, \vec{\delta}_3) = u(\hat{G}) - 1 + \frac{1}{m}$.
2. For each player $i \in [3]$, $|\text{Support}(\vec{\delta}_i)| = m$.

On the other hand, Lemma 9, immediately implies:

**Lemma 14.** Assume that the inbox game $\hat{G}$ has a Nash equilibrium in $B_{1/2}$. Then, $G$ has a Nash equilibrium $\tau$ with the following properties:
1. For each player $i \in [3]$, $U_i(\tau) \geq u(\hat{G}) - 1 + \frac{1}{m}$.
2. For each player $i \in [3]$, $|\text{Support}(\tau_i)| \leq n$.

Now, combining the two families of properties in Lemmas 13 and 14 immediately yields the $\exists R$-hardness of the following decision problems:

- $\exists$ NASH WITH LARGE PAYOFFS, taking $u$ with $u(\hat{G}) - 1 + \frac{1}{m} < u \leq u(\hat{G})$.
- $\exists$ NASH WITH LARGE TOTAL PAYOFF, taking $u$ with $r \cdot (u(\hat{G}) - 1 + \frac{1}{m}) < u \leq r \cdot u(\hat{G})$.
- $\exists$ NASH WITH LARGE SUPPORTS, taking $k$ with $n \leq k < m$.

Each $\exists R$-hardness result can be extended to $r$-player games with $r > 3$ using a trivial technique, also used in [9]. Specifically, to prove that a particular decision problem is $\exists R$-hard for $r$-player games with $r > 3$ given that it is $\exists R$-hard for 3-player games, we reduce 3-player games to $r$-player games: We add $r - 3$ dummy players; each comes with a suitable payoff function so that the property associated with the decision problem is either satisfied vacuously by the dummy players, or its satisfaction is not affected by the dummy players. For example, for $\exists$ NASH WITH LARGE PAYOFFS, each dummy player comes with a single strategy and the payoff of each dummy player is always $u$ no matter what the other players choose; for $\exists$ NASH WITH RESTRICTED SUPPORTS, each dummy player comes with a single strategy 1 and the set $T_i$ for each dummy player $i \in [r] \setminus [3]$ is taken as $\{1\}$. For $\exists$ NASH WITH LARGE PAYOFFS, each dummy player comes with $k$ strategies, each yielding the same payoff no matter what the other players choose; thus, a mixed profile where each dummy player plays each of her $k$ strategies with probability $\frac{1}{k}$ is a Nash equilibrium when restricted to the dummy players. This implies that there is a Nash equilibrium such that for each player $i \in [r]$, $|\text{Support}(\sigma_i)| \geq k$ if and only if there is a Nash equilibrium such that for each non-dummy player $i$, $|\text{Support}(\sigma_i)| \geq k$. Further details are omitted as trivial.

### 5 Epilogue

The extensive catalog of $\exists R$-complete decision problems about Nash equilibria in $r$-player games with $r \geq 3$ we presented extends significantly the corresponding $\exists R$-completeness results from [9, 17] and completes the picture for the complexity characterization of such
problems. Deciding any of these problems in \( \mathcal{NP} \) (for \( r \)-player games with \( r \geq 3 \)) is as hard as deciding \( \mathcal{ETR} \) in \( \mathcal{NP} \), which is considered very unlikely. The presented catalog seconds the corresponding one of \( \mathcal{NP} \)-complete decision problems about Nash equilibria in 2-player games from [1, 6, 10]. It remains open whether or not the established \( \exists \mathbb{R} \)-hardness survives the restriction to \( r \)-player win-lose games with \( r \geq 3 \); we note that the corresponding \( \mathcal{NP} \)-hardness for 2-player games [6, 10] was extended to 2-player win-lose games in [1].
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Abstract

Let $G$ be an $n$-node and $m$-edge positively real-weighted undirected graph. For any given integer $f \geq 1$, we study the problem of designing a sparse $f$-edge-fault-tolerant ($f$-EFT) $\sigma$-approximate single-source shortest-path tree ($\sigma$-ASPT), namely a subgraph of $G$ having as few edges as possible and which, following the failure of a set $F$ of at most $f$ edges in $G$, contains paths from a fixed source that are stretched at most by a factor of $\sigma$. To this respect, we provide an algorithm that efficiently computes an $f$-EFT $(2|F| + 1)$-ASPT of size $O(fn)$. Our structure improves on a previous related construction designed for unweighted graphs, having the same size but guaranteeing a larger stretch factor of $3(f + 1)$, plus an additive term of $(f + 1) \log n$.

Then, we show how to convert our structure into an efficient $f$-EFT single-source distance oracle (SSDO), that can be built in $O(fm)$ time, has size $O(fn \log^2 n)$, and is able to report, after the failure of the edge set $F$, in $O(|F|^2 \log^2 n)$ time a $(2|F| + 1)$-approximate distance from the source to any node, and a corresponding approximate path in the same amount of time plus the path’s size. Such an oracle is obtained by handling another fundamental problem, namely that of updating a minimum spanning forest (MSF) of $G$ after that a batch of $k$ simultaneous edge modifications (i.e., edge insertions, deletions and weight changes) is performed. For this problem, we build in $O(m \log^2 n)$ time a sensitivity oracle of size $O(m \log^2 n)$, that reports in $O(k^2 \log^2 n)$ time the (at most $2k$) edges either exiting from or entering into the MSF. As a result of independent interest, it is worth noticing that our MSF oracle can be employed to handle arbitrary sequences of $o(\sqrt{n}/\log n)$ (non-simultaneous) updates with a worst-case time per update of $O(\sqrt{n})$. Thus, for relatively short sequences of updates, our oracle should be preferred w.r.t. the best-known (in a worst-case sense) MSF fully-dynamic algorithm, requiring $O(\sqrt{n})$ time per update.
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1 Introduction

Let $G = (V(G), E(G), w)$ be a positively real-weighted undirected graph of $n$ nodes and $m$ edges. A shortest-path tree (SPT) of $G$ rooted at a distinguished source vertex, say $s$, is one of the most popular structures in communication networks. For example, it can be used for implementing the fundamental broadcasting operation. However, the SPT, as any tree-based topology, is highly sensitive to edge/vertex failures, which cause the undesired effect of disconnecting sets of vertices from the source. Therefore, a general approach to cope with this scenario is to make the SPT resistant against a given number of component failures, by adding to it a set of suitably selected edges from the underlying graph, so that the resulting structure will still contain an SPT of the surviving network. If we prepare ourselves to resist against a set of at most $f$ failing edges in $G$, then the corresponding structure will be named an $f$-edge-fault-tolerant ($f$-EFT) SPT. Unfortunately, it can be seen that even if $f = 1$ and $m = \Theta(n^2)$, then $\Theta(m)$ additional edges may be needed, as will be shown in the full version of this paper. Thus, to sparsify such a structure, it makes sense to resort to approximate shortest paths from the source, that are stretched at most by a factor $\sigma > 1$, for any possible set of failures that has to be handled.

In this paper, we show how to build an efficient structure of this sort. Moreover, we show that it is possible to transform such a structure into an efficient oracle that will allow to quickly switch to the alternative paths in case a set of failures will take place.

1.1 Related Work

In the recent past, several single and multiple edge/vertex-fault-tolerant approximate SPT (ASPT) structures have been devised. More formally, we say that a spanning subgraph $H$ of $G$ is an $f$-EFT $\sigma$-ASPT if it satisfies the following condition: For each set of edges $F \subseteq E(G)$ of size at most $f$, all the distances from the source $s$ in the subgraph $H - F = (V(G), E(H) \setminus F, w)$ are at most $\sigma$ times longer than the corresponding distances in $G - F$. Similar definitions can be given for the vertex-fault-tolerant (VFT) case.

A natural counterpart of fault-tolerant SPT structures are fault-tolerant $\sigma$-stretched single-source distance oracles ($\sigma$-SSDO in the following), i.e., compact data structures that can be built with a low preprocessing time, and that are able to quickly return $\sigma$-approximate distances/paths from the source following a set of failures. Converting a fault-tolerant SPT into a corresponding SSDO with the very same stretch, and additionally having a small size and a fast query time, is a quite natural process, because of its practical usage: computing the alternative post-failure distances/paths on the structure may indeed be very time consuming. However, such a conversion process is not straightforward, in general, since it requires to exploit distance-related information that are instead implicit in the underlying structure, and this has to be done by optimizing the trade-off between the size and the query time of the oracle.

Turning back our attention to fault-tolerant SPT structures, their study originated in [4], where the authors built in $O(m \log n + n \log^2 n)$ time a 1-VFT 3-SSDO of size $O(n \log n)$, and, for unweighted graphs, in $O(m \sqrt{n}/\varepsilon)$ time a 1-VFT $(1 + \varepsilon)$-SSDO of size $O(\frac{n}{\varepsilon^2} + n \log n)$, for any $\varepsilon > 0$, both having a distance (resp., path) query time of $O(1)$ (resp., proportional to the path’s size). In such a paper, the authors observe explicitly that, as a result of

---

1 Throughout this introduction, all the discussed structures are poly-time computable, even if we may omit to specify the actual running time.
independent interest, the latter oracle (but actually the former as well) can be converted into a corresponding structure (i.e., a spanning subgraph), having the same size and stretch. For the weighted case, the obtained 1-VFT 3-ASPT of size $O(n \log n)$ was then substantially improved in [8], where the authors showed the existence of a 1-E/VFT $(1 + \varepsilon)$-ASPT of size $O(n \log n / \varepsilon^2)$, for any $\varepsilon > 0$ (without providing a corresponding oracle).

Concerning unweighted graphs, Parter and Peleg in [30] presented a 1-E/VFT Breadth-First Search tree (BFS) of size $O(n \cdot \min\{ecc(s), \sqrt{n}\})$, where $ecc(s)$ denotes the eccentricity of the source vertex $s$ in $G$, namely a structure containing exact shortest paths from the source after a single edge/vertex failure. In the same paper, the authors also exhibit a corresponding lower bound of $\Omega(n^{3/2})$ for the size of a 1-E/VFT BFS. Then, in [31], the same authors presented a set of lower and upper bounds to the size of fault-tolerant $(\sigma, \beta)$-ABFS, where a further additive distortion $\beta$ is allowed to the distances. More precisely, they showed that for every $\beta \in [1, O(\log n)]$, there exists a graph $G$ and a source vertex $s \in V(G)$ such that a corresponding 1-ABFT $(1, \beta)$-ABFS requires $\Omega(n^{1+\varepsilon(\beta)})$ edges, for some function $\varepsilon(\beta) \in (0, 1)$. Moreover, they also constructed a 1-ABFS $(1, 2)$-ABFS of size $O(n^{3/2})$. Finally, assuming at most $f = O(1)$ edge failures can take place, they showed the existence of (i) an $f$-EFT $(3f + 1, (f + 1) \log n)$-ABFS of size $O(fn)$, and (ii) an $f$-EFT $(3f + 4)$-ABFS of size $O(fn \log f^+ n)$. These structures will be exactly our touchstone in this paper, since they are the only ones concerned with multiple-edge-failure single-source shortest paths.

1.2 Our Results

In this paper, we present the following main results:

- An $f$-EFT $(2|F| + 1)$-ASPT of size $O(fn)$ that is able to handle the failure of any set $F \subseteq E(G)$ of at most $f$ edges. This considerably improves w.r.t. to its direct competitors, namely the structures presented in [31]: our structure has a size that is never worse, a lower stretch, works on weighted graphs, and handles an arbitrary (i.e., even non-constant) number of failures. Moreover, our construction is simpler and can be computed quickly in $O(fm \alpha(m, n))$ time, where $\alpha$ is the inverse of the Ackermann’s function.

- A corresponding $f$-EFT $(2|F| + 1)$-SSDO of size $O(\min\{m, fn\} \log^2 n)$, that has a query time for a post-failure distance from the source of $O(|F|^2 \log^2 n)$, and is also able to report the corresponding path in the same time plus the path size. The preprocessing time is $O(fm \alpha(m, n) + fn \log^3 n)$. Notice that if one is willing to use $O(m \log^2 n)$ space, then our oracle will be prepared to handle any number of edge failures (i.e., up to $m$).

Interestingly enough, the former result is obtained by posing a simple yet surprising relationship between the structure of the replacement paths and the minimum spanning forest (MSF) of an ad-hoc auxiliary graph. This approach is also useful to develop the latter result, that is indeed obtained through an efficient updating of an MSF after that a batch of $k$ edge modifications (i.e., edge insertions, deletions and weight changes) are simultaneously performed. For this problem indeed we provide the following result:

- A sensitivity oracle\(^2\) of size $O(m \log^2 n)$, that can be built in $O(m \log^3 n)$ time, and is able to report in $O(k^2 \log^2 n)$ time the (at most $2k$) edges either exiting from or entering into the MSF. As a result of independent interest, it is worth noticing that our oracle can be used to efficiently maintain an MSF under relatively short sequences of non-simultaneous updates. Indeed, observe that a sequence $\lambda = (\lambda_1, \ldots, \lambda_k)$ of updates can

\(^2\) We use this noun for the oracle in accordance with its functionality of only reporting the updates in the MSF.
be managed through \( h \) sequential queries to the oracle, where the \( i \)-th query will involve the modifications to the starting MSF induced by the batch of the first \( i \) updates. This way, we spend \( O(h^2 \log^2 n) \) time to handle each single update. Hence, as the fastest long-standing algorithm for the classic (and clearly more general) fully-dynamic MSF problem has a worst-case cost of \( O(\sqrt{n}) \) per update \([20]\), it follows that for \( h = o(\sqrt{n}/\log n) \), our oracle should be preferred, since it will manage each update in \( o(\sqrt{n}) \) time. Notice also that a comparison with other known online/offline algorithms for maintaining an MSF that are more efficient in an amortized sense, like for instance those given in \([19, 25, 26]\), is unfeasible, since they need to start from an empty graph to guarantee their bounds (or, they need long sequences of updates to become efficient). Thus, when starting from an arbitrary graph, as it happens in our setting, a single update operation could even cost them \( \Theta(n) \) time!

Finally, we point out that we are also able to prove a lower bound of \( \Omega(n^{1+\frac{1}{f}}) \) on the size of any \( f \)-EFT \( \sigma \)-ASPT with \( \sigma \geq \log n \) and \( \sigma < \frac{3k+1}{k+1} \), that holds if the Erdős’ girth conjecture is true. Our lower bound shows that, in contrast to the single-edge failure case, it is not possible to obtain a stretch arbitrary close to 1 with size \( \tilde{O}(n) \) when the number of faults is more than \( \log n \). We look at the problem of understanding if this can be done for constant \( f > 1 \) as an interesting open problem. Due to space limitations, this result will be given in the full version of the paper.

### 1.3 Other Related Work on Fault-Tolerant Single/Multiple-Source Structures/Oracles

Besides the papers mentioned before, several other research efforts have been devoted to structures and oracles for tolerating single/multiple failures in single-source shortest paths. An early work on the topic is \([27]\), where the authors were concerned with the computation of best swap edges (w.r.t. several swap functions) for the failure of each and every edge in an SPT. As a by-product of their results, it can be easily seen that by adding to an SPT the (at most) \( n - 1 \) best swap edges w.r.t. to the new distance from \( s \) to the root of the subtree disconnected from \( s \) after an edge failure, then a 1-EFT 3-ASPT is obtained. Interestingly, such a structure can be easily converted into a 1-EFT 3-SSDO of size \( O(n) \) and query time \( O(1) \). Recently, in \([15]\), the authors faced the special case of shortest-path failures, in which the failure of a set \( F \) of at most \( f \) adjacent edges along any source-leaf path has to be tolerated. They proposed an \( f \)-EFT \((2k-1)(2|F|+1)\)-ASPT of size \( O(kn f^{1+1/k}) \), where \(|F|\) denotes the size of the actual failing path, and \( k \geq 1 \) is a parameter of choice. Note that this result is subsumed by ours. Moreover, they also provided a conversion to a corresponding oracle, and for the special case of \( f = 2 \), they gave an ad-hoc solution of size \( O(n \log n) \) and with stretch 3. For directed graphs with integer positive edge weights bounded by \( M \), in \([23]\) the authors showed how to build efficiently in \( \tilde{O}(Mn^{\omega}) \) time a randomized 1-EFT 1-SSDO of size \( \Theta(n^2) \) and with \( O(1) \) query time, where returned distances are exact w.h.p., and \( \omega < 2.373 \) denotes the matrix multiplication exponent.

Concerning unweighted graphs, in \([8]\) the authors showed that an ordinary (i.e., non fault-tolerant) \((\sigma, \beta)\)-spanner (i.e., where distances/paths between arbitrary pairs of nodes are at most \((\sigma, \beta)\)-stretched) of size \( O(g(n)) \) can be used to build a 1-EFT (resp., VFT) \((\sigma, \beta)\)-ABFS of the same size (resp., of size \( O(g(n) + n \log n) \)). This result is useful for building sparse 1-VFT \((1, \beta)\)-ABFS structures by making use of the vast literature on additive \((1, \beta)\)-spanners (e.g., \([5, 11]\)). Finally, Parter in \([29]\) presented a 2-EFT BFS having \( O(n^{5/3}) \) edges, which is tight.
Another research stream related to our work is that on multi-source (MS) fault-tolerant structures, for which we look at distances/paths from a set \( S \subseteq V(G) \) of sources. Here, results are known only for unweighted graphs. In [30] the authors gave an algorithm to compute a 1-EFT MSBFS of size \( O(\sqrt{|S|} n^{1/2}) \), which is tight. Then, in [8] it was shown that an ordinary \((\sigma, \beta)\)-spanner of size \( O(g(n)) \) can be used to build a 1-EFT \((\sigma, \beta)\)-AMSBFS of size \( O(g(n) + n |S|) \), and similarly for the vertex case of size \( O(g(n) + n \log n|S|) \).

1.4 More Related Work on (Fault-Tolerant) Spanners/Oracles

For the sake of completeness, we also give some hints on the large body of literature on the related topic of (fault-tolerant) spanners and distance oracles.

On weighted graphs, the currently best known construction is, for any \( f \geq 1 \) and any integer parameter \( k \geq 1 \), the \( f \)-EFT (resp., VFT) \((2k - 1)\)-spanner of size \( O(f n^{1+1/k}) \) (resp., \( \tilde{O}(f^2 k^{1+1/n} + 1/k) \)) given in [13]. For the vertex-failure case, this has been then improved in a randomized sense in [16], where the expected size was reduced to \( \tilde{O}(f^{2-1/k} n^{1+1/k}) \). For a comparison, the sparsest known \((2k - 1)\)-multiplicative ordinary spanner has size \( O(n^{1+1/k}) \) [2], and this is believed to be asymptotically tight due to the girth conjecture of Erdős [21]. Then, in [3] it was introduced the resembling concept of 1-EFT resilient spanners, i.e., spanners such that whenever any edge in \( G \) fails, then the relative distance increases in the spanner are very close to those in \( G \).

Ordinary (i.e., fault-free) all-pairs distance oracles (APDO) on weighted graphs were introduced in a seminal work by Thorup and Zwick [32] (who also coined the term oracle), followed by a sequel of papers (among the others, we mention [12, 18] for the currently best bounds). In a fault-tolerant setting, in [6] the authors built (on directed graphs) a 1-E/VFT 1-APDO of size \( \tilde{O}(n^2) \) and with query time \( O(1) \). For two failures, in [17] the authors built, still on directed graphs, a 2-E/VFT 1-APDO of size \( \tilde{O}(n^2) \) and with query time \( O(\log n) \). Concerning multiple-edge failures, in [14] the authors built, for any integer \( k \geq 1 \), an \( f \)-EFT \((8k - 2)(f + 1)\)-APDO of size \( O(f k n^{1+1/k} \log(nW)) \), where \( W \) is the ratio of the maximum to the minimum edge weight in \( G \), and with a query time of \( \tilde{O}(|F| \log \log d) \), where \( F \) is the actual set of failing edges, and \( d \) is the distance between the queried pair of nodes in \( G - F \).

On unweighted graphs, it makes instead sense to study fault-tolerant additive spanners. In particular, Braunshvig et al. [9] proposed the following general approach to build an \( f \)-EFT additive spanner: Let \( A \) be an \( f \)-EFT \( \sigma \)-spanner, and let \( B \) be an ordinary \((1, \beta)\)-spanner. Then \( H = A \cup B \) is an \( f \)-EFT \((1, 2f(2\beta + \sigma - 1) + \beta)\)-spanner. Recently, in [7] the corresponding analysis has been refined yielding a better additive bound of \( 2f(\beta + \sigma - 1) + \beta \). Finally, for other results on single edge/vertex failures spanners/oracles on unweighted graphs, we refer the reader to [4, 28, 7].

2 An \( f \)-EFT \((2|F| + 1)\)-ASPT and a Corresponding Oracle

In this section we show how to compute an \( f \)-EFT \((2|F| + 1)\)-ASPT \( H \) of \( G \). When up to \( f \) edges can fail, it is easy to see that whenever \( G \) is \((f + 1)\)-edge-connected, \( H \) must contain \( O(fn) \) edges even if we are only interested in preserving the connectivity of \( G \), since the degree of each vertex must be at least equal to \( f + 1 \). Here we show that \(|E(H)| = O(fn)| \) edges also suffice if we seek to preserve distances that are at most \((2f + 1)\)-stretched w.r.t. the surviving part of \( G \).

Let \( d_X(u, u') \) and \( \pi_X(u, u') \) denote the distance and the shortest path between nodes \( u \) and \( u' \) in any subgraph \( X \) of \( G \), respectively. When \( u = s \), we will simply write \( d_X(u') \) and \( \pi_X(u') \). If \( \pi \) is a path, \( \pi[u, u'] \) will denote the subpath of \( \pi \) between \( u, u' \in V(\pi) \).
We now provide an upper bound to the distance $d$ of a graph $G$.

**Lemma 1.** The distance of a graph $G$ is the sum of the corresponding edge weight in $G$.

**Proof.** Let $\pi$ be the shortest path from $s$ to $t$ in the surviving graph $G - F$. The path $\pi$ traverses the vertices of several trees in the forest $T - F$. We say that an edge is new if its endpoints belong to two different trees in $T - F$. Let $N$ be the set of all new edges in $\pi$.

Now consider an MSF $M$ of the graph $H - F$ (w.r.t. $w'$). This is also an MSF of the graph $G' - F$ (w.r.t. $w'$) as shown by the following lemma.

**Lemma 1.** For every $F \subseteq E(G)$ with $|F| \leq f$, any MSF $M$ of $H - F$ (w.r.t. $w'$) is also an MSF of $G' - F$ (w.r.t. $w'$).

**Proof.** In what follows, whenever ties arise we break them by prioritizing the edges in $H$. First, we show that, given any cut-set $C$ of $G'$, $H$ contains the min{$|C|, f + 1$} lightest edges of $C$. Indeed, for any set $M_i$, consider the set $C_i = C \setminus \bigcup_{j=0}^{i-1} M_j$. Either $C_i$ is non empty, and therefore $M_i$ contains the lightest edge in $C_i$, or $C_i = \emptyset$ which means that each edge in $H$ belongs to some set $M_i$ and hence to $H$.

Let $M'$ be an MSF of $G' - F$. We prove the claim by showing that each edge $e \in E(M')$ must also belong to $M$. Let $C'$ be the cut-set of $G'$ that contains $e$ and every edge $e' \in E(G')$ that forms a cycle with $e$ in $M' \cup \{e\}$. Since $e$ is the lightest edge of $C' \setminus F$, it is within the $f + 1$ lightest edges of $C'$. As a consequence $e \in E(H - F)$, and it also belongs to $M$ as it is the lightest edge in $C' \cap E(H - F)$.

Let $\pi' = \pi_M(s, t)$ and notice that $\pi'$ traverses each tree of the forest $T - F$ at most once since edges in $E(T)$ have weight 0 in $H$. Once again, let $N'$ be the set of all new edges of $\pi'$. We now provide an upper bound to the distance $d_{H-F}(t)$ using the path $\pi'$.

---

3 We assume that such a path exists, as otherwise $d_{G-F}(t) = +\infty$ which implies $d_{H-F}(t) = +\infty$, and we are done.

4 A cut-set of a graph $X$ is a subset of $E(X)$ whose removal increases the number of connected components of $X$. 

---

**Algorithm 1:** Algorithm for computing an f-EFT $(2|F| + 1)$-ASPT of $G$.

1. $T \leftarrow$ compute an SPT of $G$
2. for $(u,v) \in E(G)$ do
3. if $(u,v) \in E(T)$ then $w'(u,v) \leftarrow 0$
4. else $w'(u,v) \leftarrow d_T(u)+w(u,v)+d_T(v)$
5. $G' \leftarrow (V(G),E(G),w')$
6. $G_0 \leftarrow G'$
7. for $i = 0, \ldots, f$ do
8. $M_i \leftarrow$ edges of an MSF of $G_i$ (w.r.t. $w'$)
9. $G_{i+1} \leftarrow G_i \setminus M_i$
10. $H \leftarrow$ subgraph of $G$ containing the edges in $\bigcup_{i=0}^f M_i$
11. return $H$
Lemma 2. \( d_{H-F}(t) \leq w(\pi') \leq \sum_{e \in N} w'(e) + d_G(t) \).

Proof. Let \( M \) be an MSF of the graph \( H - F \) (w.r.t. \( w' \)). The first inequality is trivial as \( \pi' = \pi_M(s, t) \) is a path (not necessarily shortest) between \( s \) and \( t \) in (a subgraph of) \( H - F \), hence we focus on proving the second inequality.

Let \( T_0, \ldots, T_h \) be the trees of \( T - F \) traversed by \( \pi' \), in order, and let \( e'_i = (u_{i-1}, u_i) \) be the new edge in \( \pi' \) connecting a vertex \( v_{i-1} \) of \( T_{i-1} \) to a vertex \( u_i \) of \( T_i \). In such a way we have \( N' = \{ e'_1, \ldots, e'_h \} \). We call \( r_i \) the vertex in \( V(T_i) \cap V(\pi') \) that has the lowest depth in \( T_i \).

According to this definition, \( r_0 \) coincides with \( s \), \( r_h \) is the lowest common ancestor between \( u_h \) and \( t \), and \( r_i \) is the lowest common ancestor between \( u_i \) and \( v_i \), for every \( 0 < i < h \).

We prove by induction on \( i \) that \( w(\pi'[s, r_i]) \leq \sum_{j=1}^i w'(e'_j) \). The base case \( i = 0 \) is trivially true. Now suppose that the inductive hypothesis holds for \( i \), we prove it also for \( i+1 \):

\[
\begin{align*}
    w(\pi'[s, r_{i+1}]) &= w(\pi'[s, r_i]) + d_T(r_i, v_i) + w(e'_{i+1}) + d_{T_{i+1}}(u_{i+1}, r_{i+1}) \\
    &\leq \sum_{j=1}^i w'(e'_j) + d_T(v_i) + w(e'_{i+1}) + d_{T_{i+1}}(u_{i+1}) = \sum_{j=1}^{i+1} w'(e'_j).
\end{align*}
\]

We now use the fact that \( d_{T_h}(r_h, t) = d_T(r_h, t) = d_G(r_h, t) \) to prove the claim:

\[
    w(\pi') = w(\pi'[s, r_h]) + w(\pi'[r_h, t]) \leq \sum_{j=1}^h w'(e'_j) + d_{T_h}(r_h, t) \leq \sum_{j=1}^h w'(e'_j) + d_G(t).
\]

Next lemma shows that the weights of the new edges of \( \pi' \) are, in turn, upper bounded by the weight of some new edge of the path \( \pi \).

Lemma 3. For each \( e' \in N' \), we have \( w'(e') \leq \max_{e \in N} w'(e) \).

Proof. Let \( e' = (x, y) \) be an arbitrary edge in \( N' \). W.l.o.g., we assume that the path \( \pi' \) traverses the vertices \( s, x, y, t \) in this order. We recall that the path \( \pi' \) traverses each tree in \( T - F \) at most once, i.e., all the vertices of \( \pi' \) that belong to the same tree in \( T - F \) must be contiguous in \( \pi' \). Moreover, as \( \pi' \) is new, \( x \) and \( y \) belong to two different trees in \( T - F \).

Let \( Z \) be the set of trees of the forest \( T - F \) that are traversed by the path \( \pi' \). Let \( u' \) be the last vertex of \( \pi'[s, x] \) that belongs to a tree, say \( T_u \), of \( Z \) (see Figure 1). Observe that \( u' \) is always defined since \( s \) belongs to some tree of \( Z \). In a similar way, let \( v' \) be the first vertex of \( \pi'[y, t] \) that belongs to a tree, say \( T_v \), of \( Z \). Again, observe that \( v' \) is always defined as \( t \) belongs to some other tree of \( Z \) other than that containing \( s \), and so \( T_u \neq T_v \), and finally notice that \( e' \in E(\pi'[u', v']) \). We know that \( \pi \) traverses both \( T_u \) and \( T_v \) (in some order), so we let \( \pi^* \) be the minimal (w.r.t. inclusion) subpath of \( \pi \) with one endpoint, say \( u \), in \( V(T_u) \), and the other endpoint, say \( v \), in \( V(T_v) \).

Let \( N^* = E(\pi^*) \cap N \) be the set of new edges in \( \pi^* \). Notice that \( N^* \neq \emptyset \) as \( T_u \neq T_v \), and that adding the edges in \( N^* \) (weighted according to \( w' \)) to \( M \) forms (at least) a cycle \( C \) containing both \( e' \) and an edge in \( N^* \), say \( e^* \). Since \( M \) is an MSF of \( G' - F \), as shown by Lemma 1, we have that \( w'(e') \leq w'(e^*) \leq \max_{e \in N} w'(e) \).

Finally, next lemma relates the weights \( w' \) of the new edges of \( \pi \) to distances in the surviving graph \( G - F \).

---

5 We think of \( T_i \) as rooted in the vertex of \( V(T_i) \) which is closest to \( s \) in \( T \).
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Figure 1 The forest $T - F$ obtained by deleting the failed edges in $F$ from $T$. The path $\pi$ is the shortest path between $s$ and $t$ in $G - F$, while $\pi'$ (in bold) is the unique path in $M$ between the same vertices. Gray trees contain a vertex of $\pi$ and are therefore in $Z$. Edges having endpoints in different trees are new.

Lemma 4. For $e \in N$, $w'(e) \leq 2d_{G - F}(t)$.

Proof. Let $e = (u, v)$ with $d_{G - F}(u) \leq d_{G - F}(v)$. Since $e$ lies on the shortest path $\pi = \pi_{G - F}(s, t)$, we can write:

$$w'(e) = d_T(u) + w(e) + d_T(v) \leq d_{G - F}(v) + d_T(v) \leq 2d_{G - F}(v) \leq 2d_{G - F}(t).$$

We are now ready to prove the main result of this section:

Theorem 5. The graph $H$ returned by Algorithm 1 is an $f$-EFT $(2|F| + 1)$-ASPT of $G$. Moreover, Algorithm 1 requires $O(fm \alpha(m, n))$ time and $O(m)$ space.

Proof. First, observe that $\pi' = \pi_M(s, t)$ contains at most $|F|$ new edges. Indeed all the edges in $T - F$ have weight 0, while the remaining edges have a positive weight. This means that $E(T - F) \subseteq E(M)$. As $T - F$ has no more than $|F| + 1$ connected components, we have that at most $|F|$ other edges – which are not in $E(T - F)$ – can belong to $M$.

By using the above fact in conjunction with Lemmas 2–4, we can write:

$$d_{H - F}(t) \leq w(\pi') = \sum_{e \in N'} w'(e) + d_G(t) \leq |F| \max_{e \in N'} w'(e) + d_G(t) \leq |F| \max_{e \in N} w'(e) + d_G(t) \leq 2|F|d_{G - F}(t) + d_{G - F}(t) = (2|F| + 1)d_{G - F}(t).$$

We recall that this holds for every vertex $t \in V(G)$. Concerning the computational complexity of Algorithm 1, we make use of Chazelle’s algorithm [10] – that computes an MSF in $O(m \alpha(m, n))$ time and linear space – to compute the $f + 1$ MSFs $M_0, \ldots, M_f$.

2.1 A Corresponding Oracle

In this section we show how to build an oracle that, given a positively real-weighted graph $G$ and a distinguished source vertex $s$, is able to answer queries of the form: *Given a set $F$ of at most $f$ edge failures, and a destination node $t$ in $G$, report a $(2|F| + 1)$-approximate path/distance from $s$ to $t$ in $G - F$.*

We first compute an SPT $T$ of $G$ and a $f$-EFT $(2|F| + 1)$-ASPT $H$ of $G$, as shown in the previous section. Then, the oracle is composed of three ingredients:

- the tree $T$ and all the distances $d_T(v) = d_G(v)$ from $s$ to any vertex $v \in V(G)$;
- an MSF sensitivity oracle $Q$ of $H$ w.r.t. the weights $w'$, built as shown in Section 3;
- an oracle to answer *lowest common ancestor* (LCA) queries between two vertices in $T$.

Such an oracle can be built in linear time and has a constant query time [24].
The resulting size is $O(fn \log^2 n)$ and the time required to build our oracle is $O(fm \alpha(m, n) + fn \log^3 n)$. Interestingly, if we do not know the value of $f$ in advance, we can build, in $O(m \log^2 n)$ time, an oracle of size $O(m \log^2 n)$ that is able to report $(|F| + 1)$ approximate paths/distances, for any number $|F|$ of faults.

We will make use of the following additional property of our MSF oracle $Q$, that will be shown in Section 3: $Q$ can report, in $O(|F|^2 \log^2 n)$ time, all the new edges (and their weights), on the unique path from $s$ to $t$ in the updated MSF, in order.

Answering a Path Query

To return a $(2|F| + 1)$-approximate path between $s$ and $t$, it suffices to report the path $\pi' = \pi_M(s, t)$, as shown by Equation (1).

We query the MSF oracle $Q$ for the new edges on the unique path from $s$ to $t$ in the updated MSF. Let $(e_1', \ldots, e_h')$ be these new edges, in order, with $e_i' = (v_{i-1}, v_i)$. For $0 < i < h$, let $r_i$ be the LCA between $u_i$ and $v_i$, and let $r_h$ be the LCA between $u_h$ and $t$. We now have all the pieces to reconstruct and return the path $\pi'$. Indeed, if we let $\pi'_i = \pi_T(u_i, r_i) \circ \pi_T(r_i, v_i)$, the following holds:

$$\pi' = \pi_T(s, v_0) \circ \pi_1' \circ \pi_2' \circ \cdots \circ \pi_{h-1}' \circ \pi_h' \circ \pi_T(u_h, r_h) \circ \pi_T(r_h, t)$$

(2)

where each subpath is entirely in $T$ and all the endpoints are known. The whole procedure requires $O(|F|^2 \log^2 n)$ time to perform the query on $Q$, $O(|F|)$ time for the LCA queries, and $O(|\pi'|)$ time to reconstruct the path. The overall query time is therefore $O(|F|^2 \log^2 n + |\pi'|)$.

Answering a Distance Query

To report the length of a $(2|F| + 1)$-approximate path from $s$ to $t$, we can replace each subpath in Equation (2) with the corresponding distance, in order to obtain:

$$w(\pi') = d_T(v_0) + \sum_{i=1}^{h-1} \left( w(e_i') + d_T(u_i, r_i) + d_T(r_i, v_i) + w(e_{i+1}') \right) + d_T(u_h, r_h) + d_T(r_h, t).$$

The above quantity can be computed in $O(h) = O(|F|)$ time, once we know the edges $e_1, \ldots, e_h$ and we notice that $w(e_i') = w'(e_i') - d_T(v_{i-1}) - d_T(u_i)$, and that if $x$ is a descendant of $r_i$ in $T$, then $d_T(r_i, x) = d_T(x) - d_T(r_i)$. The overall query time is thus $O(|F|^2 \log^2 n)$.

3 A Minimum Spanning Tree Sensitivity Oracle

In this section we present an oracle that, given a real-weighted graph $G$ with $n$ vertices and $m$ edges, along with any minimum spanning tree (MST) $T$ of $G$, is able to answer queries of the form:

“Given a set of $k$ edge updates on $G$ (i.e., edge insertions, deletions and weight modifications), let $T'$ be the new MST of $G$. What are the edges in the symmetric difference of $E(T)$ and $E(T')$?"

In other words, the oracle can report all the edges of $T$ that leave the MST as a consequence of the updates, along with all the new edges in $T'$ that enter the MST in their place. The

---

6 For the sake of avoiding technicalities, we assume that each edge is subject to at most a single update and we also assume that the graph $G$ always remains connected, so that we simply talk about an MST instead of an MSF of $G$. For instance, this can be easily guaranteed by adding a dummy vertex $x \notin V(G)$ that is connected to all the vertices of $V(G)$ with edges of large weights.
Figure 2. Hierarchical clustering of the vertices of $T$. (a) shows all the sets of $C$, where black vertices are singletons. (b) shows the tree $T$ associated with the clustering $C$. (c) shows the graph $H$ whose vertices are computed by Algorithm 2. The edges in $F$ are depicted using dashed lines.

Oracle requires $O(m \log^2 n)$ space and can be built $O(m \log^2 n)$ space and $O(m \log^3 n)$ time, while a query involving $k$ updates can be answered in $O(k^2 \log^2 n)$ time and space.

Our oracle exploits the fact that, when few updates are to be handled, the changes in the resulting MST will be small. This implies that large portions of $T$ and $T'$ will coincide, and knowing these portions would allow us to save a considerable amount of work compared to the time needed to recompute $T'$ from scratch. To this aim, we build a structure that maintains a set of connected subtrees of $T$ at different levels of granularity.

In details, we will use a hierarchical clustering of the vertices of $T$. Our clustering is inspired by the construction of topology trees given in [22]. In [22], the author solves the dynamic MST problem by using a collection of topology trees that are built on top of an auxiliary graph representing shrunk components of $G$. We use our clustering in a different way and, as we do not need to support permanent updates of $G$, we are also able to simplify the construction. Due to space limitations, the full description of our construction will be given in the extended version of the paper, while here we provide a sketch of it.

We start by describing the properties of our hierarchical clustering. Let $\Delta$ be the maximum degree of a vertex in $T$. Each cluster $C$ will have a level $\ell(C) \in \{0, \ldots, L\}$, and we will call $C_i$ the set of clusters of level $i$. Our clustering will guarantee that:

- **P1.** Clusters of each level $i$ are a partition of the vertices of $T$, i.e., they are pairwise disjoint and $\bigcup_{C \in C_i} C = V(G)$;
- **P2.** The vertices in each cluster induce a connected component of $T$;
- **P3.** Clusters of level 0 are singletons, i.e., they contain a single vertex of $T$;
- **P4.** There is only one cluster of level $L$ (and it coincides with $V(T)$);
- **P5.** Each cluster of level $i \geq 1$ is the union of at least 2 and at most $\Delta$ clusters of level $i - 1$.

It follows from the above properties that a cluster of level $i$ contains at least $2^i$ vertices, and hence $L \leq \log n$. Figure 2 (a) shows an example of such a clustering. This hierarchy can be represented by a tree $T$ of height $L$ rooted in the unique cluster in $C_L$. The children of a cluster of level $i \geq 1$ in $T$ are the clusters of level $i - 1$ it contains (see Figure 2 (b)).

For each pair of clusters $C, C'$ with $C \neq C'$ we maintain an ordered set $E(C, C')$ containing all the edges of $E(G)$ with one endpoint in $C$ and the other in $C'$. This set is ordered according to edge weights in a non-decreasing fashion. Let $C(u)$ be the set of the $L + 1$ clusters of the hierarchy (one for each level) that contain vertex $u$. It is easy to see that an edge

---

7 In order to compute the clustering, the tree $T$ will be rooted. We still define the degree of a vertex $v$ in $T$ to be the number of edges that are incident $v$, including the edge from $v$ to its parent in $T$, if any.
Handling Edge Deletions

In order to handle deletions, we use Algorithm 2 to construct an auxiliary graph $H$ whose vertices are clusters. The algorithm will compute a set $R$ of clusters of $\mathcal{T}$ that will coincide with $V(H)$. Initially $R$ contains the unique cluster in $C_L$ that is the root of $\mathcal{T}$ and represents the whole tree $T$. At each time, the set of clusters in $R$, although of different levels, will always form a partition of the vertices of $T$. The algorithm proceeds iteratively, by considering one after the other the edges of $F$. When an edge $(u, v)$ is considered, if $u$ and $v$ belong to the same cluster $C$ of $R$, we split $C$, i.e., we remove $C$ from $\mathcal{T}$ and $R$, and we add to $R$ all the clusters of level $\ell(C) - 1$ contained in $C$. In this way $\mathcal{T}$ is always a forest and $R$ contains the roots of its trees.

In the end, $H$ is such that all the edges in $F$ have their endpoints into different clusters of $V(H)$. Moreover, as each edge in $F$ can produce at most $L$ splits, and each split operation can increase the number of vertices by at most $\Delta - 1$, we have that $H$ contains at most $fL(\Delta - 1) = O(\Delta f \log n)$ vertices (see Figure 2 (c)).

To construct the set $E(H)$ we consider all the pairs $C, C'$ of vertices in $V(H)$. For each of these pairs we examine the edges in $E(C, C')$, in order, and we select the first edge $e$ so that $e \notin F$, if any. Then, if $e$ exists, we add the edge $(C, C')$ to $H$ with weight $w(e)$.

We can now compute an MST $\tilde{T}$ of $H$ in time $O(\Delta^2 f^2 \log^2 n)$ by using any standard MST algorithm. Finally, we look at the edges of $\tilde{T}$ and we answer the query by returning the edges in $E(\tilde{T})$ that are not in $E(T)$. Notice also that, once $\tilde{T}$ has been computed, it is easy to report all the edges in $E(\tilde{T}) \setminus E(T)$ that belong to the unique path between any two vertices in the updated MST. This kind of query can still be answered in $O(\Delta^2 f^2 \log^2 n)$ time, and it is needed by our fault-tolerant ASPT oracle of Section 2.1.

Handling General Edge Updates

It turns out that the complexity of the problem lies in handling the edge-deletion operations. Indeed, once this has been done, the remaining edge-insertion operations can be easily performed. To this aim, we reorganize the batch by first performing all the delete operations, and we make use of a top-tree [1], i.e., a data structure that dynamically maintains a

---

**Algorithm 2**: Algorithm for computing the set of vertices (i.e., clusters) of $H$.

```plaintext

1. $R \leftarrow C_L$
2. for $(u, v) \in F$ do
3.     while $\text{root}_T(u) = \text{root}_T(v)$ do
4.         $C \leftarrow \text{root}_T(u)$
5.         $T \leftarrow T \setminus \{C\}$
6.         $R \leftarrow (R \setminus \{C\}) \cup \text{children}_T(C)$ // Split $C$
7. return $R$
```

$(u, v) \in E(G)$ appears in at most $|C(u)| \cdot |C(v)| = O(\log^2 n)$ sets, and hence the overall number of elements in the sets is at most $O(m \log^2 n)$.

We now describe how a query can be answered. In order to do so, it is useful to split each weight update operation involving an edge $e$ into two separate operations, namely the deletion of $e$ followed by its reinsertion with the new (updated) weight. By doing so, all the operations in $F$ are now either insertions or deletions. For the sake of clarity, we first consider the case in which all the updates $F$ are edge deletions, and we will show later how this can be extended to deal also with edge insertions.
Multiple-Edge-Fault-Tolerant Approximate Shortest-Path Trees

Figure 3 Reducing the degree of vertices in $T$: on the left side, the tree $T$ (solid edges) embedded in $G$, on the right side the superimposition of the binary tree to $T$ in order to get a maximum degree of 3. Thin solid edges have weight 0, while the weight of $(x_i, v_i)$ is $w(u, v_i)$.  

(weighted) forest under edge-insertion (link) and edge-deletion (cut) operations. Moreover, given two vertices $u$ and $v$, top-trees are able to report the heaviest edge that lies on the path between $u$ and $v$ in the current forest. Each of these operations can be performed in $O(\log \eta)$ time where $\eta$ is the number of vertices of the forest.

The idea is to maintain the current MST $T'$ by using a top-tree that is initialized when the oracle is built to represent the tree $T$. This takes $O(n \log n)$ time. Then, we perform all the edge-deletion operations (as already described), while updating the top-tree accordingly (this requires $O(|F| \log n)$ time since the number of needed link and cut operations is $O(|F|)$).

Now we handle the insertions one by one. In order to insert a new edge $e = (u, v)$, we search for the heaviest edge $e'$ of the path connecting $u$ and $v$ in $T'$. If $e'$ is heavier than $e$, we cut $e'$ from $T'$ and we link the two resulting components by adding the edge $e$. It is easy to see that this procedure requires an overall time of $O(|F| \log n)$.

By keeping track of all the $O(|F|)$ updates in the MST $T'$, we can easily answer a query consisting of both edge-insertion and edge-deletion operations in $O(\Delta^2 f^2 \log^2 n)$ time.

Reducing the Degree of $T$

So far, the complexity of our oracle depends on the maximum degree $\Delta$ of a vertex in $T$. However, using standard techniques (see, e.g., [22]), we now show that the updates on the original graph $G$ and its MST $T$ can be mapped onto an auxiliary graph $\hat{G}$ with weight function $\hat{w}$ and a corresponding MST $\hat{T}$, such that $\hat{G}$ has asymptotically the same size of $G$, and each vertex of $\hat{G}$ has a degree at most 3 in $\hat{T}$.

Initially $\hat{G}$, $\hat{w}$, and $\hat{T}$ coincide with $G$, $w$, and $T$, respectively. We iteratively search for a vertex $u$ in $\hat{T}$ that has more than 2 children, and we lower its degree. Let $\text{children}_T(v) = \{v_1, \ldots, v_h\}$, we proceed as follows: we remove all the edges in $\{(u, v_i) : 1 \leq i \leq h\}$ from both $\hat{G}$ and $\hat{T}$, then we add to both $\hat{G}$ and $\hat{T}$ a binary tree whose root coincides with $u$, and that has exactly $h$ leaves $x_1, \ldots, x_h$. We assign weight $\hat{w}(e) = 0$ to all the edges $e$ of this tree. Finally, we add to $\hat{G}$ and $\hat{T}$ an edge $(x_i, v_i)$ for each $1 \leq i \leq h$, and we set $\hat{w}(x_i, v_i) = w(u, v_i)$. An example of such a transformation is shown in Figure 3.

Each time we have to perform a weight update or delete operation on an edge $(u, v_i)$ of $G$, we instead perform it on the corresponding edge $(x_i, v_i)$. Insertions and operations involving edges in $E(G) \setminus E(T)$ do not require any special care. In a similar way, whenever the answer of a query contains an edge $(x_i, v_i)$, we replace it with the corresponding edge $(u, v_i)$. Clearly, $O(n)$ vertices and edges are added by this process, and hence $|V(G)| = \Theta(|V(\hat{G})|)$ and $|E(G)| = \Theta(|E(\hat{G})|)$. 
Once the maximum degree of the tree has been reduced to a constant, the query time of our oracle becomes $O(f^2 \log^2 n)$. To achieve such a query time, however, we must be careful in our implementation as it will be discussed in the full version of the paper.
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Abstract

We prove that satisfiability over infinite words is decidable for a fragment of asymptotic monadic second-order logic. In this fragment we only allow formulae of the form \(\exists t \forall s \exists r \varphi(r, s, t)\), where \(\varphi\) does not use quantifiers over number variables, and variables \(r\) and \(s\) can be only used simultaneously, in subformulae of the form \(s < f(x) \leq r\).
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1 Introduction

This paper continues a line of research trying to find logics where satisfiability is decidable over infinite words (and infinite trees). The most well-known logic of this kind is monadic second-order logic (MSO) considered in the seminal work of Büchi [8]. Extending MSO by the ability of comparing some quantities quickly leads to undecidability. The idea behind the logic MSO+U and a more recently introduced logic called asymptotic monadic second-order logic (AMSO) is to extend MSO by the ability to express boundedness properties of some sequences of numbers. In MSO+U this is realized by an additional quantifier \(U\) stating that there are arbitrarily large finite sets satisfying the given formula. AMSO does not have a built in ability to refer to the size of sets. Instead, it describes weighted structures (in particular weighted infinite words), which are structures in which the elements are labelled by natural numbers, called their weights. More precisely, AMSO extends MSO by quantifiers over variables of a new kind, ranging over natural numbers. These variables can be compared with weights in the word, but only under a certain positivity requirement: existentially quantified numbers can only serve as upper bounds, while universally quantified numbers can only serve as lower bounds. The two logics MSO+U and AMSO happen to be inter-reducible as far as the decidability of satisfiability is concerned [1], and, unfortunately, this means that both are undecidable over infinite words [5]. Nevertheless, some natural fragments of these logics remain decidable.
In [2] the satisfiability problem for MSO+U is solved over infinite trees for formulae where the quantifier U is at the outermost position. A significantly more powerful fragment of the logic, although over infinite words, was shown to be decidable in [4] using automata with counters. These automata were further developed into the theory of regular cost functions [10]. Another possibility is to consider the weak fragment of the logic (WMSO+U), where set quantification is restricted to finite sets. Satisfiability for this logic was shown to be decidable over infinite words [3] and infinite trees [6]. Note that the mentioned decidability results can be used to solve, via reductions, several seemingly unrelated problems, among others: the star height problem [14], the finite power property problem [17], deciding properties of CTL* [9], the realizability problem for prompt LTL [15], deciding the winner in cost parity games [12], or deciding certain properties of energy games [7].

Concerning AMSO, which was more recently introduced [1], so far no fragments are known to be decidable (except trivial ones). Such fragments should, at least, circumvent the arguments of undecidability of AMSO, that involve complicated number quantifiers nested inside complicated quantification over infinite sets. There are two ways to avoid this: either to consider the weak fragment (WAMSO), where set quantification is restricted to finite sets, or to consider the number-prenex fragment (AMSO<sub>np</sub>), where number quantifiers are required to be placed only at the head of the formula. It turns out that these two fragments are inter-reducible (Theorem 5 in [1]). It is conjectured that these two fragments have a decidable satisfiability problem over infinite words. Under a topological point of view, it is known that MSO+U and AMSO inhabit all finite levels of the projective hierarchy [13, 1], while WAMSO is much simpler since it only inhabits the finite levels of the Borel hierarchy.

Let us emphasize the fact that WAMSO is not related at all to WMSO+U, even though AMSO and MSO+U are highly related. This is due to the fact that, since AMSO and MSO+U have significantly different syntax, the restriction to finite set quantifiers has dramatically different consequences. In particular languages definable in WAMSO inhabit all finite levels of the Borel hierarchy, while WMSO+U is confined in the third level.

In [1], the satisfiability problem for AMSO<sub>np</sub>/WAMSO was reduced to a certain form of tiling problem. The main contribution of this paper is to solve a special case of this tiling problem. In consequence we can solve the satisfiability problem for a fragment of AMSO<sub>np</sub>, which we denote AMSO<sub>np</sub>^2_s. In this fragment we only allow formulae of the form \( \exists t \forall s \exists r \varphi(r,s,t) \), where \( \varphi \) does not use quantifiers over number variables, and the variables \( r \) and \( s \) can be only used simultaneously, in subformulae of the form \( s < f(x) \leq r \). For the proof, we develop a new generalization of the Simon’s theorem about factorization forests [16].

2 Preliminaries

Asymptotic monadic second-order logic (AMSO for short) extends MSO by the ability to describe asymptotic properties of quantities. It refers to weighted structures \( \langle \mathcal{A}, \mathcal{J} \rangle \) consisting of a relational structure \( \mathcal{A} \) and a tuple of functions \( f_j : \text{dom}(\mathcal{A}) \to \mathbb{N} \) (the weight functions). We only consider the case when \( \mathcal{A} \) is an infinite word (\( \omega \)-word). Syntactically AMSO extends MSO by the following constructions:

- quantifiers over number variables that range over natural numbers, and
- atomic formulae \( f(x) \leq r \), where \( f \) is a weight function, \( x \) a first-order variable, and \( r \) a number variable; such formulae are restricted to appear positively inside the existential quantifier binding \( r \) (and dually: negatively inside a universal quantifier).

We will usually reserve the letters \( x, y, z, \ldots \) for first-order variables and the letters \( r, s, t, \ldots \) for number variables.

---

19:2 On a Fragment of AMSO and Tiling Systems
The main theorem of this paper is about a fragment of AMSO, denoted AMSO\textsuperscript{np}, where the formulae are of the form $\exists \forall s \exists r \varphi(r, s, t)$ where $\varphi$ does not use number quantifiers, and the variables $r$ and $s$ can only be used simultaneously, in subformulae of the form $s < f(x) \leq r$ (formally: $(f(x) \leq r) \land \neg(f(x) \leq s)$).

Example 2.1. The following are formulae of AMSO\textsuperscript{np}:

$\exists x (f(x) \leq t)$ says that the weights are bounded;

$\forall s \exists y \forall x (y > x \land s < f(y) \leq r)$ says that infinitely many weights occur infinitely often in the weighted infinite word;

the disjunction of the above two (we can move the quantifiers to the front).

Remark. It is easy to see that a formula of the form

$\exists \ell_1 \ldots \exists \ell_k \forall \ell_1 \ldots \forall \ell_k \exists r_1 \ldots \exists r_m \varphi(r_1, \ldots, r_m, s_1, \ldots, s_l, t_1, \ldots, t_k)$

is equivalent to $\exists \forall s \exists r \varphi(r, \ldots, r, s, \ldots, s, t, \ldots, t)$.\footnote{See Proposition 14 in the appendix to [1], available at the authors’ webpages.} For this reason we allow in AMSO\textsuperscript{np} only formulae with single quantifiers $\exists \forall s \exists r$, having in mind that decidability immediately extends to formulae with blocks of such quantifiers.

The following is the main result of this paper.

Theorem 2.2. Given a formula $\psi \in$ AMSO\textsuperscript{np}, it is decidable whether there exists a weighted infinite word in which $\psi$ is satisfied.

The Commutative Lossy Tiling Problem

Theorem 9 of [1] reduces satisfiability of AMSO\textsuperscript{np} to a certain (multidimensional) lossy tiling problem. In this paper we solve a commutative variant of this problem, in dimension one.

A picture $p$: $\{1, \ldots, h\} \times \{1, \ldots, w\} \to \Sigma$ is a rectangle labelled by letters from a finite alphabet $\Sigma$, where $h$ and $w$ are height and width of the picture. For $i \in \{1, \ldots, w\}$, the $i$-th column of the picture is the word $p(1, i)p(2, i) \ldots p(h, i)$; similarly we define the $j$-th row for $j \in \{1, \ldots, h\}$. A language $K \subseteq \Sigma^*$ is commutative (lossy) if it is closed under reordering (respectively: removing) of letters. In the commutative lossy tiling problem we are given regular languages $K, L \subseteq \Sigma^*$ (the column language and the row language), where the column language $K$ is commutative and lossy. A solution of the tiling system $(K, L)$ is a picture $p$ such that all columns in $p$ belong to $K$ and all rows in $p$ belong to $L$. We ask whether, for all $h \in \mathbb{N}$, there exists a solution of height $h$. Notice that since $K$ is commutative and lossy, we can reorder rows in a solution and again obtain a solution; we can also remove some rows and obtain a solution of smaller height. Consequently demanding solutions of each height $h \in \mathbb{N}$ amounts to demanding solutions of arbitrarily large height $h \in \mathbb{N}$.

3 From the Logic to Tiling Systems

The reduction from satisfiability of AMSO\textsuperscript{np} to the multidimensional lossy tiling problem is given in [1], but we need to observe that the restriction to AMSO\textsuperscript{np} yields the commutative lossy tiling problem. Let us concentrate on the case where the formulae contain only one weight function; satisfiability of the general case easily reduces to this situation.

Before starting, we eliminate the outermost existential quantifier. Suppose that we have a formula $\psi = \exists \forall s \exists r \varphi(r, s, t) \in$ AMSO\textsuperscript{np}. We create a formula $\psi' = \forall s \exists r \varphi'(r, s) \in$ AMSO\textsuperscript{np}.
using an additional unary predicate small$(x)$: $\varphi'$ is obtained from $\varphi$ by replacing each atom $f(x) \leq t$ by small$(x)$, and by replacing each subformula $s < f(x) \leq r$ by $s < f(x) \leq r \land \neg$ small$(x)$. It is easy to see that $\psi$ is satisfiable if and only if $\psi'$ is satisfiable. The idea is that small marks those positions on which the weight function $f$ “is small”.

Next, we apply the reduction of [1] to the formula $\psi'$. Let us explain briefly that the resulting tiling system is indeed a commutative lossy tiling system. The reduction is realized in three steps.

In the first step, the satisfiability of AMSO$^{\text{pp}}$ is reduced to the limit satisfiability problem. The idea is to chop an infinite word into infinitely many finite pieces that have the same value of the weight function on this position (thus in each column initial rows contain them has to be used for infinitely many solution of $F$. On the other hand, from a solution of $K$ Namely, the tiling system $F$ becomes commutative and lossy.

In the second step, it is argued that a formula of the form $\forall s \exists r \varphi(r, s)$ is equivalent to $\forall s \varphi(s + 1, s)$. This step is not affected by our modification.

In the third step, the limit satisfiability problem is reduced to the lossy tiling problem. First, we observe that, because there is just one universally quantified variable $s$, the resulting tiling system has dimension one. Then we have to slightly change the resulting tiling system to make it commutative. The alphabet of the system was $\Sigma \times \{<, =, >\}$, and the column language was $K = \bigcup_{a \in \Sigma} (a, <)^* ((a, =) \cup \varepsilon)(a, >)^*$. Intuitively, the meaning of a letter $(a, <)$ (or $(a, =)$, $(a, >)$) is that the row number is smaller (respectively: equal, greater) than the value of the weight function on this position (thus in each column initial rows contain $(a, <)$, then there is at most one $(a, =)$ marking the value of the weight function, and then we have $(a, >)$). Now in our formulae we cannot distinguish small values from big values, we can only test whether $s < f(x) \leq s + 1$ holds. For this reason $(a, <)$ and $(a, >)$ become indistinguishable and can be replaced by one letter, call it $(a, \neq)$. The row language now becomes $K = \bigcup_{a \in \Sigma} (a, \neq)^* ((a, =) \cup \varepsilon)(a, \neq)^*$, which is commutative.

4 Monoids

In this section we slightly rephrase the problem of deciding the commutative lossy tiling problem using algebraic methods. Recall that every regular language (in particular the row language $L$) can be recognized by a morphism into a finite monoid. This means that there exists a morphism $\varphi: \Sigma^* \to M$ into a finite monoid $M$, and a set $F \subseteq M$ such that $L = \varphi^{-1}(F)$. It will be more convenient to label the picture directly with elements of $M$ instead of $\Sigma$ (using $\varphi(a)$ instead of $a$). The row language then becomes $\pi^{-1}(F)$, where the evaluation map $\pi: M^* \to M$ is the morphism defined by $\pi(s_1 \ldots s_k) = s_1 \cdot \ldots \cdot s_k$. The column language changes into $K' = \{\varphi(a_1) \ldots \varphi(a_h) \mid a_1 \ldots a_h \in K\}$, which again is commutative and lossy.

Next, we observe that we can restrict our considerations to sets $F$ that are singletons. Namely, the tiling system $(K', \pi^{-1}(F))$ has arbitrarily high solutions if and only if for some $s \in F$ the system $(K', \pi^{-1}(s))$ has arbitrarily high solutions. Indeed, every solution of the latter system is a solution of the former. On the other hand, from a solution of $(K', \pi^{-1}(F))$ of height $h$ we can choose rows evaluating to the most popular element $s_h \in F$ and obtain a solution of $(K', \pi^{-1}(s_h))$ of height at least $\frac{h}{|F|}$. Although elements $s_h$ depend on $h$, some of them has to be used for infinitely many $h$ (that is, for arbitrarily large $h$).
As a final simplification, let us analyze the column language. For a language \( L \), let \( L^\downarrow \) be the closure of \( L \) under removing letters (we add to \( L \) all words obtained by removing letters in words from \( L \)), and \( L^\circ \) the closure of \( L \) under reordering letters (we add to \( L \) all words obtained by reordering letters in words from \( L \)). A language (over \( M \)) is called a base language if it is of the form \((wA^*)^\circ\), where \( A \subseteq M \) and \( w \in (M \setminus A)^* \) (words in \((wA^*)^\circ\) can use letters from \( A \) arbitrarily many times, and letters from \( w \) at most as many times as they appear in \( w \)). Base languages play an important role in our proof. We use the letter \( \rho \) to denote base languages. Notice that the content of a base language \((wA^*)^\circ\) determines \( A \) uniquely, and \( w \) up to the order of its letters (with the assumption that \( w \) does not contain letters from \( A \)). The set \( A \) is called the global part of \( \rho = (wA^*)^\circ \). We denoted it by \( gl(\rho) \).

The norm \( \|p\| \) of a base language \( \rho \) is the length \( |w| \).

It is a consequence of Higman’s Lemma that every lossy language (over \( M \)) can be written as a finite union of languages of the form \((A_0^*b_1A_1^* \ldots b_kA_k^*)^\circ\), where \( A_0, \ldots, A_k \subseteq M \) and \( b_1, \ldots, b_k \in M \). Our column language \( K \) is lossy and commutative, so it is a finite union of base languages. Summing up, we can restate our problem as follows:

**Input:** a finite monoid \( M \), a finite set \( B \) of base languages over \( M \);  
**Question:** does there exist for every \( h \in \mathbb{N} \) a picture of height \( h \) each column of which belongs to \( \bigcup B \) and every row of which to \( \pi^{-1}(s) \)?

For a picture \( p \) we define the evaluation of \( p \), denoted \( \pi(p) \), as the word of the same length as the height of \( p \), whose \( i \)-th letter equals the evaluation of the \( i \)-th row of \( p \). Then, instead of requesting that every row of \( \rho \) belongs to \( \pi^{-1}(s) \), we can say that \( \pi(p) \in s^* \).

## 5 The Decision Procedure

Our decision procedure maintains a set of base languages such that for every word from some of these languages there is a picture evaluating to this word where each column belongs to \( \bigcup B \). New base languages are added following two kinds of schemas, the product schema and diagonal schema. These schemas are just ways of describing pictures of arbitrarily large size, evaluating to all words in some base language. The main difficulty is to prove completeness, i.e., showing that using some other fancy pictures one cannot obtain more base languages than we obtain using pictures generated from our schemas.

Let us now define the two kinds of schemas we use to generate new base languages. Let \( \rho_1 \) and \( \rho_2 \) be base languages. A product schema for \( \rho_1, \rho_2 \) is given by a picture \( q \) whose rows are divided into special rows and global rows such that (for \( j \in \{1, 2\} \))

1. \( q \) has width \( 2 \) and the \( j \)-th column belongs to \( \rho_j \), and
2. the height of \( q \) is at most \( \|\rho_1\| + \|\rho_2\| + |M|^2 \), and
3. the \( j \)-th letter of each global row belongs to \( gl(\rho_j) \).

The base language generated by \( q \) is \((wA^*)^\circ\), where \( w \) consists of the letters of \( \pi(q) \) corresponding to the special rows and \( A \) contains the letters of \( \pi(q) \) corresponding to the global rows. We only allow schemas \( q \) for which \( w \) does not contain letters from \( A \).

While defining a diagonal schema we need to use the power-set monoid. The set \( \mathcal{P}(M) \) of subsets of \( M \) has a natural monoid structure: \( C \cdot D = \{ c \cdot d \mid c \in C, d \in D \} \). We say that a set of base languages \( B \) is uniform when it is nonempty, for all \( \rho_1, \rho_2 \in B \) we have \( gl(\rho_1) = gl(\rho_2) \), and this set is idempotent. For a uniform \( B \) we write \( gl(B) \) for the set \( gl(\rho) \) with \( \rho \in B \). The set of all finite uniform sets of base languages over \( M \) is denoted by \( UBL(M) \).
Let $B$ be a uniform set of base languages. A diagonal schema for $B$ is given by a picture $q$ whose rows are divided into special rows and global rows and which is divided horizontally into pictures $q_1, \ldots, q_k$ (which means that $q_1, \ldots, q_k$ have as many rows as $q$, and the $i$-th row of $q$ is the concatenation of the $i$-th rows of $q_1, \ldots, q_k$) such that:

1. each column of $q$ belongs to $\bigcup B$, and
2. each special row of each $q_j$ either has length 1, or evaluates to an idempotent, or it contains a letter belonging to $gl(B)$, and
3. the first and the last letter of each global row of each $q_j$ belongs to $gl(B)$.

The base language generated by $q$ is $(wA^*)^{\downarrow \rightarrows}$ where $w$ consists of the letters of $\pi(q)$ corresponding to the special rows and $A$ contains the letters of $\pi(q)$ corresponding to the global rows. Again, we only allow schemas $q$ for which $w$ does not contain letters from $A$. An example diagonal schema is depicted in Figure 1 on the left.

The following theorem states soundness and completeness of our schemas.

**Theorem 5.1.** Let $B_0$ be a finite set of base languages over a monoid $M$. For a function $\eta: UBL(M) \rightarrow \mathbb{N}$ let $B_0^{\leq \eta} = B_0$ and for each $i > 0$, inductively, let $B_i^{\leq \eta}$ be the set of all base languages $\rho$ such that $\rho \in B_{i-1}^{\leq \eta}$, or $\rho$ is generated by some product schema for some base languages $\rho_1, \rho_2 \in B_{i-1}^{\leq \eta}$, or $\rho$ is generated by some diagonal schema for a uniform set of base languages $B \subseteq B_{i-1}^{\leq \eta}$, of width and height at most $\eta(B)$. Then there is a computable function $\eta: UBL(M) \rightarrow \mathbb{N}$ such that for every $s \in M$ the following two statements are equivalent.

- For each $h \in \mathbb{N}$, there exists a picture $p$ of height $h$ such that $\pi(p) \in s^*$ and each column belongs to $\bigcup B_0$.
- For $x = 3 \cdot (2^{\lceil |M| \rceil} + 1)^2$, there exists a base language $\rho \in B_x^{\leq \eta}$ with $s \in gl(\rho)$.

Notice that this theorem implies the decidability of the commutative lossy tiling problem. Indeed, given $B_x^{\leq \eta}$ we can calculate $B_x^{\leq \eta}$ because the number of product and diagonal schemas to consider is finite (the size of product schemas is bounded by definition, and the size of diagonal schemas is bounded by the function $\eta$).

### 6 Soundness

In this section we prove the easier direction of Theorem 5.1: the implication from the second to the first statement. The proof is based on the following two lemmas.
Lemma 6.1. Let \( \rho \) be a base language generated by some product schema for \( \rho_1, \rho_2 \) and let \( u \in \rho \). Then there exists a picture \( p \) each column of which belongs to \( \rho_1 \cup \rho_2 \) and such that \( \pi(p) = u \).

Lemma 6.2. Let \( \rho \) be a base language generated by some diagonal schema for a uniform set of base languages \( B \) and let \( u \in \rho \). Then there exists a picture \( p \) each column of which belongs to \( \bigcup B \) and such that \( \pi(p) = u \).

Using these lemmas we can prove the soundness implication of Theorem 5.1 as follows. Let \( B_i^{\leq n} \) be the sets from Theorem 5.1. The function \( \eta \) bounding the sizes of diagonal schemas does not matter for this implication. We will prove by induction on \( i \) that if \( u \in \bigcup B_i^{\leq n} \), then there exists a picture \( p \) each column of which belongs to \( \bigcup B_0 \) and such that \( \pi(p) = u \). Then the statement of the lemma follows by taking \( u = s^h \) since we have \( s \in gl(\rho) \) for some \( \rho \in B_2^{\leq n} \), which implies that \( u \in \bigcup B_0^{\leq n} \).

For \( i = 0 \) the claim is trivial: we can take a picture \( p \) containing \( u \) as the only column. For \( i > 0 \), let \( u \in \bigcup B_i^{\leq n} \). Then \( u \in \rho \) for some \( \rho \in B_i^{\leq n} \). If \( \rho \in B_i^{\leq n} \) the claim follows by inductive hypothesis. Otherwise, we are in the second or the third case of definition of \( B_i^{\leq n} \). Hence, we can apply Lemma 6.1 or 6.2 to obtain a picture \( p' \) each column of which belongs to \( \bigcup B_{i-1}^{\leq n} \) and such that \( \pi(p') = u \). Moreover, by inductive hypothesis there exists, for each column \( u_j \) of \( p' \), a picture \( p_j \) each column of which belongs to \( \bigcup B_0 \) and such that \( \pi(p_j) = u_j \).

To obtain \( p \) we replace in \( p' \) the \( j \)-th column \( u_j \) by \( p_j \), for every \( j \). Then \( \pi(p) = \pi(p') \) and \( p \) has the desired properties.

In the remaining part of this section we prove Lemmas 6.1 and 6.2.

Proof of Lemma 6.1. The proof follows immediately from the definitions. Let \( q \) be a product schema for \( \rho_1, \rho_2 \) which generates \( \rho \). Since the global rows of \( q \) contain only letters from the global parts of \( \rho_1, \rho_2 \), we can duplicate in \( q \) any global row without destroying the property that the \( j \)-th column belongs to \( \rho_j \). We can also remove any row and reorder the rows. By performing such operations we can obtain a picture \( p \) such that \( \pi(p) = u \).

Proof of Lemma 6.2. Let \( \rho = (wA^*)^{\leq k} \), let \( q \) be a diagonal schema for \( B \) generating \( \rho \), and let \( q_1, \ldots, q_k \) be the pictures into which \( q \) is divided. W.l.o.g. we assume that each global row of \( q \) evaluates to a different element of \( A \) (otherwise we remove redundant rows). Note that, if the lemma holds for some word \( u \), then it holds also for any \( u' \) obtained from \( u \) by removing and reordering letters (because we can remove and reorder the rows of the resulting picture). Thus it is enough to consider, for each \( n \in \mathbb{N} \), a column \( u \) which begins by \( w \) and then has each letter of \( A \) repeated \( n \) times.

The idea of constructing a picture \( p \) out of the diagonal schema \( q \) is depicted in Figure 1. For each \( j \in \{1, \ldots, k\} \) we create a picture \( p_j \) by modifying \( q_j \) as follows. \( p_j \) will have \( |A| \cdot (n - 1) \) more rows than \( q_j \); more precisely, each global row of \( q_j \) will produce \( n \) rows of \( p_j \), while each special row of \( q_j \) will produce only one row of \( p_j \). Fix some \( j \) and let \( m \) be the width of \( q_j \). If \( m = 1 \), we just replace each global row by \( n \) copies. Assume now that \( m > 1 \). Then the width of \( p_j \) will be \( nm \).

We start by considering a special row \( v \). If \( \pi(v) \) is idempotent, we can just repeat the content of the row \( n \) times without changing the value of the product. Otherwise, by definition there exists an index \( i \) such that the \( i \)-th letter of \( v \) belongs to \( gl(B) \). As the first \( i - 1 \) letters of the new row we take the first \( i - 1 \) letters of \( v \). As the last \( m - i \) letters of the new row we take the last \( m - i \) letters of \( v \). On the remaining \( nm - m + 1 \) positions we place letters from \( gl(B) \) in such a way that their product is equal to the \( i \)-th letter of \( v \) (this
is possible since \( gl(B) \) is idempotent by uniformity of \( B \). Again, the value of the product remains unchanged.

Finally, we consider a global row \( v \) of \( q_j \). We will produce \( n \) rows in \( p_j \); the \( i \)-th of them, for \( i \in \{1, \ldots, n\} \), is created in the following way. On the first \( (i-1)m+1 \) positions of the new row we place letters from \( gl(B) \) in such a way that their product is equal to the first letter of \( v \) (recall that by definition the first and the last letter of \( v \) are in \( gl(B) \)). On the last \( (n-i)m+1 \) positions of the new row we place letters from \( gl(B) \) in such a way that their product is equal to the last letter of \( v \). On the remaining \( m-2 \) positions we put the middle \( m-2 \) letters of \( v \), without the first and the last letter.

For the picture \( p \) we take the concatenation of \( p_1, \ldots, p_k \) (which means that the \( i \)-th row of \( p \) is obtained by concatenating the \( i \)-th rows of \( p_1, \ldots, p_k \)). We observe that the evaluation of \( p \) is \( u \) (the rows created out of special rows evaluate to \( w \), and the rows created out of global rows evaluate to elements of \( A \), each \( n \) times). It remains to observe that each column of \( p \) (so of each \( p_j \)) belongs to \( \bigcup B \). When \( p_j \) has only one column, this is clear, because it is obtained by duplicating some letters from \( gl(B) \) in a column from \( \bigcup B \). Otherwise (with \( m \) as above), the column with number \( i+m \) of \( p_j \) (for \( i \in \{1, \ldots, m\} \)) is obtained from the column number \( i \) of \( q_j \) (which is in \( \bigcup B \)): the letters which are not in \( gl(B) \) are taken at most once, on the other positions we take some letters from \( gl(B) \). Thus the new column is also in \( \bigcup B \). \( \blacksquare \)

7 Completeness

In this section we prove the remaining direction of Theorem 5.1: the implication from the first to the second statement. The strategy is as follows. First we consider special cases that can be described by a single schema. In Section 7.1 we analyze pictures of width 2. For these one can extract a product schema. In Section 7.2 we analyze pictures whose columns come from a union of a uniform set of base languages. These can be turned into a diagonal schema. As a technical tool we introduce in Section 7.3 a new version of the Factorization Trees Theorem [16]. This theorem is used in Section 7.4 to decompose arbitrary picture into simple fragments corresponding to single schemas, which allows us to conclude the proof. During the whole section we consider the monoid \( M \) as fixed.

7.1 Products

We start by analyzing width 2 pictures in order to turn them into product schemas.

Lemma 7.1. Let \( \rho_1, \rho_2 \) be two base languages and let \( p \) be a picture of width 2 such that the first column belongs to \( \rho_1 \) and the second one to \( \rho_2 \). Then there exists a product schema for \( \rho_1, \rho_2 \) which generates a base language \( \rho \) such that \( \pi(p) \in \rho \) and \( gl(\rho) = gl(\rho_1) \cdot gl(\rho_2) \).

Proof. We take \( \rho = (wA^*)^{\leq 2} \) where \( A = gl(\rho_1) \cdot gl(\rho_2) \) and \( w \) consists of those letters of \( \pi(p) \) which are not in \( A \) (taken as many times as they appear in \( \pi(p) \)). Obviously \( \pi(p) \in \rho \). In \( q \) we include all rows of \( p \) that do not evaluate to an element of \( A \). These will be the special rows. Note that in each of these rows either the first letter does not belong to \( gl(\rho_1) \), or the second letter does not belong to \( gl(\rho_2) \). Thus we have at most \( ||\rho_1|| + ||\rho_2|| \) of such rows. Moreover, for each \( r \in gl(\rho_1) \) and each \( s \in gl(\rho_2) \), we add to \( q \) a row with \( r \) in the first column and \( s \) in the second one. These will be the global rows. We have \(|gl(\rho_1)| \cdot |gl(\rho_2)| \leq |M|^2 \) of them. We see that \( q \) is a product schema for \( \rho_1, \rho_2 \) that generates \( \rho \). \( \blacksquare \)
7.2 Uniform Case

Next, we consider a special case when the set of base languages allowed in columns is uniform, and we show that such a picture can be transformed into a single diagonal schema.

Lemma 7.2. There is a computable function $\eta: UBL(M) \rightarrow \mathbb{N}$ such that, for every finite uniform set of base languages $B$ and every picture $p$ each column of which belongs to $\bigcup B$, there exists a diagonal schema for $B$ of width and height at most $\eta(B)$ that generates a base language $\rho$ such that

- $\pi(p) \in \rho$ and
- $E = gl(B)$ and $A = gl(\rho)$ satisfy $E \subseteq A = E \cdot A \cdot E$.

Let us comment on the second condition ($E \subseteq A = E \cdot A \cdot E$). It enforces that the base language $\rho$ (and hence also the diagonal schema) is more robust. This will be useful later. Namely, the global part of $\rho$ contains not only the letters that appear many times in $\pi(p)$, but also all letters from $gl(B)$ (since $E \subseteq A$) and all results of surrounding the former letters by letters from $gl(B)$ (since $E \cdot A \cdot E \subseteq A$). Note that we always have $A \subseteq E \cdot A \cdot E$, as each global row begins and ends by a letter from $gl(B)$.

The proof of the lemma is based on the following fact saying that each word can be chopped horizontally into pictures $p_1, \ldots, p_k$ in such a way that each row of each $p_j$ either has length 1, or evaluates to an idempotent, or contains a letter from $E$.

Fact 7.3. Let $M'$ be a finite monoid and $w$ a word over $M'$. Then we can divide $w$ into fragments $w = w_1 \ldots w_k$ for $k \leq \exp(3|M'|)$ such that, for every $i$, either $|w_i| = 1$, or $\pi(w_i)$ is idempotent.

This fact is applied to a picture, in order to split it horizontally as in a diagonal schema.

Lemma 7.4. Let $p$ be a picture and $E \subseteq M$. Let $x$ be the number of rows of $p$ which contain only letters from $M \setminus E$ and let $y$ be the smallest number such that in each column of $p$ there are at most $y$ positions containing a letter from $M \setminus E$. Then, for some $k \leq \exp(3(y-x+1)|M|^y)$, we can divide $p$ horizontally into pictures $p_1, \ldots, p_k$ in such a way that each row of each $p_j$ either has length 1, or evaluates to an idempotent, or contains a letter from $E$.

Proof. We prove the claim by induction on $y - x$ (note that $x \leq y$). Consider the monoid $M' = M^x$ with coordinatewise multiplication. Let $I$ be the set of (numbers of) those rows which contain only letters from $E$ (by definition $|I| = x$). Let $w \in (M')^*$ be the word consisting of the rows of $p$ which are in $I$ (each letter contains the elements of $M$ appearing in the $x$ rows of a column). Applying Fact 7.3 to $w$, we obtain a factorisation $w = w_1 \ldots w_m$ for $m \leq \exp(3|M|^y) \leq \exp(3|M|^y)$ where each $w_j$ either has length 1, or evaluates to an idempotent. We divide $p$ into $p_1', \ldots, p_m'$ in the same way: the width of $p_j'$ is the same as the length of $w_j$. Then every row of each $p_j'$ which is in $I$ either has length 1, or evaluates to an idempotent. For each $p_j'$ we proceed in one of two ways.

- If each row of $p_j'$ which is not in $I$ contains a letter from $E$, this $p_j'$ satisfies the statement of the lemma.
- Otherwise, there exists a row of $p_j'$ not in $I$ which contains only letters from $M \setminus E$. Then $x' \geq x + 1$ and $y' \leq y$, where $x'$ is the number of rows of $p_j'$ which contain only letters from $M \setminus E$ and $y'$ is the smallest number such that in each column of $p_j'$ there are at most $y'$ positions containing a letter from $M \setminus E$. We use the inductive hypothesis for $p_j'$ to obtain a subdivision of $p_j'$ as required by the statement of the lemma.
Since each of the subdivisions returns at most \( \exp(3(y' - x' + 1)|M|^y) \leq \exp(3(y - x)|M|^y) \) pictures, in total we have at most \( m \cdot \exp(3(y - x)|M|^y) \leq \exp(3(y - x + 1)|M|^y) \) pictures.

Proof of Lemma 7.2. Set \( E = gl(B) \). First, we divide \( p \) into pictures \( p_1, \ldots, p_k \) by applying Lemma 7.4 to the picture \( p \) and to the set \( E \). Note that the number \( y \) in the statement of the lemma is equal to the maximal norm of a base language in \( B \), and that \( x \geq 0 \). We have \( k \leq \exp(3(y - x + 1)|M|^y) \leq \exp(3(y + 1)|M|^y) \). Let \( I_1 \) be the set of all those numbers \( i \) of rows of \( p \) such that the first or the last letter of the \( i \)-th row of some \( p_j \) is in \( M \setminus E \). Note that \( |I_1| \leq 2ky \) (where \( y \) is again the maximal norm of a base language in \( B \)): we look for letters from \( M \setminus E \) only in \( 2k \) columns (the first and the last column of each \( p_j \), and in each of these columns we have at most \( y \) letters from \( M \setminus E \). The picture \( p \) with this division is almost a diagonal schema as needed (when the rows from \( I_1 \) are treated as the special rows).

However we still need to reduce its size and ensure that \( E \subseteq A = E \cdot A \cdot E \).

For each \( i \), we denote by \( s_i \) the evaluation of the \( i \)-th row without the first and the last letter (so the value of the \( i \)-th row can be obtained by multiplying its first letter by \( s_i \) and by its last letter). Let \( I_2 \) be the set of numbers \( i \not\in I_1 \) of rows of \( p \) such that there are less than \(|E|^2 \) numbers \( j \not\in I_1 \) for which \( s_i = s_j \). Notice that \(|I_2| \leq |M|^3 \) (we have at most \(|E|^2 - 1 \leq |M|^2 \) rows for each of \( |M| \) possible values of \( s_i \)). Set \( I = I_1 \cup I_2 \).

Next, let \( A' \) be the set of \( s_i \) for all \( i \not\in I \). Let \( A = (E \cdot A' \cdot E) \cup E \) and let \( w \) contain those letters of \( \pi(p) \) which are not in \( A \) (as many times as they appear in \( \pi(p) \)); we take \( \rho = (wA^*)^{(\infty)} \). As \( E \) is idempotent, it follows that \( \pi(p) \in \rho \) and \( E \subseteq A = E \cdot A \cdot E \). It remains to construct a diagonal schema \( q \) for \( B \) that generates \( \rho \).

The width of \( q \) will be the same as of \( p \). We also divide \( q \) into \( q_1, \ldots, q_k \) of the same widths as \( p_1, \ldots, p_k \). We include in \( q \) all those rows of \( p \) which do not evaluate to an element of \( A \). These will be the special rows. Note that by the statement of Lemma 7.4, any row of \( p \) can be taken as a special row: inside each \( p_j \) it either has length 1, or evaluates to an idempotent, or it contains a letter belonging to \( E \). Moreover, all these rows are in \( I \); indeed, any other row \( i \not\in I \) evaluates to \( r \cdot s_i \cdot r' \), where \( s_i \in A' \) and \( r, r' \) are the first and the last letter of the row, which are in \( E \) by definition of \( I_1 \). Consequently, there are at most \(|I| \) such rows.

Then, for each \( s \in A' \) we consider \(|E|^2 \) rows \( i \not\in I \) for which \( s_i = s \) (we have at least \(|E|^2 \) such rows by definition of \( I_2 \)) and we modify them as follows. For each pair \( r, r' \in E \) we add to \( q \) one such row in which we replace the first letter by \( r \) and the last letter by \( r' \). These will be global rows. This works as the first and the last letter of each such row inside each \( p_j \) belong to \( E \) and the replaced letters are also in \( E \). Additionally, for each \( s \in E \), we add to \( q \) a row containing only letters from \( E \), which evaluates to \( s \) (as \( E \) is idempotent, we can find such rows of any desired length). These will also be global rows. This works since all letters of these rows are in \( E \).

We see that every column of \( q \) belongs to \( \bigcup B \): it is a column of \( p \) with some letters removed and some letters from \( E \) added. The special rows evaluate exactly to the letters of \( w \). The global rows of the first kind evaluate to all elements of \( E \cdot A' \cdot E \), and the global rows of the second kind to all elements of \( E \). Thus \( q \) generates the base language \( \rho \).

It remains to bound the size. The number of rows in \( q \) is at most

\[
|I| + |E| \cdot |A'| \cdot |E| + |E| \leq 2ky + 2|M|^3 + |M| \leq 2y \cdot \exp(3(y + 1)|M|^y) + 3|M|^3,
\]

where \( y \) is the maximal norm of a base language in \( B \). We denote the last number by \( \theta(B) \) (it depends only on \( B \) and \(|M|\)).

We also have to restrict the width of \( q \). Since we have started from an arbitrary picture \( p \), the width can be arbitrary; so we have to remove some columns. Fix some \( q_j \) that has more
We denote the last number by \( u \).
The word (in \( M \)) we have at most \( q \) columns, the properties of a diagonal schema are preserved. In total we have at most \( \eta(B) \) columns. We want to remove some not-marked columns, so that the resulting picture evaluates to the same word. For each number of columns \( i \), we can remove the columns number \( i + 1, \ldots, l \), and the whole new picture will still evaluate to \( \pi(q_j) \); we do this only when none of these columns is marked. We repeat this removal procedure as long as such pair of indices \( i, l \) exists. By the Pigeon Hole Principle, among any \(|M|^h + 1\) numbers we can find two \( i, l \) for which \( w_i = w_l \). Thus, after the removal, we have at most \((\theta(B) + 1) \cdot (|M|^h + 1) + 1\) columns in \( q_j \). Because we do not remove marked columns, the properties of a diagonal schema are preserved. In total we have at most \( k \cdot ((\theta(B) + 1) \cdot (|M|^h + 1) + 1) \leq \exp(3(y + 1)|M|^{y}) \cdot ((\theta(B) + 1) \cdot (|M|^h + 1) + 1) \) columns. We denote the last number by \( \eta(B) \). Note that \( \theta(B) \leq \eta(B) \). Thus, not only the width but also the height of \( q \) is bounded by \( \eta(B) \). □

7.3 Factorization Trees

In this subsection we present a new generalization of the Factorization Trees Theorem [16]. In this generalization the result in an “idempotent” node depends on some additional data in the arguments. This theorem will be used in Section 7.4 to decompose an arbitrary picture into pictures of the special form considered in Sections 7.1 and 7.2.

The nodes of our factorization trees will be labelled by elements of some set \( D \), possibly infinite. We also have a finite monoid \( M' \) and a projection \( \sigma : D \rightarrow M' \). The construction is parameterized by two functions. The function \( pr : D^2 \rightarrow D \) describes a product. The other function

\[
\text{st} : \{d_1 \ldots d_c \in D^+ \mid \sigma(d_1) = \cdots = \sigma(d_c) \text{ is idempotent}\} \rightarrow D
\]

describes an operation which will be used in idempotent nodes. We require that these functions satisfy the following axioms:

\[
\begin{align*}
(\ast) \quad & \sigma(pr(a, b)) = \sigma(a) \cdot \sigma(b), & \text{for all } a, b \in D, \\
(\ast\ast) \quad & \sigma(st(d_1 \ldots d_c)) = \sigma(d_1) \quad \text{or} \quad \sigma(st(d_1 \ldots d_c)) <_J \sigma(d_1), & \text{for all } d_1 \ldots d_c \in \text{dom(st)}.
\end{align*}
\]

The preorder \( \leq_J \) in the second axiom is defined by \( r \leq_J s \) if there are \( u_1, u_2 \) such that \( r = u_1 \cdot s \cdot u_2 \) (recall that each monoid contains an identity element, that is allowed as \( u_1 \) and \( u_2 \)). Two elements are \( J \)-equivalent, denoted \( r \sim_J s \), when \( r \leq_J s \) and \( s \leq_J r \). Equivalence classes of this relation are called \( J \)-classes. We write \( r <_J s \) when \( r \leq_J s \), but \( r \not\sim_J s \). A factorization tree is a tree labelled by elements of \( D \) whose nodes are of one of three forms:

- a leaf,
- a binary node with exactly two children; it is labelled by \( pr(d_1, d_2) \), where \( d_1, d_2 \) are the labels of its children,
- an idempotent node with at least three children labelled by \( d_1, \ldots, d_c \) such that \( \sigma(d_1) = \cdots = \sigma(d_c) \) is idempotent; the node itself is labelled by \( st(d_1 \ldots d_c) \).

The word (in \( D^+ \)) read from the leaves of a factorization tree \( t \) (from left to right) is called the input of \( t \), and the label of the root of \( t \) is called its output.
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Note that standard factorization trees as in [16] can be obtained by taking $D = M'$ and $st(e \ldots e) = e$. In computation trees for a stabilization monoid [11], we again have $D = M'$, but $st(e \ldots e)$ now depends on the number of arguments: it is $e$ for short sequences $e \ldots e$, and $e^2$ for longer $e \ldots e$. The key result is the existence of factorization trees of constant height as described in the following theorem.

**Theorem 7.5.** For every $v \in D^+$, there exists a factorization tree with input $v$ and height at most $2 \cdot 3(|M'| + 1)^2$.

This theorem can be proved basically in the same way as its version for stabilization monoids ([11], Theorem 3.3): the tree is constructed in a bottom-up way, so it is not a problem that the result in an idempotent node depends in some way on the subtree constructed below.

### 7.4 The Final Argument

In this subsection we conclude our proof of the missing implication of Theorem 5.1. The function $\eta$ is taken from Lemma 7.2. Let $B_{j}^{\leq n}$ be sets of base languages as in Theorem 5.1, for some finite set of base languages $B_0$. Each $B_j^{\leq n}$ is finite. Let $h$ be the smallest number greater than the norm of each base language in $B_j^{\leq n}$, where $x = 3 \cdot (2^{|M|} + 1)^2$. Take some picture $p$ of height $h$ each column of which belongs to $\bigcup B_0$ and for which $\pi(p) \in s^*$. Our goal is to find $\rho \in B_j^{\leq n}$ such that $s \in gl(\rho)$.

We use the theorem about factorization trees from the previous subsection. For $D$ we take the set of pairs $(w, \rho)$, where $w \in M^k$ and $\rho$ is a base language containing $w$. We set $M' = P(M)$ and $\sigma((w, \rho)) = gl(\rho)$. It remains to define the functions $pr$ and $st$.

To define $pr$, consider two letters $(w_1, \rho_1)$ and $(w_2, \rho_2)$ from $D$. Let $p$ be the picture with two columns $w_1$ and $w_2$. By Lemma 7.1, there exists a base language $\rho$ such that $\pi(p) \in \rho$, $gl(\rho) = gl(\rho_1) \cdot gl(\rho_2)$, and there exists a product schema for $\rho_1, \rho_2$ generating $\rho$. We define $pr((w_1, \rho_1), (w_2, \rho_2)) = (\pi(p), \rho)$. Then Axiom $(\ast)$ is satisfied because $gl(\rho) = gl(\rho_1) \cdot gl(\rho_2)$.

To define $st$, consider elements $(w_1, \rho_1) \ldots (w_k, \rho_k) \in D^+$ such that $gl(\rho_1) = \cdots = gl(\rho_k)$ is idempotent. Let $p$ be the picture with $k$ columns $w_1, \ldots, w_k$, set $B = \{\rho_1, \ldots, \rho_k\}$, and let $E = gl(B)$. Then $B$ is a uniform set of base languages and each column of $p$ belongs to $\bigcup B$. By Lemma 7.2, there exists a base language $\rho$ such that $\pi(p) \in \rho$, $E \subseteq gl(\rho) = E \cdot gl(\rho) \cdot E$, and there exists a diagonal schema for $B$ of width and height at most $\eta(B)$ generating $\rho$. We define $st((w_1, \rho_1) \ldots (w_k, \rho_k)) = (\pi(p), \rho)$. Observe that when $\rho_j \in B_j^{\leq n}$, for some $j$ and all $i$, then $\rho \in B_{j+1}^{\leq n}$. Axiom $(\ast\ast)$ is satisfied due to the following fact.

**Fact 7.6.** Let $E, A \subseteq M$ where $E$ is idempotent and $E \subseteq A = E \cdot A \cdot E$. Then either $A = E$ or $A <_E E$.

To conclude the proof, recall that $p$ is a picture of height $h$ each column of which belongs to $\bigcup B_0$ and such that $\pi(p) \in s^*$. We want to find a base language $\rho \in B_j^{\leq n}$ with $s \in gl(\rho)$. Consider a word $w = (d_1, \rho_1) \ldots (d_m, \rho_m) \in D^+$, where $d_i$ is the $i$-th column of $p$ and $\rho_i \in B_0$ is some base language with $d_i \in \rho_i$. By Theorem 7.5 there exists a factorization tree $t$ with height at most $x$ and input $w$. Let $(d, \rho)$ be its output. Note that $d = \pi(p) = s^h$ (by definition of $pr$ and $st$), and $d \in \rho$ (by definition of $D$). Moreover, $\rho \in B_j^{\leq n}$ (more generally, when a root of a subtree of height at most $i$ is labelled by some $(d', \rho')$, then $\rho' \in B_i^{\leq n}$). As $h$ is greater than the size of $\rho$, we have $s \in gl(\rho)$, which is what we wanted to prove.

---

2 One can obtain a bound of $3|M'|$, but this requires a more complicated proof.
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Abstract
We systematically study the computational complexity of a broad class of computational problems in phylogenetic reconstruction. The class contains for example the rooted triple consistency problem, forbidden subtree problems, the quartet consistency problem, and many other problems studied in the bioinformatics literature. The studied problems can be described as constraint satisfaction problems where the constraints have a first-order definition over the rooted triple relation. We show that every such phylogeny problem can be solved in polynomial time or is NP-complete. On the algorithmic side, we generalize a well-known polynomial-time algorithm of Aho, Sagiv, Szymanski, and Ullman for the rooted triple consistency problem. Our algorithm repeatedly solves linear equation systems to construct a solution in polynomial time. We then show that every phylogeny problem that cannot be solved by our algorithm is NP-complete. Our classification establishes a dichotomy for a large class of infinite structures that we believe is of independent interest in universal algebra, model theory, and topology. The proof of our main result combines results and techniques from various research areas: a recent classification of the model-complete cores of the reducts of the homogeneous binary branching C-relation, Leeb’s Ramsey theorem for rooted trees, and universal algebra.
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1 Introduction

Phylogenetic consistency problems are computational problems that have been studied for phylogenetic reconstruction in computational biology, but also in other areas dealing with large amounts of possibly inconsistent data about trees, such as computational genealogy or computational linguistics. Given a collection of partial information about a tree, we would like to know whether the information is consistent in the sense that there exists a single tree that is compatible with all the given partial information. A concrete example of a computational problem in this context is the rooted triple consistency problem. In an instance of this problem, we are given a set \( V \) of variables, and a set of triples from \( V^3 \), written in the form \( ab|c \) where \( a, b, c \in V \), and we would like to know whether there exists a rooted tree \( T \) whose leaves are from \( V \) such that for each of the given triples \( ab|c \) the youngest common ancestor of \( a \) and \( b \) in this tree is below the youngest common ancestor of \( a \) and \( c \). Aho, Sagiv, Szymanski, and Ullmann presented a polynomial-time algorithm for this problem [1].
Many computational problems that are defined similarly as the rooted triple consistency problem have been studied in the literature. Examples include the subtree avoidance problem (Ng, Steel, and Wormald [24]) and the forbidden triple problem (Bryant [16]) which are NP-hard problems. Bodirsky & Mueller [8] have determined the complexity of rooted phylogeny problems for the special case where the relations are disjunctive combinations of the rooted triple relation. This result covers, for instance, the subtree avoidance problem and the forbidden triple problem.

We present a considerable strengthening of this result, and classify the complexity of phylogeny problems for all sets of phylogeny constraints that can be first-order defined with the mentioned rooted triple relation and equality (of leaves). The reader should be aware that many problems of this type may appear exotic from a biological point of view — the name “phylogeny” should not be taken too literally. Our results show that each of the problem obtained in this way is either polynomial-time solvable or NP-complete. As we will demonstrate later (see Section 2), this class of problems is expressive enough to contain also unrooted phylogeny problems. A famous example of such an unrooted phylogeny problem is the quadruplet consistency problem (Steel [25]): here we are given a set $V$ of variables, and a set of quartets $ab:cd$ with $a,b,c,d \in V$, and we would like to know whether there exists a tree $T$ with leaves from $V$ such that for each of the given quartets $ab:cd$ the shortest path from $a$ to $b$ does not intersect the shortest path from $c$ to $d$ in $T$. Another phylogeny problem that has been studied in the literature and that falls into the framework of this paper (but not into the one in [8]) is the tree discovery problem [1]: here, the input consists of a set of 4-tuples of variables, and the task is to find a rooted tree $T$ such that for each quadruple $(x,y,u,v)$ in the input the youngest common ancestor of $x$ and $y$ is a proper descendant of the youngest common ancestor of $u$ and $v$.

The proof of the complexity classification is based on a variety of methods and results. Our first step is that we give an alternative description of phylogeny problems as constraint satisfaction problems (CSPs) over a countably infinite domain where the constraint relations are first-order definable over the (up to isomorphism unique) homogeneous binary branching $C$-relation, a well-known structure in model theory. We let $C$ denote this particular relation. A central result that simplifies our work considerably is a recent analysis of the endomorphism monoids of such relations [5]. Informally, this result implies that there are precisely four types of phylogeny problems: (1) trivial (i.e., if there is a solution, there is a constant solution), (2) rooted, (3) unrooted, and (4) degenerate cases that have been called equality CSPs [6]. Rooted and unrooted phylogeny problems will be introduced formally in Theorem 14. We will show that all unrooted phylogeny problems are NP-hard, and the complexity of all equality CSPs is already known.

The basic method to proceed from there is the algebraic approach to constraint satisfaction problems. Here, one studies certain sets of operations (known as polymorphisms) instead of analyzing the constraints themselves. An important tool to work with polymorphisms over infinite domains is Ramsey theory. In this paper, we need a Ramsey result for rooted trees due to Leeb [23], for proving that polymorphisms behave canonically on large parts of the domain (in the sense of Bodirsky & Pinsker [10]), and this allows us to perform a simplified combinatorial analysis.

Interestingly, all phylogeny problems that can be solved in polynomial time fall into one class and can be solved by the same algorithm. This algorithm is a considerable extension of the algorithm by Bodirsky & Mueller [8] for the rooted triple consistency problem, and the algorithm by Bodirsky & Mueller is in turn a considerable extension of the algorithm by Aho, Sagiv, Szymanski, and Ullmann [1]. The algorithm by Aho et al. is based on analysing
connected components in particular graphs while our algorithm is based on repeatedly solving systems of linear Boolean equations. An illustrative example of a phylogeny problem that can be solved in polynomial time by our algorithm, but not the algorithms from [1, 8], is the following computational problem: the input is a 4-uniform hypergraph with vertex set $V$; the question is whether there exists a rooted tree $T$ with leaf set $V$ such that every hyperedge in the input $T$ has two disjoint subtrees that each contain precisely two of the vertices of the hyperedge.

All phylogeny problems that cannot be solved by our algorithm are NP-complete. Our results are stronger than this complexity dichotomy, though, and we prove that every phylogeny problem satisfies a universal-algebraic dichotomy statement that holds for a large class of infinite structures (Theorem 24), which is of independent interest in the study of homogeneous structures and their polymorphism clones. In this respect, the situation is similar as in previous classifications for CSPs where the constraints are first-order definable over the order of the rationals $(\mathbb{Q}; <)$ from [7] or the random graph [11]. In comparison to these previous works, the dichotomy we present here is easier to state (there is just one tractable class), but harder to prove with the existing methods: in particular, unlike the situation for constraints that are first-order definable over the random graph [11], the polymorphisms that characterise the tractable cases cannot be chosen to be canonical (in the sense of Bodirsky & Pinsker [10]) on the entire domain. As such, our dichotomy provides an important test-case for potentially much wider classifications of CSPs over homogeneous structures.

The paper has the following structure. We give basic definitions concerning phylogeny problems in Section 2 and explain how these problems can be viewed as constraint satisfaction problems for reducts of the homogeneous binary branching $C$-relation. Section 3 provides a brief but self-contained introduction to the universal-algebraic approach. In Section 4 we translate structural properties of phylogenetic relations into definability properties in terms of syntactically restricted formulas, which we call affine Horn formulas. Here we also state our tractability result. In Section 5, we characterize the tractable class of phylogeny problems with polymorphisms. Finally, in Section 6 we put everything together and state and prove our main results including the previously mentioned complexity dichotomy. Section 5 can safely be skipped by readers that are only interested in the complexity dichotomy and not in the stronger algebraic dichotomy. A report version of this paper with full proofs can be found in the appendix.

## 2 Phylogeny problems

All structures in this paper are assumed to be countable. In this section, we first define (in Sections 2.1 and 2.2) a class of phylogeny problems and illustrate it by showing instances from this class that have been studied in the literature. We continue in Section 2.3 by showing how to formulate such phylogeny problems as constraint satisfaction problems over an infinite domain.

### 2.1 Rooted trees

We fix some standard terminology concerning rooted trees. Let $T$ be a tree (i.e., an undirected, acyclic, and connected graph) with a distinguished vertex $r$, the root of $T$. The vertices of $T$ are denoted by $V(T)$. All trees in this paper will be binary, i.e., all vertices except for the root have either degree 3 or 1, and the root has either degree 2 or 0. The leaves $L(T)$ of $T$ are the vertices of $T$ of degree one.
For $u, v \in V(T)$, we say that $u$ lies below $v$ if the path from $u$ to $r$ passes through $v$. We say that $u$ lies strictly below $v$ if $u$ lies below $v$ and $u \neq v$. The youngest common ancestor (yca) of a set of vertices $S \subseteq V(T)$ is the node $u$ that lies above all vertices in $S$ and has maximal distance from $r$; this node is uniquely determined by $S$.

**Definition 1.** The leaf structure of a binary rooted tree $T$ is the relational structure $(L(T); C)$ where $C(a, b, c)$ holds in $C$ if and only if yca$\{a, b, c\}$ lies below yca$\{a, b, c\}$ in $T$. We also call $T$ the underlying tree of the leaf structure.

It is well-known that a rooted tree is uniquely determined by its leaf structure.

**Definition 2.** For finite $S_1, S_2 \subseteq L(T)$, we write $S_1 | S_2$ if neither of yca$(S_1)$ and yca$(S_2)$ lies below the other. For sequences of (not necessarily distinct) vertices $x_1, \ldots, x_n$ and $y_1, \ldots, y_m$ with $n, m \geq 1$ we write $x_1, \ldots, x_n | y_1, \ldots, y_m$ if $(\bigcup_{1 \leq i \leq n} \{x_i\}) \cap (\bigcup_{1 \leq i \leq m} \{y_i\})$.

In particular, $x | y z$ (which is the notation that is typically used in the literature on phylogeny problems) is equivalent to $C(x, y, z)$.

Note that if $x | y z$ then this includes the possibility that $y = z$; however, $x | y z$ implies that $x \neq y$ and $x \neq z$. Hence, for every triple $x, y, z$ of leaves in a rooted binary tree, exactly one of $x | y z$, $y | x z$, $z | x y$, $x = y = z$ holds. Also note that $x_1, \ldots, x_n | y_1, \ldots, y_m$ if and only if $x_i x_j | y_k$ and $x_i y_k y_l$ for all $i, j \leq n$ and $k, l \leq m$.

### 2.2 Phylogeny problems

An atomic phylogeny formula is a formula of the form $x | y z$ or of the form $x = y$.

A phylogeny formula is a quantifier-free formula $\phi$ that is built from atomic phylogeny formulas with the usual Boolean connectives (disjunction, conjunction, negation).

We say that a phylogeny formula $\phi$ with variables $V$ is satisfiable if there exists a rooted binary tree $T$ and a mapping $s : V \rightarrow L(T)$ such that $\phi$ is satisfied by $T$ under $s$ (with the usual semantics of first-order logic). In this case we also say that $(T, s)$ is a solution to $\phi$.

Let $\Phi = \{\phi_1, \phi_2, \ldots\}$ be a finite set of phylogeny formulas. Then the phylogeny problem for $\Phi$ is the following computational problem.

**Phylo($\Phi$)**

**INSTANCE:** A finite set $V$ of variables, and a finite set $\Psi$ of phylogeny formulas obtained from phylogeny formulas $\phi \in \Phi$ by substituting the variables from $\phi$ by variables from $V$.

**QUESTION:** Is there a tree $T$ and a mapping $s : V \rightarrow L(T)$ such that $(T, s)$ satisfies all formulas from $\Psi$?

We use $x_1, \ldots, x_n | y_1, \ldots, y_m$ as a shortcut for $\bigwedge_{i,j \in \{1, \ldots, n\}, k,l \in \{1, \ldots, m\}} (y_k | x_i x_j \land x_i | y_k y_l)$ and we use all-diff$(x_1, \ldots, x_k)$ as a shortcut for $\bigwedge_{1 \leq i < j \leq k} x_i \neq x_j$.

**Example 3.** The following NP-complete problem was introduced and studied in a closely related form by Ng, Steel, and Wormald [24]. We are given a set of rooted trees on a common leaf set $V$, and we would like to know whether there exists a tree $T$ with leaf set $V$ such that, intuitively, for each of the given trees $T'$ the tree $T$ does not match with the tree $T'$. The hardness proof for this problem given Ng, Steel, and Wormald [24] shows that already the phylogeny problem Phylo$(\{x | y z \land \text{all-diff}(x, y, z), \neg (u | x y \land v | y u) \land \text{all-diff}(x, y, u, v)\})$, which can be seen as a special case of the problem above, is NP-hard.

**Example 4.** The quartet consistency problem described in the introduction can be cast as Phylo$(\{\phi\})$ where $\phi$ is the phylogeny formula $(x y | u \land x y | v) \lor (x | u v \land y | u v)$. Indeed, this
formula describes all rooted trees with leaves $x, y, u, v$ where the shortest path from $x$ to $y$ does not intersect the shortest path from $u$ to $v$ (whether or not this is true is in fact independent from the position of the root).

Our main result is a full classification of the computational complexity of Phylo$(\Phi)$.

**Theorem 5.** Let $\Phi$ be a finite set of phylogeny formulas. Then Phylo$(\Phi)$ is in P or NP-complete.

### 2.3 Phylogeny problems as CSPs

As mentioned in the introduction, every phylogeny problem can be formulated as a constraint satisfaction problem over an infinite domain. This reformulation will be essential for using universal-algebraic and Ramsey-theoretic tools.

Let $\Gamma$ be a structure with relational signature $\tau = \{R_1, R_2, \ldots\}$. This is, $\Gamma$ is a tuple $(D; R^1, R^2_1, \ldots)$ where $D$ is the (finite or infinite) domain of $\Gamma$ and where $R^k_i \subseteq D^k_i$ is a relation of arity $k_i$ over $D$. When $\Delta$ and $\Gamma$ are two $\tau$-structures, then a homomorphism from $\Delta$ to $\Gamma$ is a mapping $h$ from the domain of $\Delta$ to the domain of $\Gamma$ such that for all $R \in \tau$ and for all $(x_1, \ldots, x_k) \in R^k$, we have $(h(x_1), \ldots, h(x_k)) \in R^k$. Suppose that the signature $\tau$ of $\Gamma$ is finite. Then the constraint satisfaction problem for $\Gamma$, denoted by CSP$(\Gamma)$, is the following computational problem.

**CSP**($\Gamma$)

**INSTANCE:** A finite $\tau$-structure $\Delta$.

**QUESTION:** Is there a homomorphism from $\Delta$ to $\Gamma$?

We say that $\Gamma$ is the **template** or the constraint language of the problem CSP$(\Gamma)$. To formulate phylogeny problems as CSPs, let $\Phi = \{\phi_1, \ldots, \phi_n\}$ be a finite set of phylogeny formulas. If $x_1, \ldots, x_{k_i}$ are the variables of $\phi_i$, then we introduce a new relation symbol $R_i$ of arity $k_i$, and we write $\tau$ for the set of all these relation symbols.

For an instance $\Psi$ of Phylo$(\Phi)$ with variables $V$, we associate to $\Psi$ a $\tau$-structure $\Delta_\Phi$ with domain $V$ as follows. For $R \in \tau$ of arity $k$, the relation $R^\Delta$ contains the tuple $(y_1, \ldots, y_k) \in V^k$ if and only if the instance $\Psi$ contains a formula $\psi$ that has been obtained from a formula $\phi \in \Phi$ by replacing the variables $x_1, \ldots, x_k$ of $\phi$ by the variables $y_1, \ldots, y_k \in V$.

**Proposition 6.** Let $\Phi$ be a finite set of phylogeny formulas. Then there exists a $\tau$-structure $\Gamma_\Phi$ with countable domain $L$ and the following property: an instance $\Psi$ of Phylo$(\Phi)$ is satisfiable if and only if $\Delta_\Phi$ homomorphically maps to $\Gamma_\Phi$.

The structure $\Gamma_\Phi$ in Proposition 6 is by no means unique, and such structures are easy to construct. The specific choice for $\Gamma_\Phi$ presented below is important later in the proof of our complexity classification; as we will see, it has many pleasant model-theoretic properties. To define $\Gamma_\Phi$, we first define a ‘base structure’ $(L; C)$, and then define $\Gamma_\Phi$ in terms of $(L; C)$. The structure $(L; C)$ is a well-studied object in model theory and the theory of infinite permutation groups, and will be defined via Fraïssé-amalgamation. Homomorphisms from $\Gamma$ to $\Phi$ are called endomorphisms of $\Gamma$. An automorphism of $\Gamma$ is a bijective endomorphism whose inverse is also an endomorphism. The set containing all endomorphisms of $\Gamma$ is denoted $\text{End}(\Gamma)$ while the set of all automorphisms is denoted $\text{Aut}(\Gamma)$. A relational structure $\Gamma$ is called homogeneous if every isomorphism between finite induced substructures of $\Gamma$ can be extended to an automorphism of $\Gamma$. Homogeneous structures $\Gamma$ with finite relational signature are $\omega$-categorical, i.e., all countable structures that satisfy the same first-order sentences as $\Gamma$ are isomorphic (see e.g. Cameron [18] or Hodges [21]).
The Complexity of Phylogeny Constraint Satisfaction

When working with relational structures, it is often convenient to not distinguish between a relation and its relation symbol. For instance, when we write \((L(T), C)\) for a leaf structure (Definition 1), the letter \(C\) stands both for the relation symbol, and for the relation itself. This should never cause confusion.

▶ **Proposition 7** (Proposition 7 in Bodirsky, Jonsson, & Van Pham [5]). There exists an (up to isomorphism unique) homogeneous structure \((L; C)\) with the property that all its finite substructures are isomorphic to leaf structures of finite rooted binary trees.

The structure \((L; C)\) is well-studied in the literature, and the relation \(C\) is commonly referred to as the binary branching homogeneous \(C\)-relation.

▶ **Definition 8.** Let \(\Delta\) be a structure. Then a relational structure \(\Gamma\) with the same domain as \(\Delta\) is called a reduct of \(\Delta\) if all relations of \(\Gamma\) have a first-order definition in \(\Delta\) (using conjunction, disjunction, negation, universal and existential quantification, as usual).

It is well-known that all structures with a first-order definition in an \(\omega\)-categorical structures are again \(\omega\)-categorical (we refer once again to Hodges [21], Theorem 7.3.8; the analogous statement for homogeneity is false.) Furthermore, an \(\omega\)-categorical structure is homogeneous if and only if it has quantifier-elimination, that is, every first-order formula is over \(\Gamma\) equivalent to a quantifier-free formula; see Hodges [21].

**Proof of Proposition 6.** Let \(\Phi\) be a finite set of phylogeny formulas. Let \(\Gamma_\Phi\) be the reduct of \((L; C)\) defined as follows. For every \(\phi \in \Phi\) with free variables \(x_1, \ldots, x_k\), we have the \(k\)-ary relation \(R_\phi\) in \(\Gamma_\Phi\) which is defined by the formula \(\phi\) over \((L; C)\). It follows straightforwardly from the definitions that this structure has the properties required in the statement of Proposition 6.

Conversely, every CSP for a reduct \(\Gamma = (\mathbb{L}; R_1, \ldots, R_n)\) of \((L; C)\) corresponds to a phylogeny problem. Let \(\phi_i\) be a quantifier-free first-order definition of \(R_i\) in \((L; C)\). When \(\Delta\) is an instance of \(\text{CSP}(\Gamma)\), consider the instance \(\Psi\) of \(\text{Phyl}(\{\phi_1, \ldots, \phi_n\})\) where the variables \(V\) are the vertices of \(\Delta\), and where \(\Psi\) contains for every tuple \((v_1, \ldots, v_n) \in R_\Delta^n\) the formula \(\phi_i(v_1, \ldots, v_n)\). It is again straightforward to verify that \(\Delta\) homomorphically maps to \(\Gamma\) if and only if \(\Psi\) is a satisfiable instance of \(\text{Phyl}(\{\phi_1, \ldots, \phi_n\})\).

Therefore, the class of phylogeny problems corresponds precisely to the class of CSPs whose template is a reduct of \((L; C)\).

3 The universal-algebraic approach

We apply the so-called universal-algebraic approach to obtain our results. For a more detailed introduction to this approach, see Bodirsky [3]. We discuss some important concepts and present certain results in the following three subsections.

3.1 Primitive positive definability and interpretability

A first-order formula \(\phi\) with free variables \(z_1, \ldots, z_k\) over the signature \(\tau\) is primitive positive if it is of the form \(\exists x_1, \ldots, x_n (\psi_1 \land \cdots \land \psi_m)\), where \(\psi_1, \ldots, \psi_m\) are atomic, that is, of the form \(R(y_1, \ldots, y_k)\) or of the form \(y_1 = y_2\) for \(R \in \tau\) and \(y_1, \ldots, y_k \in \{x_1, \ldots, x_n, z_1, \ldots, z_k\}\). When \(\Gamma\) is a \(\tau\)-structure, then \(\phi\) defines over \(\Gamma\) a \(k\)-ary relation, namely the set of all \(k\)-tuples that satisfy \(\phi\) in \(\Gamma\). We let \(\langle \Gamma \rangle\) denote the set of all finitary relations that are primitive positive definable in \(\Gamma\). The following result motivates why we are interested in positive primitive definability in connection with the complexity of CSPs.

\[\text{Proposition 8.} \]
Lemma 9 (Jeavons [22]). Let \( \Gamma \) be a constraint language, and let \( \Gamma' \) be the structure obtained from \( \Gamma \) by adding the relation \( R \). If \( R \) is primitive positive definable in \( \Gamma \), then \( \text{CSP}(\Gamma) \) and \( \text{CSP}(\Gamma') \) are polynomial-time equivalent.

This result was originally proved for finite-domains CSPs but the proof extends immediately to infinite-domain CSPs.

Primitive positive interpretations are a generalisation of primitive positive definitions, and are often used for proving NP-hardness results: we refer the reader to Bodirsky [3] for more information about this. We will consider the relation \( \text{NAE} = \{0, 1\}^3 \setminus \{(0, 0, 0), (1, 1, 1)\} \) in connection with primitive positive interpretations. Clearly \( \text{CSP}([0, 1]; \text{NAE}) \) is NP-complete.

Definition 10. A relational \( \sigma \)-structure \( \Delta \) has a (first-order) interpretation \( I \) in a \( \tau \)-structure \( \Gamma \) if there exists a natural number \( d \), called the dimension of \( I \), and

- a \( \tau \)-formula \( \delta_I(x_1, \ldots, x_d) \) — called the domain formula,
- for each atomic \( \sigma \)-formula \( \phi(y_1, \ldots, y_k) \) a \( \tau \)-formula \( \phi_I(\overline{x}_1, \ldots, \overline{x}_k) \) where the \( \overline{x}_i \) denote disjoint \( d \)-tuples of distinct variables — called the defining formulas,
- a surjective map \( h \) from all \( d \)-tuples of elements of \( \Gamma \) that satisfy \( \delta_I \) to \( \Delta \) — called the coordinate map,

such that for all atomic \( \sigma \)-formulas \( \phi \) and all tuples in the domain of \( h \), \( \Delta \models \phi(h(\overline{a}_1), \ldots, h(\overline{a}_k)) \) if and only if \( \Gamma \models \phi_I(\overline{a}_1, \ldots, \overline{a}_k) \).

If the formulas \( \delta_I \) and \( \phi_I \) are all primitive positive, we say that the interpretation \( I \) is primitive positive. We say that \( \Delta \) is \( pp \) interpretable with parameters in \( \Gamma \) is \( \Delta \) has an interpretation \( I \) where the formulas \( \delta_I \) and \( \phi_I \) might involve elements from \( \Gamma \) (the parameters). That is, interpretations with parameters in \( \Gamma \) interpretations in the expansion of \( \Gamma \) by finitely many constants. The importance of primitive positive interpretations follows from the following lemma.

Lemma 11. Let \( \Gamma \) and \( \Delta \) be structures with finite relational signature. Suppose that \( \Gamma \) is \( \omega \)-categorical and that \( \Delta \) has a primitive positive interpretation in \( \Gamma \). Then there is a polynomial-time reduction from \( \text{CSP}(\Delta) \) to \( \text{CSP}(\Gamma) \). If \( \Gamma \) is a model-complete core, then the interpretation might even be with parameters and the conclusion of the lemma still holds.

3.2 Polymorphisms

Primitive positive definability can be characterised by preservation under so-called polymorphisms — this is the starting point of the universal-algebraic approach to constraint satisfaction (see, for instance, Bulatov, Jeavons, and Krokhin [17] for this approach over finite domains). The (direct, categorical, or cross-) product \( \Gamma_1 \times \Gamma_2 \) of two relational \( \tau \)-structures \( \Gamma_1 \) and \( \Gamma_2 \) is a \( \tau \)-structure on the domain \( D_{\Gamma_1} \times D_{\Gamma_2} \). For all relations \( R \in \tau \) the relation \( R((x_1, y_1), \ldots, (x_k, y_k)) \) holds in \( \Gamma_1 \times \Gamma_2 \) iff \( R(x_1, \ldots, x_k) \) holds in \( \Gamma_1 \) and \( R(y_1, \ldots, y_k) \) holds in \( \Gamma_2 \).

Homomorphisms from \( \Gamma^k = \Gamma \times \cdots \times \Gamma \) to \( \Gamma \) are called polymorphisms of \( \Gamma \). When \( R \) is a relation over the domain \( D \), then we say that \( f \) preserves \( R \) (or that \( R \) is closed under \( f \)) if \( f \) is a polymorphism of \( (D; R) \). Note that unary polymorphisms of \( \Gamma \) are endomorphisms of \( \Gamma \). When \( \phi \) is a first-order formula that defines \( R \), and \( f \) preserves \( R \), then we also say that \( f \) preserves \( \phi \).

The set of all polymorphisms \( \text{Pol}(\Gamma) \) of a relational structure forms an algebraic object called clone [26], which is a set of operations defined on a set \( D \) that is closed under composition and that contains all projections. The set \( \text{Pol}(\Gamma) \) is also locally closed, in the following sense. A set of functions \( \mathcal{F} \) with domain \( D \) is locally closed if every function \( f \) with the following property belongs to \( \mathcal{F} \): for every finite subset \( A \) of \( D \) there is some operation
$g \in \mathcal{F}$ such that $f(a) = g(a)$ for all $a \in A^k$. We write $\overline{F}$ for the smallest set that is locally closed and contains $F$.

Polymorphism clones can be used to characterise primitive positive definability over a finite structure; this follows from results by Bodnarchuk, Kaluzhin, Kotov, and Romov [15] and Geiger [20]. The characterisation remains true if the structure is $\omega$-categorical.

**Theorem 12 (Bodirsky & Nešetril [9])**. Let $\Gamma$ be an $\omega$-categorical structure. Then the primitive positive definable relations in $\Gamma$ are precisely the relations preserved by the polymorphisms of $\Gamma$.

### 3.3 Model-complete cores

Let $\Gamma$ and $\Delta$ be structures with relational signature $\tau$. A homomorphism of $\Gamma$ to $\Delta$ is said to be an embedding if it is injective and preserves $\neg R$ for all $R \in \tau$. The structure $\Gamma$ is a core if all its endomorphisms are embeddings. Note that endomorphisms preserve existential positive formulas, and embeddings preserve existential formulas. The structure $(\mathcal{L}; C)$ for example is a core.

A first-order theory $T$ is said to be model-complete if every embedding between models of $T$ preserves all first-order formulas. A structure is called model-complete if its first-order theory is model-complete. The structure $(\mathcal{L}; C)$ is model-complete since it is even homogeneous. We say that two structures $\Gamma$ and $\Delta$ are homomorphically equivalent if there exists a homomorphism from $\Gamma$ to $\Delta$, and one from $\Delta$ to $\Gamma$. Clearly, homomorphically equivalent structures have identical CSPs.

**Theorem 13 (Bodirsky [2])**. Let $\Gamma$ be an $\omega$-categorical structure. Then $\Gamma$ is homomorphically equivalent to an $\omega$-categorical model-complete core $\Delta$. The structure $\Delta$ is unique up to isomorphism, and again $\omega$-categorical.

Hence, we speak in the following of the model-complete core of an $\omega$-categorical structure. The model-complete cores of reducts of $(\mathcal{L}; C)$ have been classified recently [5].

**Theorem 14 (Bodirsky, Jonsson, & Pham [5])**. Let $\Gamma$ be a reduct of $(\mathcal{L}; C)$, and $\Delta$ its model-complete core. Then one of the following applies.

1. $\Delta$ has just one element.
2. $\Delta$ is isomorphic to a reduct of $(\mathcal{L}; =)$.
3. $\Delta = \Gamma$ has the same endomorphisms as $(\mathcal{L}; Q)$ where $Q$ is the relation defined by the formula given in Example 4 (the ‘unrooted’ situation).
4. $\Delta = \Gamma$ has the same endomorphisms as $(\mathcal{L}; C)$ (the ‘rooted’ situation).

Define the relations

$$C_d := \{(x, y, z) \in \mathcal{L}^3 : x |yz \land y \neq z\}, \text{ and}$$

$$Q_d := \{(x, y, u, v) \in \mathcal{L}^4 : Q(x, y, u, v) \land x \neq y \land u \neq v\}.$$

The following result is a consequence of Theorem 14.

**Lemma 15.** Let $\Gamma$ be a reduct of $(\mathcal{L}; C)$ which does not have a constant endomorphism and which is not homomorphically equivalent to an equality constraint language. Then $\Gamma$ is a model-complete core, and $C_d$ or $Q_d$ are primitive positive definable in $\Gamma$. 

4 Affine Horn formulas

Recall that a Boolean relation $R$ is called affine if it can be defined by a system of linear equation systems over the 2-element field. It is well-known (see e.g. [19]) that a Boolean relation is affine if and only if it is preserved by the function $(x, y, z) \mapsto x + y + z \pmod{2}$.

► Definition 16. Let $B \subseteq \{0, 1\}^n$ be a Boolean relation. Then $\phi_B(z_1, \ldots, z_n)$ stands for the formula

$$z_1 = \cdots = z_n \lor \bigvee_{t \in B \setminus \{(0,0,\ldots,0),(1,1,\ldots,1)\}} \{z_i : t_i = 0\} \{z_i : t_i = 1\}.$$ 

The formula $\phi_B$ is called affine if $B \cup \{(0,0,\ldots,0),(1,1,\ldots,1)\}$ is affine.

► Definition 17. An affine Horn clause is a formula of the form $x_1 \neq y_1 \lor \cdots \lor x_n \neq y_n$ or of the form $x_1 \neq y_1 \lor \cdots \lor x_n \neq y_n \lor \phi(z_1, \ldots, z_k)$ where $\phi$ is an affine formula. An affine Horn formula is a conjunction of affine Horn clauses. A relation $R \subseteq \mathbb{L}^k$ is called affine Horn if it can be defined by an affine Horn formula over $(\mathbb{L}; C)$. A phylogeny constraint language is called affine Horn if all its relations are affine Horn.

► Example 18. The relation $\{(z_1, z_2, z_3, z_4) \in \mathbb{L}^4 : z_1 z_2 z_3 z_4$ and $z_1 = z_2 \Leftrightarrow z_3 = z_4\}$ is affine Horn. To see this, first note that it can equivalently be defined by the formula

$$(z_1 z_2 z_3 z_4 \lor z_1 = z_2 \Leftrightarrow z_3 = z_4) \land (z_1 \neq z_2 \lor z_3 = z_4) \land (z_3 \neq z_4 \lor z_1 = z_2) \land z_1 \neq z_3.$$

It is sufficient to verify that each conjunct is an affine Horn clause. We do this here for the first conjunct. Consider the relation $R = \{(0,0,0,0), (1,1,0,0), (0,0,1,1), (1,1,1,1)\}$, which is affine since $(z_1, z_2, z_3, z_4) \in R$ if and only if $z_1 + z_2 = 0 \pmod{2}$ and $z_3 + z_4 = 0 \pmod{2}$. We see that $\phi_R(z_1, z_2, z_3, z_4)$ is equivalent to $z_1 = z_2 = z_3 = z_4 \lor z_1 z_2 \lor z_1 z_4$.

The relation $N := \{(x, y, z) \in \mathbb{L}^3 : (xy)z \lor x(yz)\}$ has been called the forbidden triple relation by Bryant [16] and it plays an important role in the classification. Bryant showed that CSP$(\mathbb{L}; N)$ is NP-complete. We are therefore particularly interested in those reducts $\Gamma$ of $(\mathbb{L}; C)$ where $N \not\in (\Gamma)$. We will prove later that when $\Gamma$ is a reduct of $(\mathbb{L}; C)$ with finite relational signature such that $C \in (\Gamma)$ and $N \not\in (\Gamma)$, then CSP$(\Gamma)$ is in P. The following result is the combinatorial heart of this paper.

► Theorem 19. Let $\Gamma$ be a reduct of $(\mathbb{L}; C)$ such that $C \in (\Gamma)$ and $N \not\in (\Gamma)$. Then all relations in $(\Gamma)$ are affine Horn.

In the proof of Theorem 19 we use the algebraic approach in combination with a Ramsey theorem for trees, due to Leeb[23]; also see Bodirsky [4]. The outline is as follows: if the relation $N$ is not primitive positive definable in $\Gamma$, there must be a polymorphism of $\Gamma$ that does not preserve it, by Theorem 12. We apply Ramsey theory to prove that polymorphisms of $\Gamma$ must behave canonically on large parts of the domain; the technique we use here is developed in a larger context by Bodirsky, Pinsker, and Tsankov [14]. The obtained polymorphisms in turn imply strong structural properties on the relations they preserve which can then be used to prove that all relations that are primitive positive definable in $\Gamma$ are affine Horn.

► Theorem 20. There is a polynomial-time algorithm that decides whether a given affine Horn formula is satisfiable over $(\mathbb{L}; C)$. 
We give a sketch of how the algorithm works. The key is a procedure which does the following: either it returns a solution where all variables take different values in L or it returns a set of variables that must take equal value in all solutions. If variables that are syntactically forced to be different are contracted, the algorithm rejects, and otherwise we find a solution after a linear number of variable contractions. The idea for the key procedure is as follows: we solve a particular affine Boolean equation system in order to determine which variables will be mapped below the same child of the root in a solution to the instance. This can be done in polynomial time by Gaussian elimination. If there is no solution, the procedure returns all variables, and if there is a solution, it recursively proceeds with two sub-instances induced by the solution to the equation system.

**Corollary 21.** Let Γ be a reduct of (L; C) which is affine Horn and has a finite signature. Then CSP(Γ) can be solved in polynomial time.

We can now prove Theorem 5.

**Proof of Theorem 5.** Let Γ be a reduct of (L; C) with finite relational signature and let Δ be the model-complete core of Γ. The structure Δ is homomorphically equivalent to Γ by Theorem 13 so CSP(Γ) and CSP(Δ) have the same complexity. We need to consider four cases by Lemma 15.

1. Δ has just one element and CSP(Δ) is trivially in P.
2. Δ is isomorphic to a reduct of (L, =) and CSP(Δ) is either in P or NP-hard by Bodirsky & Kára [6].
3. C_d ∈ ⟨Δ⟩. It is easy to show that if C_d ∈ ⟨Δ⟩, then C ∈ ⟨Δ⟩, too. In this case, the complexity of CSP(Δ) depends on whether N ∈ ⟨Δ⟩ or not. If N ∈ ⟨Δ⟩ then CSP(Δ) is NP-hard (Bryant [16]) as discussed in Section 4. Otherwise, Theorem 19 implies that all relations in Γ are affine Horn and CSP(Γ) is in P by Corollary 21.
4. Q_d ∈ ⟨Δ⟩ and CSP(Δ) is NP-hard due to Steel [25].

5. **Affine tree operations**

The border between NP-hardness and tractability for phylogeny problems can be stated in terms of polymorphisms. To characterize such polymorphisms, we introduce a certain kind of binary operations over L which we call **affine tree operations**. The syntactic characterization of affine Horn constraint languages (from Section 4) is convenient to work with when, for instance, constructing algorithms. However, it is not very convenient when studying polymorphisms. In this section, we construct an operation, called tx, such that every relation that is first order definable in (L; C) is preserved by tx if and only if it can be defined by an affine Horn formula. The operation tx is constructed as follows.

Let U, V be two finite subsets of L. A function f: L^2 → L is called **perfectly dominated** (by the first argument) on U × V if the following conditions holds.

- For all u_1, u_2, v_3 ∈ U and v_1, v_2, v_3 ∈ V if u_1|u_2v_3 then f(u_1, v_1)|f(u_2, v_2)f(u_3, v_3) and
- for all u ∈ U and v_1, v_2, v_3 ∈ V if v_1|v_2v_3 then f(u, v_1)|f(u, v_2)f(u, v_3).

Let f: L^2 → L be an affine Boolean equation system, and U be a finite subset of L. We inductively define whether f is **semidominated** on U^2 as follows. If U = ∅ or |U| = 1 then f is semidominated on U × U. Otherwise, f is semidominated on U × U if there are U_1, U_2 ⊆ U such that U = U_1 ∪ U_2, U_1|U_2, and the following conditions hold.

- f is semidominated on U_1 × U_1 and U_2 × U_2;
We say that an operation \( f : \mathbb{L}^2 \to \mathbb{L} \) is an **affine tree operation** if \( f \) is semidominated on \( U \times U \) for every finite subset \( U \) of \( \mathbb{L} \). We are now ready for the main result of this section.

**Theorem 22.** There exists an affine tree operation, which we call \( \text{tx} \), and endomorphisms \( e_1, e_2 \) of \((\mathbb{L}; C)\) such that \( e_1(\text{tx}(x,y)) = e_2(\text{tx}(y,x)) \) and for every reduct \( \Gamma \) of \((\mathbb{L}; C)\), the following are equivalent:

1. \( \Gamma \) is preserved by \( \text{tx} \).
2. all relations in \( \Gamma \) are affine Horn.
3. all relations in \( \Gamma \) are affine Horn.

The above theorem can be proved by the idea of the following lemma that comes from the proof of Proposition 6.6 in Bodirsky, Pinsker and Pongracz [13].

**Lemma 23.** Let \( \Delta \) be \( \omega \)-categorical, and \( f \in \text{Pol}^{(2)}(\Delta) \). Suppose that for every finite subset \( A \) of the domain \( D \) of \( \Delta \) there exists an \( \alpha \in \text{Aut}(\Delta) \) such that \( f(x,y) = \alpha(f(y,x)) \) for all \( x, y \in A \). Then there are \( e_1, e_2 \in \text{Aut}(\Delta) \) such that \( e_1(f(x,y)) = e_2(f(y,x)) \) for all \( x, y \in D \).

### 6 Main result

Our results are much stronger than the complexity classification from Theorem 5, though. We have a dichotomy for reducts of \((\mathbb{L}; C)\) which remains interesting even if \( \text{P}=\text{NP} \), and which we view as a fundamental result not just in the context of constraint satisfaction. Our dichotomy can be phrased in various different but equivalent ways, using terminology from universal algebra and topology; we mention that there is also an equivalent formulation using primitive positive interpretability. We first introduce the necessary concepts, and then state how they are linked together in the strongest formulation of our results.

Let \( C \) and \( D \) denote two clones as defined in Section 3. A function \( \xi : C \to D \) is called a **clone homomorphism** if it sends every projection in \( C \) to the corresponding projection in \( D \), and it satisfies the identity \( \xi(f(g_1, \ldots, g_n)) = \xi(f)(\xi(g_1), \ldots, \xi(g_n)) \) for all \( n \)-ary \( f \in C \) and all \( m \)-ary \( g_1, \ldots, g_n \in C \). Such a homomorphism \( \xi \) is **continuous** if the map \( \xi \) is continuous with respect to the topology of pointwise convergence, where the closed sets are precisely the sets that are locally closed as defined in Section 3. We write \( 1 \) for the clone on the set \( \{0,1\} \) that only contains the projections and carries the discrete topology.

A binary polymorphism of \( \Gamma \) is called **symmetric modulo endomorphisms** if there are endomorphisms \( e_1 \) and \( e_2 \) of \( \Gamma \) such that \( \forall x, y, e_1(f(x,y)) = e_2(f(y,x)) \).

**Theorem 24.** Let \( \Gamma \) be a reduct of \((\mathbb{L}; C)\), and let \( \Delta \) be the model-complete core of \( \Gamma \). Then the following are equivalent.

1. \( \Delta \) has a symmetric polymorphism modulo endomorphisms.
2. For all elements \( a_1, \ldots, a_n \) of \( \Delta \) there is no clone homomorphism from \( \text{Pol}(\Delta, a_1, \ldots, a_n) \) to \( 1 \).
3. For all elements \( a_1, \ldots, a_n \) of \( \Delta \) there is no continuous clone homomorphism from \( \text{Pol}(\Delta, a_1, \ldots, a_n) \) to \( 1 \).
4. For all elements \( a_1, a_2, \ldots, a_n \) of \( \Delta \) there is no primitive positive interpretation of \( \text{NAE} \) in \((\Delta, a_1, a_2, \ldots, a_n)\).

If these conditions apply, \( \text{CSP}(\Gamma) \) is in \( P \), otherwise \( \text{CSP}(\Gamma) \) is \( \text{NP-complete} \).
Proof sketch. The implication (1) ⇒ (2) can be shown to hold in general for \(\omega\)-categorical model-complete cores \(\Delta\) and the implication (2) ⇒ (3) is trivial. The implication (3) ⇒ (4) follows from Theorem 28 in [12]. For the implication (4) ⇒ (1), we use the classification of \(\Delta\) into four types from Theorem 14. For the first type, \(\Delta\) has just one element and hence satisfies item 1. For the second type, the statement follows from results by Bodirsky and Kára [6]; in fact, \(tx\) is a suitable polymorphism. For the third type, \(Q_d \in \langle \Gamma \rangle\) by Lemma 15 and one can show that \(Q \in \langle \Gamma \rangle\), too. Furthermore, NAE has a primitive positive definition in \((L; Q, a_1, a_2, a_3)\) for arbitrary pairwise distinct constants \(a_1, a_2, a_3 \in L\) so NAE has a primitive positive definition in \((\Gamma, a_1, a_2, a_3)\). By Theorem 28 in [12], there is a continuous clone homomorphism from \(\text{Pol}(\Gamma, a_1, a_2, a_3)\) to \(1\). We can disregard this case since it contradicts our basic assumption.

We now focus on the fourth type. It can be shown that in this case \(C \in \langle \Gamma \rangle\) by Lemma 15. If \(N \in \langle \Gamma \rangle\), then NAE has a primitive positive definition in \((N, a_1, a_2)\) where \(a_1, a_2 \in L\) are distinct constants. This contradicts (4). If \(N \notin \langle \Gamma \rangle\), then Theorem 19 implies that every relation in \(\langle \Gamma \rangle\) is affine Horn. By Theorem 22, \(tx\) is a binary commutative polymorphism modulo endomorphisms.

If items 1.—4. hold, then \(\Delta\) has only one element or \(tx\) is a binary polymorphism of \(\Gamma\). If the former holds, then \(\text{CSP}(\Gamma)\) is trivially in P. If the latter holds, then it follows from Theorems 20 and 22 that \(\text{CSP}(\Gamma)\) is in P. If items 1.—4. do not hold, then there is a clone homomorphisms from \((\Delta, a_1, \ldots, a_n)\) to \(1\) for some elements \(a_1, \ldots, a_n \in L\) and NAE has a primitive positive interpretation in an expansion of \(\Gamma\) with a finite number of constants. Thus, \(\text{CSP}(\Gamma)\) is NP-complete.

The fact that the continuity condition in item 3 of Theorem 24 can simply be dropped in item 2 is remarkable. Indeed, we do not know whether there is an \(\omega\)-categorical structure whose polymorphism clone homomorphically maps to \(1\), but not via a continuous clone homomorphism (see the discussion in [13]).

Suppose that \(\Gamma\) is a reduct of \((L; C)\) with finite relational signature such that \(C \in \langle \Gamma \rangle\). Then one might ask whether the meta-problem of deciding the complexity of \(\text{CSP}(\Gamma)\) is effective. Here we assume that \(\Gamma\) is given via quantifier-free first-order definitions of its relations in \((L; C)\). We can then use the techniques developed by Bodirsky, Pinsker, and Tsankov [14] to effectively test whether the relation \(N\) is in \(\langle \Gamma \rangle\). Thus, the meta-problem for phylogeny problems is decidable.
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Abstract

We consider the logic \(\text{mso+u}\), which is monadic second-order logic extended with the unbounding quantifier. The unbounding quantifier is used to say that a property of finite sets holds for sets of arbitrarily large size. We prove that the logic is undecidable on infinite words, i.e. the \(\text{mso+u}\) theory of \((\mathbb{N}, <)\) is undecidable. This settles an open problem about the logic, and improves a previous undecidability result, which used infinite trees and additional axioms from set theory.
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1 Introduction

A celebrated result of Büchi is that the monadic second-order (MSO) theory is decidable for the structure of natural numbers with order

\((\mathbb{N}, \leq)\).

Stated differently, satisfiability of MSO is decidable over infinite words. This paper shows that the decidability fails after MSO is extended with the unbounding quantifier. The unbounding quantifier, denoted by

\[ \text{U}X. \varphi(X), \]

binds a set variable \(X\) and says that \(\varphi(X)\) holds for arbitrarily large finite sets \(X\). As usual with quantifiers, the formula \(\varphi(X)\) might have other free variables beside of \(X\). Denote by \(\text{MSO+u}\) the extension of MSO by this quantifier. The main contribution of the paper is the following theorem.

\[ \textbf{Theorem 1.1.} \] The \(\text{MSO+u}\) theory of \((\mathbb{N}, \leq)\) is undecidable.

A corollary of the main theorem is undecidability of the logic \(\text{mso+inf}\), which is a logic on profinite words defined in [14], because decidability of \(\text{MSO+u}\) reduces to decidability of \(\text{MSO+inf}\). Another corollary is that the satisfiability on weighted infinite words is undecidable for the logic \(\text{AMSO}\) introduced in [1], again because of a reduction from decidability of \(\text{MSO+u}\).
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Background

The logic MSO+U was introduced in \([2]\), where it was shown that satisfiability is decidable for formulas on infinite trees where the U quantifier is only used once and not under the scope of set quantification. A significantly more powerful fragment of the logic, albeit for infinite words, was shown decidable in \([5]\) using automata with counters. These automata were further developed into the theory of cost functions initiated by Colcombet in \([10]\). The decidability result from \([5]\) entails decidability of the star height problem.

The difficulty of MSO+U comes from the interaction between the unbounding quantifier and quantification over possibly infinite sets. This motivated the study of WMSO+U, which is the variant of MSO+U where set quantification is restricted to finite sets. On infinite words, satisfiability of WMSO+U is decidable, and the logic has an automaton model \([3]\). Similar results hold for infinite trees \([7]\). The results from \([7]\) have been used to decide properties of CTL* \([9]\). Currently, the strongest decidability result in this line is about WMSO+U on infinite trees extended with quantification over infinite paths \([4]\). The latter result entails decidability of problems such as the realisability problem for prompt LTL \([13]\), deciding the winner in cost parity games \([11]\), or deciding certain properties of energy games \([8]\).

While the above results showed that fragments MSO+U can be decidable, and can be used to prove results not directly related to the logic itself, it was not known whether the full logic was decidable. The first evidence that MSO+U can be too expressive was given in \([12]\), where it was shown that MSO+U can define languages of infinite words that are arbitrarily high in the projective hierarchy from descriptive set theory. This result was used in \([6]\), where it was shown that, modulo a certain assumption from set theory (namely \(V=L\)), the MSO+U theory of the complete binary tree is undecidable. The result from \([6]\) implies that there can be no algorithm which decides MSO+U on the complete binary tree, and which has a correctness proof in the ZFC axioms of set theory. This paper strengthens the result from \([6]\) in two ways: first, we use no additional assumptions from set theory, and second, we prove undecidability for words and not trees.

2 Vector Sequences

It is clear that extending MSO by the ability to express precise equality of some quantities, like set sizes, immediately leads to undecidability. The idea behind our undecidability proof is to show that, under a certain encoding, MSO+U can express that two vector sequences have the same dimension. We begin by presenting some observations about vector sequences.

Define a number sequence to be an element of \(\mathbb{N}^\omega\), and define a vector sequence to be an element of \((\mathbb{N}^*)^\omega\), i.e. an infinite sequence of vectors of natural numbers of possibly different dimensions. We write \(f, g\) for vector sequences and \(f, g\) for number sequences. If \(f\) is a number sequence and \(f\) is a vector sequence, then we write \(f \in f\) if for every position \(i\), the \(i\)-th number in the sequence \(f\) appears in one of the coordinates of the \(i\)-th vector in the vector sequence \(f\). For example, the relationship \(f \in f\) is satisfied by

\[
\begin{align*}
\quad f = 0, 0, 0, \ldots \quad & \quad f = (0), (1, 0), (2, 1, 0), (3, 2, 1, 0), \ldots
\end{align*}
\]

Number sequences are called asymptotically equivalent if they are bounded on the same sets of positions. For example, the sequence of squares is asymptotically equivalent to every number sequence with infinite lim inf. A vector sequence \(f\) is called an asymptotic mix of a vector sequence \(g\) if every \(f \in f\) is asymptotically equivalent to some \(g \in g\). A vector sequence of dimension \(d\) is one where all vectors have dimension \(d\).
Lemma 2.1. Let \( d \in \mathbb{N} \). There exists a vector sequence of dimension \( d \) which is not an asymptotic mix of any vector sequence of dimension \( d - 1 \).

Proof. In the definitions above, a sequence is a family indexed by natural numbers – formally, a function from the indexing set \( \mathbb{N} \) to some universe. Since the definition of asymptotic mix does not use the order structure of the indexing set, in the proof of this lemma we allow families to be indexed by other countable sets, namely by vectors of natural numbers. All notions introduced above lift to the setting of families indexed by a fixed countable set. By induction on \( d \), we will prove the following claim about vector families indexed by \( \mathbb{N}^d \). We claim that the \( d \)-dimensional identity

\[
\text{id} : \mathbb{N}^d \to \mathbb{N}^d,
\]

is not an asymptotic mix of any vector family

\[
g : \mathbb{N}^d \to \mathbb{N}^{d-1}.
\]

The induction base of \( d = 1 \) is vacuous. Let us prove the claim for dimension \( d \) assuming that it has been proved for smaller dimensions.

Toward a contradiction, suppose that the \( d \)-dimensional identity is an asymptotic mix of some \( g : \mathbb{N}^d \to \mathbb{N}^{d-1} \). Consider the subset of arguments \( \{0\} \times \mathbb{N}^{d-1} \). The first coordinate of the \( d \)-dimensional identity is bounded on this subset, namely it is zero, and therefore there must be some \( g \in g \) which is bounded on this set. By permuting the vectors in \( g \), without loss of generality, we assume that the first coordinate of \( g \) is bounded on arguments from \( \{0\} \times \mathbb{N}^{d-1} \).

Let

\[
g' : \mathbb{N}^d \to \mathbb{N}^{d-2}
\]

be the vector family obtained from \( g \) by removing the first coordinate. Let

\[
\pi_i : \mathbb{N}^d \to \mathbb{N} \quad \text{with } i \in \{2, \ldots, d\}
\]

be the projection onto the \( i \)-th coordinate, which satisfies \( \pi_i \in \text{id} \). Therefore, each \( \pi_i \) must be asymptotically equivalent to some \( g_i \in g \). Let \( X_i \subseteq \mathbb{N}^d \) be the set of arguments \( x \) where \( g_i \) agrees with the first coordinate of \( g \). In other words, when restricted to arguments outside \( X_i \) the projection \( \pi_i \) is asymptotically equivalent to some \( g_i \in g' \). Since the first coordinate of \( g \) is bounded on the set \( \{0\} \times \mathbb{N}^{d-1} \), it follows that there is some \( c_i \in \mathbb{N} \) such that \( X_i \) does not contain any arguments which have zero on the first coordinate and at least \( c_i \) on the \( i \)-th coordinate. Taking \( c \) to be the maximum of all \( c_2, \ldots, c_d \), we see that none of the sets \( X_2, \ldots, X_d \) intersects the set

\[
X = \{(0, n_2, \ldots, n_d) : n_2, \ldots, n_d \geq c\}.
\]

It is easy to observe that the vector family

\[
(0, n_2, \ldots, n_d) \in X \quad \mapsto \quad (n_2, \ldots, n_d)
\]

is an asymptotic mix of \( g' \) (restricted to \( X \)), which is a vector family of dimension \( d - 2 \). This contradicts the induction assumption, because the vector family in (1) is the \( (d - 1) \)-dimensional identity, up to reindexing.

A vector sequence is said to have bounded dimension if there is some \( d \) such that all vectors in the sequence have dimension at most \( d \). A vector sequence is said to tend to
infinity if for every $n$, all but finitely many vectors in the sequence have all entries at least $n$. We order vector sequences coordinatewise in the following way: we write $f \leq g$ if for every $i$, the $i$-th vectors in both sequences have the same dimension, and the $i$-th vector of $f$ is coordinatewise smaller or equal to the $i$-th vector of $g$. A corollary of the above lemma is the following lemma, which characterises dimensions in terms only of boundedness properties.

**Lemma 2.2.** Let $f_1, f_2$ be vector sequences of bounded dimensions which tend to infinity. Then the following conditions are equivalent:
1. on infinitely many positions $f_1$ has a vector of higher dimension than $f_2$;
2. there exists some $g_1 \leq f_1$ which is not an asymptotic mix of any $g_2 \leq f_2$.

**Proof.** Say that two vector sequences are asymptotically equivalent if they have the same dimension $d$, and for each coordinate $i \in \{1, \ldots, d\}$ the corresponding number sequences are asymptotically equivalent. Vector sequences that tend to infinity are maximal with respect to asymptotical equivalence in the following sense: if a vector sequence $f$ of fixed dimension $d$ tends to infinity, then for every vector sequence $h$ of the same dimension there exists an asymptotically equivalent vector sequence $g \leq f$ (to obtain such $g$, on each coordinate of each position we can take the minimum of the two numbers appearing in this place in $f$ and $h$). A corollary of this observation is that if $f_2$ is a vector sequence of bounded dimension which tends to infinity, then every vector sequence at each (or at each except finitely many) position having dimension smaller or equal to the dimension of $f_2$ is an asymptotic mix of some $g_2 \leq f_2$. This corollary gives the implication 2$\rightarrow$1 in the lemma.

For the implication 1$\rightarrow$2, we use Lemma 2.1. Let $d_1$ be such that on an infinite set $X \subseteq \mathbb{N}$ of positions $f_1$ has dimension $d_1$ and $f_2$ has a smaller dimension. By Lemma 2.1, there is a vector sequence

$h : X \rightarrow \mathbb{N}^{d_1}$

of dimension $d_1$ which is not an asymptotic mix of any vector sequence of smaller dimension. As we have observed, $h$ is asymptotically equivalent to some $g_1 \leq f_1$ (when restricted to positions from $X$), because $f_1$ tends to infinity on all coordinates. Therefore, $g_1$ is not an asymptotic mix of any $g_2 \leq f_2$ on $X$, since such a vector sequence $g_2$ has strictly smaller dimension. We can arbitrarily extend $g_1$ to all positions outside of $X$, and still it will not be an asymptotic mix of any $g_2 \leq f_2$. ◀

### 3 Encoding a Minsky Machine

We now use the results on vector sequences from the previous section to prove undecidability of MSO+U. To do this, it will be convenient to view an infinite word as a sequence of finite trees of bounded depth, in the following sense. Consider a word

$w \in \{1, 2, 3, \ldots, n\}^\omega$

which has infinitely many 1’s. We view such a word as an infinite sequence of trees of depth (at most) $n$, denoted by $\text{tree}(w)$, as described in Figure 1.

The key to the undecidability proof is the following lemma, which says that, in a certain asymptotic sense, degrees can be compared for equality. Here the degree of a tree node is defined to be the number of its children.

**Lemma 3.1.** There is an MSO+U formula, which defines the set of words

$w \in \{1, 2, 3\}^\omega$

which have infinitely many 1’s and such that $\text{tree}(w)$ has the following properties:
Figure 1 An example of $\text{tree}(w)$ for $n = 3$. Formally speaking, the leaves of $\text{tree}(w)$ are positions with label $n$, while the tree structure is defined by the following rule. For $1 \leq i < n$, two leaves which correspond to positions $x$ and $y$ with label $n$ have a common ancestor at depth $i$ if and only if there is no position between $x$ and $y$ which has label in $\{1, \ldots, i\}$. In particular, if between $x$ and $y$ there is a position with label $1$, then $x$ and $y$ are in different trees of the sequence. Note that the mapping $w \mapsto \text{tree}(w)$ is not one-to-one, e.g. in the picture, the first $2$ just after the first $1$ could be removed from $w$ without affecting $\text{tree}(w)$.

(a) the degree of depth-2 nodes tends to infinity;
(b) all but finitely many nodes of depth 1 have the same degree.

Proof. Condition (a) is easily seen to be expressible in $\text{mso} + \text{u}$. One says that for every infinite set of depth-2 nodes, their degrees are unbounded.

Let us focus on condition (b). Fix a word $w$ with infinitely many $1$'s as in the statement of the lemma. For an infinite set $X$ of depth-1 nodes, define

$$f_X : \mathbb{N} \rightarrow \mathbb{N}^*$$

to be the vector sequence, where the $i$-th vector is the sequence of degrees of the children of the $i$-th node from $X$. Condition (a) says that if $X$ is the set of all depth-1 nodes, then $f_X$ tends to infinity, which implies that $f_X$ also tends to infinity for any other infinite set $X$ of depth-1 nodes.

Call two sets $X, Y$ of depth-1 nodes alternating if every two nodes in $X$ are separated by a node in $Y$, and vice versa. Condition (b) is equivalent to saying that

- depth-1 nodes have bounded degree;
- one cannot find infinite alternating sets $X, Y$ of depth-1 nodes such that infinitely often $f_X$ has strictly bigger dimension than $f_Y$.

The first condition is clearly expressible in $\text{mso} + \text{u}$. The second condition, thanks to Lemma 2.2, can be restated as: one cannot find infinite alternating sets $X, Y$ of depth-1 nodes such that there is some $g_X \leq f_X$ which is not an asymptotic mix of any $g_Y \leq f_Y$. This is expressible in $\text{mso} + \text{u}$ (the quantification over vector sequences $g_X \leq f_X$ amounts to selecting a subset of depth-3 nodes that are descendants of nodes in $X$).

Minsky Machines

To prove undecidability, we reduce emptiness for Minsky machines to deciding $\text{mso} + \text{u}$. By a Minsky machine we mean a (possibly nondeterministic) device which has a finite state space, and two counters that can be incremented, decremented, and tested for zero. It is undecidable whether a given Minsky machine has an accepting run, i.e. one which begins in a designated initial state with zero on both counters, and ends in a designated final state.
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Let $\rho$ be a finite run of a Minsky machine of length $d$. We say that a vector of natural numbers $(n_1, \ldots, n_d)$ describes the run $\rho$ if, for $i = 1, \ldots, d$, the numbers $n_{2i-1}, n_{2i}$ store the value of the two counters in the $i$-th configuration of $\rho$. Note that this description does not specify fully the run $\rho$, as the state information is missing. The following lemma contains the reduction of Minsky machine emptiness to satisfiability of MSO+U.

Lemma 3.2. For every Minsky machine, one can compute a formula of MSO+U which defines the set of words

$$w \in \{1, 2, 3, 4\}^\omega$$

which have infinitely many 1’s and such that $\text{tree}(w)$ has the following properties, which are illustrated in Figure 2:

(a) the degree of depth-3 nodes tends to infinity;
(b) all but finitely many depth-1 nodes have the same degree $d$;
(c) for every $i \in \{1, \ldots, d\}$, all but finitely many depth-2 nodes that are an $i$-th child have the same degree, call it $n_i$;
(d) $n_1 - 1, \ldots, n_d - 1$ describe some accepting run of the Minsky machine.

Proof. Condition (a) is clearly expressible in MSO+U.

We say that a sequence of trees of depth 3 is well-formed if the degree of depth-2 nodes tends to infinity, and that it has almost constant degree if all but finitely many depth-1 nodes have the same degree. Lemma 3.1 says that MSO+U can express the conjunction of being well-formed and having almost constant degree. We will use this property to define conditions (b), (c) and (d).

Define the flattening of $\text{tree}(w)$ to be the sequence of depth-3 trees obtained from $\text{tree}(w)$ by removing all depth-3 nodes and connecting all depth-4 nodes directly to their depth-2 grandparents. By condition (a), the flattening is well-formed. Since the flattening does not change the degree of depth-1 nodes, condition (b) is the same as saying that the flattening has almost constant degree, and therefore can be expressed in MSO+U thanks to Lemma 3.1.

Define a depth-2 selector with offset $i$ to be a set of nodes $X$ in the tree $\text{tree}(w)$ which selects exactly one child for every depth-1 node (and therefore $X$ contains only depth-2 nodes), and all but finitely many nodes in $X$ are an $i$-th child. A depth-2 selector, without $i$ being mentioned, is a depth-2 selector for some $i$. Being a depth-2 selector is equivalent to saying that one gets a well-formed sequence of almost constant degree if one keeps only nodes from $X_e$ and their descendants, where $X_e$ is the set of nodes of depth 2 that have a sibling from $X$ to the right. Therefore, being a depth-2 selector is definable in MSO+U. Condition (c) is the same as saying that for every depth-2 selector $X$, if one only keeps the
nodes from $X$ and their descendants, then the resulting sequence has almost constant degree, which can be expressed in $\mathit{mso+u}$ thanks to Lemma 3.1.

We are left with condition (d) about Minsky machines. We say that a depth-2 selector $X$ represents zero, if all but finitely many nodes in $X$ have degree one (recall that condition (d) uses $n_i - 1$ to represent a counter value, because a depth-2 node cannot have degree zero). Representing zero is definable in first-order logic. If $X,Y$ are selectors, we say that $Y$ increments $X$ if there is some $n$ such that all but finitely many nodes in $X$ have degree $n$, and all but finitely many nodes in $Y$ have degree $n + 1$. This is equivalent to saying that if one keeps only nodes from $X \cup Y$ and their descendants, and then removes one subtree of every node from $Y$, then the resulting sequence of depth-3 trees has almost constant degree. Therefore incrementation is definable in $\mathit{mso+u}$ (technically, one needs to translate the above tree properties to word properties, via the encoding from Figure 1). Using formulas for representing zero and incrementation, it is easy to formalise condition (d) in $\mathit{mso+u}$ (the formula first guesses the missing state information to fully specify the run $\rho$, and then verifies its consistency with the Minsky machine).

In particular, the formula computed in Lemma 3.2 is satisfiable if and only if the Minsky machine has an accepting run. This yields undecidability of $\mathit{mso+u}$ on infinite words, which is the same as our main Theorem 1.1.

**Quantifier Complexity**

Here we examine the quantification structure of the formulas in the undecidability proof. We count the number of blocks of quantifiers of same type. We do not claim that the formulas are optimal.

The more interesting part of the formula in Lemma 3.1 says: for all sets $X$, $Y$ and functions $g_X$ there exists a function $g_Y$ such that $g_X$ is an asymptotic mix of $g_Y$. The condition “$g_X$ is an asymptotic mix of $g_Y$” is expressed as: for every $g_X \in g_X$ there exists $g_Y \in g_Y$ such that for every set of positions $Z$ either both $g_X$ and $g_Y$ are bounded on $Z$ or none of them is. Thus the entire formula has six blocks of quantifiers, starting from universal quantifiers (where the most internal quantifiers are $\exists$ and negations of $\forall$).

The formula from Lemma 3.2 says: there exists an infinite word (a labelling of $(\mathbb{N}, \leq)$) and a labelling by states of the Minsky machine, such that for every set $X$ either $X$ is not a depth-2 selector or the children selected by $X$ satisfy appropriate conditions. Saying that $X$ is not a depth-2 selector amounts to using the formula from Lemma 3.1 negatively, starting from an existential quantifiers. The rest of the condition about $X$ says that all but finitely many nodes in $X$ have the same degree, and that the degree of these nodes is smaller/greater by one than the degree of the left siblings of nodes in $X$, which is expressible by using the formula from Lemma 3.1 positively. Concluding, the whole formula uses eight nested blocks of quantifiers: seven blocks of alternating existential and universal quantifiers, ended by quantifiers $\exists$ and negations of $\forall$.
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Abstract

In this paper we focus on problems which do not admit a constant-factor approximation in polynomial time and explore how quickly their approximability improves as the allowed running time is gradually increased from polynomial to (sub-)exponential.

We tackle a number of problems: For Min Independent Dominating Set, Max Induced Path, Forest and Tree, for any $r(n)$, a simple, known scheme gives an approximation ratio of $r$ in time roughly $r^{n/r}$. We show that, for most values of $r$, if this running time could be significantly improved the ETH would fail. For Max Minimal Vertex Cover we give a non-trivial $\sqrt{r}$-approximation in time $2^{n/r}$. We match this with a similarly tight result. We also give a $\log r$-approximation for Min ATSP in time $2^{n/r}$ and an $r$-approximation for Max Grundy Coloring in time $r^{n/r}$.

Furthermore, we show that Min Set Cover exhibits a curious behavior in this super-polynomial setting: for any $\delta > 0$ it admits an $m^\delta$-approximation, where $m$ is the number of sets, in just quasi-polynomial time. We observe that if such ratios could be achieved in polynomial time, the ETH or the Projection Games Conjecture would fail.
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1 Introduction

One of the central questions in combinatorial optimization is how to deal efficiently with NP-hard problems, with approximation algorithms being one of the most widely accepted approaches. Unfortunately, for many optimization problems, even approximation has turned out to be hard to achieve in polynomial time. This has naturally led to a more recent turn towards super-polynomial and sub-exponential time approximation algorithms. The goal of this paper is to contribute to a systematization of this line of research, while adding new positive and negative results for some well-known optimization problems.

For many of the most paradigmatic NP-hard optimization problems the best polynomial-time approximation algorithm is known (under standard assumptions) to be the trivial
algorithm. In the super-polynomial time domain, these problems exhibit two distinct types of behavior. On the one hand, APX-complete problems, such as MAX-3SAT, have often been shown to display a “sharp jump” in their approximability. In other words, the only way to obtain any improvement in the approximation ratios for such problems is to accept a fully exponential running time, unless the Exponential Time Hypothesis (ETH) is false [22].

A second, more interesting, type of behavior is displayed on the other hand by problems which are traditionally thought to be “very inapproximable”, such as CLIQUE. For such problems it is sometimes possible to improve upon the (bad) approximation ratios achievable in polynomial time with algorithms running only in sub-exponential time. In this paper, we concentrate on such “hard” problems and begin to sketch out the spectrum of trade-offs between time and approximation that can be achieved for them.

On the algorithmic side, the goal of this paper is to design time-approximation trade-off schemes. By this, we mean an algorithm which, when given an instance of size $n$ and an (arbitrary) approximation ratio $r > 1$ as a target, produces an $r$-approximate solution in time $T(n,r)$. The question we want to answer is what is the best function $T(n,r)$, for each particular value of $r$. Put more abstractly, we want to sketch out, as accurately as possible, the Pareto curve that describes the best possible relation between worst-case approximation ratio and running time for each particular problem. For several of the problems we examine the best known trade-off algorithm is some simple variation of brute-force search in appropriately sized sets. For some others, we present trade-off schemes with much better performance, using ideas from exponential-time and parameterized algorithms, as well as polynomial-time approximation.

Are the trade-off schemes we present optimal? A naive way to answer this question could be to look at an extreme, already solved case: set $r$ to a value that makes the running time polynomial and observe that the approximation ratios of our algorithms generally match (or come close to) the best-known polynomial-time approximation ratios. However, this observation does not alone imply satisfactorily the optimality of a trade-off scheme: it leaves open the possibility that much better performance can be achieved when $r$ is restricted to a different range of values. Thus, the second, perhaps more interesting, direction of this paper is to provide lower bound results (almost) matching several of our algorithms for any point in the trade-off curve. For a number of problems, these results show that the known schemes are (essentially) the best possible algorithms, everywhere in the domain between polynomial and exponential running time. We stress that we obtain these much stronger sub-exponential inapproximability results relying only on standard, appropriately applied, PCP machinery, as well as the ETH.

**Previous work.** Moderately exponential and sub-exponential approximation algorithms are relatively new topics, but most of the standard graph problems have already been considered in the trade-off setting of this paper. For MAX INDEPENDENT SET and MIN COLORING an $r$-approximation in time $c^{r^r}$ was given by Bourgeois et al. [5, 3]. For MIN SET COVER, a log $r$-approximation in time $c^{n/r}$ and an $r$-approximation in time $c^{m/r}$, where $n, m$ are the number of elements and sets respectively, were given by Cygan, Kowalik and Wykurz [8, 4]. For MIN INDEPENDENT DOMINATING SET an $r$-approximation in $c^{n \log r/r}$ is given in [2]. An algorithm with similar performance is given for BANDWIDTH in [9] and for CAPACITATED DOMINATING SET in [10]. In all the results above, $c$ denotes some appropriate constant.

On the hardness side, the direct inspiration of this paper is the recent work of Chalermsook, Laekhanukit and Nanongkai [6] where the following was proved.
Theorem 1 ([6]). For all \( \varepsilon > 0 \), for all sufficiently large \( r = O(n^{1/2-\varepsilon}) \), if there exists an \( r \)-approximation for \textsc{Max Independent Set} running in \( 2^{n^{1-\varepsilon/r+\varepsilon}} \), then there exists a randomized sub-exponential algorithm for \textsc{3-SAT}.

Theorem 1 essentially showed that the very simple approximation scheme of [5] is probably “optimal”, up to an arbitrarily small constant in the second exponent, for a large range of values of \( r \) (not just for polynomial time). The hardness results we present in this paper follow the same spirit and in fact also rely on the technique of appropriately combining PCP machinery with the ETH, as was done in [6]. To the best of our knowledge, \textsc{Max Independent Set} and \textsc{Max Induced Matching} (for which similar results are given in [6]) are the only problems for which the trade-off curve has been so accurately bounded. The only other problem for which the optimality of a trade-off scheme has been investigated is \textsc{Min Set Cover}. For this problem the work of Moshkovitz [21] and Dinur and Steurer [12] showed that there is a constant \( c > 0 \) such that \( \log r \)-approximating \textsc{Min Set Cover} requires time \( 2^{(\alpha^c)/r} \). It is not yet known if this constant \( c \) can be brought arbitrarily close to 1.

Summary of results

In this paper we want to give upper and lower bound results for trade-off schemes that match as well as the algorithm of [5] and Theorem 1 do for \textsc{Max Independent Set}; we achieve this for several problems (all of them are defined in Appendix).

- For \textsc{Min Independent Dominating Set}, there is no \( r \)-approximation in \( 2^{(1-\varepsilon/r)\log r} \) for any \( r \), unless the deterministic ETH fails. This result is achieved with a direct reduction from a quasi-linear PCP and is stronger than the corresponding result for \textsc{Max Independent Set} (Theorem 1) in that the reduction is deterministic and works for all \( r \).

- For \textsc{Max Induced Path}, there is no \( r \)-approximation in \( 2^{(\alpha^c)/r} \) for any \( r < n \), unless the deterministic ETH fails. This is shown with a direct reduction from \textsc{3-SAT}, which gives a sharper running time lower bound. For \textsc{Max Induced Tree} and \textsc{Forest} we show hardness results similar to Theorem 1 by reducing from \textsc{Max Independent Set}.

- For \textsc{Max Minimal Vertex Cover} we give a scheme that returns a \( \sqrt{r} \)-approximation in \( c^{\sqrt{r}} \) for any \( r > 1 \). We complement this with a reduction from \textsc{Max Independent Set} which establishes that a \( \sqrt{r} \)-approximation in time \( 2^{(1-\varepsilon/r)\log r} \) (for any \( r \)) would disprove the randomized ETH.

- For \textsc{Min ATSP} we adapt the classical \( \log n \)-approximation into a \( \log r \)-approximation in \( c^{\log r} \). For \textsc{Max Grundy Coloring} we give a simple \( r \)-approximation in \( c^{\log r} \). For both problems membership in APX is still an open problem.

- Finally, we consider \textsc{Min Set Cover}. Its approximability in terms of \( m \) is poorly understood, even in polynomial time. With a simple refinement of an argument given in [23] we show how to obtain for any \( \delta > 0 \) an \( m^{\delta} \)-approximation in quasi-polynomial time \( 2^{\log(1-\delta)/\delta} \). We also observe that, if the ETH and the Projection Games Conjecture [21] are true, there exists \( c > 0 \) such that \( m^{\delta} \)-approximation cannot be achieved in polynomial time. This would imply that the approximability of \textsc{Min Set Cover} changes dramatically from polynomial to quasi-polynomial time. The only other problem which we know to exhibit this behavior is \textsc{Graph Pricing} [6].

2 Preliminaries and Baseline Results

Algorithms

In this paper we consider time-approximation trade-off schemes. Such a scheme is an algorithm that, given an input of size \( n \) and a parameter \( r \), produces an \( r \)-approximate
solution (that is, a solution guaranteed to be at most a factor $r$ away from optimal) in time $T(n,r)$. Sometimes we will overload notation and allow trade-off schemes to have an approximation ratio that is some other function of $r$, if this makes the function $T(n,r)$ simpler. We begin with an easy, generic, such scheme, that simply checks all subsets of a certain size.

**Theorem 2.** Let $\Pi$ be an optimization problem on graphs, for which the solution is a set of vertices and feasibility of a solution can be verified in polynomial time. Suppose that $\Pi$ satisfies one of the following sets of conditions:

1. The objective is $\min$ and some solution can be produced in polynomial time.
2. The objective is $\max$ and for any feasible solution $S$ there exists $u \in S$ such that $S \setminus \{u\}$ is also feasible (weak monotonicity).

Then, for any $r > 1$ (that may depend on the order $n$ of the input) there exists an $r$-approximation for $\Pi$ running in time $O^*((e^{r})^{n/r})$.

**Proof.** The algorithm simply tries all sets of vertices of size up to $n/r$. These are at most $n/r \binom{n}{r} = O^*((e^{r})^{n/r})$. Each set is checked for feasibility and the best feasible set is picked. In the case of minimization problems, either we will find the optimal solution, or all solutions contain at least $n/r$ vertices, so an arbitrary solution (which can be produced in polynomial time) is an $r$-approximation. In the case of maximization, the weak monotonicity condition ensures that there always exists a feasible solution of size at most $n/r$. ▶

Because of Theorem 2, we will treat this kind of qualitative trade-off performance ($r$ approximation in time exponential in $n \log r$) as a “baseline”. It is, however, not trivial if this performance can be achieved for other types of graph problems (e.g. ordering problems). Let us also note that, for maximization problems that satisfy strong monotonicity (all subsets of a feasible solution are feasible) the running time of Theorem 2 can be improved to $O^*(2^{n/r})$ [5].

**Hardness**

The Exponential Time Hypothesis (ETH) [16] is the assumption that there is no $2^{o(n)}$-algorithm that decides $3$-SAT instances of size $n$. All of our hardness results rely on the ETH or the (stronger) randomized ETH, which states the same for randomized algorithms.

For most of our hardness results we also make use of known quasi-linear PCP constructions. Such constructions reduce $3$-SAT instances of size $n$ into CSPs with size $n \log^{O(1)} n$, so that there is a gap between satisfiable and unsatisfiable instances. Assuming the ETH, these constructions give a problem that cannot be approximated in time $2^{o(n/\log^{O(1)} n)}$ which we often prefer to write as $2^{n^{1-\epsilon}}$, though this makes the lower bound slightly weaker. We note that, because of the poly-logarithmic factor added by even the most efficient known PCPs, current techniques are often unable to distinguish between whether the optimal running time for $r$-approximating a problem is, say $2^{n/r}$ or $r^{n/r}$. The existence of linear PCPs, which at the moment is open, could help further our understanding in this direction. To make the sections of this paper more independent, we will cite the PCP theorems we use as needed.

**3 Min Independent Dominating Set**

The result of this section is a reduction showing that for **Min Independent Dominating Set**, no trade-off scheme can significantly beat the baseline performance of Theorem 2, which qualitatively matches the best known scheme for this problem [2]. Thus, in a sense **Min Independent Dominating Set** is an “inapproximable” problem in sub-exponential time.
Interestingly, Min Independent Dominating Set was among the first problems to be shown to be inapproximable in both polynomial time [15] and FPT time [13].

To show our hardness result, we will need an almost linear PCP construction with perfect completeness. Such a PCP was given by Dinur [11].

**Lemma 3** ([11], Lemma 8.3). There exist constants \( c_1, c_2 > 0 \) and a polynomial time reduction that transforms any SAT instance \( \phi \) on \( n \) variables with \( m = O(n) \) clauses, into a constraint graph \( G = (\langle V, E \rangle, \Sigma, C) \) such that:

- \( |V| + |E| \leq n(\log n)^{c_1} \) and \( \Sigma \) is of constant size.
- If \( \phi \) is satisfiable, then \( \text{UNSAT}(G) = 0 \).
- If \( \phi \) is not satisfiable, then \( \text{UNSAT}(G) \geq \frac{1}{(\log n)^{c_2}} \).

Let us recall the relevant definitions from [11]. A constraint graph is a CSP whose variables are the vertices of \( G \) and take values over \( \Sigma \). All constraints have arity 2 and correspond to the edges of \( E \); with each constraint \( C_e \) we associate a set of satisfying assignments from \( \Sigma^2 \). \( \text{UNSAT}(G) \) is the fraction of unsatisfied constraints that correspond to the optimal assignment to \( V \). Observe that we only need here a PCP theorem where \( \text{UNSAT}(G) \) is at least inverse poly-logarithmic in \( n \) (rather than constant). The important property we need for our reduction is perfect completeness (that is, \( \text{UNSAT}(G) = 0 \) in the YES case).

**Theorem 4.** Under ETH, for any \( \varepsilon > 0 \) and \( r \leq n \), an \( r \)-approximation for Min Independent Dominating Set cannot take time \( O^*(2^{n^{1-\varepsilon}+\varepsilon}) \).

**Proof.** Let \( G = (\langle V, E \rangle, \Sigma, C = \{C_e : e \in E\}) \) be the constraint graph obtained from any SAT formula \( \phi \), applying the above lemma. Let \( s = |\Sigma| \), \( n = |V| \) and \( m = |E| \). We define an instance \( G' = (V', E') \) of MIN INDEPENDENT DOMINATING SET in the following way. For each vertex \( v \in V \) and \( a \in \Sigma \), we add a vertex \( w_{v,a} \) in \( V' \). For each \( v \), the \( s \) vertices \( w_{v,0}, w_{v,1}, w_{v,2}, \ldots, w_{v,s} \) are pairwise linked in \( G' \) together with a dummy vertex \( w_{v,0} \) and form a clique denoted by \( C_v \). The idea would naturally be that taking \( w_{v,a} \) in the independent dominating set corresponds to coloring \( v \) by \( a \). For each edge \( e = uv \in E \), and for each satisfying assignment \( (i, j) \in C_e \) we add an independent set \( I_{e,(i,j)} \) of \( r' \) vertices in \( V' \) (for some \( r' \) that will be specified later), we link \( w_{u,a} \) to all the vertices of the independent sets \( I_{i,(i',j')} \) where \( i' \in \Sigma \setminus \{i\} \) (and \( j' \in \Sigma \)), and we link \( w_{v,j} \) to all the vertices of the independent sets \( I_{e,(i',j')} \) where \( (i', j') \in C_e \). We finally add, for each edge \( e = uv \), an independent set \( I_e \) of \( r' \) vertices, and we link \( w_{u,a} \) to all the vertices of \( I_e \), where if there is a pair \( (i, j) \in C_e \) for some \( j \in \Sigma \).

If \( \phi \) is satisfiable, then \( \text{UNSAT}(G) = 0 \), so there is a coloring \( c : V \to \Sigma \) satisfying all the edges. Thus, \( \bigcup_{v \in V} \{w_{v,c(v)}\} \) is an independent dominating set of size \( n \). It is independent since there is no edge between \( w_{v,a} \) and \( w_{v',a'} \) whenever \( v \neq v' \). It dominates \( \bigcup_{v \in V} C_v \) since one vertex is taken per clique. It also dominates \( I_e \) for every edge \( e \), by construction. We finally have to show that all the independent sets \( I_{uv,(i,j)} \) are dominated. If \( c(u) \neq i \), then \( I_{uv,(i,j)} \) is dominated by \( w_{u,c(u)} \) (since \( (c(u), c(v)) \in C_u \)). We now assume that \( c(u) = i \). Then \( I_{uv,(i,j)} \) is dominated by \( w_{v,c(v)} \), since \( (c(u), c(v)) \in C_v \).

If \( \phi \) is not satisfiable, then \( \text{UNSAT}(G) \geq \frac{1}{(\log n)^{c_2}} \). Any independent dominating set \( S \) has to take one vertex per clique \( C_v \) (to dominate the dummy vertex \( w_{v,0} \)). Let \( A \) be \( S \cap \bigcup_{v \in V} C_v \), and let \( c : V \to \Sigma \) be the coloring corresponding to \( A \). Coloring \( c \) does not satisfy at least \( m/(\log n)^{c_2} \) edges. Let \( E'' \subseteq E \) be the set of unsatisfied edges. For each edge \( e = uv \in E'' \), let us show that at least one independent set of the form \( I_{uv,(i,j)} \) is not dominated by \( A \). We may first observe that \( I_{uv,(i,j)} \) can only be dominated by \( w_{u,c(u)} \) or by \( w_{v,c(v)} \). If there is no pair \( (c(u), j') \in C_e \) for any \( j' \), then \( I_e \) is not dominated by
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construction. If there is a pair \((e(u), j') \in C_e\) for some \(j'\), then \(I_{e,(e(u), j')}\) is not dominated by \(w_{u,e(u)}\) by construction, and is not dominated by \(w_{v,c(v)}\) since \((e(u), c(v)) \notin C_e\).

The only way of dominating those independent sets is to add to the solution all the vertices composing them, so a minimum independent dominating set is of size at least 
\[
n + r'n((\log n)^{\varepsilon})^2 \
\]
\[
\text{r''} \text{N}((\log n)^{\varepsilon})^2 = \text{rn} \text{setting}\ r' = r((\log n)^{\varepsilon})^2 ((\log n)^{\varepsilon})^2.
\]

An \(r''\)-approximation for \text{MIN INDEPENDENT DOMINATING SET} can therefore decide the satisfiability of \(\phi\). The number of vertices in the instance of \text{MIN INDEPENDENT DOMINATING SET} is \(n' = |V'| \leq (s+1)n + r'm(s^2 + 1) = O(nr''((\log n)^{\varepsilon}))\). So, for any \(\varepsilon > 0\), if the \(r''\)-approximation algorithm for \text{MIN INDEPENDENT DOMINATING SET} runs in time \(O^*(2^{|\text{Max Minimal Vertex Cover|}}/r''^{\varepsilon})\), it contradicts ETH. Renaming \(r'\) by \(r\) and \(n'\) by \(n\), an \(r\)-approximation would not be possible in time \(O^*(2^{|\text{Max Minimal Vertex Cover|}}/r^{\varepsilon})\), for any \(\varepsilon > 0\) and \(r \leq n\).

4 Max Minimal Vertex Cover

In this section we deal with the \text{MAX MINIMAL VERTEX COVER} problem, which is the dual of \text{MIN INDEPENDENT DOMINATING SET} (which is also known as \text{MINIMUM MAXIMAL INDEPENDENT SET}). Interestingly, this turns out to be (so far) the only problem for which its time-approximation trade-off curve can be well-determined, while being far from the baseline performance of Theorem 2. To show this result we first present an approximation scheme that relies on a classic idea from parameterized complexity: the exploitation of a small vertex cover.

\textbf{Theorem 5.} For any \(r\) such that \(1 < r \leq \sqrt{n}\), \text{MAX MINIMAL VERTEX COVER} is \(r\)-approximable in time \(O^*(2^{|\text{Max Minimal Vertex Cover|}}/r^{\varepsilon})\).

\textbf{Proof.} Our \(r\)-approximation algorithm begins by calculating a maximal matching \(M\) of the input graph. If \(|M| \geq n/r\), then the algorithm simply outputs any arbitrary minimal vertex cover of \(G\). The solution, being a valid vertex cover, must have size at least \(|M| \geq n/r\), and is therefore an \(r\)-approximation.

Otherwise, we partition the edges of \(M\) into \(r\) equal-sized groups arbitrarily. Let \(V_i, 1 \leq i \leq r\) be the set of vertices matched by the edges in group \(i\). By the bound on the size of \(M\) we have that \(|V_i| \leq 2n/r^2\). We use \(L\) to denote the set of vertices unmatched by \(M\). Note that \(L\) is of course an independent set.

The basic building block of our algorithm is a procedure which, given an independent set \(I\), builds a minimal vertex cover of \(G\) that does not contain any vertices of \(I\). This can be done in polynomial time by first selecting \(V \setminus I\) as a vertex cover of \(G\), and then repeatedly removing from the cover redundant vertices one by one, until the solution is minimal. It is worthy of note here that this procedure guarantees the construction of a minimal vertex cover with size at least \(|N(I)|\), where \(N(I)\) is the set of vertices with a neighbor in \(I\).

The algorithm now proceeds as follows: for each \(i \in \{1, \ldots, r\}\) we iterate through all sets \(S \subset V_i\) such that \(S\) is an independent set. For each such \(S\) we initially build the set \(S' := S \cup (L \setminus N(S))\). In words, we add to \(S\) all its non-neighbors from \(L\) to obtain \(S'\), which is thus also an independent set. The algorithm then builds a minimal vertex cover of size at least \(|N(S')|\) using the procedure of the previous paragraph. In the end we select the largest of the covers produced in this way.

The algorithm has the claimed running time. The number of independent sets contained in \(V_i\) is at most \(2^{n^2/r^2}\), since \(G[V_i]\) has at most \(2n^2/r^2\) vertices and contains a perfect matching. Everything else takes polynomial time.

Let us therefore check the approximation ratio. Fix an optimal solution and let \(R_i, i \in \{1, \ldots, r\}\) be the set of vertices of \(V_i\) not selected by this solution. Also, let \(R_L\) be the vertices
of $L$ not selected by the solution. Observe that $R := R_L \cup \bigcup_{1 \leq i \leq r} R_i$ is an independent set, and the solution has size $\text{opt} = |N(R)|$, because all vertices of the solution must have an unselected neighbor.

Observe now that there must exist an $i \in \{1, \ldots, r\}$ such that $|N(R_i \cup R_L)| \geq |N(R)|/r$. This is a consequence of the fact that for any two sets $I_1, I_2$ such that $I_1 \cup I_2$ is independent we have $N(I_1 \cup I_2) = N(I_1) \cup N(I_2)$. Now, since the algorithm iterated through all independent sets in $V_i$, it must have tried the set $S := R_i$. From this it built the independent set $S' := R_i \cup (L \setminus N(R_i))$. Observe that $S' \supseteq R_i \cup R_L$, because $R_L$ does not contain any neighbors of $R_i$. It follows that $|N(S')| \geq |N(R_i \cup R_L)|$. Since the solution produced has size at least $|N(S')|$ we get the promised approximation ratio.

The corresponding hardness result consists of a reduction from the Max Independent Set instances constructed in Theorem 1.

**Theorem 6.** Under randomized ETH, for any $\varepsilon > 0$ and $r \leq n^{1/2-\varepsilon}$, no $r$-approximation for Max Minimal Vertex Cover can take time $O^*(2^{n^{1-\varepsilon}/r^{2+\varepsilon}})$.

The reduction is from Max Independent Set. However, we will need to rely on the structure of the instances produced for Theorem 1 in [6]. We restate here the relevant theorem:

**Theorem 7** ([6]. Theorem 5.2). For any sufficiently small $\varepsilon > 0$ and any $r \leq n^{1/2-\varepsilon}$, there is a randomized polynomial reduction, which, from an instance of SAT $\phi$ on $n$ variables, builds a graph $G$ with $n^{1+r\varepsilon}$ vertices such that with high probability:

- If $\phi$ is a YES-instance, then $\alpha(G) \geq n^{1+\varepsilon}r$.
- If $\phi$ is a NO-instance, then $\alpha(G) \leq n^{1+r\varepsilon^2}$.

**Theorem 6.** Let $\phi$ be any instance of SAT and $G = (V, E)$ be the graph built from $\phi$ with the reduction of Theorem 5.2 in [6]. Keeping the same notation, we add $\lceil r \rceil$ pendant vertices to each vertex of $G$ and we call this new graph $G'$. The best solution for Max Minimal Vertex Cover in $G'$ is to fix a maximum independent set $I$ of $G$ and to take the $\lceil r \rceil$ pendant vertices to each vertices of $I$, plus the vertices of $V \setminus I$. This is true since $\lceil r \rceil$ is at least 1. Let opt be the size of a largest minimal vertex cover.

If $\phi$ is a YES-instance, then $\alpha(G) \geq n^{1+r\varepsilon}r$, and $\text{opt} > n^{1+r\varepsilon^2}$. If $\phi$ is a NO-instance, then $\alpha(G) \leq n^{1+r\varepsilon^2}$, and $\text{opt} < n^{1+r\varepsilon^2} + n^{1+r\varepsilon} \leq 2n^{1+r\varepsilon^2}$. Therefore, an approximation with ratio $r' = r^{1-2\varepsilon}$ for Max Minimal Vertex Cover would permit to solve SAT. Assuming ETH, this cannot take time $2^{o(n)}$.

As $n' := |V(G')| = n^{1+r\varepsilon^2}$, such an approximation would not be possible in time $2^{n^{1-\varepsilon}/r^{2+\varepsilon}}$. Renaming $r'$ by $r$ and $n'$ by $n$, an $r$-approximation would not be possible in time $O^*(2^{n^{1-\varepsilon}/r^{2+\varepsilon}})$.

## 5 Induced Path, Tree and Forest

In this section we study the Max Induced Path, Tree and Forest problems, where we are looking for the largest set of vertices inducing a graph of the respective type. These are all hard to approximate in polynomial time [17, 20], and we observe that an easy reduction from Max Independent Set shows that the generic scheme of Theorem 2 is almost tight in sub-exponential time for the latter two. However, the most interesting result of this section is a direct reduction we present from 3-SAT to Max Induced Path. This reduction allows us to establish inapproximability for this problem without the PCP theorem, thus eliminating the $\varepsilon$ from the running time lower bound.
Theorem 8. Under ETH, for any ε > 0 and sufficiently large r ≤ n^{1/2−ε}, an r-approximation for Max Induced Forest or Max Induced Tree cannot take time 2^{n^{1−ε/r+ε}}.

Proof. For Max Induced Forest we simply observe that, if α(G) is the size of the largest independent set of a graph, the largest induced forest has size between α(G) (since an independent set is a forest) and 2α(G) (since forests are bipartite). The result then follows from Theorem 1.

For Max Induced Tree, we repeat the same argument, after adding a universal vertex connected to everything to the instances of Max Independent Set of Theorem 1.

Theorem 9. Under ETH, for any ε > 0 and r ≤ n^{1−ε}, an r-approximation for Max Induced Path cannot take time 2^{o(n/ε)}.

Proof. Let φ be any instance of 3-SAT. For any positive integer r, we build an instance graph G of Max Induced Path in the following way. For each clause C_i (i ∈ [m]) we add seven vertices v_{i,1}^1, v_{i,2}^1, ..., v_{i,7}^1 which form a clique C_i^1 and correspond to the seven partial assignments of the three literals of C_i satisfying the clause (if there is only two literals, then there is only three vertices in the clique). We add m vertices v_{1,1}^1, v_{1,2}^1, ..., v_{m,1}^1, and for all i ∈ [2, m], we link v_i^1 to all the vertices of the cliques C_{i−1}^1 and all the vertices of the cliques C_i^1. Vertex v_i^1 is only linked to all the vertices of C_i^1. The graph defined at this point is called H_1. We make r − 1 copies of H_1, denoted by H_2, ..., H_r. For each j ∈ [2, r], the vertices of H_j are analogously denoted by v_{i,1}^j, v_{i,2}^j, ..., v_{i,7}^j (vertices in the clique C_i^j corresponding to the clause C_i) and v_i^j. For each j ∈ [2, r], we link vertex v_i^j to all the vertices of the clique C_{i−1}^j, and we add an edge between any two vertices corresponding to contradicting partial assignments, that is assignments attributing different truth values to the same variable (even if those vertices are in distinct H_j). We call such an edge a contradicting edge. The edges within the cliques C_i^j can be seen as contradicting edges, but we will not call them so.

If φ is satisfiable, let τ be a truth assignment. Let S be the set of the rm vertices in cliques C_i^j agreeing with τ (exactly one vertex per clique). The graph induced by P = \bigcup_{1 \leq i \leq m, 1 \leq j \leq r} \{v_i^j\} ∪ S is a path with 2rm vertices. Indeed, \forall i ∈ [2, m], j ∈ [r], the degree of v_i^j in G[P] is 2, since |P ∩ C_i^j| = 1 and |P ∩ C_{i−1}^j| = 1. And, \forall j ∈ [2, r], the degree of v_i^j in G[P] is 2, since |P ∩ C_i^j| = 1 and |P ∩ C_{i−1}^j| = 1. Vertex v_i^1 has only degree 1 (one
vertex in $C^1_i$) and is one endpoint of the path. The degree of the vertices of $S$ in $G[P]$ is also $2$, since by construction there is no contradicting edge in the graph induced by $P$. So, $\forall i \in [1, m - 1], j \in [r]$, the only two neighbors of the unique vertex in $S \cap C^i_j$ are $v^i_1$ and $v^i_{j+1}$. And, $\forall j \in [r - 1]$, the only two neighbors of the unique vertex in $S \cap C^r_m$ are $v^r_1$ and $v^r_{j+1}$.

The degree in $G[P]$ of the unique vertex in $S \cap C^r_m$ is only $1$; it is the other endpoint of the path.

For each $i \in [m]$, we call column $R_i$ the union of the $r$ cliques $C^1_i, C^2_i, \ldots, C^r_i$. Assume there is an induced path $G[Q]$ such that for some column $R_i$, $|Q \cap R_i| \geq 6$. So there are at least four vertices $u_1, u_2, u_3, u_4$ which are in $Q \cap R_i$ and are not one of the two endpoints of $G[Q]$. We set $U = \{u_1, u_2, u_3, u_4\}$. We say that two vertices in the cliques $C^j_i$ agree if they represent non contradicting (or compatible) partial assignment. We observe that two vertices in the same column $R_i$ agree iff they represent the same partial assignment. First, we can show that all the vertices in $U$ have to agree with some other vertex. If one vertex $u \in U$ does not agree with any of the other vertices in $U$, then $u$ has degree at least $3$ in $G[Q]$ (there are three contradicting edges linking $u$ to $U \setminus \{u\}$) which is not possible in a path. So, any vertex in $U$ should agree with at least one vertex in $U \setminus \{u\}$. The first possibility is that there are two pairs $(u, v)$ and $(w, x)$ of vertices spanning $U$, such that the vertices agree within their pair but the two pairs do not agree. But that would create a cycle $uwx$. The only remaining possibility is that all the vertices in $U$ agree. As those vertices are in the same column, they even represent the same partial assignment.

Now, we will describe the path induced by $Q$ by necessary conditions and derive that the formula is satisfiable. Let $u_5$ and $u_6$ be two vertices in $(Q \cap R_i) \setminus U$, and $W = U \cup \{u_5, u_6\}$. We observe that $u_5$ and $u_6$ should agree with the vertices of $U$, otherwise their degree in $G[Q]$ would be at least $4$. So, all the vertices in $W$ (pairwise) agree. The vertices of $W$ are in pairwise distinct copies $H_p$. Hence, there are at least $4$ copies denoted by $H_{a_1}, H_{a_2}, H_{a_3}, H_{a_4}$ which contain a vertex of $W$ and do not contain an endpoint of $G[Q]$. Let $v^a_{i,h}$ be the unique vertex in $W \cap H_{a_1}$. By the previous remarks, $\forall p \in \{2, 3, 4\}$, $v^a_{i,h}$ is the unique vertex in $W \cap H_p$.

For each $p \in \{4\}$, the two neighbors of $v^a_{i,h}$ in $G[Q]$ have to be $v^r_{i,p}$ and $v^i_{j+1}$. Vertex $v^a_{i,h}$ cannot be in a contradicting edge, otherwise it would create a vertex of degree at least $4$ in the path. At its turn, vertex $v^a_{i+1,p}$ has degree $2$ in $G[Q]$, and its second neighbor has to be in the clique $C^r_{i+1}$ (if its second neighbor was also in $C^r_{i+1}$, it would form a triangle). Let $w_{p,i+1}$ be the unique vertex in $C^r_{i+1} \cap Q$. By the same arguments as before, $w_{1,i+1}, w_{2,i+1}, w_{3,i+1}$, and $w_{4,i+1}$ should all agree. This way we can extend the four fragments of paths to column $R_{i+1}$ up to $R_m$. Symmetrically, we can extend the fragments of paths to column $R_{i-1}$ to $R_i$. Now, if we just consider the path induced by $Q \cup H_{a_1}$, it goes through consistent partial assignments for each clause of the instance. The global assignment, built from all those partial assignments, satisfies all the clauses. So, the contrapositive is, if $\phi$ is not satisfiable, then for all $i \in [m]$, $|R_i \cap Q| < 6$. This implies $|Q| < 10m$.

The number of vertices of $G$ is $8rm$. Recall that, under ETH [16], 3-SAT is not solvable in $2^{o(n)}$. Thus, under ETH, any $r$-approximation for MAX INDUCED PATH cannot take time $2^{o(r)}$.

6 Min ATSP and Grundy Coloring

6.1 Min ATSP

In this section we deal with two problems for which the best known hardness of approximation bounds are small constants [18, 19], but no constant-factor approximation is known. We thus only present some algorithmic results.
For MIN ATSP, the version of the TSP where we have the triangle inequality but distances may be asymmetric, the best known approximation algorithm has ratio $O((\log n/(\log \log n))$ [1]. Here, we show that a classical, simpler $\log n$-approximation [14] can be adapted into an approximation scheme matching its performance in polynomial time. Whether the same can be done for the more recent, improved, algorithm remains as an interesting question.

\textbf{Theorem 10.} For any $r \leq n$, MIN ATSP is $\log r$-approximable in time $O^*(2^{n^{\frac{1}{r}}})$.

\textbf{Proof.} We roughly recall the $\log n$-approximation of MIN ATSP detailed in [14]. The idea is to solve the problem of finding a (vertex-)disjoint union of circuits spanning the graph with minimum weight. This can be expressed as a linear program and therefore it can be solved in polynomial time. Let the circuits be $C_1, C_2, \ldots C_h$. We observe that the total length of the circuits is bounded by opt the optimum value for MIN ATSP. We choose arbitrarily a vertex $v_i$ in each $C_i$ and recurse on the graph induced by $\{v_1, v_2, \ldots, v_h\}$. By the triangle inequality, we can combine a solution of MIN ATSP in $G(\{v_1, v_2, \ldots, v_h\})$ to the circuits $C_i$s, and get a solution whose value is bounded by the sum of the lengths of the $C_i$s plus the value of the solution for $G(\{v_1, v_2, \ldots, v_h\})$, which would be 2opt if we solve $G(\{v_1, v_2, \ldots, v_h\})$ to the optimum. In general, the depth of recursion is a bound on the ratio (see [14]). At each recursion step, the number of vertices in the remaining graph is at least divided by two. So, after at most $\log n$ recursions the algorithm terminates, hence the ratio.

Now, we can afford some superpolynomial computations. After $\log r$ recursions the number of vertices in the remaining graph is no more than $n/(2^{\log r}) = n/r$. We solve optimally this instance by dynamic programming in time $O^*(2^{n^{\frac{1}{r}}})$. The solution that we output has length smaller than $n^{\log r}$. \hfill \Box

\subsection{6.2 Grundy Coloring}

MAX GRUNDY COLORING is the problem of ordering the vertices of a graph so that a greedy first-fit coloring applied on that order would use as many colors as possible. Unless $\text{NP} \subseteq \text{RP}$, MAX GRUNDY COLORING admits no PTAS [19], but it is unknown if it can be $o(n)$-approximated.

Observe that, since this is not a subgraph problem, it is not \textit{a priori} obvious that the baseline trade-off performance of Theorem 2 can be achieved. However, we give a simple trade-off scheme that does exactly that by reducing the ordering problem to that of finding an appropriate “witness”, which is a set of vertices.

\textbf{Theorem 11.} For any $r > 1$, MAX GRUNDY COLORING can be $r$-approximable in time $O^*(c^{n^{\log r}r^c})$, for some constant $c$.

\textbf{Proof.} Let $G = (V, E)$ be any instance of MAX GRUNDY COLORING, and $r$ any real value. Here, we call \textit{minimal witness} of $G$ achieving color $k$, an induced subgraph $W$ of $G$ whose grundy number is $k$, such that all the induced subgraphs of $W$ different from $W$ have strictly smaller grundy numbers.

Let $k$ be the grundy number of $G$ and $W$ be a minimal witness. Let $C_1 \uplus C_2 \uplus \ldots \uplus C_h$ be a partition of $V(W)$ corresponding to the color classes in an optimal coloring. Let $A_1, A_2, \ldots, A_{\lceil k/r \rceil}$ be the $\lceil k/r \rceil$ smallest (in terms of number of vertices) color classes among the $C_i$s. Let $S = A_1 \uplus A_2 \uplus \ldots \uplus A_{\lceil k/r \rceil}$. Obviously $|V(W)| \leq n$, so $|S| \leq n/r$.

The algorithm exhausts all the subset of $n/r$ vertices. For each subset of vertices, we run the exact algorithm running in time $O^*(2^{n^{\log r}r})$ on the corresponding induced subgraph. Thus, the algorithm takes time $O^*(2^{n^{\log r}r})$. As $|S| \leq n/r$, the algorithm considers at some point $S$ or a superset of $S$. We just have to show that the optimal grundy coloring...
of $S$ is an $r$-approximation. Let us re-index the $A_j$s by increasing values of their index in the $C_i$s, say $B_1, B_2, \ldots, B_{\lfloor k/r \rfloor}$. Then for each $i \in [1, \lfloor k/r \rfloor]$, we can color $B_i$ with color $i$ and achieve color $\lfloor k/r \rfloor$.

\section{Set Cover}

In this section we focus on the classical \textsc{Min Set Cover} problem, on inputs with $n$ elements and $m$ sets. In terms of $n$, a $\log r$-approximation is known in time roughly $2^{n/r}$. Moshkovitz \cite{21} gave a reduction from $N$-variable 3-SAT which, for any $\alpha < 1$ produces instances with universe size $n = N^{O(1/\alpha)}$ and gap $(1 - \alpha) \ln n$. Setting $\alpha = \frac{\ln(n/r)}{\ln n}$ translates this result to the terminology of our paper, and shows a running time lower bound of $2^{(n/r)^c}$, for some $c > 0$. Thus, even though the picture for this problem is not as clear as for, say \textsc{Max Independent Set}, it appears likely that the known trade-off scheme is optimal.

We consider here the complexity of the problem as a function of $m$. This is a well-motivated case, since for many applications $m$ is much smaller than $n$ \cite{23}. Eventually, we would like to investigate whether the known $r$-approximation in time $2^{m/r}$ can be improved. Though we do not resolve this question, we show that the approximability status of this problem is somewhat unusual.

In polynomial time, the best known approximation algorithm has a guarantee of $\sqrt{m}$ \cite{23}. We first observe that the simple argument of this algorithm can be extended to quasi-polynomial time.

\begin{theorem}
For any $\delta > 0$ there is an $m^{\delta}$-approximation algorithm for \textsc{Min Set Cover} running in time $O^*(c^{(\log n)\left(1-\delta/4\right)})$.
\end{theorem}

\begin{proof}
The argument is similar to that of \cite{23}. We distinguish two cases: if $m^\delta > \ln n$, then we can run the greedy polynomial time algorithm and return a solution with ratio better than $m^\delta$. So assume that $m^\delta < \ln n$.

Now, run the $r$-approximation of \cite{8}, setting $r = m^\delta$. The running time is (roughly) $2^{m/r} = 2^{m^{1-\delta}}$. The result follows since $m < (\ln n)^{1/\delta}$.
\end{proof}

The above result is somewhat curious, since it implies that in quasi-polynomial time one can obtain an approximation ratio better than that of the best known polynomial-time algorithm. This leaves open two possibilities: either $\sqrt{m}$ is not in fact the optimal ratio in polynomial time, or there is a jump in the approximability of \textsc{Min Set Cover} from polynomial to quasi-polynomial time. We remark that, though this is rare, there is in fact another problem which displays exactly this behavior: for \textsc{Graph Pricing} the best polynomial-time ratio is $\sqrt{n}$, while $n^\delta$ can be achieved in time $O^*(c^{(\log m)^{1-\delta/4}})$ \cite{6}.

We do not settle this question, but observe that a combination of known reductions for \textsc{Min Set Cover}, the ETH and the Projection Games Conjecture of \cite{21} imply that the optimal ratio in polynomial time is $m^c$ for some $c > 0$. Thus, \textsc{Min Set Cover} is indeed likely to behave in a way similar to \textsc{Graph Pricing}. For Theorem 13 we essentially reuse the combination of reductions used in \cite{7} to obtain FPT inapproximability results for \textsc{Min Set Cover}.

\begin{theorem}
Assume the ETH and the PGC. Then, there exists a $c > 0$ such that there is no $m^c$-approximation for \textsc{Min Set Cover} running in polynomial time.
\end{theorem}

\begin{proof}
As mentioned, the proof reuses the reduction of \cite{7}, which in turn relies on the ETH, the PGC and classical reductions for \textsc{Min Set Cover}. To keep the presentation as short
and self-contained as possible we simply recall Theorem 5 of [7], without giving a detailed proof (or a definition of the PGC).

**Theorem 14.** [7] If the Projection Games Conjecture holds, for any \( r > 1 \) there exists a reduction from 3-SAT of size \( N \) to \textsc{Min Set Cover} with the following properties:

- **YES instances** produce \textsc{Min Set Cover} instances where the optimal cover has size \( \beta \).
- **NO instances** produce \textsc{Min Set Cover} instances where the optimal cover has size at least \( r\beta \).

The size \( n \) of the universe is \( 2^{O(r)}\text{poly}(N,r) \).

- The number of sets \( m \) is \( \text{poly}(N) \cdot \text{poly}(r) \).
- The reduction runs in time polynomial in \( n,m \).

Using the above reduction, we can conclude that there exists some constant \( c \) such that \( m^c \)-approximation for \textsc{Min Set Cover} is impossible in polynomial time, under the ETH. The constant \( c \) depends on the hidden exponents of the polynomials of the above reduction. The way to do this is to set \( r \) to be some polynomial of \( N \), say \( r = \sqrt{N} \). Then, the reduction runs in time sub-exponential in \( N \) (roughly \( 2^{\sqrt{N}} \)) and produces a gap that is polynomially related to \( m \). If in polynomial time we could \( r \)-approximate the new instance, this would give a sub-exponential time algorithm for 3-SAT.

---
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The problems handled in the paper

**Max Independent Set**: Given a graph $G = (V, E)$, **Max Independent Set** consists of finding a set $S \subseteq V$ of maximum size such that for any $(u, v) \in S \times S$, $(u, v) \notin E$.

**Min Set Cover**: Given a ground set $C$ of cardinality $n$ and a system $S = \{S_1, \ldots, S_m\} \subset 2^C$, **Min Set Cover** consists of determining a minimum size subsystem $S'$ such that $\bigcup_{S \in S'} S = C$.

**Min Independent Dominating Set**: Given a graph $G = (V, E)$, **Min Independent Dominating Set** consists of finding the smallest independent set of $G$ that is maximal for inclusion.

**Max Minimal Vertex Cover**: Given a graph $G = (V, E)$, **Max Minimal Vertex Cover** consists of finding the largest vertex cover of $G$ that is minimal for exclusion.

**Min ATSP**: This a version of the TSP where we have the triangle inequality but the distance matrix may be asymmetric.

**Max Induced Path, Max Induced Tree, Max Induced Forest**: Given a graph $G = (V, E)$, we are looking for the largest set of vertices inducing a graph of the respective type.

**Max Grundy Coloring**: Given a graph $G = (V, E)$, **Max Grundy Coloring** is the problem of ordering the vertices of a graph so that a greedy first-fit coloring applied on that order would use as many colors as possible.
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Abstract
An external memory data structure is presented for maintaining a dynamic set of \( N \) two-dimensional points under the insertion and deletion of points, and supporting unsorted 3-sided range reporting queries and top-k queries, where top-k queries report the \( k \) points with highest \( y \)-value within a given \( x \)-range. For any constant \( 0 < \varepsilon \leq \frac{1}{2} \), a data structure is constructed that supports updates in amortized \( O\left(\frac{1}{\varepsilon} \log B N \right) \) IOs and queries in amortized \( O\left(\frac{1}{\varepsilon} \log B N + K/B \right) \) IOs, where \( B \) is the external memory block size, and \( K \) is the size of the output to the query (for top-k queries \( K \) is the minimum of \( k \) and the number of points in the query interval). The data structure uses linear space. The update bound is a significant factor \( B^{1-\varepsilon} \) improvement over the previous best update bounds for these two query problems, while staying within the same query and space bounds.
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1 Introduction
In this paper we consider the problem of maintaining a dynamic set of \( N \) two-dimensional points from \( \mathbb{R}^2 \) in external memory, where the set of points can be updated by the insertion and deletion of points, and where two types of queries are supported: unsorted 3-sided range reporting queries and top-k queries. More precisely, we consider how to support the following four operations in external memory (see Figure 1):
\begin{itemize}
  \item **Insert**(\( p \)): Inserts a new point \( p \in \mathbb{R}^2 \) into the set \( S \) of points. If \( p \) was already in \( S \), the old copy of \( p \) is replaced by the new copy of \( p \) (this case is relevant if points are allowed to carry additional information).
  \item **Delete**(\( p \)): Deletes a point \( p \in \mathbb{R}^2 \) from the current set \( S \) of points. The set remains unchanged if \( p \) is not in the set.
  \item **Report**(\( x_1, x_2, y \)): Reports all points contained in \( S \cap [x_1, x_2] \times [y, \infty] \).
  \item **Top**(\( x_1, x_2, k \)): Report \( k \) points contained in \( S \cap [x_1, x_2] \times [-\infty, \infty] \) with highest \( y \)-value.
\end{itemize}

1.1 Previous Work
McCreight introduced the priority search tree [14] (for internal memory). The classic result is that priority search trees support updates in \( O(\log N) \) time and 3-sided range reporting

* Work supported by the Danish National Research Foundation grant DNRF84 through the Center for Massive Data Algorithmics (MADALGO).
queries in $O(\log N + K)$ time, where $K$ is the number of points reported. Priority search trees are essentially just balanced heap-ordered binary trees where the root stores the point with minimum $y$-value and the remaining points are distributed among the left and right children so that all points in the left subtree have smaller $x$-value than points in the right subtree. Frederickson [10] presented an algorithm selecting the $k$ smallest elements from a binary heap in time $O(k)$, which can be applied quite directly to a priority search tree to support top-$k$ queries in $O(\log N + K)$ time.

Icking et al. [12] initiated the study of adapting priority search trees to external memory. Their structure uses linear space, i.e. $O(N/B)$ blocks, and supports 3-sided range reporting queries using $O(\log_2 N + K/B)$ IOs, where $B$ is the external memory block size. Other early linear space solutions were given in [6] and [13] supporting queries with $O(\log_B N + K)$ and $O(\log_B N + K/B + \log_2 B)$ IOs, respectively. Ramaswamy and Subramanian in [18] presented a data structure with optimal query time but using suboptimal space, and in [20] they presented a data structure achieving optimal space but suboptimal queries (see Table 1).

The best previous dynamic bounds are obtained by the external memory priority search tree by Arge et al. [4], which supports queries using $O(\log_B N + K/B)$ IOs and updates using $O(\log_B N)$ IOs, using linear space. The space and query bounds of [4] are optimal. External memory top-$k$ queries were studied in [1, 19, 21]. Tao in [21] presented a data structure achieving bounds matching those of the external memory priority search tree of Arge et al. [4], updates being amortized. See Table 1 for an overview of previous results.

We improve the update bounds of both [4] and [21] by a factor $\varepsilon B^{1-\varepsilon}$ by adopting ideas of the buffer trees of Arge [3] to the external memory priority search tree [4].

1D Dictionaries

The classic B-tree of Bayer and McCreight [5] is the external memory counterpart of binary search trees for storing a set of one-dimensional points. A B-tree supports updates and membership/predecessor searches in $O(\log_B N)$ IOs and 1D range reporting queries in $O(\log_B N + K/B)$ IOs, where $K$ is the output size. The query bounds for B-trees are optimal for comparison based external memory data structures, but the update bounds are not.

Arge [3] introduced the buffer tree as a variant of B-trees supporting batched sequences of interleaved updates and queries, where a sequence of $N$ operations can be performed using $O(\frac{N}{M} \log M/B + \frac{N}{M})$ IOs, where $M$ is the internal memory size. The buffer tree can e.g. be used as an external memory priority queue and segment tree, and has applications to external memory graph problems and computational geometry problems. By adapting Arge’s technique of buffering updates (insertions and deletions) to a B-tree of degree $B^c$, where
The results of this paper are in the external memory model of Aggarwal and Vitter [2] with associated real weights where queries report the top-3-sided and 2-sided top-1.2 Model of Computation and external memory. Computation can only be performed on records in internal memory.

<table>
<thead>
<tr>
<th>Query</th>
<th>Reference</th>
<th>Update</th>
<th>Query</th>
<th>Construction</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-sided</td>
<td>[20]</td>
<td>$O(\log B N + (\log_B N)^2/B)$</td>
<td>$O(\log_B N + K/B + 1.2 \text{log}^* (B))$</td>
<td>$O(\text{Sort}(N))$</td>
</tr>
<tr>
<td>New</td>
<td>[1]</td>
<td>$O(\frac{1}{\text{Sort}(B)} \log_B N)$</td>
<td>$O(\frac{1}{2} \log_B N + K/B)$</td>
<td>$O(\text{Sort}(N))$</td>
</tr>
<tr>
<td></td>
<td>[21]</td>
<td>$O(\log_B N)$</td>
<td>$O(\log_B N + K/B)$</td>
<td>$O(\text{Sort}(N))$</td>
</tr>
<tr>
<td>New</td>
<td></td>
<td>$O(\frac{1}{\text{Sort}(B)} \log_B N)$</td>
<td>$O(\frac{1}{2} \log_B N + K/B)$</td>
<td>$O(\text{Sort}(N))$</td>
</tr>
</tbody>
</table>

0 < $\varepsilon$ < 1 is a constant, and where each node stores a buffer of $O(B)$ buffered updates, one can achieve updates using amortized $O(\frac{1}{\text{Sort}(B)} \log_B N)$ IOs and member queries in $O(\frac{1}{2} \log_B N)$ IOs.

Brodal and Fagerberg [8] studied the trade-offs between the IO bounds for comparison based updates and membership queries in external memory. They proved the optimality of B-trees with buffers when the amortized update cost is in the range $1/\log^2 N$ to $\log_B N$. Verbin and Zhang [23] and Iacono and Pătraşcu [11] consider trade-offs between updates and membership queries when hashing is allowed, i.e. elements are not indivisible. In [11] it is proved that updates can be supported in $O(\frac{1}{\lambda} \log_B N)$ IOs and queries in $O(\log_B N)$ IOs, for $\lambda \geq \max\{\log \log N, \log_{M/B}(N/B)\}$. Compared to the comparison based bounds, this essentially removes a factor $\log_B N$ from the update bounds.

### Related Top-k Queries

In the RAM model Brodal et al. [9] presented a linear space static data structure provided for the case where $x$-values were 1, 2, ..., $N$, i.e. input is an array of $y$-values. The data structure supports sorted top-$k$ queries in $O(k)$ time, i.e. reports the top $K$ in decreasing $y$-order one point at a time.

Afshani et al. [1] studied the problem in external memory and proved a trade-off between space and query time for sorted top $k$ queries, and proved that data structures with query time $\log O(1) N + O(cK/B)$ requires space $\Omega\left(\frac{N}{B} \log \left(\frac{1}{2} \log_M \frac{N}{B}\right)\right)$ blocks. It follows that for linear space top-$k$ data structures it is crucial that we focus on unsorted range queries.

Rahul et al. [16] and Rahul and Tao [17] consider the static top-$k$ problem for 2D points with associated real weights where queries report the top-$k$ points with respect to weight contained in an axis-parallel rectangle. Rahul and Tao [17] achieve query time $O(\log_B N + K/B)$ using space $O\left(\frac{N \log_B N (\log_B N)^2}{B \log \log_B N}\right)$, $O\left(\frac{N \log_B N}{B \log \log_B N}\right)$, and $O(N/B)$ for supporting 4-sided, 3-sided and 2-sided top-$k$ queries respectively.

### 1.2 Model of Computation

The results of this paper are in the external memory model of Aggarwal and Vitter [2] consisting of a two-level memory hierarchy with an unbounded external memory and an internal memory of size $M$. An IO transfers $B \leq M/2$ consecutive records between internal and external memory. Computation can only be performed on records in internal memory.
The basic results in the model are that the scanning and sorting an array require $\Theta(\text{Scan}(N))$ and $\Theta(\text{Sort}(N))$ I/Os, where $\text{Scan}(N) = \frac{N}{B}$ and $\text{Sort}(N) = \frac{N}{B}\log_{M/B} N$ respectively [2].

In this paper we assume that the only operation on points is the comparison of coordinates. For the sake of simplicity in the following we assume that all points have distinct $x$- and $y$-values. If this is not the case, we can extend the $x$-ordering to the lexicographical order $\prec_x$ where $(x_1, y_1) \prec_x (x_2, y_2)$ if and only if $x_1 < x_2$, or $x_1 = x_2$ and $y_1 < y_2$, and similarly for the comparison of $y$-values.

1.3 Our Results

This paper provides the first external memory data structure for 3-sided range reporting queries and top-$k$ queries with amortized sublogarithmic updates.

**Theorem 1.** For any constant $\varepsilon$, $0 < \varepsilon \leq \frac{1}{2}$, there exists an external memory data structure supporting the insertion and deletion of points in amortized $O(\frac{1}{\varepsilon} \log_B N)$ I/Os and 3-sided range reporting queries and top-$k$ queries in amortized $O(\frac{1}{\varepsilon} \log_B N + K/B)$ I/Os, where $N$ is the current number of points and $K$ is the size of the query output. Given an $x$-sorted set of $N$ points, the structure can be constructed with amortized $O(N/B)$ I/Os. The space usage of the data structure is $O(N/B)$ blocks.

To achieve the results in Theorem 1 we combine the external memory priority search tree of Arge et al. [4] with the idea of buffered updates from the buffer tree of Arge [3]. Buffered insertions and deletions move downwards in the priority search tree in batches whereas points with large $y$-values move upwards in the tree in batches. We reuse the dynamic substructure of [4] for storing $O(B^2)$ points at each node of the priority search tree, except that we reduce its capacity to $B^{1+\varepsilon}$ to achieve amortized $o(1)$ I/Os per update. The major technical novelty in this paper lays in the top-$k$ query (Section 7) that makes essential use of Frederickson’s binary heap selection algorithm [10] to select an approximate $y$-value, that allows us to reduce top-$k$ queries to 3-sided range reporting queries combined with standard selection [7].

One might wonder if the bounds of Theorem 1 are the best possible. Both 3-sided range reporting queries and top-$k$ queries can be used to implement a dynamic 1D dictionary with membership queries by storing a value $x \in \mathbb{R}$ as the 2D point $(x, x) \in \mathbb{R}^2$. A dictionary membership query for $x$ can then be answered by the 3-sided query $[x_1, x_2] \times [-\infty, \infty]$ or a top-1 query for $[x, x]$. If our queries had been worst-case instead of amortized, it would follow from [8] that our data structure achieves an optimal trade-off between the worst-case query time and amortized update time for the range where the update cost is between $1/\log^4 N$ to $\log_{B+1} N$. Unfortunately, our query bounds are amortized and the argument does not apply. Our query bounds are inherently amortized and it remains an open problem if the bounds in Theorem 1 can be obtained in the worst case. Throughout the paper we assume the amortized analysis framework of Tarjan [22] is applied in the analysis.

Outline of Paper

In Section 2 we describe our data structure for point sets of size $O(B^{1+\varepsilon})$. In Section 3 we define our general data structure. In Section 4 we describe how support updates, in Section 5 the application of global rebuilding, and in Sections 6 and Section 7 how to support 3-sided range reporting and top-$k$ queries, respectively.
2 \(O(B^{1+\varepsilon})\) Structure

In this section we describe a data structure for storing a set of \(O(B^{1+\varepsilon})\) points, for a constant \(0 \leq \varepsilon \leq \frac{1}{2}\), that supports 3-sided range reporting queries using \(O(1 + K/B)\) IOs and the batched insertion and deletion of \(s \leq B\) points using amortized \(O(1 + s/B^{1-\varepsilon})\) IOs. The structure is very much identical to the external memory priority search structure of Arge et al. [4, Section 3.1] for handling \(O(B^2)\) points. The essential difference is that we reduce the capacity of the data structure to obtain amortized \(o(1)\) IOs per update, and that we augment the data structure with a sampling operation required by our top-\(k\) queries. A sampling intuitively selects the \(y\)-value of approximately every \(B\)th point with respect to \(y\)-value within a query range \([x_1, x_2] \times [-\infty, \infty]\) and takes \(O(1)\) IOs.

In the following we describe how to support the below operations within the bounds stated in Theorem 2.

Insert\((p_1, \ldots, p_s)\) Inserts the points \(p_1, \ldots, p_s\) into the structure, where \(1 \leq s \leq B\).
Delete\((p_1, \ldots, p_s)\) Deletes the points \(p_1, \ldots, p_s\) from the structure, where \(1 \leq s \leq B\).
Report\((x_1, x_2, y)\) Reports all points within the query range \([x_1, x_2] \times [y, \infty]\).
Sample\((x_1, x_2)\) Returns a decreasing sequence of \(O(B^\varepsilon)\) \(y\)-values \(y_1 \geq y_2 \geq \cdots\) such that for each \(y_i\), there are between \(iB\) and \(iB + \alpha B\) points in the range \([x_1, x_2] \times [y_i, \infty]\), for some constant \(\alpha \geq 1\). Note that this implies that in the range \([x_1, x_2] \times [y_i+1, y_i]\) there are between 0 and \((1+\alpha)B\) points.

**Theorem 2.** There exists a data structure for storing \(O(B^{1+\varepsilon})\) points, \(0 \leq \varepsilon \leq \frac{1}{2}\), where the insertion and deletion of \(s\) points requires amortized \(O(1 + s/B^{1-\varepsilon})\) IOs. Report queries use \(O(1 + K/B)\) IOs, where \(K\) is the number of points returned, and Sample queries use \(O(1)\) IOs. Given an \(x\)-sorted set of \(N\) points, the structure can be constructed with \(O(N/B)\) IOs. The space usage is linear.

**Data Structure**

Our data structure \(\mathcal{C}\) consists of four parts. A static data structure \(\mathcal{L}\) storing \(O(B^{1+\varepsilon})\) points; two buffers \(\mathcal{I}\) and \(\mathcal{D}\) of delayed insertions and deletions, respectively, each containing at most \(B\) points; and a set \(\mathcal{S} \subseteq \mathcal{L}\) of \(O(B)\) sampled points. A point can appear at most once in \(\mathcal{I}\) and \(\mathcal{D}\), and at most in one of them. Initially all points are stored in \(\mathcal{L}\), and \(\mathcal{I}\) and \(\mathcal{D}\) are empty.

Let \(L\) be the points in the \(\mathcal{L}\) structure and let \(\ell = \lceil |L|/B \rceil\). The data structure \(\mathcal{L}\) consists of \(2\ell - 1\) blocks. The points in \(L\) are first partitioned left-to-right with respect to \(x\)-value into blocks \(b_1, \ldots, b_i\) each of size \(B\), except possibly for the rightmost block \(b_i\) just having size \(B\). Next we make a vertical sweep over the points in increasing \(y\)-order. Whenever the sweepline reaches a point in a block where the block together with an adjacent block contains exactly \(B\) points on or above the sweepline, we replace the two blocks by one block only containing these \(B\) points. Since each such block contains exactly the points on or above the sweepline for a subrange \(b_i, \ldots, b_j\) of the initial blocks, we denote such a block \(b_{i,j}\). The two previous blocks are stored in \(\mathcal{L}\) but are no longer part of the vertical sweep. Since each fusion of adjacent blocks causes the sweepline to intersect one block less, it follows that at most \(\ell - 1\) such blocks can be created. Figure 2 illustrates the constructed blocks, where each constructed block is illustrated by a horizontal line segment, and the points contained in the block are exactly all the points on or above the corresponding line segment. Finally, we have a “catalog” storing a reference to each of the \(2\ell - 1\) blocks of \(\mathcal{L}\). For a block \(b_i\) we store the minimum and maximum \(x\)-values of the points within the block. For blocks \(b_{i,j}\)
we store the interval \([i, j]\) and the minimum \(y\)-value of a point in the block, i.e. the \(y\)-value where the sweep caused block \(b_{i,j}\) to be created.

The set \(S \subseteq \mathcal{L}\) contains from each block \(b_1, \ldots, b_\ell\) the points with the \([i : B^\varepsilon]\)-th highest \(y\)-value for all \(1 \leq i \leq B^1 - \varepsilon\). Since \(\ell = O(B^\varepsilon)\), the total number of points in \(S\) is \(O(B^\varepsilon \cdot B^1 - \varepsilon) = O(B)\). The sets \(S, \mathcal{I}, \mathcal{D}\) and the catalog are stored in \(O(1)\) blocks.

**Updates**

Whenever points are inserted or deleted we store the delayed updates in \(\mathcal{I}\) or \(\mathcal{D}\), respectively. Before adding a point \(p\) to \(\mathcal{I}\) or \(\mathcal{D}\) we remove any existing occurrence of \(p\) in \(\mathcal{I}\) and \(\mathcal{D}\), since the new update overrides all previous updates of \(p\). Whenever \(\mathcal{I}\) or \(\mathcal{D}\) overflows, i.e. its size exceeds \(B\), we apply the updates to the set of points in \(\mathcal{L}\), and rebuild \(\mathcal{L}\) for the updated point set. To rebuild \(\mathcal{L}\), we extract the points \(L\) in \(\mathcal{L}\) in increasing \(x\)-order from the blocks \(b_1, \ldots, b_\ell\) in \(O(\ell)\) IOs, and apply the \(O(B)\) updates in \(\mathcal{I}\) or \(\mathcal{D}\) during the scan of the points to achieve the updated point set \(L'\). We split \(L'\) into new blocks \(b_1, \ldots, b_\ell\) and perform the vertical sweep by holding in internal memory a priority queue storing for each adjacent pair of blocks the \(y\)-value where the blocks potentially should be fusioned. This allows the construction of each of the remaining blocks \(b_{i,j}\) of \(\mathcal{L}\) in \(O(1)\) IOs per block. The reconstruction takes worst-case \(O(\ell)\) IOs. Since \(|L| = O(B^{1+\varepsilon})\) and the reconstruction of \(\mathcal{L}\) whenever a buffer overflow occurs requires \(O(|L|/B) = O(B^\varepsilon)\) IOs, the amortized cost of reconstructing \(\mathcal{L}\) is \(O(1/B^{1-\varepsilon})\) IOs per buffered update.

**3-sided Reporting Queries**

For a 3-sided range reporting query \(Q = [x_1, x_2] \times [y, \infty]\), the \(t\) line segments immediately below the bottom segment of the query range \(Q\) correspond exactly to the blocks intersected by the sweep when it was at \(y\), and the blocks contain a superset of the points contained in \(Q\). In Figure 2 the grey area shows a 3-sided range reporting query \(Q = [x_1, x_2] \times [y, \infty]\), where the relevant blocks are \(b_{3,4}, b_5\) and \(b_{6,7}\). By construction we know that at the sweepline two
consecutive blocks contain at least \( B \) points on or above the sweepline. Since the leftmost and rightmost of these blocks do not necessarily contain any points from \( Q \), it follows that the output to the range query \( Q \) is at least \( K \geq B \lfloor (t - 2)/2 \rfloor \). The relevant blocks can be found directly from the catalog using \( O(1) \) IOs and the query is performed by scanning these \( t \) blocks, and reporting the points contained in \( Q \). The total number of IOs becomes \( O(1 + t) = O(1 + K/B) \).

**Sampling Queries**

To perform a sampling query for the range \([x_1, x_2]\) we only consider \( L \), i.e. we ignore the \( O(B) \) buffered updates. We first identify the two blocks \( b_i \) and \( b_j \) spanning \( x_1 \) and \( x_2 \), respectively, by finding the predecessor of \( x_1 \) (successor of \( x_2 \)) among the minimum (maximum) \( x \)-values stored in the catalog. The sampled points in \( S \) for the blocks \( b_{i+1}, \ldots, b_{j-1} \) are extracted in decreasing \( y \)-order, and the \([(s + 1) \cdot B^{1-\varepsilon}]\)-th \( y \)-values are returned from this list for \( s = 1, 2, \ldots \). Let \( y_1 \geq y_2 \geq \cdots \) denote these returned \( y \)-values.

We now bound the number of points in \( L \) contained in the range \( Q_s = [x_1, x_2] \times [y_s, \infty] \). By construction there are \([(s + 1) \cdot B^{1-\varepsilon}]\) points with \( y \)-values \( \geq y_s \) in \( S \) from points in \( b_{i+1} \cup \cdots \cup b_{j-1} \). In each \( b_i \) there are at most \( \lceil B^\varepsilon \rceil \) points vertically between each sampled point in \( S \). Assume there are \( n_i \) sampled points with \( y \)-values \( \geq y_s \) in \( S \) from points in \( b_i \), i.e. \( n_i + 1 + \cdots + n_{i-1} = \lceil (s + 1) \cdot B^{1-\varepsilon} \rceil \). The number of points in \( b_i \) with \( y \)-value \( \geq y_s \) is at least \( n_i B^\varepsilon \) and less than \((n_i + 1) B^\varepsilon \), implying that the total number of points in \( Q_s \cap (b_{i+1} \cup \cdots \cup b_{j-1}) \) is at least \( \sum_{t=i+1}^{j-1} n_t B^\varepsilon \geq B^\varepsilon \sum_{t=i+1}^{j-1} n_t = B^\varepsilon [(s + 1) \cdot B^{1-\varepsilon}] \geq (s + 1) B \) and at most \( \sum_{t=i+1}^{j-1} (n_t + 1) B^\varepsilon = (j - i - 1) B^\varepsilon + B^\varepsilon \sum_{t=i+1}^{j-1} n_t = (j - i - 1) B^\varepsilon + B^\varepsilon [(s + 1) \cdot B^{1-\varepsilon}] \leq (j - i) B^\varepsilon + (s + 1) B \). Since the buffered deletions in \( D \) at most cancel \( B \) points from \( L \) it follows that there are at least \( (s + 1) B - B = s B \) points in the range \( Q_s \).

Since there are most \( B \) buffered insertions in \( L \) and \( B \) points in each of the blocks \( b_i \) and \( b_j \), it follows that \( Q_s \) contains at most \( (j - i) B^\varepsilon + (s + 1) B + 3B = s B + O(B) \) points, since \( j - i = O(B^\varepsilon) \) and \( \varepsilon \leq \frac{1}{2} \). It follows that the generated sample has the desired properties.

Since the query is answered by reading only the catalog and \( S \), the query only requires \( O(1) \) IOs. Note that the returned \( y \)-values might be the \( y \)-values of deleted points by buffered deletions in \( D \).

### 3 The Data Structure

To achieve our main result, Theorem 1, we combine the external memory priority search tree of Arge et al. [4] with the idea of buffered updates from the buffer tree of Arge [3]. As in [4], we have at each node of the priority search tree an instance of the data structure of Section 2 to handle queries on the children efficiently. The major technical novelty lays in the top-\( k \) query (Section 7) that makes essential use of Frederickson’s binary heap selection algorithm [10] and our samplings queries from Section 2.

**Structure**

The basic structure is a B-tree [5] \( T \) over the \( x \)-values of points, where the degree of each internal node is in the range \([\Delta/2, \Delta]\), where \( \Delta = \lceil B^\varepsilon \rceil \), except for the root \( r \) that is allowed to have degree in the range \([2, \Delta]\). Each node \( v \) of \( T \) stores three buffers containing \( O(B) \) points: a \emph{point buffer} \( P_v \), an \emph{insertion buffer} \( I_v \), and a \emph{deletion buffer} \( D_v \). The intuitive idea is that \( T \) together with the \( P_v \) sets form an external memory priority search tree, i.e. a point in \( P_v \) has larger \( y \)-value than all points in \( P_w \) for all descendants \( w \) of \( v \), and that
the $I_v$ and $D_v$ sets are delayed insertions and deletions on the way down through $T$ that we will handle recursively in batches when buffers overflow. A point $p \in I_v$ ($p \in D_v$) should eventually be inserted in (deleted from) one of the $P_c$ buffers at a descendant $w$ of $v$. Finally for each internal node $v$ with children $c_1, \ldots, c_k$ we will have a data structure $C_v$ storing $\cup_{i=1}^k P_{c_i}$, that is an instance of the data structure from Section 2. In a separate block at $v$ we store for each child $c_i$ the minimum $y$-value of a point in $P_{c_i}$, or $+\infty$ if $P_{c_i}$ is empty. We assume that all information at the root is kept in internal memory, except for $C_r$.

**Invariants**

For a node $v$, the buffers $P_v$, $I_v$ and $D_v$ are disjoint and all points have $x$-values in the $x$-range spanned by the subtree $T_v$ rooted at $v$ in $T$. All points in $I_v \cup D_v$ have $y$-value less than the points in $P_v$. In particular leaves have empty $I_v$ and $D_v$ buffers. If a point appears in a buffer at a node $v$ and at a descendant $w$, the update at $v$ is the most recent.

The sets stored at a node $v$ must satisfy one of the below size invariants, guaranteeing that either $P_v$ contains at least $B/2$ points, or all insertion and deletion buffers in $T_v$ are empty and all points in $T_v$ are stored in the point buffer $P_v$.

1. $B/2 \leq |P_v| \leq B$, $|D_v| \leq B/4$, and $|I_v| \leq B$, or
2. $|P_v| < B/2$, $I_v = D_v = \emptyset$, and $P_w = I_w = D_w = \emptyset$ for all descendants $w$ of $v$ in $T$.

**4 Updates**

Consider the insertion or deletion of a point $p = (p_x, p_y)$. First we remove any (outdated) occurrence of $p$ from the root buffers $P_r$, $I_r$ and $D_r$. If $p_y$ is smaller than the smallest $y$-value in $P_r$ then $p$ is inserted into $I_r$ or $D_r$, respectively. Finally, for an insertion where $p_y$ is larger than or equal to the smallest $y$-value in $P_r$ then $p$ is inserted into $I_r$. If $P_r$ overflows, i.e. $|P_r| = B + 1$, we move a point with smallest $y$-value from $P_r$ to $I_r$.

During the update above, the $I_v$ and $D_v$ buffers might overflow, which we handle by the five steps described below: (i) handle overflowing deletion buffers, (ii) handle overflowing insertion buffers, (iii) split leaves with overflowing point buffers, (iv) recursively split nodes of degree $\Delta + 1$, and (v) recursively fill underflowing point buffers. For deletions only (i) and (v) are relevant, whereas for insertions (ii)–(v) are relevant.

(i) If a deletion buffer $D_v$ overflows, i.e. $|D_v| > B/4$, then by the pigeonhole principle there must exist a child $c$ where we can push a subset $U \subseteq D_v$ of $\lfloor |D_v|/\Delta \rfloor$ deletions down to. We first remove all points in $U$ from $D_v$, $I_c$, $D_c$, $P_c$, and $C_v$. Any point $p$ in $U$ with $y$-value larger than or equal to the minimum $y$-value in $P_c$ is removed from $U$ (since the deletion of $p$ cannot cancel further updates). If $v$ is a leaf, we are done. Otherwise, we add the remaining points in $U$ to $D_c$, which might overflow and cause a recursive push of buffered deletions. In the worst-case, deletion buffers overflow all the way along a path from the root to a single leaf, each time causing at most $\lfloor B/\Delta \rfloor$ points to be pushed one level down. Updating a $C_v$ buffer with $O(B/\Delta)$ updates takes amortized $O(1 + (B/\Delta)/B^{1-\epsilon}) = O(1)$ IOs.

(ii) If an insertion buffer $I_v$ overflows, i.e. $|I_v| > B$, then by the pigeonhole principle there must exist a child $c$ where we can push a subset $U \subseteq I_v$ of $\lceil |I_v|/\Delta \rceil$ insertions down to. We first remove all points in $U$ from $I_v$, $I_c$, $D_c$, $P_c$, and $C_v$. Any point $p$ in $U$ with $y$-value larger than or equal to the minimum $y$-value in $P_c$ is inserted into $P_c$ and $C_v$ and removed from $U$ (since the insertion cannot cancel further updates). If $P_c$ overflows, i.e. $|P_c| > B$, we repeatedly move the points with smallest $y$-value from $P_c$ to $U$ until $|P_c| = B$. If $c$ is a leaf all points in $U$ are inserted into $P_c$ (which might overflow), and $U$ is now empty. Otherwise, we add the remaining points in $U$ to $I_c$, which might overflow and cause
a recursive push of buffered insertions. As for deletions, in the worst-case insertion buffers overflow all the way along a path from the root to a single leaf, each time causing \(O(B/\Delta)\) points to be pushed one level down. Updating a \(C_v\) buffer with \(O(B/\Delta)\) updates takes amortized \(O(1 + (B/\Delta)/B^{1-\varepsilon}) = O(1)\) IOs.

(iii) If the point buffer \(P_v\) at a leaf \(v\) overflows, i.e. \(|P_v| > B\), we split the leaf \(v\) into two nodes \(v'\) and \(v''\), and distribute evenly the points \(P_v\) among \(P_{v'}\) and \(P_{v''}\) using \(O(1)\) IOs. Note that the insertion and deletion buffers of all the involved nodes are empty. The splitting might cause the parent to get degree \(\Delta + 1\).

(iv) While some node \(v\) has degree \(\Delta + 1\), split the node into two nodes \(v'\) and \(v''\) and distribute \(P_v\), \(I_v\) and \(D_v\) among the buffers at the nodes \(v'\) and \(v''\) w.r.t. \(x\)-value. Finally construct \(C_{v'}\) and \(C_{v''}\) from the children point sets \(P_v\). In the worst-case all nodes along a single leaf-to-root path will have to split, where the splitting of a single node costs \(O(\Delta)\) IOs, due to reconstructing \(C\) structures.

(v) While some node \(v\) has an underflowing point buffer, i.e. \(|P_v| < B/2\), we try to move the \(B/2\) top points into \(P_v\) from \(v\)'s children. If all subtrees below \(v\) do not store any points, we remove all points from \(D_v\), and repeatedly move the point with maximum \(y\)-value from \(I_v\) to \(P_v\) until either \(|P_v| = B\) or \(I_v = \emptyset\). Otherwise, we scan the children’s point buffers \(P_{v_1}, \ldots, P_{v_n}\) using \(O(\Delta)\) IOs to identify the \(B/2\) points with largest \(y\)-value, where we only read the children with nonempty point buffers (information about empty point buffers at the children is stored at \(v\), since we store the minimum \(y\)-value in each of the children’s point buffer). These points \(X\) are then deleted from the children’s \(P_v\) lists using \(O(\Delta)\) IOs and from \(C_v\) using \(O(B^\varepsilon) = O(\Delta)\) IOs. All points in \(X \cap D_v\) are removed from \(X\) and \(D_v\) (since they cannot cancel further updates below \(v\)). For all points \(p \in X \cap I_v\), the occurrence of \(p\) in \(X\) is removed and the more recent occurrence in \(I_v\) is moved to \(X\). While the highest point in \(I_v\) has higher \(y\)-value than the lowest point in \(X\), we swap these two values to satisfy the ordering among buffer points. Finally all remaining points in \(X\) are inserted into \(P_v\) using \(O(1)\) IOs and into \(C_v\) using \(O(B^\varepsilon) = O(\Delta)\) IOs, where \(u\) is the parent of \(v\). The total cost for pulling these up to \(B/2\) points one level up in \(T\) is \(O(\Delta)\) IOs. It is crucial that we do the pulling up of points bottom-up, such that we always fill the lowest node in the tree, which will guarantee that children always have non-underflowing point buffers if possible. After having pulled points from the children, we need to check if any of the children’s point buffers underflows and should be refilled.

Analysis

The tree \(T\) is rebalanced during updates by the splitting of leaves and internal nodes. We do not try to fusion nodes to handle deletions. Instead we apply global rebuilding whenever a linear number of updates have been performed (see Section 5). A leaf \(v\) will only be split into two leaves whenever its \(P_v\) buffer overflows, i.e. when \(|P| > B\). It follows that the total number of leaves created during a total of \(N\) insertions can at most be \(O(N/B)\), implying that at most \(O(\frac{N}{\Delta^2})\) internal nodes can be created by the recursive splitting of nodes. It follows that \(T\) has height \(O(\log_{\Delta} \frac{N}{\Delta^2}) = O(\frac{1}{\varepsilon} \log_B N)\).

For every \(\Theta(B/\Delta)\) update, in (i) and (ii) amortized \(O(1)\) IOs are spend on each the \(O(\log_{\Delta} \frac{N}{\Delta^2})\) levels of \(T\), i.e. amortized \(O(\frac{1}{\varepsilon} \log_{\Delta} \frac{N}{\Delta^2}) = O(\frac{1}{\varepsilon} \log_B N)\) IOs per update. For a sequence of \(N\) updates, in (iii) at most \(O(N/B)\) leaves are created requiring \(O(1)\) IOs each and in (iv) at most \(O(\frac{N}{\Delta^2})\) non-leaf nodes are created. The creation of each non-leaf node costs amortized \(O(\Delta)\) IOs, i.e. in total \(O(N/B)\) IOs, and amortized \(O(1/B)\) IO per update.

The analysis of (v) is more complicated, since the recursive filling can trigger cascaded recursive refillings. Every refilling of a node takes \(O(\Delta)\) IOs and moves \(\Theta(B)\) points one level
up in the tree’s point buffers (some of these points can be eliminated from the data structure during this move). Since each point at most can move \(O(\log_{\Delta} \frac{N}{B})\) levels up, the total number of IOs for the refillings during a sequence of \(N\) operations is amortized \(O(\frac{\Delta}{2\epsilon} \log_{\Delta} \frac{N}{B})\) IOs, i.e. amortized \(O(\frac{\Delta}{2\epsilon} \log_{\Delta} N)\) IOs per point. The preceding argument ignores two cases. The first case is that during the pull up of points some points from \(P_v\) and \(I_v\) swap rôles due to their relative \(y\)-values. But this does not change the accounting, since the number of points moved one level up does not change due to this change of rôle. The second case is when all children of a node all together have less than \(B/2\) points, i.e. we do not move as many points up as promised. In this case we will move to \(v\) all points we find at the children of \(v\), such that these children become empty and cannot be read again before new points have been pushed down to these nodes. We can now do a simple amortization argument: By double charging the IOs we previously have counted for pushing points to a child we can ensure that each node with non-empty point buffer always has saved an IO for being emptied. It follows that the above calculations remain valid.

5 Global Rebuilding

We adopt the technique of global rebuilding [15, Chapter 5] to guarantee that \(T\) is balanced. We partition the sequence of updates into epochs. If the data structure stores \(\bar{N}\) points at the beginning of an epoch the next epoch starts after \(\bar{N}/2\) updates have been performed. This ensures that during the epoch the current size satisfies \(\frac{1}{2}\bar{N} \leq N \leq \frac{3}{2}\bar{N}\), and that \(T\) has height \(O(\frac{1}{\epsilon} \log_B \frac{2\bar{N}}{3}) = O(\frac{1}{\epsilon} \log_B N)\).

At the beginning of an epoch we rebuild the structure from scratch by constructing a new empty structure and reinserting all the non-deleted points from the previous structure. We identify the points to insert in a top-down traversal of the \(T\), always flushing the insertion and deletion buffers of a node \(v\) to its children and inserting all points of \(P_v\) into the new tree. The insertion and deletion buffers might temporarily have size \(\omega(B)\). To be able to filter out deleted points etc., we maintain the buffers \(P_v\), \(I_v\), and \(D_v\) in lexicographically sorted order. Since level \(i\) (leaves being level 0) contains at most \(\frac{3\bar{N}}{2\epsilon\Delta(\Delta/2)}\) nodes, i.e. stores \(O(\frac{\bar{N}}{\epsilon\Delta(\Delta/2)})\) points to be reported and buffered updates to be moved \(i\) levels down, the total cost of flushing all buffers is \(O(\sum_{i=0}^{\infty}(i+1)\frac{\bar{N}}{2\epsilon\Delta(\Delta/2)}) = O(\frac{\bar{N}}{\epsilon\Delta})\) IOs.

The \(O(\bar{N})\) reinsertions into the new tree can be done in \(O(\frac{\bar{N}}{2\epsilon\Delta \log_B \bar{N}})\) IOs. The \(\bar{N}/2\) updates during an epoch are each charged a constant factor amortized overhead to cover the \(O(\frac{\bar{N}}{2\epsilon\Delta \log_B N})\) IO cost of rebuilding the structure at the end of the epoch.

6 3-sided Range Reporting Queries

Our implementation of 3-sided range reporting queries \(Q = [x_1, x_2] \times [y, \infty]\) consists of three steps: Identify the nodes to \textit{visit} for reporting points, push down buffered insertions and deletions between visited nodes, and finally return the points in the query range \(Q\).

We recursively identify the nodes to visit, as the \(O(\frac{1}{\epsilon} \log_B N)\) nodes on the two root-to-leaf search paths in \(T\) for \(x_1\) and \(x_2\), and all nodes \(v\) between \(x_1\) and \(x_2\) where all points in \(P_v\) are in \(Q\). We can check if we should visit a node \(w\) without reading the node, by comparing \(y\) with the minimum \(y\)-value in \(P_v\) that is stored at the parent of \(w\). It follows that all points to be reported by \(Q\) are contained in the \(P_v\) and \(I_v\) buffers of visited nodes \(v\) or point buffers at the children of visited nodes, i.e. in \(C_v\). Note that some of the points in the \(P_v\), \(I_v\) and \(C_v\) sets might have been deleted by buffered updates at visited ancestor nodes.
A simple worst-case solution for answering queries would be to extract for all visited nodes \( v \) all points from \( P_v, I_v, D_v \) and \( C_v \) contained in \( Q \). By sorting the \( O(K + \frac{2}{\epsilon} \log_B N) \) extracted points (bound follows from the analysis below) and applying the buffered updates we can answer a query in worst-case \( O(\text{Sort}(K + \frac{2}{\epsilon} \log_B N)) \) IOs. In the following we prove the better bound of amortized \( O(\frac{1}{\epsilon} \log_B N + K/B) \) IOs by charging part of the work to the updates.

Our approach is to push buffered insertions and deletions down such that for all visited nodes \( v \), no ancestor \( u \) of \( v \) stores any buffered updates in \( D_u \) and \( I_u \) that should go into the subtree of \( v \). We do this by a top-down traversal of the visited nodes. For a visited node \( v \) we identify all the children to visit. For a child \( c \) to visit, let \( U \subseteq D_v \cup I_v \) be all buffered updates belonging to the \( x\)-range of \( c \). We delete all points in \( U \) from \( P_c, C_v, I_c \) and \( D_c \). All updates in \( U \) with \( y\)-value smaller than the minimum \( y\)-value in \( P_c \) are inserted into \( D_t \) or \( I_c \), respectively. All insertions in \( U \) with \( y\)-value larger than or equal to the minimum \( y\)-value in \( P_c \) are merged with \( P_c \). If \( |P_c| > B \) we move the points with lowest \( y\)-values to \( I_c \) until \( |P_c| = B \). We update \( C_v \) to reflect the changes to \( P_c \). During this push down of updates, some update buffers at visited nodes might get size \( > B \). We temporarily allow this, and keep update buffers in sorted \( x\)-order.

The reporting step consists of traversing all visited nodes \( v \) and reporting all points in \((P_c \cup I_c) \cap Q\) together with points in \( C_v \) contained in \( Q \) but not canceled by deletions in \( I_v \), i.e. \((Q \cap C_v) \setminus D_v \). Overflowing insertion and deletion buffers are finally handled as described in the update section, Section 4 (i)–(iv), possibly causing new nodes to be created by splits, where the amortized cost is already accounted for in the update analysis. The final step is to refill the \( P_v \) buffers of visited nodes, which might have underflowed due to the deletions pushed down among the visited nodes. The refilling is done as described in Section 4 (v).

**Analysis**

Assume \( V + O(\frac{1}{\epsilon} \log_B N) \) nodes are visited, where \( V \) nodes are not on the search paths for \( x_1 \) and \( x_2 \). Let \( R \) be the set of points in the point buffers of the \( V \) visited nodes before pushing updates down. Then we know \( |R| \geq VB/2 \). The number of buffered deletions at the visited nodes is at most \((V + O(\frac{1}{\epsilon} \log_B N))B/4\), i.e. the number of points reported \( K \) is then at least \( VB/2 - (V + O(\frac{1}{\epsilon} \log_B N))B/4 = VB/4 - O(\frac{B}{\epsilon} \log_B N) \). It follows \( V = O(\frac{1}{\epsilon} \log_B N + K/B) \). The worst-case IO bound becomes \( O(V + \frac{1}{\epsilon} \log_B N + K/B) = O(\frac{1}{\epsilon} \log_B N + K/B) \), except for the cost of pushing the content of update buffers done at visited nodes and handling overflowing update buffers and underflowing point buffers.

Whenever we push \( \Omega(B/\Delta) \) points to a child, the cost is covered by the analysis in Section 4. Only when we push \( \Omega(B/\Delta) \) updates to a visited child, with an amortized cost of \( O(1) \) IOs, we charge this IO cost to the visited child. Overflowing update buffers and refilling \( P_v \) buffers is covered by the cost analyzed in Section 4. It follows that the total amortized cost of a 3-sided range reporting query in amortized \( O(\frac{1}{\epsilon} \log_B N + K/B) \) IOs.

**7 Top-k Queries**

Our overall approach for answering a top-\( k \) query for the range \([x_1, x_2]\) consists of three steps: First we find an approximate threshold \( y\)-value \( \bar{y} \), such that we can reduce the query to a 3-sided range reporting query. Then we perform a 3-sided range reporting query as described in Section 6 for the range \([x_1, x_2] \times [\bar{y}, \infty)\]. Let \( A \) be the output the three sided query. If \( |A| \leq k \) then we return \( A \). Otherwise, we select and return \( k \) points from \( A \) with largest \( y\)-value using the linear time selection algorithm of Blum et al. [7], that in
external memory uses $O(|A|/B)$ IOs. The correctness of this approach follows if $|A| \geq k$ or $A$ contains all points in the query range, and the IO bound follows if $|A| = O(K + B \log_B N)$ and we can find $y$ in $O(\log_B N + K/B)$ IOs. It should be noted that our $y$ resembles the approximate $k$-threshold used by Sheng and Tao [19], except that we allow an additional slack of $O(\log_B N)$.

To compute $y$ we (on demand) construct a heap-ordered binary tree $T$ of sampled $y$-values, where each node can be generated using $O(1)$ IOs, and apply Frederickson’s binary heap-selection to $T$ to find the $O(k/B + \log_B N)$ largest $y$-value in $O(K/B + \log_B N)$ time and $O(K/B + \log_B N)$ IOs. This is the returned value $y$. For each node $v$ of the B-tree $T$ we construct a path $P_v$ of $O(\Delta)$ decreasing $y$ values, consisting of the samples returned by Sample($x_1,x_2$) for $C_v$ and merged with the minimum $y$ values of the point buffers $P_c$, for each child $c$ within the $x$-range of the query and where $|P_c| \geq B/2$. The root of $P_v$ is the largest $y$-value, and the remaining nodes form a leftmost path in decreasing $y$-value order. For each child $c$ of $v$, the node in $P_v$ storing the minimum $y$-value in $P_c$ has as right child the root of $P_c$. Finally let $v_1,v_2,\ldots,v_t$ be all the nodes on the two search paths in $T$ for $x_1$ and $x_2$. We make a left path $P$ containing $t$ nodes, each with $y$-value $+\infty$, and let the root of $P$ be the right child of the $i$th node on $P$. Let $T$ be the resulting binary tree. The $y$ value we select is the $k = \lfloor 7t + 12k/B \rfloor$-th among the nodes in the binary tree $T$.

### Analysis

We can construct the binary tree $T$ topdown on demand (as needed by Frederickson’s algorithm) using $O(1)$ IOs per node, since each $P_v$ path can be computed using $O(1)$ IOs when Frederickson’s algorithm visits the root of $P_v$.

To lower bound the number of points in $T$ contained in $Q_y = [x_1,x_2] \times [y,\infty]$, we first observe that among the $k$ $y$-values in $T$ larger than $y$ are the $t$ occurrences of $+\infty$, and either $\geq \frac{1}{4}(k - t)$ samplings from $C_v$ sets or $\geq \frac{1}{4}(k - t)$ minimum values from $P_c$ sets. Since $s$ samplings from $C_v$ ensures $sB$ elements from $C_v$ have larger values than $y$ and the $C_v$ sets are disjoint, the first case ensures that there are $\geq \frac{1}{4}B(k - t)$ points from $C_v$ sets in $Q_y$. For the second case each minimum $y$-value of a $P_c$ set represents $\geq B/2$ points in $P_c$ contained in $Q_y$, i.e. in total $\geq \frac{B}{2}(k - t) = \frac{1}{4}B(k - t)$ points. Some of these elements will not be reported, since they will be canceled by buffered deletions. These buffered deletions can only be stored at the $t$ nodes on the two search paths and in nodes where all $\geq B/2$ points in $P_c$ are in $Q_y$. It follows at most $\frac{B}{12}(t + \bar{k})$ buffered deletions can be applied to points in the $P_c$ sets, i.e. in total at least $\frac{B}{3}(k - t) - \frac{B}{12}(t + \bar{k}) = \frac{B}{12}k - \frac{7B}{12}t = \frac{B}{12}(7t + 12k/B) - \frac{7B}{12}t \geq k$ points will be reported by the 3-sided range reporting $Q_y$.

To upper bound the number of points that can be reported by $Q_y$, we observe that these points are stored in $P_v$, $C_v$ and $I_v$ buffers. There are at most $k$ nodes where all $\geq B/2$ points in $P_v$ are reported (remaining points in point buffers are reported using $C_v$ structures), at most from $t + \bar{k}$ nodes we need to consider points from the insertion buffers $I_v$, and from the at most $t + \bar{k}$ child structures $C_v$ we report at most $\bar{k}B + (\alpha + 1)(t + \bar{k})B$ points, for some constant $\alpha \geq 1$, which follows from the interface of the Sample operation from Section 2. In total the 3-sided range reports at most $kB + (t + \bar{k})B + \bar{k}B + (\alpha + 1)(t + \bar{k})B = O(B(t + \bar{k})) = O(\frac{1}{2}B \log_B N + k)$ points. In the above we ignored the case where we only find $< k$ nodes in $T$, where we just set $y = -\infty$ and all points within the $x$-range will be reported. Note that the IO bounds for finding $y$ and the final selection are worst-case, whereas only the 3-sided range reporting query is amortized.
References


Catalytic Space: Non-determinism and Hierarchy*

Harry Buhrman¹, Michal Koucký², Bruno Loff², and Florian Speelman⁴

1 CWI and University of Amsterdam, Amsterdam, The Netherlands
h.buhrman@cwi.nl
2 Charles University, Prague, Czech Republic
koucky@iuuk.mff.cuni.cz
3 Charles University, Prague, Czech Republic
bruno.loff@gmail.com
4 CWI, Amsterdam, The Netherlands
f.speelman@cwi.nl

Abstract

Catalytic computation, defined by Buhrman, Cleve, Koucký, Loff and Speelman (STOC 2014), is a space-bounded computation where in addition to our working memory we have an exponentially larger auxiliary memory which is full; the auxiliary memory may be used throughout the computation, but it must be restored to its initial content by the end of the computation.

Motivated by the surprising power of this model, we set out to study the non-deterministic version of catalytic computation. We establish that non-deterministic catalytic log-space is contained in $\text{ZPP}$, which is the same bound known for its deterministic counterpart, and we prove that non-deterministic catalytic space is closed under complement (under a standard derandomization assumption). Furthermore, we establish hierarchy theorems for non-deterministic and deterministic catalytic computation.
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1 Introduction

Buhrman et al. [3] define the notion of catalytic computation, a space-bounded model of computation in which the usual Turing machine has, in addition to its work tape, access to a large auxiliary memory which is full. The auxiliary memory can be used during the computation, but its starting contents must be restored by the end of the computation. The space usage that is counted is the amount of work space $s$ used; the auxiliary memory is for free. In a reasonable setting, the auxiliary memory is of size at most $2^s$. One can think of the auxiliary memory as a hard disk full of data. The catch with the auxiliary memory is that it may contain arbitrary content, possibly incompressible, which has to be preserved in some way during the computation. It is not obvious whether such auxiliary memory can be
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useful at all. Buhrman et al. show that, surprisingly, there is a non-trivial way of using the full memory; that it is possible to compute in work space $O(\log n)$ (catalytic log-space, CL) functions not known to be computable in the usual logarithmic space (log-space, L) without the auxiliary memory. Indeed, all of $\mathsf{TC}^1$, which includes $\mathsf{NL}$ and $\mathsf{LOGCFL}$, is contained in CL.

This motivated us to explore further: What other problems can be solved in catalytic log-space? Buhrman et al. show $\mathsf{CL} \subseteq \mathsf{ZPP}$, so $\mathsf{CL}$ is unlikely to contain the whole of $\mathsf{PSPACE}$ (even though this is the case relative to some oracle). The fact that $\mathsf{NL} \subseteq \mathsf{CL}$ suggests an obvious question: what about non-deterministic catalytic log-space? Could it be that non-deterministic computation equipped with auxiliary tape has the same power as deterministic catalytic computation? Non-deterministic catalytic computation could possibly allow us to identify further problems that can benefit from having full memory. The previous work also raises a host of further questions about the catalytic model such as: Is there a space hierarchy? Does some kind of Savitch’s theorem hold for catalytic log-space? Is non-deterministic catalytic space closed under complement? etc. This paper aims to shed light on some of these questions.

In this paper we show that non-deterministic catalytic space is closed under complement under a widely accepted derandomization assumption. We also establish hierarchy theorems for catalytic computation in the deterministic and non-deterministic settings. For our non-deterministic catalytic log-space we can also establish the same $\mathsf{ZPP}$ upper bound that was known for CL. Hence there seems to be a closeness between determinism and non-determinism for catalytic computation. Despite that we are unable to establish an equivalent of Savitch’s theorem. This remains an intriguing open problem.

We prove the closure under complement using the inductive counting technique of Immerman and Szelepcsényi [4, 9]. However, we had to overcome several difficulties. One challenge is that we might be faced with an exponential-size graph of reachable configurations. We show how to use a pseudorandom generator to avoid such a situation. Another issue is that for inductive counting we need to be able to remember and reason about different configurations. However, the full description of a configuration is exponentially bigger than our work space, so we cannot possibly store it in full. This is one of the hurdles that prevents us from carrying out Savitch’s algorithm for catalytic computation. For the inductive counting we resolve this issue by using fingerprints for various configurations.

Our hierarchy theorems are proven in the setting of computation with advice. The catalytic model is a semantic restriction. It is an easy exercise to show that it is algorithmically undecidable whether a machine will restore the full memory on every input to its original content. For semantic models of computation, like bounded-error randomized computation, the only hierarchy theorems that we know of are in the setting with advice. The reason is that essentially all known hierarchy theorems are proven by diagonalization, which requires the ability to enumerate exactly all machines of a given type. We do not know any such enumeration for catalytic machines so we have to settle for the weaker result. The advice is used only to tell the diagonalizing machine whether it is safe to diagonalize against a particular machine. The hierarchy theorems follow from the work of Kinne and van Melkebeek, and van Melkebeek and Pervyshev [7, 10]. For some space bounds we provide more accurate separations that were not explicitly calculated before.

The layout of the paper is as follows. Section 2 contains some preliminaries. In Section 3 we define non-deterministic catalytic computation, and prove that the corresponding log-space class $\mathsf{CNL}$ is contained in $\mathsf{ZPP}$. Section 4 is devoted to proving that $\mathsf{CNL}$ is closed under complement, and in Section 5 we show hierarchy theorems for catalytic computation.
2 Preliminaries

We assume the reader is familiar with basic computational complexity; a good reference is [2].

The complexity class $L$ denotes the problems solvable in log-space, while $\text{PSPACE}$ is the class of those problems that can be solved using a polynomial amount of space. The class $\text{NL}$ contains the problems that can be solved non-deterministically in log-space, and $\text{LOGCFL}$ is the class of problems that are log-space many-one reducible to context-free languages.

The problems in $\text{ZPP}$ (zero-error probabilistic polynomial time) are the ones computable by a probabilistic Turing machine that halts in expected polynomial time, while always outputting the correct answer for any input.

We mention the circuit class $\text{TC}^1$, which is the class of boolean functions computable by circuits of depth $O(\log n)$ by AND gates, OR gates and MAJ gates, all with unbounded fan-in – a MAJ gate outputs 1 if and only if most of its input bits are 1. We use $\text{SIZE}(s)$ to denote the class of problems that can be solved by circuits of size $s$.

The formal definition of catalytic computation [3] is the following:

**Definition 1.** Let $M$ be a deterministic Turing machine with four tapes: one input and one output tape, one work-tape, and one auxiliary tape (or aux-tape).

$M$ is said to be a catalytic Turing machine using workspace $s(n)$ and auxiliary space $s_a(n)$ if for all inputs $x \in \{0, 1\}^n$ and auxiliary tape contents $w \in \{0, 1\}^{s_a(n)}$, the following three properties hold.

1. **Space bound.** The machine $M(x, w)$ uses space $s(n)$ on its work tape and space $s_a(n)$ on its auxiliary tape.
2. **Catalytic condition.** $M(x, w)$ halts with $w$ on its auxiliary tape.
3. **Consistency.** The outcome of the computation $M(x, w)$ is consistent among all initial aux-tape contents $w$.

From this we obtain an analogue of the usual space-bounded complexity classes:

**Definition 2.** $\text{CSPACE}(s(n), s_a(n))$ is the class of decision problems solvable by a catalytic Turing machine using workspace $s(n)$ and auxiliary space $s_a(n)$. The notational shorthand $\text{CSPACE}(s(n))$ is defined as $\text{CSPACE}(s(n), 2^{\Omega(n)})$. The class $\text{CL}$ is $\text{CSPACE}(O(\log n))$.

In the paper [3], it was shown that, surprisingly, $\text{CL}$ can make a non-trivial use of the auxiliary tape. Indeed, the paper shows that $\text{TC}^1 \subseteq \text{CL}$, but it is generally believed that $\text{TC}^1 \not\subseteq L$.

In this paper we will prove a space-hierarchy theorem for catalytic computations. This hierarchy theorem holds for catalytic Turing machines with an advice string.

We define advice added to a catalytic computation in the same way as in the recent line of research that proves hierarchies for certain classes of semantic models, see for example [10, 7]. In our case that means that a computation needs to satisfy the catalytic condition and consistency properties on the correct advice, and is allowed to (for example) fail to restore the contents of the aux-tape for other values of the advice. This notion of advice is a variation on the one defined by Karp and Lipton [6], who required that the machine model was robust under all possible values of the advice string. Proving the same hierarchy theorem using the Karp–Lipton definition would be harder, and would indeed imply a hierarchy theorem that also holds without any advice [7].

---

1 What this means depends on what we are trying to do. For instance, when solving a decision problem, $M(x, w)$ should either accept for all choices of $w$ – in which case we say $M$ accepts $x$ – or it rejects for all possible $w$ – $M$ rejects $x$. 
We will also prove an analogue of the Immerman–Szelepcsényi theorem. The definition of the non-deterministic version of CL, denoted CNL, will be left for Section 3. Then CNL = coCNL will hold under the same assumption as the following standard derandomization result, whose proof is now standard. (For instance, the pseudo-random generator of [5] has the right properties, or see Appendix C of [8] and Theorem 19 of [1].)

Lemma 3. If there exists a constant ε > 0 such that DSPACE(n) /∈ SIZE(2εn) then for all constants c there exists a constant c' and a function G : {0, 1}cn → {0, 1}n such that for any circuit C of size n

\[ \left| \Pr_{r \in \{0,1\}^n} [C(r) = 1] - \Pr_{s \in \{0,1\}^{c \log n}} [C(G(s)) = 1] \right| < \frac{1}{n} \]

and G is computable in space logarithmic in n.

We will also need a hash family with nice properties. Such a hash family can be easily constructed.

Lemma 4. For every n, there exists a family of hash functions \{h_k\}_{k=1}^n, with each h_k a function \{0, 1\}n → \{0, 1\}log n, such that the following properties hold. First, h_k is computable in space O(log n) for every k, and second, for every set S ⊂ \{0, 1\}n with |S| ≤ n there is a hash function in the family that is injective on S.

Remarks on notation

For two binary strings x, y of equal length, we use x ⊕ y for the bitwise XOR of x and y. The function log always stands for the logarithm of base 2. For simplicity, all Turing machines are assumed to use a binary alphabet – all definitions and proofs would easily generalize to larger alphabet sizes, at the cost of introducing notational clutter.

3 Non-deterministic Catalytic Computation

The model for catalytic computation is defined in terms of deterministic Turing machines. This gives rise to the question: What would the power of a non-deterministic version of CL be? In this section we extend the definitions of catalytic-space computation to the non-deterministic case, and prove basic results about this model.

There are multiple possible ways how to add non-determinism to a catalytic Turing machine. Our definition will require the machine to restore the contents of the auxiliary tape for any given sequence of non-deterministic bits; but at a first glance, it seems we could make this requirement only for those non-deterministic guesses which result in accepting states. We feel that defining the model in this way is less natural for several reasons. For one, we can not run two machines sequentially and accept if one of them accepts: if one of the two machines would reject, the whole computation needs to reject, because the auxiliary tape may have been irreversibly changed; so the class would not be closed under union. This would also prevent amplification of success probability in a probabilistic class defined using such machines. Philosophically speaking, having a catalytic machine which ‘sometimes’ destroys all data it is guaranteed to preserve, seems to go against the spirit of the model.

Another possible variation would be to require that the accepting sequence of non-deterministic choices is independent of the initial contents of the auxiliary tape, which would give a weaker model. Indeed, this would not look very strange in a certificate definition, effectively requiring that there exists a read-once certificate, independent of the initial
contents of the aux-tape, which can be verified by a deterministic log-space catalytic Turing machine. Even so, when describing the model with non-deterministic Turing machines it seems unnatural to have this restriction. Hence we settle on the following:

**Definition 5.** Let $M$ be a non-deterministic Turing machine with four tapes: one input and one output tape, one work-tape, and one auxiliary tape.

Let $x \in \{0,1\}^n$ be an input, and $w \in \{0,1\}^{s_a(n)}$ be the initial contents of the auxiliary tape. We say that $M(x,w)$ accepts $x$ if there exists a sequence of nondeterministic choices that makes the machine accept. If for all possible sequences of nondeterministic choices $M(x,w)$ does not accept, the machine rejects $x$.

Then $M$ is said to be a catalytic non-deterministic Turing machine using workspace $s(n)$ and auxiliary space $s_a(n)$ if for all inputs, the following three properties hold.

1. **Space bound.** The machine $M(x,w)$ uses space $s(n)$ on its work tape and space $s_a(n)$ on its auxiliary tape.
2. **Catalytic condition.** $M(x,w)$ halts with $w$ on its auxiliary tape, irrespective of its nondeterministic choices.
3. **Consistency.** The outcome of the computation $M(x,w)$ is consistent among all initial aux-tape contents $w$. This means that for any given input $x$, $M(x,w)$ should always accept, or always reject, regardless of $w$; however: the specific nondeterministic choices that make $M(x,w)$ go one way or the other may depend on $w$.

**Definition 6.** $\text{CNSPACE}(s(n), s_a(n))$ is the class of decision problems solvable by a catalytic Turing machine using workspace $s(n)$ and auxiliary space $s_a(n)$, and $\text{CNSPACE}(s(n))$ is defined as $\text{CNSPACE}(s(n), 2^{O(n)})$. The class $\text{CNL}$ is $\text{CNSPACE}(O(\log n))$.

We now have an analogue of non-deterministic space-bounded complexity. In [3], we proved that $\text{CL} \subseteq \text{ZPP}$; we now generalize this to $\text{CNL} \subseteq \text{ZPP}$.

**Definition 7.** Define the directed acyclic graph $G_{M,x,w}$ to be the configuration graph of a catalytic non-deterministic Turing machine $M$ on input $x$ and auxiliary tape starting contents $w$. That is, $G_{M,x,w}$ has a node for every configuration which is reachable by non-deterministic choices when executing $M(x,w)$.

We will use $|G_{M,x,w}|$ to denote the number of nodes of the configuration graph.

**Lemma 8.** Let $M$ be a non-deterministic catalytic machine using space $c\log n$ and let $c' = 2c + 2$. Then for all $x$

$$\mathbb{E}_{w \in \{0,1\}^{c'}} \left[ |G_{M,x,w}| \right] \leq O(n^{c'}) .$$

**Proof.** Notice that, for any given $x \in \{0,1\}^n$, and for different auxiliary tape contents $w, w'$, the set of configurations in $G_{M,x,w}$ and in $G_{M,x,w'}$ have to be disjoint. For the sake of contradiction, consider a configuration $q$ that is reachable both by $M(x,w)$ and by $M(x,w')$. Then any halting configuration reachable by $q$ will have the wrong contents on its auxiliary tape for either the computation that started with $w$ or with $w'$.

The number of bits needed to describe a configuration of $M$, excluding the contents of the input tape, is bounded by

$$c \log n + n^c + \log n^c + \log n + \log (c \log n) + O(1) \leq (2c + 2) \log n + n^c + O(1) ,$$

where we do include the encoding of the location of the tape heads and the internal state of the Turing Machine. Therefore the total number of reachable configurations, counted over
all possible starting auxiliary tape contents, is at most
\[
\sum_{w \in \{0, 1\}^{n^c}} |G_{M,x,w}| \leq 2^{n^c} \log n + n^c + O(1) = O(n^{c'})2^{n^c}
\]
And thus \(E_{w \in \{0, 1\}^{n^c}}[|G_{M,x,w}|] \leq O(n^{c'})\). ◀

Now suppose we have CNL machine \(M\), and let \(x \in \{0, 1\}^n\) be the input string. Consider an algorithm which flips a random string \(w\) and searches \(G_{M,x,w}\) for a path from the initial configuration to an accepting configuration. This takes time polynomial in \(|G_{M,x,w}|\). By Lemma 8 this graph is polynomial-sized in expectation, and therefore this procedure finishes in expected polynomial time. Thus we obtain:

\[\textbf{Corollary 9.} \text{ CNL } \subseteq \text{ ZPP.}\]

### 4 An Analog of the Immerman–Szelepcsényi Theorem

This section is devoted to proving that CNL is closed under complement. Our proof strategy is based on the inductive-counting argument to prove the Immerman–Szelepcsényi theorem. In order for the proof to work for catalytic computation, we will need a couple of new ideas.

Suppose we are given a CNL machine \(M\), and wish to construct a CNL-machine \(M'\) to compute the complement \(\overline{M}\), via an inductive-counting argument on the configuration graph of \(M\).

First of all, notice that whenever \(M'\) wishes to simulate a run of \(M\), it must necessarily use its own aux-tape to simulate the aux-tape of \(M\), because it is the only read-write tape that is big enough.

Now, for some \(w\) (initial contents of the aux-tape), \(M\) may visit exponentially many configurations. Then the inductive counting would be impossible to do with only logarithmic space. So the first idea is to use the pseudo-random generator \(G\) of Lemma 3 to avoid such bad \(w\), by using the binary XOR \(w \oplus G(s)\) for different seeds \(s\). Lemma 10 below explains why this works.

Notice also that we must be careful that \(M'\), when simulating a run of \(M\), can always restore the initial contents of its aux-tape. We can make sure this happens correctly by using the catalytic condition applied to \(M\): whenever we need to restore the initial contents of the aux-tape, it will be enough to run the simulation of \(M\) to an arbitrary halting configuration.

Finally, recall that the inductive-counting argument involves storing and comparing configurations of \(M\); but the configurations of \(M\) include the aux-tape, and are too big for \(M'\) to store on its work tape. So the second idea is to use the family of hash functions of Lemma 4, and do inductive-counting by storing and comparing the hashes of configurations instead.

Putting the whole thing together, however, is rather delicate, because our pseudo-random generator will still give us bad seeds – meaning \(w \oplus G(s)\) might visit too many configurations. Furthermore, even if we pick a good seed, we may still happen to pick a bad hash function – meaning a hash function which is not collision-free on the set of reachable configurations. So the algorithm needs to be able to handle bad seeds and bad hash functions.

It will happen that a bad seed may lead us to falsely certifying that the accepting configuration is unreachable, when in fact it is reachable. This is solved simply by trying all seeds and doing a majority vote.

For good seeds, the number of reachable configurations is bounded by \(c = n^{O(1)}\), but it may still happen that the hash collisions of a bad hash function will lead us to falsely believe
that there are fewer reachable configurations than the actual number (that \( c \) is smaller than it actually is) – because configurations with the same hash are only counted once. But fortunately, good hash functions will give us the correct \( c \), and bad hash functions will always give us a smaller value. So we overcome this problem by remembering, for all hash function we try, the largest claimed number of reachable configurations – this will be the true \( c \).

Let us start by showing how to avoid bad \( w \)'s.

**Lemma 10.** Assume the derandomization condition of Lemma 3, and let \( G \) be as given therein. Let \( \mathcal{M} \) be a non-deterministic catalytic Turing machine using workspace \( \log n \) and auxiliary space \( n^c \). Then, for every input \( x \) and aux-tape contents \( w \), at least half of the seeds \( s \in \{0,1\}^{O(\log n)} \) will cause the non-deterministic computation \( \mathcal{M}(x,G(s) \oplus w) \) to reach at most \( n^{2c+3} \) many different configurations.

**Proof.** Let \( \mathcal{M} \) be a CNL machine using workspace \( \log n \) and auxiliary space \( n^c \). Let \( x \in \{0,1\}^n, w \in \{0,1\}^n \) be given.

Let \( C_{x,w} \) be a boolean circuit which, on input \( r \in \{0,1\}^n \), does a breadth-first traversal of \( \mathcal{G}_{\mathcal{M},x,r,w} \), starting on the initial configuration, until either:

(i) More than \( n^{2c+3} \) nodes have been found, in which case it outputs \( 0 \); or
(ii) The graph has been fully traversed, in which case it outputs \( 1 \).

The size of \( C_{x,w} \) can be bounded by a polynomial, say \( n^d \). The circuit \( C_{x,w} \) outputs \( 1 \) on input \( r \) if and only if \( |\mathcal{G}_{\mathcal{M},x,r,w}| \leq n^{2c+3} \). Therefore, for large enough \( n \), for all \( x \in \{0,1\}^n \) and all \( w \in \{0,1\}^n \),

\[
\Pr_{r \in R|\{0,1\}^n}[C_{x,w}(r) = 0] = \Pr_{r \in R|\{0,1\}^n}[|\mathcal{G}_{\mathcal{M},x,r,w}| \geq n^{2c+3}]
\]

\[
= \Pr_{r \in R|\{0,1\}^n}[|\mathcal{G}_{\mathcal{M},x,r}| \geq n^{2c+3}] \leq \frac{1}{n^{2c+3}} \mathbb{E}_{r \in R|\{0,1\}^n}[|\mathcal{G}_{\mathcal{M},x,r}|] \leq O\left(\frac{1}{n}\right).
\]

Here we have used the fact that, for a fixed \( w \), \( R \) and \( r \oplus w \) are equidistributed. The last inequality follows from Markov’s inequality and Lemma 8.

Now Lemma 3 provides us with a log-space computable function \( G : \{0,1\}^{O(\log n)} \rightarrow \{0,1\}^{n^c} \) such that, for all \( x \in \{0,1\}^n \) and \( w \in \{0,1\}^n \),

\[
\left| \Pr_{r \in R|\{0,1\}^n}[C_{x,w}(r) = 0] - \Pr_{s \in \{0,1\}^{O(\log n)}}[C_{x,w}(G(s)) = 0] \right| \leq \frac{1}{n}.
\]

In particular, for all sufficiently large \( n \) we get the rough bound:

\[
\Pr_{s \in \{0,1\}^{O(\log n)}}[C_{w}(x,G(s)) = 0] \leq \frac{1}{n} + O\left(\frac{1}{n}\right) < \frac{1}{2}.
\]

Therefore, for any \( x \) and \( w \), at least half of the seeds \( s \) will ensure that the configuration graph \( \mathcal{G}_{\mathcal{M},x,G(s) \oplus w} \) has at most \( n^{2c+3} \) nodes.

Our goal is now to use an inductive counting argument on \( \mathcal{G}_{\mathcal{M},x,G(s) \oplus w} \). Like we mentioned earlier, inductive counting requires us to write down configurations in the work tape, but the tape is not big enough. To circumvent this, we will instead write down the hash values of the configurations, via the hash family of Lemma 4. The proof below puts it all together.

---

2 Recall that \( \mathcal{G}_{\mathcal{M},x,r \oplus w} \) is the configuration graph of \( \mathcal{M} \), for input \( x \) and aux-tape contents given by the bit-wise XOR of \( r \) and \( w \).
**Theorem 11** (Immerman–Szelepcsényi for catalytic computation). If there exists a constant \( \varepsilon > 0 \) such that \( \text{DSPACE}(n) \not\subseteq \text{SIZE}(2^{\varepsilon n}) \) then \( \text{CNL} = \text{coCNL} \).

**Proof.** Let \( \mathcal{M} \) be a nondeterministic Turing machine that uses \( d \log n \) work space, and has an auxiliary tape of size \( n^d \). We wish to construct a nondeterministic catalytic Turing machine \( \mathcal{M}' \), using workspace \( O(\log n) \), such that for any \( n \) and any input \( x \in \{0, 1\}^n \) our computation accepts \( x \) if \( \mathcal{M} \) rejects \( x \), and vice-versa.

Without loss of generality, assume that for any given \( w \in \{0, 1\}^n \), \( \mathcal{M}(x, w) \) has a unique accepting configuration \( \text{acc}_w \). Let \( \text{start}_w \) be the initial configuration of \( \mathcal{M}(x, w) \) and let \( e = 2d + 3 \).

By the consistency property, either there exists a path from \( \text{start}_w \) to \( \text{acc}_w \) for all \( w \), or it is impossible to reach \( \text{acc}_w \) from \( \text{start}_w \) for any \( w \). We prove Theorem 11 by describing a way of certifying that there exists no path between \( \text{start}_w \) and \( \text{acc}_w \) in \( G_{\mathcal{M},x,w} \).

Fix some input \( x \), and let \( w' \) denote the initial contents of the aux-tape of \( \mathcal{M}' \). By Lemma 10, we know that for at least half of the possible seeds \( s \in \{0, 1\}^{O(\log n)} \), we have

\[
|G_{\mathcal{M},x,G(s)\oplus w'}| \leq n^e. \tag{1}
\]

If (1) holds, we say \( s \) is a good seed.

Lemma 4 gives us a family of hash functions \( \{h_k\}_{k=1}^{2^n} \), with the property that, for every good seed \( s \), there is at least one hash function in the family which is one-to-one on the nodes of \( G_{\mathcal{M},x,w} \).

In page 9, we give the pseudo-code for \( \mathcal{M}' \)'s algorithm. Let us now do a guided reading of this code. We begin by breaking the code into three sections, for the lines 2–6, 7–26, and 27–32.

In lines 2–6, we initialize a variable \( N \) to 0 (line 2), cycle through every seed \( s \) (line 3), XOR the contents of the aux-tape with \( G(s) \) (line 4), and initialize two variables \( g \) and \( \ell \) to 0 (lines 5 and 6).

Then, in lines 7–26, we have an inner loop that cycles through every hash function (line 7). Below we will prove:

**Property I.** If the seed \( s \) is good, then (I.a) some sequence of non-deterministic bits will cause the inner loop to exit normally at line 27, with the promise that \( g = |G_{\mathcal{M},x,w}| \), and that \( h_{\ell} \) is one-to-one on \( G_{\mathcal{M},x,w} \); and (I.b) any sequence of non-deterministic bits that fails this promise will exit the inner loop by jumping directly to line 30.

At line 27, we use the value of \( g \) and \( \ell \) we have obtained to try and certify that \( \text{acc}_w \) is not reachable. If we succeed to do so, we increment \( N \) (line 28). Below we will also prove:

**Property II.** If the seed \( s \) is good, \( g = |G_{\mathcal{M},x,w}| \), and \( h_{\ell} \) is one-to-one on \( G_{\mathcal{M},x,w} \), then some sequence of non-deterministic bits will cause us to successfully certify that \( \text{acc}_w \) is not reachable if and only if \( M(x, w) \) rejects.\(^3\)

Before we move on to the next seed, we first restore the initial contents of the aux-tape, by once again XORing them with \( G(s) \) (line 30).

Finally, the procedure accepts if and only if \( N > S/2 \) in line 32. Let us prove that, assuming Properties I and II, the procedure accepts if and only if \( M(x, w) \) rejects. Lemma 10 ensures that more than half the seeds are good, and hence:

\(^3\) But if \( s, g \) or \( h_{\ell} \) are not as assumed, we might get a false-positive, claiming that \( \text{acc}_w \) is not reachable when in fact it is.
Algorithm 1 Pseudo-code for $M'$.

Here $G$ is the log-space PRG of Lemma 3, $S$ is the number of seeds, $M = n^c$ stands for the maximum number of configurations allowed in the configuration graph, and $H$ is the size of the hash family given by Lemma 4. The aux-tape is represented by a variable $w$, whose initial value is $w'$. The lines that use non-determinism are marked with a ($\ast$).

1: procedure coCNL-Simulation(Input $x$, Aux-Tape $w \leftarrow w'$)
2:     $N \leftarrow 0$
3:     for $s = 0 \ldots S$ do
4:         $w \leftarrow G(s) \oplus w$
5:         $g \leftarrow 0$
6:         $\ell \leftarrow 0$
7:         for $k = 1 \ldots H$ do
8:             $c \leftarrow 1$
9:             for $i = 1 \ldots M$ do
10:                 $c' \leftarrow 0$
11:                 for $v = 0 \ldots M$ do
12:                     if canReach($v, i, h_k$) then $c' \leftarrow c' + 1$
13:                     else if cannotReach($v, i, c, h_k$) then $\geq (\ast)$
14:                         Do nothing
15:                     else
16:                         Jump to line 30
17:                 end if
18:             end for
19:             $c \leftarrow c'$
20:         end for
21:         if $c > g$ then
22:             $g \leftarrow c$
23:             $\ell \leftarrow k$
24:         end if
25:     end for
26:     if cannotReach($h_\ell(acc_w), M + 1, g, h_\ell$) then $\geq (\ast)$
27:         $N \leftarrow N + 1$
28:     end if
29:     $w \leftarrow G(s) \oplus w$
30: end for
31: Accept if $N > S/2$, and Reject otherwise
32: end procedure
1. If $M(x, w)$ rejects: Property I ensures that, for each good seed $s$, some non-deterministic guess will cause us to reach line 27 with $g = |G_{M,x,w}|$ and $h_k$ one-to-one on $G_{M,x,w}$; then Property II ensures that some further guess will result in $N$ being incremented; hence some overall non-deterministic guess will give $N > S/2$, and the procedure will accept in line 32.

2. If $M(x, w)$ accepts: Property I ensures that, for each good seed $s$, if we reach line 27, then $g = |G_{M,x,w}|$ and $h_k$ one-to-one on $G_{M,x,w}$, and thus, by Property II, $N$ will not be incremented in line 28. If some non-deterministic guess fails to get us to line 27, then Property I tells us that the execution jumped directly to line 30, so $N$ was again not incremented. Because no good seed will ever cause $N$ to be incremented, $N < S/2$ and the procedure rejects in line 32.

So all we need to do is prove properties I and II. We first need to specify the canReach and cannotReach subroutines. Their correctness is easy to see from the description and pseudo-code. The canReach subroutine (see page 10) checks whether there is a node $w$ in $G_{M,x,w}$, reachable within $i$ steps, with $h_k(w) = v$.

**Behavior of the canReach subroutine.** If such a $w$ exists, then some non-deterministic guess will cause the procedure to return TRUE, and, otherwise, every non-deterministic guess will return FALSE.

The canReach subroutine non-deterministically works as follows: we guess a length $L \leq i$, and simulate $M$ for $L$ steps. After this, we hash the configuration $M$ is currently in, and compare it to $v$. We will then return TRUE if and only if the two hashes are the same, but before we return, we finish the simulation of $M$ until we reach a halting state, in order to restore the contents of the aux-tape.

**Algorithm 2** The canReach subroutine.

The subroutine to check that a node hashing to $v$ is reachable in at most $i$ steps, given some hash function $h_k$.

1: procedure canReach$(v, i, h_k)$
2: $z \leftarrow 0$  \hfill $\triangleright$ Workspace and internal state of simulated machine
3: Non-deterministically guess $L \leq i$  \hfill $\triangleright$ (∗)
4: Simulate $M(x, w)$ using $z$ as workspace for $L$ steps  \hfill $\triangleright$ (∗)
5: if $h_k(z, w') = v$ then
6: \hspace{1cm} $r \leftarrow$ TRUE
7: else
8: \hspace{1cm} $r \leftarrow$ FALSE
9: end if
10: Continue simulation of $M(x, w)$ using $z$ and reach any halting state
11: return $r$
12: end procedure

The cannotReach subroutine (see page 11) checks that there is no node in $G_{M,x,w}$ hashing to $v$ and reachable within $i$ steps, as long as $c$ and $h_k$ fulfill the promise that there are exactly $c$ nodes in $G_{M,x,w}$ that are reachable within $i - 1$ steps, and that $h_k$ is one-to-one on $G_{M,x,w}$.
The subroutine checking that a node hashing to $v$ is not reachable within $i$ steps, for hash function $h_k$, when given $c$, the number of nodes reachable in $i - 1$ steps.

1: procedure cannotReach($v, i, c, h_k$)
2: $h' ← -1$ \hspace{2em} $\triangleright$ Hash of previously seen node
3: for $j = 1 \ldots c$ do
4: $z ← 0$ \hspace{2em} $\triangleright$ Workspace and internal state of simulated machine
5: Non-deterministically guess $L \leq i - 1$ \hspace{2em} $\triangleright$ (∗)
6: Simulate $M(x, w)$ using $z$ as workspace for $L$ steps \hspace{2em} $\triangleright$ (∗)
7: if $h_k(z, w) \leq h'$ then \hspace{2em} $\triangleright$ Visited the nodes in wrong order
8: Simulate $M(x, w)$ using $z$ and reach any halting state
9: return FALSE
10: end if
11: $h' ← h_k(z, w)$
12: while there are unvisited neighbours do
13: Step $M(x, w)$ with workspace $z$ into a neighbour configuration
14: if $h_k(z, w') = v$ then \hspace{2em} $\triangleright$ $v$ is reachable in $i$ steps
15: Simulate $M(x, w)$ using $z$ and reach any halting state
16: return FALSE
17: end if
18: Revert simulation with one step back
19: end while
20: Continue simulation of $M(x, w)$ using $z$ and reach any halting state
21: end for
22: return TRUE
23: end procedure

Behavior of the cannotReach subroutine. If the hash $v$ is unreachable within $i$ steps and the given $c, h_k$ obey the promise, then some non-deterministic guess will cause the procedure to return TRUE. If $v$ is reachable and $c, h_k$ obey the promise, every guess will return FALSE. Furthermore, if the hash $v$ is unreachable within $i$ steps, and $c$ is smaller than the number of nodes in $G_{M,x,w}$ that are reachable within $i - 1$ steps, then there is a non-deterministic guess that causes the procedure to return TRUE, even if $h_k$ is not one-to-one.

The cannotReach subroutine visits $c$ different nodes of $G_{M,x,w}$ in order of ascending hash value, and for each of them checks that none of their neighbors hash to $v$. Since a single step of a computation only makes a local change, it is possible to remember this step and revert it afterward to continue with the next neighbor. If one of the neighbors hash to $v$ or if a wrong non-deterministic guess has been made somewhere, we restore the aux-tape and return FALSE. Otherwise finish the simulation of $M$ until a halting configuration is reached, to restore the original value of $w$. If we have visited $c$ distinct nodes without finding $v$ as a neighbor, then we return TRUE.

Property II follows easily from the correctness of the cannotReach subroutine: indeed, if $M(x, w)$ rejects, then $acc_w$ is not reachable, and hence with the promise made on $g$ and $h_l$, some guess will cause cannotReach($h_l(acc_w), M + 1, g, h_l$) to return TRUE.

We now complete the proof of the theorem by proving Property I. Let us focus on the $k$-loop (lines 7–26) which goes through every hash function $h_k$. For each $h_k$ a value $c$ is computed (see lines 8, 10, 13 and 20).
It might happen that the $k$-loop is aborted (in line 17), but if this never happens, then $c$ will be compared to $g$ (line 22), so that by the time the $k$-loop terminates, $g$ will hold the maximum $c$ produced for any value of $k$ (line 23), and $\ell$ will hold the first value of $k$ which produced this maximum (line 24).

Now we make the following two claims:

(i) If $s$ is good, and $h_k$ is one-to-one on $G_{M,x,w}$, the $i$-loop (lines 9–21) will either abort, or set $c = |G_{M,x,w}|$. Furthermore, some non-deterministic choice within the $i$-loop will not abort.

(ii) If $s$ is good, but $h_k$ is not one-to-one on $G_{M,x,w}$, the $i$-loop will either abort, or set $c$ to a value strictly smaller than $|G_{M,x,w}|$. As above, some non-deterministic choice within the $i$-loop will not abort.

From these, it follows that if $s$ is good, then for every $k$ there is a non-deterministic guess which does not abort, and using any such non-aborting guess, $g$ will be set to $|G_{M,x,w}|$, and $\ell$ will be the smallest $k$ for which $h_k$ is one-to-one. This gives us Property I.

Let us prove claim (i). Suppose that $h_k$ is one-to-one, and that the $i$-loop does not abort. Then we may prove inductively that in every iteration of the $i$-loop, $c$ is the number of nodes in $G_{M,x,w}$ reachable by $M(x,w)$ within $i - 1$ steps. Now, $c, h_k$ satisfy the promise required by $\text{CANNOTREACH}$, and hence, for any non-aborting guess, the $v$-loop will set $c'$ to the number of nodes in $G_{M,x,w}$ reachable within $i$ steps; this value is then copied to $c$ (line 20) for the next iteration of the $i$-loop. When the $i$-loop ends, $c$ has been set to the number of nodes reachable within $M$ steps, which is exactly $|G_{M,x,w}|$. The fact that there always exists such a non-aborting guess follows from the behavior of the $\text{CANREACH}$ procedure, and from the behavior of the $\text{CANNOTREACH}$ procedure in the case when $c, h_k$ fulfill the promise.

To prove claim (ii), notice that the value of $c'$ is incremented in line 13, and is thus bounded by the the size of image $h_k(G_{M,x,w})$. So if $h_k$ is not one-to-one, $c'$ will always be strictly less than $|G_{M,x,w}|$. On the other hand, it is always possible to find a non-deterministic guess which does not abort, even when $h_k$ is not one-to-one. Whenever hash $v$ is reachable in $i$ steps, we can take the guess which makes $\text{CANREACH}$ in line 12 return TRUE; when hash $v$ is not reachable in $i$ steps, we know from the behavior of $\text{CANNOTREACH}$, that we can find a guess that makes $\text{CANNOTREACH}$ return true, provided that the argument $c$ given to $\text{CANNOTREACH}$ in iteration $i$ is not more than the number of nodes reachable within $i - 1$ steps. This follows from the fact that, in iteration $i - 1$, $c'$ is bounded by the number of such nodes (because it is incremented only conditional on $\text{CANREACH}$ of line 12).

5 Hierarchies for Catalytic Computation

In this section we prove space-hierarchy theorems for deterministic and non-deterministic catalytic computation. Hierarchy theorems are usually proven using diagonalization. Since catalytic computation is a semantic model we do not know how to use diagonalization directly. Similarly to other semantic models (such as bounded-error randomized computation) we have to settle for hierarchy theorems with advice. This advice is used to tell the diagonalizing machine which machines can be safely simulated and diagonalized against, and which should not be simulated (so that the diagonalizing machine remains in the model).

The hierarchy theorem can be proven using the technique of Van Melkebeek and Pervyshev [10], which are sophisticated variations of [11]. Separations for certain space bounds follow directly from previous results on generic hierarchy theorems for semantic models of computation [7, 10]. We omit the proofs due to space constraints.
Theorem 12. Let \( a \geq 1 \) be an integer and \( s'(n) \) and \( s(n) \) be space-constructible functions. There is a function in \( \operatorname{CNSPACE}(s(n))/1 \) that is not in \( \operatorname{CNSPACE}(s'(n))/a \), and there is a function in \( \operatorname{CSPACE}(s(n))/1 \) that is not in \( \operatorname{CSPACE}(s'(n))/a \) if any of the following is satisfied:

1. \( s'(n) = O(\log n) \) and \( s(n) = \omega(\log \log n) \).
2. \( s'(n) = O((\log k')n) \) and \( s(n) = \Omega(2^{(\log \log n)k'}) \), for some constant \( k' > 1 \).
3. \( s'(n) = O(n^{k'}) \) and \( s(n) = \Omega(n^k) \), where \( 0 < k' < k/2 \) and \( k' < 1/(1 + a) \).
4. \( s'(n) = O(n^{k'}) \) and \( s(n) = \Omega(n^k) \), where \( k, k' > 0 \) are such that \( k \geq 2a \) and \( k \geq \lceil 4^a k'^2 \rceil \).

The following corollary follows by using a padding argument (see [10], §4.4).

Corollary 13. Let \( a \geq 1 \) be an integer and \( k > k' \) be positive reals. Then there is a function in \( \operatorname{CNSPACE}(n^k)/a \) that is not in \( \operatorname{CNSPACE}(n^{k'}/a \).
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Abstract

We study the question of testing structured properties (classes) of discrete distributions. Specifically, given sample access to an arbitrary distribution $D$ over $[n]$ and a property $P$, the goal is to distinguish between $D \in P$ and $\ell_1(D, P) > \varepsilon$. We develop a general algorithm for this question, which applies to a large range of “shape-constrained” properties, including monotone, log-concave, $t$-modal, piecewise-polynomial, and Poisson Binomial distributions. Moreover, for all cases considered, our algorithm has near-optimal sample complexity with regard to the domain size and is computationally efficient. For most of these classes, we provide the first non-trivial tester in the literature. In addition, we also describe a generic method to prove lower bounds for this problem, and use it to show our upper bounds are nearly tight. Finally, we extend some of our techniques to tolerant testing, deriving nearly–tight upper and lower bounds for the corresponding questions.

1 Introduction

Inferring information about the probability distribution that underlies a data sample is an essential question in Statistics, and one that has ramifications in every field of the natural sciences and quantitative research. In many situations, it is natural to assume that this data exhibits some simple structure because of known properties of the origin of the data, and in fact these assumptions are crucial in making the problem tractable. Such assumptions translate as constraints on the probability distribution — e.g., it is supposed to be Gaussian, or to meet a smoothness or “fat tail” condition (see e.g. [26, 24, 34]).

As a result, the problem of deciding whether a distribution possesses such a structural property has been widely investigated both in theory and practice, in the context of shape...
restricted inference [7, 33] and model selection [27]. Here, it is guaranteed or thought that the unknown distribution satisfies a shape constraint, such as having a monotone or log-concave probability density function [32, 6, 39, 19]. From a different perspective, a recent line of work in Theoretical Computer Science, originating from the papers of Batu et al. [10, 9, 22] has also been tackling similar questions in the setting of property testing (see [29, 30, 31, 12] for surveys on this field). This very active area has seen a spate of results and breakthroughs over the past decade, culminating in very efficient (both sample and time-wise) algorithms for a wide range of distribution testing problems [8, 23, 4, 18, 16, 1, 21]. In many cases, this led to a tight characterization of the number of samples required for these tasks as well as the development of new tools and techniques, drawing connections to learning and information theory [35, 36, 37].

In this paper, we focus on the following property testing problem: given a class (property) of distributions \( P \) and sample access to an arbitrary distribution \( D \), one must distinguish between the case that (a) \( D \in P \), versus (b) \( \|D - D'\|_1 > \varepsilon \) for all \( D' \in P \) (i.e., \( D \) is either in the class, or far from it). While many of the previous works have focused on the testing of specific properties of distributions or obtained algorithms and lower bounds on a case-by-case basis, an emerging trend in distribution testing is to design general frameworks that can be applied to several property testing problems [38, 21]. This direction, the testing analog of a similar movement in distribution learning [13, 15, 14, 3], aims at abstracting the minimal assumptions that are shared by a large variety of problems, and giving algorithms that can be used for any of these problems. In this work, we make significant progress in this direction by providing a unified framework for the question of testing various properties of probability distributions. More specifically, we describe a generic technique to obtain upper bounds on the sample complexity of this question, which applies to a broad range of structured classes. Our technique yields sample near-optimal and computationally efficient testers for a wide range of distribution families. Conversely, we also develop an approach – generic as well – to prove lower bounds on these sample complexities, and use it to derive tight or nearly tight bounds for many of these classes.

Related work
Batu et al. [11] initiated the study of efficient property testers for monotonicity and obtained (nearly) matching upper and lower bounds for this problem; while [1] later considered testing the class of Poisson Binomial Distributions, and settled the sample complexity of this problem (up to the precise dependence on \( \varepsilon \)). Indyk, Levi, and Rubinfeld [25], focusing on distributions that are piecewise constant on \( t \) intervals ("\( t \)-histograms") described a \( \tilde{O}(\sqrt{\varepsilon t}) \)-sample algorithm for testing membership to this class. Another body of work by [8], [11], and [18] shows how assumptions on the shape of the distributions can lead to significantly more efficient algorithms. They describe such improvements in the case of identity and closeness testing as well as for entropy estimation, under monotonicity or \( k \)-modality constraints. Specifically, Batu et al. show in [11] how to obtain a \( O(\log^3 n/\varepsilon^3) \)-sample tester for closeness in this setting, in stark contrast to the \( \Omega(n^{2/3}) \) general lower bound. Daskalakis et al. [18] later gave \( O(\sqrt{\log n}) \) and \( O(\log^{2/3} n) \)-sample testing algorithms for testing respectively identity and closeness of monotone distributions, and obtained similar results for \( k \)-modal distributions. Finally, we briefly mention two related results, due respectively to [8] and [17]. The first one states that for the task of getting a multiplicative estimate of the entropy of a distribution, assuming monotonicity enables exponential savings in sample complexity – \( O(\log^6 n) \), instead of \( \Omega(n^\varepsilon) \) for the general case. The second describes how to test if an unknown \( k \)-modal distribution is in fact monotone, using only \( O(k/\varepsilon^2) \) samples. Note that the latter line of
work differs from ours in that it presupposes the distributions satisfy some structural property, and uses this knowledge to test something else about the distribution; while we are given a priori arbitrary distributions, and must check whether the structural property holds. Except for these two cases of monotonicity and PBDs nothing was known on testing the properties we study.\footnote{Following the communication of a preliminary version of this paper, Acharya, Daskalakis, and Kamath \cite{ADK} obtained near-optimal testers for some of the classes we consider. Their work builds on ideas from \cite{ACD} and, to the best of our knowledge, their techniques are orthogonal to ours.}

Moreover, for the specific problems of identity and closeness testing, recent results of \cite{DB, DT} describe a general algorithm which applies to a large range of shape or structural constraints, and yields optimal identity testers for classes of distributions that satisfy them. We observe that while the question they answer can be cast as a specialized instance of membership testing, our results are incomparable to theirs, both because of the distinction above (testing with versus testing for structure) and as the structural assumptions they rely on are fundamentally different from ours.

1.1 Results and techniques

A natural way to tackle our membership testing problem would be to first learn the unknown distribution $D$ as if it satisfied the property, before checking if the hypothesis obtained is indeed both close to the original distribution and to the property. Taking advantage of the purported structure, the first step could presumably be conducted with a small number of samples; things break down, however, in the second step. Indeed, most approximation results leading to the improved learning algorithms one would apply in the first stage only provide very weak guarantees, in the $\ell_1$ sense. For this reason, they lack the robustness that would be required for the second part, where it becomes necessary to perform tolerant testing between the hypothesis and $D$ – a task that would then entail a number of samples almost linear in $n$. To overcome this difficulty, we need to move away from these global $\ell_1$ closeness results and instead work with stronger requirements, this time in $\ell_2$ norm.

At the core of our approach is an idea of Batu et al. \cite{BCD}, which show that monotone distributions can be well-approximated by piecewise constant densities on a suitable partition of the domain; and leverage this fact to reduce monotonicity testing to uniformity testing on each interval of this partition. While their argument is tailored specifically for the setting of monotonicity testing, we are able to abstract the key ingredients, and generalize this idea to many classes of probability distributions. In more detail, we provide a generic testing algorithm which applies indifferently to any class of distributions which admit succinct decompositions – that is, which are well-approximated (in a strong $\ell_2$ sense) by piecewise constant densities on a small number of intervals (we hereafter refer to this approximation property, formally defined in Definition 15, as \textbf{(Succinctness)}; and extend the notation to apply to any class $\mathcal{C}$ of distributions for which all $D \in \mathcal{C}$ satisfy \textbf{(Succinctness)}). Crucially, the algorithm does not care about how these decompositions can be obtained: for the purpose of testing these structural properties we only need to establish their existence. Specific examples are given in the corollaries below. Informally, our main result is as follows:

\begin{theorem}[Main Theorem] There exists an algorithm $\text{TestSplittable}$ which, given sampling access to an unknown distribution $D$ over $[n]$ and parameter $\varepsilon \in (0, 1]$, can distinguish with probability $2/3$ between (a) $D \in \mathcal{P}$ versus (b) $\ell_1(D, \mathcal{P}) > \varepsilon$, for any property $\mathcal{P}$ that satisfies the above natural structural criterion \textbf{(Succinctness)}. Moreover, for many
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such properties this algorithm is computationally efficient, and its sample complexity is optimal (up to logarithmic factors and the exact dependence on $\varepsilon$).

We then instantiate this result to obtain “out-of-the-box” computationally efficient testers for several classes of distributions, by showing that they satisfy the premise of our theorem (the definition of these classes is given in Section 2.1):

- **Corollary 2.** The algorithm TestSplittable can test the classes of monotone, unimodal, log-concave, concave, convex, and monotone hazard rate (MHR) distributions, with $\tilde{O}(\sqrt{n}/\varepsilon^{7/2})$ samples.

- **Corollary 3.** The algorithm TestSplittable can test the class of $t$-modal distributions, with $\tilde{O}(\sqrt[3]{n}/\varepsilon^{7/2})$ samples.

- **Corollary 4.** The algorithm TestSplittable can test the classes of $t$-histograms and $t$-piecewise degree-$d$ distributions, with $\tilde{O}(\sqrt{tn}/\varepsilon^3)$ and $\tilde{O}\left(\sqrt{t(d+1)n}/\varepsilon^{7/2} + t(d+1)/\varepsilon^3\right)$ samples respectively.

- **Corollary 5.** The algorithm TestSplittable can test the classes of Binomial and Poisson Binomial Distributions, with $\tilde{O}(n^{1/4}/\varepsilon^{7/2})$ samples.

We stress that prior to our work, no non-trivial testing bound was known for many of these classes – including $t$-modal, log-concave, convex, concave, MHR, and piecewise polynomials. Moreover, although three of these results are not new (the $\tilde{O}(\sqrt{n}/\varepsilon^6)$ upper and $\Omega(\sqrt{n}/\varepsilon^2)$ lower bounds on testing monotonicity can be found in [11], while the $\Theta(n^{1/4})$ sample complexity of testing PBDs is pinned down in [1] and the task of testing $t$-histograms is considered in [25]), the crux here is that we are able to derive them in a unified way, by applying the same generic algorithm to these different questions. Our result for $t$-histograms (Theorem 4) also improves on the previous $\tilde{O}(\sqrt{tn}/\varepsilon^5)$-sample tester, as long as $t=\tilde{O}(1/\varepsilon^2)$. As an addition to its generality, we emphasize that our framework yields a much cleaner and simpler proof of the results from [1], for both the upper and lower bounds.

---

2 Specifically, [1] obtain an $n^{1/4} \cdot \tilde{O}(1/\varepsilon^2) + \tilde{O}(1/\varepsilon^6)$ sample complexity, to be compared with our $\tilde{O}(n^{3/4}/\varepsilon^7) + O(\log^4 n/\varepsilon^4)$ upper bound; as well as an $\Omega(n^{1/4}/\varepsilon^2)$ lower bound.

---

**Table 1** Summary of results.

<table>
<thead>
<tr>
<th>Class</th>
<th>Upperbound</th>
<th>Lowerbound</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monotone</td>
<td>$\tilde{O}\left(\frac{n}{\varepsilon}\right)$ [11], $\tilde{O}\left(\frac{n}{\varepsilon^2}\right)$ (Corollary 2)</td>
<td>$\Omega\left(\frac{n}{\varepsilon}\right)$ [11], $\Omega\left(\frac{n}{\varepsilon^2}\right)$ (Corollary 6)</td>
</tr>
<tr>
<td>Unimodal</td>
<td>$\tilde{O}\left(\frac{n}{\varepsilon}\right)$ (Corollary 2)</td>
<td>$\Omega\left(\frac{n}{\varepsilon}\right)$ (Corollary 6)</td>
</tr>
<tr>
<td>$t$-modal</td>
<td>$\tilde{O}\left(\frac{n}{\varepsilon^2}\right)$ (Corollary 3)</td>
<td>$\Omega\left(\frac{n}{\varepsilon^2}\right)$ (Corollary 6)</td>
</tr>
<tr>
<td>Log-concave, concave, convex</td>
<td>$\tilde{O}\left(\frac{n}{\varepsilon^2}\right)$ (Corollary 2)</td>
<td>$\Omega\left(\frac{n}{\varepsilon^2}\right)$ (Corollary 6)</td>
</tr>
<tr>
<td>Monotone Hazard Rate (MHR)</td>
<td>$\tilde{O}\left(\frac{n}{\varepsilon^2}\right)$ (Corollary 2)</td>
<td>$\Omega\left(\frac{n}{\varepsilon^2}\right)$ (Corollary 6)</td>
</tr>
<tr>
<td>Binomial, Poisson Binomial (PBD)</td>
<td>$\tilde{O}\left(\frac{n^{1/4}}{\varepsilon^{7/2}} + \frac{n}{\varepsilon^2}\right)$ [1], $\tilde{O}\left(\frac{n^{1/4}}{\varepsilon^{7/2}}\right)$ (Corollary 5)</td>
<td>$\Omega\left(\frac{n^{1/4}}{\varepsilon^{7/2}}\right)$ ([1], Corollary 7)</td>
</tr>
<tr>
<td>$t$-histograms</td>
<td>$\tilde{O}\left(\frac{n^{1/4}}{\varepsilon^{7/2}}\right)$ [25], $\tilde{O}\left(\frac{n^{1/4}}{\varepsilon^{7/2}}\right)$ (Corollary 4)</td>
<td>$\Omega(\sqrt{n})$ for $t \leq 1$ [25], $\Omega\left(\frac{n}{\varepsilon^2}\right)$ (Corollary 6)</td>
</tr>
<tr>
<td>$t$-piecewise degree-$d$</td>
<td>$\tilde{O}\left(\sqrt[3]{n^{1/4} + \frac{d+1}{n^{1/4}}}\right)$ (Corollary 4)</td>
<td>$\Omega\left(\frac{n}{\varepsilon^2}\right)$ (Corollary 6)</td>
</tr>
<tr>
<td>$k$-SHRV</td>
<td>$\Omega(k^{1/2}n^{1/4}1/\varepsilon^2)$ (Corollary 8)</td>
<td></td>
</tr>
</tbody>
</table>
Lower bounds

As a counterpart to our testing algorithm, we give a generic framework for proving lower bounds against testing classes of distributions. In more detail, we describe how to reduce – under a mild assumption on the property $C$ – the problem of testing membership to $C$ (“does $D \in C$?”) to testing identity to $D^*$ (“does $D = D^*$?”), for any explicit distribution $D^*$ in $C$. While these two problems need not in general be related,\(^3\) we show that our approach applies to a large number of natural properties and obtain nearly matching lower bounds for all of them. Moreover, this lets us derive a simple proof of the lower bound of [1] on testing the class of Poisson Binomial Distributions.

\(\checkmark\) **Corollary 6.** Testing log-concavity, convexity, concavity, MHR, unimodality, $t$-modality, $t$-histograms, and $t$-piecewise degree-$d$ distributions each require $\Omega(\sqrt{n}/\varepsilon^2)$ samples (the last three for $t = o(\sqrt{n})$ and $t(d + 1) = o(\sqrt{n})$, respectively), for any $\varepsilon \geq 1/n^{O(1)}$.

\(\checkmark\) **Corollary 7.** Testing the classes of Binomial and Poisson Binomial Distributions each require $\Omega(n^{1/4}/\varepsilon^2)$ samples, for any $\varepsilon \geq 1/n^{O(1)}$.

\(\checkmark\) **Corollary 8.** There exist absolute constants $c > 0$ and $\varepsilon_0 > 0$ such that testing the class of $k$-SIIRV distributions requires $\Omega(k^{1/2}n^{1/4})$ samples, for any $k = o(n^c)$ and $\varepsilon \leq \varepsilon_0$.

Tolerant testing upper and lower bounds

Using our techniques, we establish the first non-trivial upper and lower bounds on tolerant testing for shape restrictions. Similarly, our upper and lower bounds are matching as a function of the domain size. More specifically, we give a generic upper bound approach (which is a simple variant of our non-tolerant testing upper bound approach). Our lower bound approach for the non-tolerant case applies to tolerant testing as well. In more detail, our results are as follows (see Sections 6 and 7 of the full version):

\(\checkmark\) **Corollary 9.** Tolerant testing of log-concavity, convexity, concavity, MHR, unimodality, and $t$-modality can be performed with $O\left(\frac{1}{\varepsilon_2 - \varepsilon_1} \frac{n}{\log n}\right)$ samples, for $\varepsilon_2 \geq C\varepsilon_1$ (where $C > 2$ is a constant).

\(\checkmark\) **Corollary 10.** Tolerant testing of the classes of Binomial and Poisson Binomial Distributions can be performed with $O\left(\frac{1}{\varepsilon_2 - \varepsilon_1} \frac{n\log(1/\varepsilon_1)}{\log n}\right)$ samples, for $\varepsilon_2 \geq C\varepsilon_1$ (where $C > 2$ is a constant).

\(\checkmark\) **Corollary 11.** Tolerant testing of log-concavity, convexity, concavity, MHR, unimodality, and $t$-modality each require $\Omega\left(\frac{n}{\varepsilon_2 - \varepsilon_1} \frac{\sqrt{n}}{\log n}\right)$ samples (the latter for $t = o(n)$).

\(\checkmark\) **Corollary 12.** Tolerant testing of the classes of Binomial and Poisson Binomial Distributions each require $\Omega\left(\frac{1}{\varepsilon_2 - \varepsilon_1} \frac{n}{\log n}\right)$ samples.

\(^3\) As a simple example, consider the class $C$ of all distributions, for which testing membership is trivial.

\(^3\) **Tolerant testing** of a property $P$ is defined as follows: given $0 \leq \varepsilon_1 < \varepsilon_2 \leq 1$, one must distinguish between (a) $\ell_1(D, P) \leq \varepsilon_1$ and (b) $\ell_1(D, P) \geq \varepsilon_2$. This turns out to be, in general, a much harder task than that of “regular” testing (where we take $\varepsilon_1 = 0$).
We observe that our main theorem is likely to apply to many other classes of distributions, due to the mild structural assumptions it requires. However, we did not attempt here to be comprehensive; but rather to illustrate the generality of our results. Moreover, for all properties considered in this paper the generic upper and lower bounds we derive through our methods turn out to be optimal up to polylogarithmic factors (with regard to the support size). The reader is referred to Table 1 for a summary of our results and related work.

1.2 Organization of the paper

We start by giving the necessary background and definitions in Section 2, before turning to our main result, the proof of Theorem 1 (our general testing algorithm) in Section 3, and sketching our lower bound framework in Section 4. Due to space constraints, we focus in this extended abstract on proving this main theorem; and defer its applications, as well as the other sections of the paper – details on lower bounds and tolerant testing, to the full version.

2 Notations and preliminaries

We first restate a result of Batu et al. relating closeness to uniformity in $\ell_2$ and $\ell_1$ norms to “overall flatness” of the probability mass function, and which will be one of the ingredients of the proof of Theorem 1:

▶ Lemma 13 ([10, 9]). Let $D$ be a distribution on a domain $S$. (a) If $\max_{i \in S} D(i) \leq (1 + \varepsilon) \min_{i \in S} D(i)$, then $\|D\|_2^2 \leq (1 + \varepsilon^2)/|S|$. (b) If $\|D\|_2^2 \leq (1 + \varepsilon^2)/|S|$, then $\|D - U_S\|_1 \leq \varepsilon$.

To check condition (b) above we shall rely on the following, which one can derive from the techniques in [21] and whose proof we defer to the full version:

▶ Lemma 14 (Adapted from [21, Theorem 11]). There exists an algorithm Check-Small-$\ell_2$ which, given parameters $\varepsilon, \delta \in (0, 1)$ and $c \cdot \sqrt{|I|}/\varepsilon^2 \log(1/\delta)$ independent samples from a distribution $D$ over $I$ (for some absolute constant $c > 0$), outputs either yes or no, and satisfies the following.

- If $\|D - U_I\|_2 > \varepsilon/\sqrt{|I|}$, then the algorithm outputs no with probability at least $1 - \delta$;
- If $\|D - U_I\|_2 \leq \varepsilon/2\sqrt{|I|}$, then the algorithm outputs yes with probability at least $1 - \delta$.

2.1 Definitions

We give here the descriptions of the classes of distributions involved in this work (the formal definitions can be found in the full version). Recall that a distribution $D$ over $[n]$ is monotone (non-increasing) if its probability mass function (pmf) satisfies $D(1) \geq D(2) \geq \ldots D(n)$. A natural generalization of the class $\mathcal{M}$ of monotone distributions is the set of $t$-modal distributions, i.e. distributions whose pmf can go “up and down” or “down and up” up to $t$ times.

We will also consider the classes of convex, concave, and log-concave (discrete) distributions, denoted respectively $\mathcal{K}^+, \mathcal{K}^-$, and $\mathcal{L}$ (a distribution is said to be log-concave if the logarithm of its pmf defines a concave function). It is not hard to see that convex and concave distributions are unimodal; moreover, every concave distribution is also log-concave, i.e. $\mathcal{K}^- \subseteq \mathcal{L}$. 
Another class of interest is that of monotone hazard rate (MHR), which we write $\mathcal{MHR}$: this is the class of distributions $D$ whose hazard rate $H(i) = D(i)/\sum_{j=i}^{n} D(j)$ is a non-decreasing function. It is known that every log-concave distribution is both unimodal and MHR (see e.g. [5, Proposition 10]), and that monotone distributions are MHR.

Two other families of distributions have elicited significant interest in the context of density estimation, that of histograms (piecewise constant) and piecewise polynomial densities. Finally, we will also consider the two following classes, which both extend the family of Binomial distributions $\mathcal{BLN}_n$: on one hand, the Poisson Binomial Distributions ($\mathcal{PBD}_n$), and on the other the $k$-Sum of Independent Integer Random Variables ($k$-SIIRV) (whose class we denote $k$-SIIRV$_n$).

3 The general algorithm

In this section, we obtain our main result, restated below:

**Theorem 1 (Main Theorem).** There exists an algorithm $\text{TestSplittable}$ which, given sampling access to an unknown distribution $D$ over $[n]$ and parameter $\varepsilon \in (0, 1]$, can distinguish with probability $2/3$ between (a) $D \in \mathcal{P}$ versus (b) $\ell_1(D, \mathcal{P}) > \varepsilon$, for any property $\mathcal{P}$ that satisfies the above natural structural criterion (Succinctness). Moreover, for many such properties this algorithm is computationally efficient, and its sample complexity is optimal (up to logarithmic factors and the exact dependence on $\varepsilon$).

**Intuition.** Before diving into the proof of this theorem, we first provide a high-level description of the argument. The algorithm proceeds in 3 stages: the first, the decomposition step, attempts to recursively construct a partition of the domain in a small number of intervals, with a very strong guarantee. If the decomposition succeeds, then the unknown distribution $D$ will be close (in $\ell_1$ distance) to its “flattening” on the partition; while if it fails (too many intervals have to be created), this serves as evidence that $D$ does not belong to the class and we can reject. The second stage, the approximation step, then learns this flattening of the distribution – which can be done with few samples since by construction we do not have many intervals. The last stage is purely computational, the projection step: where we verify that the flattening we have learned is indeed close to the class $\mathcal{C}$. If all three stages succeed, then by the triangle inequality it must be the case that $D$ is close to $\mathcal{C}$; and by the structural assumption on the class, if $D \in \mathcal{C}$ then it will admit succinct enough partitions, and all three stages will go through.

Turning to the proof, we start by defining formally the “structural criterion” we shall rely on, before describing the algorithm at the heart of our result in Section 3.1. (We note that a modification of this algorithm is described in the full version, which allows us to derive Corollary 5.)

**Definition 15 (Decompositions).** Let $\gamma > 0$ and $L = L(\gamma, n) \geq 1$. A class of distributions $\mathcal{C}$ on $[n]$ is said to be $(\gamma, L)$-decomposable if for every $D \in \mathcal{C}$ there exists $\ell \leq L$ and a partition $I(\gamma, D) = (I_1, \ldots, I_\ell)$ of the interval $[1, n]$ such that, for all $j \in [\ell]$, one of the following holds:

(i) $D(I_j) \leq \gamma$; or
(ii) $\max_{i \in I_j} D(i) \leq (1 + \gamma) \cdot \min_{i \in I_j} D(i)$.

Further, if $I(\gamma, D)$ is dyadic (i.e., each $I_k$ is of the form $[j \cdot 2^i + 1, (j + 1) \cdot 2^i]$ for some integers $i, j$, corresponding to the leaves of a recursive bisection of $[n]$), then $\mathcal{C}$ is said to be $(\gamma, L)$-splittable.
Lemma 16. If $C$ is $(\gamma, L)$-decomposable, then it is $(\gamma, O(L \log n))$-splittable.

3.1 The algorithm

Theorem 1, and with it Corollary 2 and Corollary 3 will follow from the theorem below, combined with the structural theorems (left to the full version) on the corresponding classes:

Theorem 17. Let $C$ be a class of distributions over $[n]$ for which the following holds.

1. $C$ is $(\gamma, L(\cdot, n))$-splittable;
2. there exists a procedure ProjectionDist$_C$ which, given as input a parameter $\alpha \in (0, 1)$ and the explicit description of a distribution $D$ over $[n]$, returns yes if the distance $\ell_1(D, C)$ to $C$ is at most $\alpha/10$, and no if $\ell_1(D, C) \geq 9\alpha/10$ (and either yes or no otherwise).

Then, the algorithm TestSplittable (Algorithm 1) is a $O\left(\max\left(\sqrt{nL \log n / \varepsilon^3}, L / \varepsilon^2\right)\right)$-sample tester for $C$, for $L = L(\varepsilon, n)$. (Moreover, if ProjectionDist$_C$ is computationally efficient, then so is TestSplittable.)

For all classes we consider, we are able to provide such computationally efficient procedures (see the full version for details).

Algorithm 1 TestSplittable

Require: Domain $I$ (interval), sample access to $D$ over $I$, subroutine ProjectionDist$_C$
Input: Parameters $\varepsilon$ and function $L_C(\cdot, \cdot)$.
1: Setting Up
2: Define $\gamma \overset{\text{def}}{=} \frac{\varepsilon}{\sqrt{n}}$, $L \overset{\text{def}}{=} L_C(\gamma, |I|)$, $\kappa \overset{\text{def}}{=} \frac{\varepsilon}{\sqrt{nL}}$, $\delta \overset{\text{def}}{=} \frac{1}{\delta L}$; and $c > 0$ be as in Lemma 14.
3: Set $m \overset{\text{def}}{=} C \cdot \max\left(\frac{\sqrt{\pi |J|}}{\varepsilon}, \frac{\sqrt{3L}}{\varepsilon}\right) \cdot \log |I| = O\left(\frac{\sqrt{\pi |I|}}{\varepsilon} + \frac{\varepsilon}{\sqrt{nL}}\right)$ \hspace{1cm} $\triangleright$ $C$ is an absolute constant.
4: Obtain a sequence $s$ of $m$ independent samples from $D$. \hspace{1cm} $\triangleright$ For any $J \subseteq I$, let $m_J$ be the number of samples falling in $J$.
5: Decomposition
6: while $m_I \geq \max\left(\frac{c \cdot \sqrt{nL}}{\varepsilon^2} \log \frac{1}{\delta}, \kappa m\right)$ and at most $L$ splits have been performed do
7: Run Check-Small-$\ell_2$ (from Lemma 14) with parameters $\frac{s}{m_I}$ and $\delta$, using the samples of $s$ belonging to $I$.
8: if Check-Small-$\ell_2$ outputs no then
9: Bisect $I$, and recurse on both halves (using the same samples).
10: end if
11: end while
12: if more than $L$ splits have been performed then
13: return REJECT
14: end if
15: Approximation
16: Let $I \overset{\text{def}}{=} (I_1, \ldots, I_L)$ be the partition of $[n]$ from the leaves of the recursion. \hspace{1cm} $\triangleright$ $\ell \leq L$.
17: end if
18: Offline Check
19: Learn the flattening $\Phi(D, I)$ of $D$ to $\ell_1$ error $\frac{s}{m_I}$ (with probability 1/10), using $O\left(\ell / \varepsilon^2\right)$ new samples. Let $\tilde{D}$ be the resulting hypothesis. \hspace{1cm} $\triangleright$ $\tilde{D}$ is a $\ell$-histogram.
20: return ACCEPT if and only if ProjectionDist$_C(\varepsilon, \tilde{D})$ returns yes. \hspace{1cm} $\triangleright$ No sample needed.
3.2 Proof of Theorem 17

We now give the proof of our main result (Theorem 17), first analyzing the sample complexity of Algorithm 1 before arguing its correctness. For the latter, we will need the following simple lemma from [25], restated below:

Fact 18. Let $D$ be a distribution over $[n]$, and $\delta \in (0, 1]$. Given $m \geq C \cdot \frac{\log \frac{\delta}{9}}{\eta}$ independent samples from $D$ (for some absolute constant $C > 0$), with probability at least $1 - \delta$ we have that, for every interval $I \subseteq [n]$:

(i) if $D(I) \geq \frac{\eta}{3}$, then $\frac{D(I)}{m} \leq \frac{m_1}{m} \leq \frac{3D(I)}{2}$;
(ii) if $\frac{m_1}{m} \geq \frac{\eta}{3}$, then $D(I) > \frac{\eta}{3}$;
(iii) if $\frac{m_1}{m} < \frac{\eta}{3}$, then $D(I) < \eta$;

where $m_1 = |\{ j \in [m] : x_j \in I \}|$ is the number of the samples falling into $I$.

Sample complexity

The sample complexity is immediate, and comes from Steps 4 and 20. The total number of samples is

$$m + O\left(\frac{\ell}{\varepsilon^2}\right) = O\left(\sqrt{|T| L} \log |I| + \frac{L}{\varepsilon} \log |I| + \frac{L}{\varepsilon^2}\right) = O\left(\frac{|T| L}{\varepsilon^3} \log |I| + \frac{L}{\varepsilon^2}\right).$$

Correctness

Say an interval $I$ considered during the execution of the “Decomposition” step is heavy if $m_1$ is big enough on Step 7, and light otherwise; and let $\mathcal{H}$ and $\mathcal{L}$ denote the sets of heavy and light intervals respectively. By choice of $m$ and a union bound over all $|I|^2$ possible intervals, we can assume on one hand that with probability at least $9/10$ the guarantees of Fact 18 hold simultaneously for all intervals considered. We hereafter condition on this event.

We first argue that if the algorithm does not reject in Step 13, then with probability at least $9/10$ we have $\|D - \Phi(D, I)\|_1 \leq \varepsilon/20$. Indeed, we can write

$$\|D - \Phi(D, I)\|_1 = \sum_{k : I_k \in \mathcal{L}} D(I_k) \cdot \|D_{I_k} - U_{I_k}\|_1 + \sum_{k : I_k \in \mathcal{H}} D(I_k) \cdot \|D_{I_k} - U_{I_k}\|_1$$

$$\leq 2 \sum_{k : I_k \in \mathcal{L}} D(I_k) + \sum_{k : I_k \in \mathcal{H}} D(I_k) \cdot \|D_{I_k} - U_{I_k}\|_1.$$

Let us bound the two terms separately.

- If $I' \in \mathcal{H}$, then by our choice of threshold we can apply Lemma 14 with $\delta = \frac{1}{100r}$; conditioning on all of the (at most $L$) events happening, which overall fails with probability at most $1/10$ by a union bound, we get

$$\|D_{I'}\|^2 = \|D_{I'} - U_{I'}\|^2 + \frac{1}{|I'|} \leq \left(1 + \frac{\varepsilon^2}{1600}\right) \frac{1}{|I'|},$$

as CHECK-SMALL-$\ell_2$ returned yes; and by Lemma 13 this implies $\|D_{I'} - U_{I'}\|_1 \leq \varepsilon/40$.

- If $I' \in \mathcal{L}$, then we claim that $D(I') \leq \max(\kappa, 2c \cdot \sqrt{\frac{|I'|}{m\varepsilon}} \log \frac{1}{\delta})$. Clearly, this is true if $D(I') \leq \kappa$, so it only remains to show that $D(I') \leq 2c \cdot \sqrt{\frac{|I'|}{m\varepsilon}} \log \frac{1}{\delta}$. But this follows from Fact 18(i), as if we had $D(I') > 2c \cdot \sqrt{\frac{|I'|}{m\varepsilon}} \log \frac{1}{\delta}$ then $m_1$ would have been big enough,
and \( I' \notin \mathcal{L} \). Overall,
\[
\sum_{I' \in \mathcal{L}} D(I') \leq \sum_{I' \in \mathcal{L}} \left( \kappa + 2c \cdot \frac{\sqrt{|I'|}}{m \epsilon^2} \log \frac{1}{\delta} \right) \leq L \kappa + 2 \sum_{I' \in \mathcal{L}} c \cdot \frac{\sqrt{|I'|}}{m \epsilon^2} \log \frac{1}{\delta} \leq \frac{\epsilon}{160} \left( 1 + \sum_{I' \in \mathcal{L}} \frac{|I'|}{|I'_0|} \right) \leq \frac{\epsilon}{80}
\]
for a sufficiently big choice of constant \( C > 0 \) in the definition of \( m \); where we first used that \( |\mathcal{L}| \leq L \), and then that \( \sum_{I' \in \mathcal{L}} \sqrt{|I'|} \leq \sqrt{L} \) by Jensen’s inequality.

Putting it together, this yields
\[
\| D - \Phi(D, \mathcal{I}) \|_1 \leq 2 \cdot \frac{\epsilon}{80} + \frac{\epsilon}{40} \sum_{I' \in \mathcal{L}} D(I') \leq \epsilon/40 + \epsilon/40 = \epsilon/20.
\]

**Soundness.** By contrapositive, we argue that if the test returns \( \text{ACCEPT} \), then (with probability at least \( 2/3 \)) \( D \) is \( \epsilon \)-close to \( \mathcal{C} \). Indeed, conditioning on \( \hat{D} \) being \( \epsilon/20 \)-close to \( \Phi(D, \mathcal{I}) \), we get by the triangle inequality that
\[
\| D - \mathcal{C} \|_1 \leq \| D - \Phi(D, \mathcal{I}) \|_1 + \| \Phi(D, \mathcal{I}) - \hat{D} \|_1 + \text{dist} (\hat{D}, \mathcal{C})
\]
\[
\leq \frac{\epsilon}{20} + \frac{\epsilon}{20} + \frac{9 \epsilon}{10} = \epsilon.
\]

Overall, this happens except with probability at most \( 1/10 + 1/10 + 1/10 < 1/3 \).

**Completeness.** Assume \( D \in \mathcal{C} \). Then the choice of \( \gamma \) and \( L \) ensures the existence of a good dyadic partition \( \mathcal{I}(\gamma, D) \) in the sense of Definition 15. For any \( I \) in this partition for which (i) holds \((D(I) \leq \frac{\gamma}{2}, \frac{\gamma}{2})\), \( I \) will have \( \frac{m_k}{m} < \kappa \) and be kept as a “light leaf” (this by contrapositive of Fact 18(ii)). For the other ones, (ii) holds: let \( I \) be one of these (at most \( L \)) intervals.

If \( m_I \) is too small on Step 7, then \( I \) is kept as “light leaf.”

Otherwise, then by our choice of constants we can use Lemma 13 and apply Lemma 14 with \( \delta = \frac{1}{100} \); conditioning on all of the (at most \( L \)) events happening, which overall fails with probability at most \( 1/10 \) by a union bound, \( \text{CHECK-SMALL-} \ell_2 \) will output yes, as
\[
\| D_I - U_I \|_2^2 = \| D_I \|_2^2 - \frac{1}{|I|} \leq \left( 1 + \frac{\epsilon^2}{6400} \right) \frac{1}{|I|} \leq \frac{\epsilon^2}{6400|I|}
\]
and \( I \) is kept as “flat leaf.”

Therefore, as \( \mathcal{I}(\gamma, D) \) is dyadic the \( \text{DECOMPOSITION} \) stage is guaranteed to stop within at most \( L \) splits (in the worst case, it goes on until \( \mathcal{I}(\gamma, D) \) is considered, at which point it succeeds). Thus Step 13 passes, and the algorithm reaches the \( \text{APPROXIMATION} \) stage. By the foregoing discussion, this implies\( \Phi(D, \mathcal{I}) \) is \( \epsilon/20 \)-close to \( D \) (and hence to \( \mathcal{C} \)); \( \hat{D} \) is then (except with probability at most \( 1/10 \)) \( \left( \frac{\gamma}{20} + \frac{\gamma}{20} = \frac{\gamma}{10} \right) \)-close to \( \mathcal{C} \), and the algorithm returns \( \text{ACCEPT} \).

---

4 In more detail, we want to argue that if \( D \) is in the class, then a decomposition with at most \( L \) pieces is found by the algorithm. Since there is a dyadic decomposition with at most \( L \) pieces (namely, \( \mathcal{I}(\gamma, D) = (I_1, \ldots, I_t) \)), it suffices to argue that the algorithm will never split one of the \( I_j \)’s (as every single \( I_j \) will eventually be considered by the recursive binary splitting, unless the algorithm stopped recursing in this “path” before even considering \( I_j \), which is even better). But this is the case by the above argument, which ensures each such \( I_j \) will be recognized as satisfying one of the two conditions for “good decomposition” (being either close to uniform in \( \ell_2 \), or having very little mass).
We now turn to proving converses to our positive results – namely, that many of the upper bounds we obtain cannot be significantly improved upon. As in our algorithmic approach, we describe for this purpose a generic framework for obtaining lower bounds: roughly speaking, a “testing-by-narrowing” reduction argument, that shows that under very modest assumptions testing membership to a class is at least as hard as testing identity to any fixed distribution it contains. (Due to space constraints, we only provide here a sketch of our results – and refer the interested reader to the full version.)

**High-level idea**

The motivation for our result is the observation of [11] that “monotonicity is at least as hard as uniformity.” Unfortunately, their specific argument does not generalize to other classes of distributions, making it impossible to extend it readily. The starting point of our approach is to observe that while uniformity testing is hard in general, it becomes very easy under the promise that the distribution is monotone, or even only close to monotone. This gives an alternate proof of the lower bound for monotonicity testing, via a different reduction: first, test if the unknown distribution is monotone; if it is, test whether it is uniform, now assuming closeness to monotone.

More generally, this idea applies to any class $C$ which (a) contains the uniform distribution, and (b) for which we have a $o(\sqrt{n})$-sample agnostic learner $L$,\(^5\) as follows. Assuming we have a tester $T$ for $C$ with sample complexity $o(\sqrt{n})$, define a uniformity tester as below.

- test if $D \in C$ using $T$; if not, reject (as $U \in C$, $D$ cannot be uniform);
- otherwise, agnostically learn $D$ with $L$ (since $D$ is close to $C$), and obtain hypothesis $\hat{D}$;
- check offline if $\hat{D}$ is close to uniform.

By assumption, $T$ and $L$ each use $o(\sqrt{n})$ samples, so does the whole process; but this contradicts the lower bound of [10, 28] on uniformity testing. Hence, $T$ must use $\Omega(\sqrt{n})$ samples.

This immediately will imply Corollary 6. Moreover, this argument can be further extended to other reductions than to uniformity, which we use to derive Corollaries 7 and 8.

**The lower bound theorem**

\(\blacktriangleright\) **Theorem 19.** Let $C$ be a class of distributions over $[n]$ for which the following holds:

1. there exists a semi-agnostic learner $L$ for $C$, with sample complexity $q_L(n, \varepsilon, \delta)$ and “agnostic constant” $c$;
2. there exists a subclass $C_{\text{Hard}} \subseteq C$ such that testing $C_{\text{Hard}}$ requires $q_{H}(n, \varepsilon)$ samples.

Suppose further that $q_L(n, \varepsilon, 1/10) = o(q_{H}(n, \varepsilon))$. Then, any tester for $C$ must use $\Omega(q_{H}(n, \varepsilon))$ samples.

**Proof.** The above theorem relies on the reduction outlined above, which we rigorously detail here. Assuming $C, C_{\text{Hard}}, L$ as above (with semi-agnostic constant $c \geq 1$), and a tester $T$ for

---

\(^5\) Recall that an algorithm is said to be a semi-agnostic learner for a class $C$ if it satisfies the following. Given sample access to an arbitrary distribution $D$ and parameter $\varepsilon$, it outputs a hypothesis $\hat{D}$ which (with high probability) does “almost as well as it gets”: $\|D - \hat{D}\|_1 \leq c \cdot \text{OPT}_{C,D} + O(\varepsilon)$ where $\text{OPT}_{C,D} \overset{\text{def}}{=} \inf_{D' \in C} \ell_1(D', D)$, and $c \geq 1$ is some absolute constant (if $c = 1$, the learner is said to be agnostic).
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We condition on both calls (to $o$ and by a triangle inequality we get, as claimed, the agnostic learner satisfies each step was successful. In particular, $T$ accepts, and the hypothesis $\hat{D}$ is $\epsilon'$-close to $C_{\text{Hard}}$, accept if and only if this is the case.

For the soundness, we proceed by contrapositive. Suppose $T_{\text{Hard}}$ accepts; it means that each step was successful. In particular, $\ell_1(\hat{D}, C) \leq \epsilon'/c$; so that the hypothesis outputted by the agnostic learner satisfies $\|\hat{D} - D\|_1 \leq c \cdot \text{opt} + \epsilon' \leq 2\epsilon'$. In turn, since the last step passed and by a triangle inequality we get, as claimed, $\ell_1(D, C_{\text{Hard}}) \leq 2\epsilon' + \ell_1(D, C_{\text{Hard}}) \leq 3\epsilon' = \epsilon$.

Observing that the overall sample complexity is $q_T(n, \frac{\epsilon}{c}) + q_L(n, \epsilon', \frac{1}{\text{opt}}) = q_T(n, \frac{\epsilon}{c}) + o(q_H(n, \epsilon'))$ concludes the proof.
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Abstract

We compute a canonical circular-arc representation for a given circular-arc (CA) graph which implies solving the isomorphism and recognition problem for this class. To accomplish this we split the class of CA graphs into uniform and non-uniform ones and employ a generalized version of the argument given by Köbler et al. (2013) that has been used to show that the subclass of Helly CA graphs can be canonized in logspace. For uniform CA graphs our approach works in logspace and in addition to that Helly CA graphs are a strict subset of uniform CA graphs. Thus our result is a generalization of the canonization result for Helly CA graphs. In the non-uniform case a specific set $\Omega$ of ambiguous vertices arises. By choosing the parameter $k$ to be the cardinality of $\Omega$ this obstacle can be solved by brute force. This leads to an $O(k + \log n)$ space algorithm to compute a canonical representation for non-uniform and therefore all CA graphs.
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1 Introduction

An arc is a connected set of points on the circle. A graph $G$ is called a CA graph if every vertex $v$ can be assigned to an arc $\rho(v)$ such that two vertices $u, v$ are adjacent iff their respective arcs intersect, i.e. $\rho(u) \cap \rho(v) \neq \emptyset$. We call such a (bijective) mapping $\rho$ a CA representation of $G$ and the set of arcs $\rho(G) = \{\rho(v) \mid v \in V(G)\}$ a CA model. The recognition problem for CA graphs is to decide whether a given graph $G$ is a CA graph. The canonical representation problem for CA graphs consists of computing a CA representation $\rho_G$ for a given CA graph $G$ with the additional canonicity constraint that whenever two CA graphs $G$ and $H$ are isomorphic the CA models $\rho_G(G)$ and $\rho_H(H)$ are identical.

Similarly, a graph is an interval graph if every vertex can be assigned to an interval on a line such that two vertices share an edge iff their intervals intersect. It is easy to see that every interval graph is a CA graph. The class of CA graphs started to gain attraction after a series of papers in the 1970’s by Alan Tucker. However, there is still no known better upper bound for deciding CA graph isomorphism than for graph isomorphism in general even though considerable effort has been done to this end. There have been two claimed polynomial-time algorithms in [9], [3] which have been disproven in [2], [1] respectively. For the subclass of interval graphs a linear-time algorithm for isomorphism has been described in [7]. A series of newer results show that canonical representations for interval graphs, proper CA graphs and Helly CA graphs (a superset of interval graphs) can be computed in logspace [5, 4, 6]. Furthermore, recognition and isomorphism for interval graphs is logspace-hard[5] and these two hardness results carry over to the class of CA graphs; for recognition the reduction requires a little additional work.
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Our main contribution is that we extend the argument used in [6] to compute canonical representations for HCA graphs to all CA graphs. We split the class of CA graphs into uniform and non-uniform ones and show that the mentioned argument can be applied in both cases using only $O(k + \log n)$ space. The parameter $k$ describes the cardinality of an obstacle set $\Omega$ that occurs only in the non-uniform case. This means $k = 0$ in the uniform case and hence we also obtain a logspace algorithm for uniform CA graphs which are a superclass of HCA graphs. To the best of our knowledge this is the first non-trivial algorithm to decide isomorphism specifically for the class of CA graphs.

This paper is structured as follows. In section 2 we define CA graphs along with their representations and recall the concept of normalized representations from [3]. In section 3 we explain what we mean by flip trick and formalize this with the notions of flip sets and candidate functions. This idea has been used by [8] to compute a CA representation for CA graphs respectively. In section 4 and 5 the flip trick is applied to uniform and non-uniform CA graphs. In section 4 and 5 the flip trick is applied to uniform and non-uniform CA graphs respectively.

2 Preliminaries

Given two sets $A, B$ we say $A$ and $B$ intersect if $A \cap B \neq \emptyset$. We say $A, B$ overlap, in symbols $A \nsubseteq B$, if $A \cap B, A \setminus B$ and $B \setminus A$ are non-empty. Let $A = (a_{u,v})_{u,v \in V(A)}, B = (b_{u,v})_{u,v \in V(B)}$ be two square matrices over vertex sets $V(A), V(B)$. We say $A$ and $B$ are isomorphic, in symbols $A \cong B$, if there exists a bijection $\pi : V(A) \rightarrow V(B)$ such that $a_{u,v} = b_{\pi(u),\pi(v)}$ for all $u, v \in V(A)$; $\pi$ is called an isomorphism. For two graphs $G, H$ with adjacency matrices $A_G, A_H$ we say that $G \cong H$ if $A_G \cong A_H$. We consider only undirected graphs without self-loops. A graph class $\mathcal{C}$ is a subset of all graphs which is closed under isomorphism, i.e. if $G \in \mathcal{C}$ and $H \cong G$ then $H \in \mathcal{C}$. We define the graph isomorphism problem for a graph class $\mathcal{C}$ as $\text{GI}(\mathcal{C}) = \{(G, H) \mid G, H \in \mathcal{C} \land G \cong H\}$. For a graph $G$ and a vertex $v \in V(G)$ we define the open neighborhood $N(v)$ of $v$ as the set of vertices that are adjacent to $v$ and the closed neighborhood $N[v] = N(v) \cup \{v\}$. For a subset of vertices $V' \subseteq V(G)$ we define the common neighborhood of $V'$ as $N[V'] = \bigcap_{v \in V'} N[v]$. We also write $N[u, v, \ldots]$ instead of $N[\{u, v, \ldots\}]$. A vertex $v$ is called universal if $N[v] = V(G)$. For two vertices $u \neq v \in V(G)$ we say that $u$ and $v$ are twins if $N[u] = N[v]$. A twin class is an equivalence class induced by the twin relation. A graph is said to be without twins if every twin class has cardinality one. For a graph $G$ and $S' \subseteq S \subseteq V(G)$ we define the exclusive neighborhood $N_S(G)(S')$ as all vertices $v \in V(G) \setminus S$ such that $v$ is adjacent to all vertices in $S'$ and to none in $S \setminus S'$.

Definition 1 (Label-independent). Let $f$ be a function which maps graphs to a subset of subsets of vertices, i.e. $f(G) \subseteq \mathcal{P}(V(G))$. We say $f$ is label-independent if for every pair of isomorphic graphs $G, H$ and all isomorphisms $\pi$ from $G$ to $H$ it holds that

$$f(H) = \{\pi(X) \mid X \in f(G)\} \text{ with } \pi(X) = \{\pi(v) \mid v \in X\}.$$
2.1 Circular-Arc Graphs and Representations

A CA model is a set of arcs $A = \{A_1, \ldots, A_n\}$ on the circle. Let $p \neq p'$ be two points on the circle. Then the arc $A$ specified by $[p, p']$ is given by the part of the circle that is traversed when starting from $p$ going in clockwise direction until $p'$ is reached. We say that $p$ is the left and $p'$ the right endpoint of $A$ and write $l(\cdot), r(\cdot)$ to denote the left and right endpoint of an arc in general. If $A = [p, p']$ then the arc obtained by swapping the endpoints $\overline{A} = [p', p]$ covers the opposite part of the circle. We say $\overline{A}$ is obtained by flipping $A$. When considering a CA model with respect to its intersection structure only the relative position of the endpoints to each other matter. W.l.o.g. all endpoints can be assumed to be pairwise different and no arc covers the full circle. Therefore a CA model $A$ with $n$ arcs can be described as a unique string as follows. Pick an arbitrary arc $A \in A$ and relabel the arcs with $1, \ldots, n$ in order of appearance of their left endpoints when traversing the circle clockwise starting from the left endpoint of $A$. Then write down the endpoints in order of appearance when traversing the circle clockwise starting from the left endpoint of the chosen arc $A$. Do this for every arc and pick the lexicographically smallest resulting string as representation for $A$. For example, the smallest such string for the CA model in Fig. 1 would result from choosing $A_1 (l(1), r(1), l(2), r(5), l(3), r(2), \ldots)$. In the following we identify $A$ with its string representation.

Let $G$ be a graph and $\rho = (A, f)$ consists of a CA model $A$ and a bijective mapping $f$ from the vertices of $G$ to the arcs in $A$. Then $\rho$ is called a CA representation of $G$ if for all $u \neq v \in V(G)$ it holds that $\{u, v\} \in E(G) \iff f(u) \cap f(v) \neq \emptyset$. We write $\rho(x)$ to mean the arc $f(x)$ corresponding to the vertex $x$, $\rho(G)$ for the CA model $A$ and for a subset $V' \subseteq V(G)$ let $\rho[V'] = \{\rho(v) \mid v \in V'\}$. Given a set $X \subseteq V(G)$ we write $\rho^+(X)$ to denote $\cup_{v \in X} \rho(v)$. A graph is a CA graph if it has a CA representation.

We say a CA model $A$ has a hole if there exists a point on the circle which is not contained in any arc in $A$. Every such CA model can be understood as interval model by straightening the arcs. Therefore a graph is an interval graph if it admits a CA representation with a hole. A CA graph $G$ is called Helly (HCA graph) if it has a CA representation $\rho$ such that for all maxcliques, i.e. inclusion-maximal cliques, $C$ in $G$ it holds that $\bigcap_{v \in C} \rho(v) \neq \emptyset$. Every interval model has the Helly property and therefore every interval graph is an HCA graph.

2.2 Normalized Representation

In [3] it was observed that the intersection type of two arcs $A \neq B$ can be one of the following five types: $A$ and $B$ are disjoint (di), $A$ is contained in $B$ (cd), $A$ contains $B$ (cs), $A$ and $B$ jointly cover the circle (circle cover cc) or $A$ and $B$ overlap (ov) but do not jointly cover the circle. Using these types we can associate a matrix with every CA model. An intersection matrix is a square matrix with entries $\{di, ov, cs, cd, cc\}$. Given a CA model $A$ we define its intersection matrix $\mu_A$ such that $(\mu_A)_{a,b}$ reflects the intersection type of the arcs $a \neq b \in A$. An intersection matrix $\mu$ is called a CA (interval) matrix if it is the intersection matrix of some CA (interval) model.

When trying to construct a CA representation for a CA graph $G$ it is clear that whenever two vertices are non-adjacent their corresponding arcs must be disjoint. If two vertices $u, v$ are adjacent the intersection type of their corresponding arcs might be ambiguous. It would be convenient if the intersection type for every pair of vertices would be uniquely determined by $G$ itself. This can be achieved by associating a graph $G$ with an intersection matrix $\lambda_G$.
called the neighborhood matrix which is defined for all \( u \neq v \in V(G) \) as

\[
(\lambda_G)_{u,v} = \begin{cases} 
\text{di}, & \text{if } \{u,v\} \notin E(G) \\
\text{cd}, & \text{if } N[u] \subseteq N[v] \\
\text{cs}, & \text{if } N[v] \subseteq N[u] \\
\text{cc}, & \text{if } N[u] \cap N[v] \neq \emptyset \text{ and } N[u] \cup N[v] = V(G) \\
ocline{} & \text{and } \forall w \in N[u] \setminus N[v] : N[w] \subset N[u] \\
& \text{and } \forall w \in N[v] \setminus N[u] : N[w] \subset N[v] \\
\text{ov}, & \text{otherwise}
\end{cases}
\]

and the first case applies whose condition is satisfied.

Let \( \mu \) be an intersection matrix over the vertex set \( V \) and \( \rho = (A, f) \) where \( A \) is a CA model and \( f \) is a bijective mapping from \( V \) to \( A \). We say \( \rho \) is a CA representation of the matrix \( \mu \) if \( \mu \) is isomorphic to the intersection matrix of \( A \) via \( f \) and denote the set of such CA representations with \( \mathcal{N}(\mu) \). Then we say \( \rho \) is a normalized CA representation of a graph \( G \) if \( \rho \) is a CA representation of the neighborhood matrix \( \lambda_G \) of \( G \). An example of a normalized representation can be seen in Fig. 1. Let us denote the set of all normalized CA representations of \( G \) with \( \mathcal{N}(G) = \mathcal{N}(\lambda_G) \).

\begin{lemma}[3] Every CA graph \( G \) without twins and universal vertices has a normalized CA representation, that is \( \mathcal{N}(G) \neq \emptyset \).
\end{lemma}

For our purpose it suffices to consider only graphs without twins and universal vertices for the same reasons as in [6]. The point is that a universal vertex can be removed from the graph and later added as arc which covers the whole circle in the representation. For each twin class an arbitrary representative vertex can be chosen and colored with the cardinality of its twin class; the other twins are removed.

\begin{lemma} The canonical CA representation problem for CA graphs is logspace reducible to the canonical CA representation problem for colored CA graphs without twins and universal vertices.
\end{lemma}

Henceforth we assume every graph to be twin-free and without universal vertices and shall only consider normalized representations. For two vertices \( u \neq v \) in a graph \( G \) we write \( u \alpha v \) instead of \( (\lambda_G)_{u,v} = \alpha \). For example, \( u \text{ cd } v \) indicates that the arc of \( u \) must be contained in the arc of \( v \) for every (normalized) representation of \( G \).

### 3 Flip Trick

Let \( A \) be a CA model and \( X \subseteq A \) is a subset of arcs to be flipped. We define the resulting CA model \( A^{(X)} = \{ \overline{A} | A \in X \} \cup \overline{A} \setminus X \). Consider a point \( x \) on the circle and let \( X \) be the set of arcs that contain this point. Then after flipping the arcs in \( X \) no other arc contains the point \( x \) and thus \( A^{(X)} \) has a hole and therefore must be an interval model. Let \( \mu \) and \( \mu^{(X)} \) be the intersection matrices of \( A \) and \( A^{(X)} \) respectively. It was observed in [8] that the interval matrix \( \mu^{(X)} \) can be easily computed using \( \mu \) and \( X \) as input via Table 1. With this the problem of computing a canonical CA representation for colored CA graphs can be reduced to the canonical interval representation problem for colored interval matrices, which can be solved in logspace [6] (the colored part is not mentioned explicitly but can be easily incorporated into the proof by adding the colors to the leaves of the colored \( \Delta \) tree).
The idea is that given a CA graph \( G \) if we can compute a set of vertices \( X \) as described above then we can obtain a canonical CA representation for \( G \) by the following argument. The neighborhood matrix \( \lambda_G \) of \( G \) is a CA matrix and the matrix \( \lambda_G^{(X)} \) must be an interval matrix. Compute a canonical interval representation for \( \lambda_G^{(X)} \) and flip the arcs in \( X \) back. This leads to a representation for \( \lambda_G \) and thus \( G \). The required set \( X \) can be specified as follows.

**Definition 4.** Let \( G \) be a CA graph. Then a non-empty \( X \subseteq V(G) \) is a flip set iff there exists a representation \( \rho \in \mathcal{N}(G) \) and a point \( x \) on the circle such that \( v \in X \iff x \in \rho(v) \).

In fact, for the argument to obtain a canonical representation to hold it is only required that \( X \) is chosen such that \( \lambda_G^{(X)} \) is an interval matrix. However, it can be shown that this is equivalent to the above definition. Now, we can reframe the argument given in [6] as follows.

**Definition 5** (Candidate function). Let \( \mathcal{C} \) be a subset of all CA graphs and \( f \) is a function which maps graphs to a subset of subsets of their vertices, i.e.\( f(G) \subseteq \mathcal{P}(V(G)) \). We call \( f \) a candidate function for \( \mathcal{C} \) if the following conditions hold:

1. For every \( G \in \mathcal{C} \) there exists an \( X \in f(G) \) such that \( X \) is a flip set.
2. \( f \) is label-independent.

**Theorem 6.** If \( f \) is a candidate function for all CA graphs that can be computed in logspace then the canonical representation problem for CA graphs can be solved in logspace.

**Proof.** Let \( G \) be a graph. To decide the recognition problem for CA graphs observe that there is a flip set in \( f(G) \) iff \( G \) is a CA graph. To verify if a set \( X \subseteq V(G) \) is a flip set one can check if \( \lambda_G^{(X)} \) is an interval matrix by trying to compute an interval representation.

For the representation problem let \( G \) be a CA graph. Let \( F \) be the subset of \( f(G) \) such that every \( X \in F \) is a flip set. By the first condition it holds that \( F \) is non-empty. For every \( X \in F \) a CA representation \( \rho_X \) of \( G \) can be computed by the previous argument. We return a CA representation with the lexicographically smallest underlying model

\[
\arg\min_{\{\rho_X \mid X \in F\}} \rho_X(G)
\]

as canonical CA representation. To see that this is indeed a canonical representation consider two isomorphic CA graphs \( G,H \) with \( F_G,F_H \) defined as \( F \) for \( G \) previously. Let \( \pi \) be an isomorphism from \( G \) to \( H \) and \( M_G = \{\rho_X(G) \mid X \in F_G\} \) is the set of CA models induced by the flip sets \( F_G \), similarly define \( M_H \). Then canonicity follows by showing \( M_G = M_H \). We show that \( M_G \subseteq M_H \) as the argument for the other direction is analogous. Let \( A \) be a model in \( M_G \). Let \( X \) be a flip set in \( F_G \) which induces \( A \), i.e. \( \rho_X(G) = A \). It must hold that \( \pi(X) \in f(H) \) since \( f \) is label-independent. From \( G \cong H \) it follows that \( \lambda_G \cong \lambda_H \) and therefore the interval matrices \( \lambda_G^{(X)} \) and \( \lambda_H^{(\pi(X))} \) are isomorphic meaning that \( \pi(X) \in F_H \) since it is a flip set as well. As the interval representations of both interval matrices have

| Table 1 Effects of flipping arcs in the intersection matrix |
|---------------------------------|---|---|---|---|---|---|
| \( \mu_{A,B} \)               | di | cd | cs | cc | ov |
| \( \mu_{A,A} \)               | cs | cc | di | cd | ov |
| \( \mu_{A,B} \)               | cd | di | cc | cs | ov |
| \( \mu_{A,B} \)               | cc | cs | cd | di | ov |
identical underlying models due to canonicity it follows that they remain so after flipping $X$ resp. $\pi(X)$. Therefore it holds that $A \in M_H$.

This works in logspace since $f$ and the representation $\rho_X$ for every flip set $X$ can be computed in logspace. ▷

So, we have reduced the problem of computing a canonical CA representation for CA graphs to the problem of computing a candidate function for CA graphs.

Let $C$ and $C'$ be two graph classes that partition all CA graphs. If $f_C, f_{C'}$ are candidate functions for $C, C'$ respectively then $f(G) = f_C(G) \cup f_{C'}(G)$ is a candidate function for all CA graphs. That $f$ is label-independent follows from label-independent functions being closed under taking unions. The crux here is that we do not need to be able to distinguish if a CA graph $G$ is in $C$ or $C'$. Hence, in the next two sections we consider two such classes that partition all CA graphs while avoid dealing with recognition of these two classes.

We complete this section by stating the candidate function used in [6] to canonize HCA graphs and explain why it is a candidate function for this subclass of CA graphs.

$$f_{HCA}(G) = \bigcup_{u,v \in V(G)} \{ N[u,v] \}.$$  

$f_{HCA}$ always returns at least one flip set for an HCA graph because all maxcliques in an HCA graph are flip sets due to the Helly property and there exists at least one maxclique in every HCA graph that can be characterized as the common neighborhood of two vertices[6]. However, neither of these two properties hold for CA graphs in general.

It remains to argue that $f_{HCA}$ can be computed in logspace and is label-independent. Since the same arguments have to be made for the two candidate functions devised in the next sections we introduce a tool that facilitates this and demonstrate it for $f_{HCA}$.

▷ Definition 7. Let $\varphi$ be a first-order (FO) formula over graph structures with $k+1$ free variables. Then we define the function $f_\varphi$ for a graph $G$ as:

$$f_\varphi(G) = \bigcup_{(v_1,\ldots,v_k) \in V(G)^k} \{ u \in V(G) \mid G \models \varphi(v_1,\ldots,v_k,u) \}.$$  

▷ Lemma 8. For every FO formula $\varphi$ over graph structures the function $f_\varphi$ is computable in logspace and label-independent.

To compute $f_\varphi$ we can successively evaluate $\varphi$ and take the union of the results, which can be both done in logspace. To show that $f_\varphi$ is label-independent it suffices to apply structural induction to $\varphi$. Then $f_{HCA}$ is computed by the FO formula $\varphi(u,v,x)$ that states that $x \in N[u,v]$. By Lemma 8 it follows that $f_{HCA}$ is logspace-computable and label-independent.

4 Uniform CA graphs

The difficulty when trying to compute flip sets for CA graphs in general is that for a CA graph $G$ there might be different normalized CA representations such that a set of vertices shares a common point in one representation but not in another one. We show a subset of CA graphs, namely the uniform CA graphs, where this issue does not occur therefore making it easy to compute flip sets.

For a CA graph $G$ consider an arbitrary vertex $u$. Looking at the neighbors of $u$ we can try to compute the flip sets $X_{u,1}, X_{u,2}$ specified in Fig. 2. Both sets contain $u$ and all vertices that contain $u$ or form a circle cover with $u$. The vertices that overlap with $u$ belong
to either \(X_{u,1}\) or \(X_{u,2}\) depending on the side they overlap from with \(u\). Since we cannot
determine left and right from the neighborhood matrix we want to express an equivalence
relation \(\sim_u\) which states that two vertices overlap from the same side with \(u\). With the two
equivalence classes induced by \(\sim_u\) the two flip sets can be expressed.

Given two vertices \(x, y\) that both overlap with \(u\) it is for instance easy to see that they
must overlap from different sides with \(u\) if they are disjoint. The only intersection type
between \(x, y\) for which the situation is not immediately clear is \(ov\) as further distinctions are
required. An \(ov\)-triangle is a set of three pairwise overlapping vertices. If \(x\) and \(y\) overlap
then \(x, y, u\) form such an \(ov\)-triangle. Consider the possible normalized representations for an
\(ov\)-triangle. The three vertices can either all jointly cover the circle or be a set of overlapping
intervals. In the first case they overlap pairwise but their overall intersection is empty thus
we call this a non-Helly triangle and the second case an interval triangle. For an interval
triangle there are three different possible representations up to reflection depending on which
of the three vertices is placed in-between the other two. If \(x, y, u\) is an \(ov\)-triangle then \(x\)
and \(y\) overlap from the same side with \(u\) iff \(x, y, u\) form an interval triangle and \(u\) is not
in-between \(x, y\). We show that it is easy to derive this information in the case of a uniform
CA graph \(G\) as it does not depend on a representation of \(G\).

\begin{definition}
Let \(G\) be a graph. An \(ov\)-triangle \(T\) is in the set \(\Delta_G\) if the following holds:
\begin{enumerate}
\item \(\bigcup_{v \in T} N[v] = V(G)\)
\item For all \(x \in T\) it holds that if a vertex \(v \in N_T(x)\) then \(v \cd x\)
\end{enumerate}
\end{definition}

\begin{definition}[Uniform CA graph]
A CA graph \(G\) is uniform if for all \(ov\)-triangle \(T\) in \(G\) and \(\rho \in N(G)\) it holds that:
\[T \in \Delta_G \Rightarrow \rho[T]\] is a non-Helly triangle
\end{definition}

The idea behind the definition of \(\Delta_G\) is that it captures the properties that an \(ov\)-triangle
must satisfy in the graph if it can be represented as non-Helly triangle. The definition of
uniform CA graphs guarantees us that an \(ov\)-triangle \(T \in \Delta_G\) can never be represented as
interval triangle. Now, we can show that for the class of uniform CA graphs the property of
being a non-Helly triangle and the in-between predicate for interval triangles is invariant
across all normalized representations.

\begin{lemma}
Let \(G\) be a uniform CA graph. Then the following statements are equivalent
for every \(ov\)-triangle \(T\):
\begin{enumerate}
\item \(T \in \Delta_G\)
\item \(\exists \rho \in N(G) : \rho[T]\) is a non-Helly triangle
\item \(\forall \rho \in N(G) : \rho[T]\) is a non-Helly triangle
\end{enumerate}
\end{lemma}

\begin{proof}
This immediately follows from the definition of \(\Delta_G\) and uniform CA graphs.
\end{proof}
As a contrasting example of a (non-uniform) CA graph for which being a non-Helly triangle depends on the representation consider the graph $G$ obtained by taking the complement of the disjoint union of three $K_3$'s (a triforce with a circle around the outer corners). Every edge in $G$ is an ov-entry in $\mathcal{G}$ and a CA model for $G$ is given by precisely two non-Helly triangles. The possible assignments of the vertices to the arcs that follow from the automorphisms of $G$ yield the different representations.

**Definition 12.** Let $G$ be a graph and $T = \{u, v, w\}$ is an ov-triangle with $T \notin \Delta_G$. We say $v$ is in-between $u, w$ if at least one of the following holds:
1. $N_T(u), N_T(w) \neq \emptyset$
2. $N_T(u, w) \neq \emptyset$ and there exists $z \in N_T(u, w)$ such that $\{u, w, z\} \in \Delta_G$

**Lemma 13.** Let $G$ be a uniform CA graph and $T = \{u, v, w\}$ is an ov-triangle with $T \notin \Delta_G$. Then the following statements are equivalent:
1. $v$ in-between $u, w$
2. $\exists \rho \in \mathcal{N}(G) : \rho(v) \subset \rho(u) \cup \rho(w)$
3. $\forall \rho \in \mathcal{N}(G) : \rho(v) \subset \rho(u) \cup \rho(w)$

**Proof.** “$2 \Rightarrow 1$”: There exists $\rho \in \mathcal{N}(G)$ such that $\rho(v) \subset \rho(u) \cup \rho(w)$. For all $x \neq y \in T$ it must hold that $N[x] \setminus N[y] \neq \emptyset$ due to the fact that $x ov y$ implies $N[x] \nsubseteq N[y]$. For this to be true $N_T(x)$ or $N_T(x, z)$ must be non-empty for $z \in T \setminus \{x, y\}$. It follows that $N_T(u)$ and $N_T(v)$ or $N_T(u, w)$ must be non-empty since $N_T(v) = \emptyset$ due to $\rho(v) \subset \rho(u) \cup \rho(w)$. If $z \in N_T(u, w)$ then for $\rho(z)$ to intersect with $\rho(u)$ and $\rho(w)$ but not with $\rho(v)$ implies that $\rho(u, w, z]$ forms a non-Helly triangle and therefore $\{u, w, z\} \in \Delta_G$ by Lemma 11.

“$1 \Rightarrow 3$”: Assume there exists a $\rho \in \mathcal{N}(G)$ such that $\rho(u) \subset \rho(v) \cup \rho(w)$. This implies that $N_T(u) = \emptyset$ and therefore there exists a $z \in N_T(u, w)$ such that $\{u, w, z\} \in \Delta_G$. By Lemma 11 it follows that $\rho[u, w, z]$ must be a non-Helly triangle and $\rho(z)$ must be disjoint from $\rho(v)$, contradiction.

“$3 \Rightarrow 2$”: is clear.

Lemma 11 and 13 state a fact of the form that if a property holds in one representation then it holds in all representations hence the name uniform CA graphs.

The $\alpha$-neighborhood of a vertex $u$ in a graph $G$ is defined as $N^\alpha(u) = \{v \in N(u) \mid u \alpha v\}$ for $\alpha \in \{ov, cd, cs, cc\}$. Now, we can define the aforementioned equivalence relation $\sim_u$ and state the candidate function for uniform CA graphs.

**Definition 14.** Given a graph $G$ and vertex $u \in V(G)$ we define the relation $\sim_u$ on $N^{ov}(u)$ such that $x \sim_u y$ holds if one of the following applies:
1. $x = y$
2. $x$ contains or is contained in $y$
3. $x$ and $y$ overlap, $\{x, y, u\} \notin \Delta_G$ and $u$ is not in-between $x, y$

**Lemma 15.** Let $G$ be a uniform CA graph and $u \in V(G)$. Then $x \sim_u y$ holds iff $x$ and $y$ overlap from the same side with $u$ in every $\rho \in \mathcal{N}(G)$.

**Proof.** $\Rightarrow$: If $x, y$ are in a contained/contains relation this is clear. For the third condition it holds that for all $\rho \in \mathcal{N}(G)$ $\rho[x, y, u]$ is an interval triangle and $x$ or $y$ is in-between the other two. It follows that $x, y$ overlap from the same side with $u$.

$\Leftarrow$: If $\lambda_{x, y} \in \{cd, cc\}$ this is clear. If $x, y$ overlap then they either form a non-Helly triangle or $u$ is in-between $x, y$. In both cases $x, y$ overlap from different sides with $u$. 

\[\]
Theorem 16. The following mapping is a candidate function for uniform CA graphs and can be computed in logspace:

\[ f_u(G) = \bigcup_{u \in V(G)} \left\{ \{ u \} \cup N^{cd}(u) \cup N^{cc}(u) \cup \{ y \in N^{ov}(u) \mid x \sim_u y \} \right\}. \]

Proof. To show that \( f_u(G) \) is a candidate function we have to prove that for every uniform CA graph \( G \) there always exists a flip set \( X \in f_u(G) \) and that \( f_u \) is label-independent. In fact, the even stronger claim holds that for all uniform CA graphs \( G \) every set in \( f_u(G) \) is a flip set. Let \( X \in f_u(G) \) via some \( u \in V(G) \) and \( x \in N^{ov}(u) \). Then the set of vertices in \( X \) correspond to one of the two flip sets shown in Fig. 2. The correctness for the subset of vertices in \( X \) overlapping with \( u \) follows from Lemma 15.

To show that \( f_u(G) \) can be computed in logspace and is label-independent we apply Lemma 8. We can rewrite \( f_u \) as

\[ f_u(G) = \bigcup_{u,x \in V(G)} \{ z \in V(G) \mid G \models \varphi(u,x,z) \} \]

with \( G \models \varphi(u,x,z) \) iff \( x \in N^{ov}(u) \) and \( z \in \{ u \} \cup N^{cd}(u) \cup N^{cc}(u) \cup \{ y \in N^{ov}(u) \mid x \sim_u y \} \). It remains to check that the entries in the neighborhood matrix, \( \alpha \)-neighborhoods, exclusive neighborhoods, \( \Delta_G \), in-between and \( \sim_u \) can be expressed in FO logic.

Corollary 17. A canonical CA representation for uniform CA graphs can be computed in logspace.

Theorem 18. Helly CA graphs are a strict subset of uniform CA graphs.

Proof. First, we show \( \subseteq \) by contradiction. Assume there exists a Helly CA graph \( G \) which is non-uniform. For \( G \) to be non-uniform there must exist an ov-triangle \( T \in \Delta_G \) and a representation \( \rho \in \mathcal{N}(G) \) such that \( T \) is represented as interval triangle in \( \rho \). Let \( T = \{ u, v, w \} \) and assume w.l.o.g. that \( \rho(v) \subset \rho(u) \cup \rho(w) \) (\( v \) is in-between \( u, w \)). It follows that \( N[v] \cup N[w] = V(G) \). Since \( \lambda_{u,w} \neq cc \) there must be a \( u' \in N[u] \setminus N[w] \) such that \( N[u'] \setminus N[x] \neq \emptyset \). This means there exists a \( w' \in N[u',w] \setminus N[u] \). As \( N[u'] \setminus N[w'] \) it follows that \( u' \) and \( w' \) overlap. For \( u' \) it must hold that it is either in \( N_T(u) \) or \( N_T(u,v) \). If it is in \( N_T(u) \) then by the second condition of \( \Delta_G \) it follows that \( u' \) must be contained in \( u \), contradiction. For the same reason \( w' \) is in \( N_T(v,w) \). It follows that \( u',v,w' \) form an ov-triangle and must be represented as non-Helly triangle in \( \rho \). This contradicts that \( G \) is a Helly CA graph.

To see that this inclusion is strict consider the graph \( G \) obtained by taking a triangle \( T \) and attaching a new vertex to each vertex in \( T \) (also known as net graph). In every representation \( \rho \in \mathcal{N}(G) \) it must hold that \( T \) is represented as non-Helly triangle since \( N_T(v) \neq \emptyset \) for all \( v \in T \). For this reason \( G \) cannot be a Helly or a non-uniform CA graph.

5 Non-Uniform CA graphs

From the definition of uniform CA graphs it follows that a CA graph \( G \) is non-uniform if there exists an ov-triangle \( T \in \Delta_G \) and a \( \rho \in \mathcal{N}(G) \) such that \( T \) is represented as interval triangle in \( \rho \). We call the pair \( (T,\rho) \) a witness for the non-uniformity of \( G \) and also say \( G \) is non-uniform via \( (T,\rho) \). Additionally, for such a witness pair \( (T,\rho) \) we call \( T \) maximal if there exists no \( T' \neq T \) such that \( G \) is non-uniform via \( (T',\rho) \) and \( \rho^+(T) \subset \rho^+(T') \). Such a maximal \( T \) for a given \( \rho \) must always exist. For the purpose of computing a candidate
function for this class we can assume that for a given non-uniform CA graph \( G \) we are supplied with an ov-triangle \( T \) such that there exists a \( \rho \in N(G) \) with \((T, \rho)\) being a witness for \( G \) and \( T \) is maximal. This is justified by the fact that we can iterate over all ov-triangle \( T \in \Delta_G \) trying to compute flip sets knowing that for at least one such \( T \) these conditions are met. Additionally, we write \( T \) as ordered triple \((u, v, w)\) to indicate that \( v \) is in-between \( u \) and \( w \) in \( \rho \).

Let \( G \) be non-uniform via \((T, \rho)\). Consider for a vertex \( x \in V(G) \setminus T \) what the possible relations between \( \rho(x) \) and \( \rho^+(T) \) are. For instance, \( \rho(x) \) cannot be disjoint from \( \rho^+(T) \) because this implies that \( x \not\in \bigcup_{t \in T} N[t] \) and therefore \( T \not\in \Delta_G \). Also, \( \rho(x) \) cannot contain \( \rho^+(T) \) as this would mean that \( x \) is a universal vertex.

**Definition 19.** Let \( G \) be a non-uniform CA graph via \((T, \rho)\). The set of normalized representations that agree with \( \rho \) on \( T \) is:

\[
N^T_{\rho}(G) = \{ \rho' \in N(G) \mid \rho'[T] = \rho[T] \}.
\]

**Definition 20.** Let \( G \) be a non-uniform CA graph via \((T, \rho)\) and \( \alpha \in \{ov, cc, cd\} \). We say \( x \in V(G) \setminus T \) is an \( \alpha \)-arc in \( \rho' \) if

\[
\rho'(x) \alpha \rho^+(T)
\]

for some \( \rho' \in N^T_{\rho}(G) \). We call \( x \) an unambiguous \( \alpha \)-arc if the above condition holds for all \( \rho' \in N^T_{\rho}(G) \).

**Definition 21.** Let \( G \) be a graph and \( T = (u, v, w) \in \Delta_G \). Then we define the following sets w.r.t. \( T \):

\[
\Gamma_{ov, u} = \{ x \in V(G) \setminus T \mid x ov u, v, x di w \} \\
\Gamma_{ov, w} = \{ x \in V(G) \setminus T \mid x ov v, w, x di u \} \\
\Gamma_{ov} = \Gamma_{ov, u} \cup \Gamma_{ov, w} \\
\Gamma_{cc} = \left\{ x \in V(G) \setminus T \mid \begin{array}{l} x ov u, w, x di v \ \\ \exists a \in T : x cc a \end{array} \right\} \\
\Gamma_{cd} = \left\{ x \in V(G) \setminus T \mid \begin{array}{l} x ov v, w, x cs v \ \\ \exists a \in T : x cd a \end{array} \right\} \\
\Omega = \{ x \in V(G) \setminus T \mid x ov u, v, w \}
\]

**Lemma 22.** If \( G \) is a non-uniform CA graph via \((T, \rho)\) such that \( T \) is maximal then \( T, \Gamma_{ov}, \Gamma_{cc}, \Gamma_{cd}, \Omega \) partition \( V(G) \).

**Proof.** It is not hard to see that these sets do not overlap. To show that every vertex in \( G \) belongs to one of these sets we need to check all possible positions of the endpoints of a vertex \( x \) not in \( T \) relative to \( T \), consider Fig. 3. We know every vertex \( x \not\in T \) must be represented as \( \alpha \)-arc for some \( \alpha \in \{ov, cd, cc\} \). For \( \alpha \in \{cd, cc\} \) it must hold that both endpoints of \( x \) must be in one of the intervals 1–5. The exemplary \( x \) depicted in Fig. 3 is a cd-arc in the given representation and overlaps with \( u, v, w \). If \( x \) is a cd-arc then the number of the interval in which its left endpoint is situated must be less than or equal that of its right endpoint (in our example \( 2 \leq 5 \)). If it is a cc-arc then the right endpoint must come before the left. The graph on the right encodes all possible placements of the two endpoints and it can be verified case-by-case that an \( \alpha \)-arc for \( \alpha \in \{cd, cc\} \) will occur in either \( \Gamma_{\alpha} \) or
Ω. It remains to argue that an ov-arc can only have the intersection structure denoted by Γ_ov. W.l.o.g. assume that x is an ov-arc that overlaps from u’s side with T. It holds that the right endpoint of x is in one of the five intervals and the left endpoint must be in none of these five intervals. If r(x) ∈ 1 then x ∈ N_T(u) and by the second condition of ∆_G it must hold that x is contained in u, contradiction. If r(x) ∈ 2 then x overlaps with u, v and and disjoint with w and therefore x ∈ Γ_ov. If r(x) ∈ {3, 4} then T = {u, v, w} is not maximal since {x, v, w} ∈ ∆_G. If r(x) ∈ 5 then it can be shown that there must be a circle cover entry in the neighborhood matrix for x, w which contradicts that they must overlap.

Lemma 23. Let G be a non-uniform CA graph via (T, ρ) and T is maximal. All vertices in Γ_α are unambiguous α-arcs for α ∈ {ov, cd, cc}.

Proof. The intersection structure of a vertex x ∈ Γ_α with T dictates the positioning of the endpoints relative to T in every ρ′ ∈ N^T_ρ(G). It follows that this placement of the endpoints of x must hold for all ρ′ ∈ N^T_ρ(G) and therefore x is an unambiguous α-arc.

For a vertex x ∈ Ω the possible placements of its endpoints to satisfy the intersection structure with T can be one of the following four types (cd, 14), (cd, 25), (cc, 14), (cc, 25). For example x in Fig. 3 is type (cd, 25) and flipping x would lead to type (cc, 25).

Let G be non-uniform via (T, ρ) and T = {u, v, w} is maximal. Then the two target flip sets X_u, X_w we want to compute in the non-uniform case are immediately before the left endpoint and immediately after the right endpoint of ρ^+(T) and must be of the form

X_i = Γ_σ,∪ Γ_{cc} ∪ Ω'

for i ∈ {u, w} and some subset Ω' ⊆ Ω.

Definition 24. Let G be a non-uniform CA graph via (T, ρ) and T is maximal. We call a subset Ω' ⊆ Ω cc-realizable w.r.t. (T, ρ) if there exists a ρ' ∈ N^T_ρ(G) such that for all x ∈ Ω it holds that x is a cc-arc in ρ' iff x ∈ Ω'.

In other words, a cc-realizable set is a subset of Ω such that all of its vertices can be represented as cc-arc in a normalized representation. By finding such a set we can construct two flip sets by adding the cc-vertices in Γ_{cc} and one side of the ov-vertices as described above. Now, the challenge consists in finding such a cc-realizable subset. A way to solve this is to parameterize our input by the cardinality of Ω and try all possibilities. Since Ω and its cardinality depend on the particular ov-triangle T chosen, which we do not know a priori, we can use the following set which is a superset of every possible Ω and thus bounds the cardinality:

K_G = \{x ∈ V(G) | ∃\{u, v, w\} ∈ ∆_G s.t. x ov u, v, w\}.
Theorem 25. The following mapping is a candidate function for non-uniform CA graphs and can be computed in $O(k + \log n)$ space for $k = |K_G|$: 

$$f_N(G) = \bigcup_{(u,v,w) \in \Delta_G} \{ \Gamma_{ov,u} \cup \Gamma_{cc} \cup \Omega' \}$$

where $\Gamma_{ov,u}, \Gamma_{cc}, \Omega$ are taken w.r.t. $T = (u,v,w)$.

Proof. To show that there always exists a flip set $X \in f_N(G)$ for a non-uniform CA graph $G$ we argue as follows. Let $G$ be non-uniform via $(T, \rho)$ and $T = (u,v,w)$ is maximal. Let $\Omega'$ be a cc-realizable set w.r.t. $(T, \rho)$, which must exist since $G$ is non-uniform. Then $X = \Gamma_{ov,u} \cup \Gamma_{cc} \cup \Omega'$ w.r.t. $T$ is one of the target flip sets described previously. This means there exists a $\rho \in \mathcal{N}(G)$ such that $X$ describes the set of arcs that contain a point right before the left endpoint of $\rho^+(T)$ or a point right after the right endpoint of $\rho^+(T)$.

To see that $f_N(G)$ is label-independent a formula $\varphi(\Omega', u, v, w, x)$ can be constructed that is true iff $x \in \Gamma_{ov,u} \cup \Gamma_{cc} \cup \Omega'$ where $\Omega'$ is a second-order set variable. Note, that $|\Omega| \leq |K_G|$. Therefore this works in $O(k + \log n)$ space since one can iterate over all $2^k$ subsets of $\Omega$ using $k$ bits and then apply the argument in Lemma 8 via $\varphi$ which requires additional $O(\log n)$ space.

6 Conclusion

We showed how to canonically, or in our terms label-independently, compute flip sets for CA graphs to acquire canonical CA representations. The properties of uniform CA graphs enable us to do this easily in logspace. In the case of non-uniform CA graphs, however, it seems that the cc-realizable sets pose a non-trivial obstacle when trying to compute flip sets. The only simple remedy appears to be the proposed parameterization that enables us to use brute force. Changing the target flip sets does not seem to improve upon this situation. As a consequence, we suggest to investigate the space of cc-realizable sets. Given the restricted structure of non-uniform CA graphs this could be a reasonable first step towards deciding isomorphism for CA graphs in polynomial time.

Additionally, in [8] it was shown how to compute flip sets for CA graphs in linear time without the canonicity constraint. Can this be done in logspace as well? This would mean that recognition of CA graphs is logspace-complete.
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Abstract

Gabow and Tarjan showed that the Bottleneck Path (BP) problem, i.e., finding a path between a given source and a given target in a weighted directed graph whose largest edge weight is minimized, as well as the Bottleneck spanning tree (BST) problem, i.e., finding a directed spanning tree rooted at a given vertex whose largest edge weight is minimized, can both be solved deterministically in \(O(m \log^* n)\) time, where \(m\) is the number of edges and \(n\) is the number of vertices in the graph. We present a slightly improved randomized algorithm for these problems with an expected running time of \(O(m \beta(m,n))\), where \(\beta(m,n) = \min\{k \geq 1 \mid \log^k n \leq \frac{m}{n}\} \leq \log^* n - \log^* (m/n) + 1\). This is the first improvement for these problems in over 25 years. In particular, if \(m \geq n \log^k n\), for some constant \(k\), the expected running time of the new algorithm is \(O(m)\). Our algorithm, as that of Gabow and Tarjan, work in the comparison model.

We also observe that in the word-RAM model, both problems can be solved deterministically in \(O(m)\) time. Finally, we solve an open problem of Andersson et al., giving a deterministic \(O(m)\)-time comparison-based algorithm for solving deterministic 2-player turn-based zero-sum terminal payoff games, also known as Deterministic Graphical Games (DGG).
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1 Introduction

The Bottleneck Path (BP) problem, also known as the min-max path problem, is the problem of finding a path from a given source \(s\) to a given target \(t\) in a weighted directed graph \(G = (V,E)\) in which the maximum edge weight is minimized. In the closely related Bottleneck Spanning Tree (BST) problem, also known as the min-max arborescence problem, we are asked to find a directed spanning tree of a given weighted directed graph \(G = (V,E)\), rooted at a given root vertex \(s\), such that the maximum edge weight in the tree is minimized.

Deterministic Graphical games (DGG) form a simple and interesting family of 2-player turn-based zero-sum games. A DGG is played by two players, players 0 and 1, on a directed
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A graph $G = (V, E)$ whose vertex set $V$ is partitioned into $V = V_0 \cup V_1 \cup T$, where $V_i$ is the set of vertices controlled by player $i$, where $i = 0, 1$, and $T$ is the set of terminals. A payoff function $p : T \rightarrow \mathbb{R}$ assigns a payoff to each terminal. A token is placed at a start vertex $s \in V_0 \cup V_1$. If the token is currently at a vertex $u \in V_i$, then player $i$ chooses an edge $(u, v) \in E$ and moves the token to $v$. Each non-terminal vertex is assumed to have at least one outgoing edge. Terminals have no outgoing edges. If the token reaches a terminal $t$, the game ends and player 0 pays player 1 the payoff $p(t)$. Player 0, also known as min, wants to minimize this payoff, while player 1, also known as max, wants to maximize it. If the game never ends, no payment is made. Player 0 prefers an infinite play over a positive payoff, while player 1 prefers an infinite play over a negative payoff. A DGG, with start $s$, is solved by finding its min-max value and optimal strategies for the two players.

BP, BST and DGG share several similar features. First, they are both min-max optimization problems, though under different interpretations. Second, they can all be solved by trivial linear time algorithms if the edge weights, or the terminal payoffs, are given in sorted order. Third, they can all be solved using a threshold method that goes back to Edmonds and Fulkerson [9] when the edge weights, or the terminal payoffs, are not given in sorted order. In the case of the BP problem, for example, we find the median of the edge weights and partition the edges accordingly into light and heavy edges. We now check whether there is a directed path from $s$ to $t$ that uses only light edges. If so, all heavy edges can be discarded. If there is no such light path, we can set the weight of all light edges to $-\infty$. In the next iteration, we compute the median of all edges whose weight is not $-\infty$. This easily leads on $O(m \log n)$-time algorithms for the BP, BST and DGG problems. We also note that if the graph is undirected, we can contract the light edges. This leads to simple $O(m)$-time algorithms for the BP and BST problems in undirected graphs.

Gabow and Tarjan [16] used a more sophisticated version of the threshold method to obtain an $O(m \log^* n)$-time algorithm for the BP and BST problems. We present an improved randomized algorithm for these problems whose running time is $O(m \beta(m, n))$. As mentioned, for $m \geq n \log^{(k)} n$, the expected running time is $O(m)$, i.e., best possible. We also show that BP and BST are equivalent under randomized reductions. As $\log^* n$ and $\beta(m, n)$ are both extremely slowly growing functions, our improved bound has no practical importance. We believe, however, that understanding the exact complexity of fundamental problems such as BP and BST is an important endeavor.

Andersson et al. [1] used the technique of Gabow and Tarjan [16] to obtain an $O(m \beta(m, k))$-time algorithm for solving DGGs, where $k$ is the number of terminals. We show, perhaps surprisingly, that the DGG problem is easier than the BP and BST problems. By combining the viewpoints of the two players, we obtain a simple deterministic $O(m)$-time algorithm for solving DGGs.

1.1 Bottleneck Paths and Bottleneck Spanning Trees

Both the BP and BST in directed graphs are well-motivated problems that were studied by many researchers. The BP problem, for example, models the problem of finding a route from one city to another minimizing the maximum distance travelled between two consecutive cities. The equivalent problem of finding a max-min path from $s$ to $t$ is the problem of finding a maximum capacity path in a flow network. Edmonds and Karp [10] obtained an

---

1 Here $A \cup B$ stands for the disjoint union of $A$ and $B$, i.e., the union $A \cup B$ where it is assumed that $A \cap B = \emptyset$. 
efficient, though not strongly polynomial, maximum flow algorithm that repeatedly computes maximum capacity augmenting paths.

Edmonds and Fulkerson [9] introduced the threshold method that yields a simple $O(m \log n)$-time algorithm for the BP problem. They also note that the min-max s-t path problem has a max-min dual, i.e., the problem of finding a s-t cut whose minimal edge weight is maximized.

Dijkstra’s [7] single-source shortest paths algorithm can be easily adapted to solve the BP and BST problems. The resulting algorithm solves, in fact, the Single-Source Bottleneck Paths (SS-BP) problem in which a min-max path is sought from the source s to any vertex of the graph. It is easy to see that the tree of min-max paths returned by the algorithm is also a min-max spanning tree. If Fibonacci heaps [13] are used, an $O(m + n \log n)$-time algorithm is obtained.

Gabow and Tarjan [16] obtained an improved algorithm for the BP and BST problems that runs in $O(m \log^* n)$ time, where $\log^* n = \min\{k \geq 1 \mid \log^{(k)} n \leq 1\}$, where $\log^{(k)} n = \log \log^{(k-1)} n$, for $k > 1$. We improve on this 25 year old result and obtain a randomized algorithm whose running time is $O(m \beta(m, n))$, where $\beta(m, n) = \min\{k \geq 1 \mid \log^{(k)} n \leq \frac{n}{\log n}\} \leq \log^* n - \log^{*}(m/n) + 1$. In particular, if $m \geq n \log^{(k)} n$, for any constant k, the expected running time of the new algorithm is $O(m)$. Our algorithm, as that of Gabow and Tarjan, works in the comparison model, i.e., the only operations it performs on edge weights are pairwise comparisons. We also observe that in the word-RAM model, where comparisons are not the only operations allowed on edge weights, both problems can be solved deterministically in $O(m)$ time.

The BP problem can be easily reduced to the BST problem. We give the first randomized reduction in the other direction, showing that the BP and BST problems are essentially equivalent.

Punnen [23] shows that for a wide class of bottleneck problems, if the problem can be solved in $O(f(m))$ time when the weights are given in sorted order, then the problem can be solved in $O(f(m) \log^* m)$-time, when the weights are not given in sorted order.

The BP, BST and SS-BP can also be solved easily in $O(m)$ time if the input graph is acyclic.

All the results stated above are for directed graphs. For undirected graphs, both the BP and BST are much easier. Camerini [5] gave a simple $O(m)$-time algorithm for BP and BST problems in undirected graphs. Furthermore, if $T$ is a Minimum Spanning Tree (MST) of an undirected graph $G = (V, E)$, i.e., a spanning tree such that the sum of its edge weights is minimal, then for any $s, t \in V$, the unique path in $T$ between $s$ and $t$ is a min-max path between $s$ and $t$. (See, e.g., Hu [19].) An MST of an undirected graph can be found in $O(m)$ expected time (Karger, Klein and Tarjan [21]), or deterministically in $O(m \alpha(m, n))$ time (Chazelle [6]).

The All-Pairs Bottleneck Paths (AP-BP) problem, in which we want to find a bottleneck path for every pair of vertices in a weighted directed graph can be easily solved in $O(mn)$ time by first sorting all edge weights and then running a linear time SS-BP algorithm from each vertex. In dense enough graphs, faster algorithms can be obtained using fast matrix multiplication. Vassilevska, Williams and Yuster [25] showed that the AP-BP problem can be reduced to the problem of computing (max, min) products and gave an algorithm whose running time is $O(n^{2+\omega/3})$, which is $O(n^{2.80})$, for computing such products. Here $\omega < 2.38$

---

2 Chazelle’s algorithm improves on $O(m \beta(m, n))$- and $O(m \log \beta(m, n))$-time algorithms of Fredman and Tarjan [13] Gabow et al. [15]. Is this an indication that similar improvements are also possible for the BP and BST problems?
is the matrix multiplication exponent. Duan and Pettie [8] obtained a faster algorithm for computing \((\text{max}, \text{min})\) products whose running time is \(O(n^{3+\omega/2})\), which is \(O(n^{2.69})\), matching Matoušek’s [22] fastest known algorithm for computing dominance products. For vertex weighted graphs, a faster running time of \(O(n^{2.58})\) was previously obtained by Shapira, Yuster and Zwick [24].

1.2 Deterministic Graphical Games

Many turn-based 2-player zero-sum games can be modeled using finite game trees. The game starts at the root. At even levels, the first player chooses an edge to one of the children of the current vertex, at odd levels the second player chooses the edge. Each leaf has a payoff associated with it, which is the amount the first player has to pay the second player. The value of such a game can be easily determined by starting at the leaves and alternatingly computing the minimum or the maximum of the values of the nodes at the lower level.

It is natural to generalize game trees into game graphs, yielding exactly the Deterministic Graphical Games (DGGs) defined above. A game can now return to a position visited before, as may happen, for example, in chess. The main difference between game trees and game graphs is that infinite plays are now possible. An infinite play is considered to be a draw, i.e., no payment, or equivalently a payment of 0, is made. Such game graphs are implicit in Zermelo’s [27] classical, but slightly incomplete, proof that each position in chess has a definite value. For more technical and historical details, see Washburn [26] and Andersson et al. [1].

A strategy for a player in a DGG is a rule for selecting the next edge to play in each situation. A general strategy may depend on the full history of the play and may be randomized. It can be shown, however, that in DGGs, both players may restrict themselves without loss to pure positional strategies, i.e., deterministic strategies that depend only on the current position. Each vertex \(v\) in a DGG has a value \(\text{val}(v)\). Player 0 has a (pure positional) strategy that guarantees that the outcome of the game will be at most \(\text{val}(v)\), no matter what strategy is used by player 1. Similarly, player 1 has a (pure positional) strategy that guarantees that the outcome of the game will be at least \(\text{val}(v)\), no matter what strategy is used by player 0. Such strategies are said to be optimal from \(v\). Both players actually have pure positional strategies that are optimal from all vertices.

Let \(G = (V, E)\) be a DGG and let \(t\) be the terminal with the largest payoff. The set of vertices from which player 1 can force the game to end in \(t\) can be easily found in linear time using an alternating backward search from \(t\), also known as retrograde analysis. (See details in [1] or in Section 6.) Thus, if the payoffs are given in sorted order, it is easy to find the values of all vertices, and optimal strategies for both players, by “peeling” the terminals one by one, in decreasing order.

Andersson et al. [1] used the technique of Gabow and Tarjan [16] to obtain an \(O(m\beta(m, k))\)-time algorithm for finding the value and optimal strategies for a specific start vertex \(s\) in a DGG with \(m\) edges and \(k\) terminals. We obtain a simple deterministic \(O(m)\)-time algorithm for the same problem.

The best known algorithm for finding the values, and corresponding optimal strategies, of all vertices of a DGG in the comparison model runs in \(O(m + k \log k)\) time. The algorithm begins by sorting the payoffs in \(O(k \log k)\) time, and then finds all values in \(O(m)\) additional time.

When the payoffs are moved from terminals to edges or non-terminal vertices, and the sequence of resulting payoffs is accumulated in some way, we obtain Mean Payoff Games (MPGs) and Discounted Payoff Games (DPGs) [11, 17, 28, 2, 3] or Parity Games (PGs)
Thus, all the edges of $E_j$ are known to have weights which are below the bottleneck weight. By repeatedly finding medians [4], using $O(|F| \log k)$ time and comparisons, we can partition $F$ into $k$ subsets $E_1, \ldots, E_k$ of almost equal size such that the weight of all edges in $E_j$ is smaller than the weights of all edges in $E_{j+1}$, for $j = 0, 1, \ldots, k-1$. We can now replace the edge weights of all edges in $E_j$ by $j$, for $j = 0, 1, \ldots, k$, and run the linear time algorithm above. If the answer we get is $i$, then the bottleneck edge belongs to $E_i$. Thus, all the edges of $E_{i+1} \cup \cdots \cup E_k$ are not needed, and all edges of $E_0 \cup \cdots \cup E_{i-1}$ are now known to have weights which are below the bottleneck weight. We are thus left with a smaller instance $G = (V, E')$ where $E' = E'_0 \cup F'$, $E'_0 = E_0 \cup \cdots \cup E_{i-1}$ and $F' = E_i$. Note that $|F'| \leq |F|/k + 1$.

We can now iterate the above step. Let $F^{(j)}$ be the edge set known to contain the bottleneck edge after $j$ iterations and let $m_j = |F^{(j)}|$. Initially $F^{(0)} = E$ and $m_0 = m$. When $m_j = 1$, we are done. Let $k_j$ be the number of sets to which $F^{(j)}$ is partitioned. Thus $m_{j+1} \leq m_j/k_j$, and consequently $m_1 \leq m/(k_0 k_1 \cdots k_{j-1})$. The number of comparisons used in the $j$-th iteration is therefore $O(m_j \log k_j) = O((m/(k_j-2k_{j-1})) \log k_j)$. (We let $k_{-2} = k_{-1} = 1$.) The time used in the $j$-th iteration is $O(m_j)$. We choose $k_0 = 2$ and
Let $G = (V, E)$ be the input graph, $w : E \to \mathbb{R}$ be a weight function defined on its edges, and let $s \in V$ be a source vertex. Let $m = |E|$ and $n = |V|$. For simplicity, we assume that all edge weights are distinct. In the previous section we saw that in $O(m \log k)$ time we can partition $E$ into $E_i \cup E_2 \cup \cdots \cup E_k$ such that $E_i$, $E_2$, \ldots, $E_k$ have roughly the same size and such that all edges of $E_j$ have weight smaller than all edges of $E_{j+1}$, for $j = 1, 2, \ldots, k - 1$. In $O(m)$ time, we can then find the set $E_i$ that contains the bottleneck edge.

To obtain the improved algorithm, we adopt a slightly different approach. Let $\lambda_0 < \lambda_1 < \cdots < \lambda_k$ be $k$ thresholds and let $\lambda_0 = -\infty$ and $\lambda_{k+1} = \infty$. The thresholds naturally partition $E$ into $E = E_0 \cup E_1 \cup \cdots \cup E_k$ such that $E_i = \{e \in E \mid \lambda_i \leq w(e) < \lambda_{i+1}\}$. Explicitly computing this partition requires $O(m \log k)$ time. We show, however, that we can compute the index $i$ of the set $E_i$ that contains the bottleneck edge in $O(m + nk)$ time, or even $O(m + n \log k)$ time, using a simple deterministic algorithm that does not explicitly compute the partition.

To obtain our improved algorithm, we set the $k$ thresholds to the weights of $k$ randomly chosen edges of the graph. We then compute the set $E_i$ that contains the bottleneck edge and revert to the standard algorithm. The exact details will follow after describing the simple algorithm for locating the part that contains the bottleneck edge.

### 3.1 Locating the Bottleneck Weight Among $k$ Thresholds

Let $G = (V, E)$ be a weighted directed graph, $w : E \to \mathbb{R}$ a weight function defined on its edges, $s \in V$ a source vertex, and let $-\infty = \lambda_0 < \lambda_1 < \cdots < \lambda_k < \lambda_{k+1} = \infty$ be arbitrary thresholds. Let $w^*(G)$ be the bottleneck edge weight of $G$. We begin by describing a simple $O(m + nk)$ time algorithm, called LOCATE, for computing the index $i$ such that $\lambda_i \leq w^*(G) < \lambda_{i+1}$. For concreteness, we consider the BST problem. The details for the BP problem are almost identical.

The algorithm is composed of $k + 1$ phases. In the $i$-th phase, where $i = 0, 1, \ldots, k$, the algorithm finds all vertices $u \in V$ for which there is a directed path from $s$ to $u$ in $G$ all whose edges have weights that are strictly smaller than $\lambda_{i+1}$. For every vertex $u$ we maintain a value $d[u]$ such that a path from $s$ to $u$ all whose edge weights are at most $d[u]$ was already discovered. Initially $d[s] = -\infty$ while $d[u] = \infty$ for every $u \in V \setminus \{s\}$. We maintain the invariant that at the beginning of the $i$-th phase, for $i = 0, 1, \ldots, k$, we have $d[u] < \lambda_i$ for every $u \in V$ for which there is a path from $s$ to $u$ all whose edge weights are smaller than $\lambda_i$. In the $i$-th phase itself, we identify all vertices $u$ with $d[u] < \lambda_{i+1}$ and examine all their outgoing edges. If $(u, v) \in E$, we let $\hat{w}(u, v) = \max\{d[u], w(u, v)\}$. If $\hat{w}(u, v) < d[v]$, we let $d[v] \leftarrow \hat{w}(u, v)$. If at the end of the $i$-th phase $d[u] < \lambda_{i+1}$ for all $u \in V$, we know that $\lambda_i \leq w^*(G) < \lambda_{i+1}$. The complexity of the algorithm is $O(m + nk)$ as we examine each edge at most once and each vertex at most $k$ times. A more precise description follows.

In addition to the phase number $i$ and the values $d[u]$, for every $u \in V$, the algorithm maintains two sets of vertices $A, B \subseteq V$. The set $A$ contains all vertices $u \in V$ with $d[u] < \lambda_{i+1}$ whose outgoing edges were not examined yet. The set $B$ contains all vertices
Algorithm Locate($G = (V, E), w, s, (\lambda_1, \ldots, \lambda_k)$)

\begin{algorithm}
\begin{tabular}{l}
$\lambda_0 \leftarrow -\infty$ ; $\lambda_{k+1} \leftarrow \infty$
\end{tabular} \\
foreach $v \in V$ do $d[v] \leftarrow \infty$
\begin{tabular}{l}
$d[s] = -\infty$ ; $A \leftarrow \emptyset$ ; $B \leftarrow V$
\end{tabular} \\
for $i \leftarrow 0$ to $k$ do
\begin{tabular}{l}
foreach $u \in B$ do\[\begin{array}{l}
\text{if } d[u] < \lambda_{i+1} \text{ then } \text{Move}(v, B, A) \\
\text{while } A \neq \emptyset \text{ do} \\
\quad u \leftarrow \text{Extract}(A) \\
\quad foreach (u, v) \in E \text{ do} \\
\quad \quad \bar{w} \leftarrow \max\{d[u], w(u, v)\} \\
\quad \quad \text{if } \bar{w} < d[v] \text{ then} \\
\quad \quad \quad d[v] \leftarrow \bar{w} \\
\quad \quad \quad \text{if } d[v] < \lambda_{i+1} \text{ and } v \in B \text{ then} \\
\quad \quad \quad \quad \text{Move}(v, B, A) \\
\end{array}\]
\end{tabular} \\
if $B = \emptyset$ then return $i$
\end{algorithm}

Figure 1 Locating the bottleneck weight among $k$ thresholds.

$u \in V$ for which $d[u] \geq \lambda_{i+1}$. Initially $i = -1$, $A = \emptyset$ and $B = V$. At the beginning of the $i$-th phase, for $i = 0, 1, \ldots, k$, the algorithm examines all vertices of $B$ and moves to $A$ each vertex $u$ for which $d[u] < \lambda_{i+1}$. As long as $A$ is not empty, the algorithm removes an arbitrary vertex $u$ from $A$ and scans all its outgoing edges as above. For every outgoing edge $(u, v) \in E$ it lets $\bar{w}(u, v) = \max\{d[u], w(u, v)\}$. If $\bar{w}(u, v) < d[v]$, it lets $d[v] \leftarrow \bar{w}(u, v)$. If $d[v] < \lambda_{i+1}$ and $v \in B$, then $v$ is moved from $B$ to $A$. The $i$-phase ends when $A$ is empty. If $B$ is also empty, the algorithm returns $i$ and terminates. Otherwise, it moves on to the $(i+1)$-st phase.

Pseudo-code of Locate is given in Figure 1. Function Move($v, B, A$) moves $v$ from $B$ to $A$ while Extract($A$) removes and returns an arbitrary item of $A$. With a simple linked-list implementation, both these operations take constant time.

Theorem 1. Algorithm Locate returns an index $i$ such that $\lambda_i \leq w^*(G) < \lambda_{i+1}$. Its running time is $O(m + nk)$.

Proof. The correctness of the algorithm follows from the invariant stated above: At the end of the $i$-phase, for every $u \in V$, if there is a path in $G$ from $s$ to $u$ all whose edges have weights strictly smaller than $\lambda_{i+1}$, then $d[u] < \lambda_{i+1}$. The invariant holds vacuously for $i = -1$.

Suppose that the invariant holds at the end of the $(i-1)$-st phase. Suppose, for the sake of contradiction, that the invariant does not hold at the end of the $i$-th phase. Namely, suppose that there is a path $s = u_0 \rightarrow u_1 \rightarrow \cdots \rightarrow u_k$ in $G$ such that $(u_j, u_{j+1}) \in E$ and $w(u_j, u_{j+1}) < \lambda_{i+1}$, for $j = 0, 1, \ldots, k-1$, but $d[u_k] \geq \lambda_{i+1}$. Let $u_{i-1}$ be the first vertex on the path for which $d[u_i] \geq \lambda_{i+1}$. As $d[u_0] = -\infty < \lambda_{i+1}$, we have $\ell \geq 1$. By definition $d[u_{i-1}] < \lambda_{i+1}$. As $d[u_{i-1}] < \lambda_{i+1}$, $u_{i-1}$ must have been moved to $A$ either in the $i$-th phase, or before. After the edge $(u_{i-1}, u_i)$ is examined, at or before the $i$-th phase, we have $d[u_i] \leq \bar{w}(u_{i-1}, u_i) = \max\{d[u_{i-1}], w(u, v)\} < \lambda_{i+1}$, a contradiction.

Thus, if $\lambda_i \leq w^*(G) < \lambda_{i+1}$, then at the end of the $i$-th phase $B$ is empty and the
algorithm terminates. The algorithm cannot terminate before the $i$-th phase as there is at least one vertex $u$ for which there is no path all whose edges have weights strictly smaller than $\lambda_i$. For such a vertex we must have $d[u] \geq \lambda_i$. Thus, $u$ must be in $B$ until the beginning of phase $i$.

The running time of the algorithm is $O(m + nk)$ as each edge is examined at most once, and each vertex is examined at most once at each one of the $k$ iterations. \hfill $\blacktriangle$

Although the $O(m + nk)$ running time of LOCATE is sufficient for our purposes, the running time can be reduced to $O(m + n \log k)$ using a lazy binary search. Details will appear in the full version of the paper.

### 3.2 A Randomized $O(m \beta(m, n))$-time Algorithm

Let $r \geq 1$. Choose $k = \log^r n$ random edges $e_1, e_2, \ldots, e_k$ from $E$ and sort their edge weights so that $w(e_1) < w(e_2) < \cdots < w(e_k)$. Let $\lambda_i = w(e_i)$, for $i = 1, 2, \ldots, k$, and $\lambda_0 = -\infty$, $\lambda_{k+1} = \infty$. (Sorting the edge weights takes $O(k \log k)$ time, which will be negligible.) We now use LOCATE to find the index $i$ for which $\lambda_i \leq w^*(G) < \lambda_{i+1}$. This takes only $O(m + n \log^r n)$ time. In $O(m)$ further time, we can compute the sets $E_0 = \{e \in E \mid w(e) < \lambda_1\}$ and $F = \{e \in E \mid \lambda_i \leq w(e) < \lambda_{i+1}\}$. The next lemma shows that the expected size of $F = E_i$ is $O(m/k)$.

**Lemma 2.** Let $f \in E$ be a fixed edge, and let $e_1, e_2, \ldots, e_k$ be $k$ random edges from $E$ such that $w(e_1) < w(e_2) < \cdots < w(e_k)$. Let $\lambda_i = w(e_i)$, for $i = 1, 2, \ldots, k$, and let $\lambda_0 = -\infty$ and $\lambda_{k+1} = \infty$. Let $E_i = \{e \in E \mid \lambda_i \leq w(e) < \lambda_{i+1}\}$, for $i = 0, 1, \ldots, k$, and let $j$ be such that $f \in E_j$. Then, $\mathbb{E}[|E_j|] \leq 2m/k$, where $m = |E|$.

**Proof.** Let $f_1, f_2, \ldots, f_m$ be the edges of $E$ sorted according to weight, i.e., $w(f_1) < w(f_2) < \cdots < w(f_m)$. Let $f = f_r$, where $1 \leq r \leq m$. The probability of a given edge $f_i$ to be one of the $k$ randomly chosen edges, given that no edge from a set $F'$ in the sample, is $k/(m - |F'|) \geq k/m$. Examine the edges $f_r, f_{r+1}, \ldots, f_m$ one by one until finding an edge from the sample, or until reaching the last edge. As the probability of each inspected edge to be in the sample is at least $k/m$, the expected number of edges inspected is at most $m/k$. Similarly, the expected number of edges among $f_{r-1}, f_{r-2}, \ldots, f_1$ that need to be inspected until finding an edge from the sample, or until reaching the first edge, is also at most $m/k$.

It is not difficult to extend the proof of Lemma 2 to show that the size of $F$ is $O(m/k)$ with high probability. For our purposes it is enough to rely on Markov’s inequality to infer that the probability that $|F| \geq 4m/k$ is at most $1/2$. If $|F| \geq 4m/k$, we simply choose a new sample. The expected number of samples needed is at most 2.

After running LOCATE with $k = \log^r n$ random edges, we get that $|F| \leq 4m/\log^r n$. We now run one iteration of the algorithm of Gabow and Tarjan from the previous section with $k = \log^{(r-1)} n$. The running time is $O(m + |F| \log k) = O(m)$ and the size of $F$ is reduced to $O(m/\log^{(r-1)} n)$. In at most $r - 1$ additional iterations, we can thus reduce the size of $F$ to $O(m/\log n)$, at which point we can afford to sort $F$ and find the bottleneck edge in $O(m)$ time. The total running time of the algorithm is therefore $O(rm + n \log^r n)$. If we choose $r = \beta(m, n)$, we get an expected running time of $O(m \beta(m, n))$. As mentioned, it is easy to see that a running time of $O(m \beta(m, n))$ is obtained not only in expectation, but also in very high probability.

**Theorem 3.** The Bottleneck Path (BP) and Bottleneck Spanning Tree (BST) problems can be solved in the comparison model in $O(m \beta(m, n))$ expected time.
4 Equivalence of Bottleneck Paths and Bottleneck Spanning Trees

In this section we show that if there is an $O(f(m, n))$ time algorithm for the BST problem, then there is also an $O(f(m, n))$ time algorithm for the BP problem, and vice versa. The reduction from BP to BST is immediate. The reduction from BST to BP is slightly more complicated, requires randomization and needs some mild assumptions on $f(m, n)$, which are satisfied if $f(m, n) = m + n$.

Lemma 4. If there is an $f(m, n)$-time algorithm for the Bottleneck Spanning Tree (BST) problem, then there is an $O(f(m + n, n))$-time algorithm for the Bottleneck Path (BP) problem.

Proof. Given an instance $G = (V, E)$ of the BP problem, with source $s$ and target $t$, simply add edges $(t, v)$, for every $v \in V$, of weight $-\infty$. The path from $s$ to $t$ in a bottleneck spanning tree of the resulting graph is a bottleneck path from $s$ to $t$.

Before describing the reduction in the opposite direction, we need to introduce some more notation. If $G = (V, E)$ is a weighted graph with source $s$, we let $w^*(v)$ be the weight of the bottleneck edge on a min-max path from $s$ to $v$ in $G$. We then define $E(v) = \{e \in E \mid w(e) \leq w^*(v)\}$ and let $S(v)$ be the set of vertices reachable from $s$ in $(V, E(v))$. Finally, we let $E_m(S(v))$ be the set of edges that enter vertices of $S(v)$. We now have the following simple probabilistic lemma.

Lemma 5. Let $G = (V, E)$ be a weighted graph with source $s$.

(i) If $v$ is a randomly chosen vertex, then $\mathbb{P}[|S(v)| \geq \frac{n}{2}] \geq \frac{1}{2}$.

(ii) If $(u, v)$ is a randomly chosen edge, then $\mathbb{P}[|E_m(S(v))| \geq \frac{n}{2}] \geq \frac{1}{2}$.

Proof. (i) Let $v_1, v_2, \ldots, v_n$ be an ordering of the vertices such that $w^*(v_1) \leq w^*(v_2) \leq \cdots \leq w^*(v_n)$. Note that $S(v_i) \supseteq \{v_1, v_2, \ldots, v_i\}$. Thus, if $v$ is among $\{v_{n/2}, \ldots, v_n\}$, then $|S(v)| \geq n/2$, and this happens with a probability of at least $1/2$.

(ii) Let $d_i$ be the in-degree of $v_i$. Let $k$ be the minimal index for which $\sum_{i=1}^{k-1} d_i < \frac{n}{2}$. Let $(u, v)$ be a random edge. If $v = v_i$, and $i \geq k$, then $E_m(S(v)) \geq m/2$. This happens with a probability of at least $\frac{1}{m} \sum_{i=k}^{n} d_i = \frac{1}{m} (m - \sum_{i=1}^{k-1} d_i) \geq \frac{1}{2}$.

Lemma 6. If there is an $f(m, n)$-time algorithm for the Bottleneck Path (BP) problem, then there is a randomized algorithm whose expected running time is $O(\sum_{i \geq 0} f(\frac{n}{2}, \frac{n}{2}))$ for the Bottleneck Spanning Tree (BST) problem.

Proof. Let $G = (V, E)$ be an instance of the BST problem with source $s$. Choose a random vertex $v \in V$ and solve the BP problem with $t = v$. The bottleneck edge weight $w^*(v)$ returned is clearly a lower bound on the bottleneck edge weight in a spanning tree. If $S(v) = V$, we are done. Otherwise, all vertices of $S(v)$ may be replaced by a new source $\tilde{s}$, and all edges of $E_m(S(v))$, which now enter $\tilde{s}$, may be removed. By Lemma 5(i), $|S(v)| \geq \frac{n}{2}$ with a probability of at least $\frac{1}{2}$. If this is not the case, we can repeat this step. (This is not really required, but it slightly simplifies the analysis.) The expected number of repetitions is constant. We are now left with an instance with at most $\frac{n}{2}$ vertices. To reduce the number of edges we now sample a random edge $(u, v) \in E$ and solve the BP problem with $t = v$. If $S(v) = V$, we are again done. Otherwise, we can again replace $S(v)$ by a new source $\tilde{s}$ and remove all the edges of $E_m(S(v))$. By Lemma 5(ii), $|E_m(S(v))| \geq \frac{n}{2}$ with a probability of at least $\frac{1}{2}$. If this is not the case, we can repeat this step. We continue in this way, alternatingly sampling vertices and edges. The total expected running time is then $O(\sum_{i \geq 0} f(\frac{n}{2}, \frac{n}{2}) + f(\frac{m}{2}, \frac{m}{2})) = O(\sum_{i \geq 0} f(\frac{n}{2}, \frac{n}{2}))$. 
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If we are only interested in a time bound in terms of \( m \), we can do only edge sampling steps. The running time is then \( O\left(\sum_{i \geq 0} f\left(\frac{m}{2^i}\right)\right) \). If \( \frac{f(m)}{m} \) is monotone non-decreasing, the resulting running time is \( O(f(m)) \).

5 Bottleneck Paths and Trees in the Word-RAM Model

On the word-RAM with word length \( w \geq \log n \), we can use a constant number of levels of fusion nodes (Fredman and Willard [14]) to split the \( m \) edge weights into \( k = \log n \) sets \( E_1, E_2, \ldots, E_k \) of size \( O(m/\log n) \) such that the weights of all edges in \( E_i \) are smaller than the weights of all edges in \( E_{i+1} \), for \( i = 1, \ldots, k - 1 \). This requires only \( O(m) \) time. Using \( O(m) \) further time we can use the simple algorithm of Section 2 to find the subset containing the bottleneck weight. We can afford to completely sort this subset using a standard comparison-base algorithm, as this takes only \( O((m/\log n) \log n) = O(m) \) time. As the relevant edge weights are now sorted, we can use the algorithm of Section 2 again to completely solve the problem, using only \( O(m) \) additional time.

Using a word-RAM algorithm of Han and Thorup [18], we can actually split the edge weights into \( \sqrt{m} \) sets of size \( O(\sqrt{m}) \), again in \( O(m) \) time.

6 An \( O(m) \)-time Algorithm for Deterministic Graphical Games

A Deterministic Graphical Game (DGG) is composed of directed graph \( G = (V, E) \), a partition \( V = V_0 \cup V_1 \cup T \), an initial vertex \( s \in V_0 \cup V_1 \) and a payoff function \( p : T \to \mathbb{R} \). For the exact definition refer to the Introduction and Section 1.2. We begin with the following folklore lemma which is also used in Andersson et al. [1].

Lemma 7. Let \( G = (V, E) \) be a DGG with a unique target \( t \) of payoff 1. Let \( W_1 \) be the set of vertices of value 1, \( E_1 = \{(u, v) \in E \mid v \in W_1\} \) and \( m_1 = |E_1| \). Then, there is a deterministic algorithm with running time \( O(m_1) \) for computing \( W_1 \) and for constructing a strategy for player 1 that ensures value 1 from all the vertices of \( W_1 \). The set of vertices \( W_0 = V \setminus W_1 \) of value 0 and an optimal strategy for player 0 from all vertices can be found, if required, in \( O(n) \) additional time.

Proof. We use a backward search from \( t \) to find all the vertices in \( G \) whose value is 1. The value of all the remaining vertices is 0. Let \( W_1 \leftarrow \{t\} \) and \( A \leftarrow \{t\} \). While \( A \) is not empty, extract a vertex \( v \in A \). For every incoming edge \( (u, v) \in E \), do the following. If \( u \in V_1 \), or \( (u, v) \) is the last remaining outgoing edge of \( u \), then add \( u \) to \( W_1 \) and \( A \) and set \( \pi(u) \leftarrow v \). Otherwise, simply remove \( (u, v) \) from the graph. We refer to handling such an incoming edge \( (u, v) \) as a basic step. When the algorithm terminates, \( W_1 \) is the set of all vertices of value 1. The running time of the algorithm is \( O(m_1) \) as each incoming edge of a vertex of \( W_1 \) is examined exactly once. The strategy that from each vertex \( u \in V_1 \setminus W_1 \) chooses the edge \( (u, \pi(u)) \) is an optimal strategy for player 1. (The choice at vertices of \( V_1 \setminus W_1 \) may be arbitrary.) The set \( W_0 = V \setminus W_1 \) can be computed in \( O(n) \) time. An optimal strategy for player 0 is obtained by choosing for each vertex \( u \in V_0 \setminus W_0 \) the first remaining outgoing edge of \( u \). (There must be at least one such edge and it must lead to a vertex of \( W_0 \).) Constructing such a strategy also requires only \( O(n) \) additional time.

If the terminals \( t_1, t_2, \ldots, t_k \) are given in sorted order, i.e., \( p(t_1) < p(t_2) < \ldots < p(t_k) \), we can apply the algorithm above repeatedly to find the values of all vertices. To find the set of vertices \( W_k \) of value \( p(t_k) \) we add self-loops to terminals \( t_1, t_2, \ldots, t_{k-1} \) and move them from \( T \) to either \( V_0 \) or \( V_1 \), so that \( t_k \) is the only remaining terminal, and run the algorithm of
Lemma 7. We then remove the vertices of $W_k$ and all their incoming edges, find all vertices whose value is $p(t_{k-1})$, and so on. The total running time is $O(m)$, as we do not examine again edges that were removed from the graph. If some of the payoffs are negative, we stop when we reach the last positive payoff and then start in a symmetric manner from the smallest negative payoff. The remaining vertices are the vertices of value 0.

If the payoffs of $t_1, t_2, \ldots, t_k$ are not given to us in sorted order, we can sort them in $O(k \log k)$ time and run the linear time algorithm above. The running time is then $O(m + k \log k)$. This is the fastest known algorithm for finding the values of all vertices.

Andersson et al. [1] gave an $O(m \beta(m,k))$-time algorithm for finding the value of a specific start vertex $s$. Their algorithm is similar to the algorithm of Gabow and Tarjan [16] for the BP and BST problems sketched in Section 2. We obtain an improved deterministic $O(m)$-time algorithm. The key ingredient in our $O(m)$-time algorithm is the following simple lemma.

\begin{lemma}
Let $G = (V, E)$ be a DGG such that $V = V_0 \cup V_1 \cup T$ where $T = \{t_1, t_2\}$ and $0 < p(t_1) < p(t_2)$. Let $W_i$ be the vertices of $G$ whose value is $p(t_i)$, let $E_i = \{(u,v) \in E \mid v \in W_i\}$, and $m_i = |E_i|$, for $i = 1, 2$. Assume that $W_1 \cup W_2 = V$, i.e., no vertex has value 0. Then, there is a deterministic algorithm for computing either $W_1$ or $W_2$ in $O(\min\{m_1, m_2\})$ time.
\end{lemma}

\begin{proof}
We run in parallel two instances of the algorithm of Lemma 7, one on a game obtained by adding a self-loop to $t_1$, which is no longer a terminal, and one on a game obtained by adding a self-loop to $t_2$ and replacing the roles of the two players. The first instance is trying to construct $W_2$ while the second is trying to construct $W_1$. We alternatingly perform basic steps in these two instances. When one of these instances finishes, we stop the other. The running time of the resulting algorithm is clearly $O(\min\{m_1, m_2\})$.
\end{proof}

Using Lemma 8 we obtain the main result of this section.

\begin{theorem}
There is a deterministic $O(m)$-time algorithm for finding the value and optimal strategies for both players in a Deterministic Graphical Game (DGG) with a given start vertex.
\end{theorem}

\begin{proof}
Let $G = (V, E)$ be a DGG, where $V = V_0 \cup V_1 \cup T$, $s \in V_0 \cup V_1$ is the start vertex, and $p : T \to \mathbb{R}$ is the payoff function. We begin by describing an algorithm for finding the value of $s$.

We first perform a preprocessing step that determines for each vertex $u \in V$ whether its value $\text{val}(u)$ is positive, zero, or negative. To find all vertices of positive value, we merge all terminals of positive payoff into a single terminal, give this terminal a payoff of 1, and run the algorithm of Lemma 7. Similarly, we can find all vertices with negative values. The remaining vertices have value 0. If $\text{val}(s) = 0$, we are done. If $\text{val}(s) > 0$, we can remove from the game all vertices with non-positive value and all edges entering them. Similarly, if $\text{val}(s) < 0$, we can remove from the game all vertices with non-negative value and all edges entering them. For concreteness, we assume that $\text{val}(s) > 0$. The case $\text{val}(s) < 0$ is analogous.

Assume therefore that $G = (V, E)$ is a DGG for which $\text{val}(u) > 0$, for every $u \in V$, with $|T| = k$. We assume, for simplicity, that all payoffs are distinct. This assumption can be easily removed. Find the median of the payoffs and split the terminal set $T$ into two subsets $T_1$ and $T_2$ of sizes $\lceil k/2 \rceil$ and $\lfloor k/2 \rfloor$ such that for every $t_1 \in T_1$ and $t_2 \in T_2$ we have $p(t_1) < p(t_2)$. Merge all the terminals in $T_1$ into a new terminal $t_i$ with payoff $i$, for $i = 1, 2$. 


Let \( W_i \) be the set of vertices in the new game whose values are \( i \), \( E_i = \{(u,v) \in E \mid v \in W_i\} \), and \( m_i = |E_i| \), for \( i = 1, 2 \).

We now run the algorithm of Lemma 8 and in \( O(\min\{m_1, m_2\}) \) time construct either \( W_1 \) or \( W_2 \). If the construction of \( W_1 \) is complete and \( s \in W_1 \), or the construction of \( W_2 \) is complete but \( s \notin W_2 \), we know that \( \text{val}'(s) = 1 \), otherwise \( \text{val}'(s) = 2 \), where \( \text{val}'(s) \) is the value of \( s \) in the new game. If \( \text{val}'(s) = 1 \), we construct \( W_2 \) and \( E_2 \) in \( O(m_2) \) time. (If the construction of \( W_2 \) was not complete, we let \( W_2 \leftarrow V \setminus W_1 \) and then compute \( E_2 \).) We can now remove all edges of \( E_2 \) and all terminals of \( T_2 \) from the original game \( G \) without changing \( \text{val}(s) \). Similarly, if \( \text{val}'(s) = 2 \), we construct \( W_1 \) and \( E_1 \) in \( O(m_1) \) time and remove all edges of \( E_1 \) and all terminals of \( T_1 \) from \( G \). In both cases, in \( O(m' + k') \) time we removed \( m' \) edges and \( k' \) terminals from the game.

We repeat the process until we are left with only one terminal whose payoff is then the value of \( s \). As the running time of each iteration is proportional to the number of edges and terminals removed from the graph, the total running time of the algorithm is \( O(m + k) = O(m) \).

Once \( \text{val}(s) \) is known, it is easy to find optimal strategies for both players from \( s \). To find an optimal strategy for player 1, we merge all terminals with payoffs at least \( \text{val}(s) \) into a new terminal. To all terminals with payoffs less than \( \text{val}(s) \) we add a self-loop, so that they are not terminals any longer. An optimal strategy for player 1 in this new game, which can be found in \( O(m) \) time using the algorithm of Lemma 7, is also an optimal strategy for player 1 in the original game. An optimal strategy for player 0 from \( s \) can be found in a similar manner.

7 Concluding Remarks and Open Problems

We presented an improved randomized algorithm for the Bottleneck Path (BP) and Bottleneck Spanning Tree (BST) problems with an expected running time of \( O(m\beta(m,n)) \) and a deterministic \( O(m) \)-time algorithm for solving a Deterministic Graphical Game (DGG) with a given start vertex. Many open questions remain. Is there an \( O(m) \)-time algorithm for the BP and BST problems? Is there a deterministic \( O(m\beta(m,n)) \)-time algorithm for the BP and BST problems? Can the \( O(m + n \log n) \)-time algorithm for Single-Source Bottleneck Paths (SS-BP) problem be improved? Can the \( O(m + k \log k) \)-time algorithm for finding the values of all vertices of a DGG be improved?
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Abstract
We consider a natural generalization of the classical multiple knapsack problem in which instead of packing single items we are packing groups of items. In this problem, we have multiple knapsacks and a set of items which are partitioned into groups. Each item has an individual weight, while the profit is associated with groups rather than items. The profit of a group can be attained if and only if every item of this group is packed. Such a general model finds applications in various practical problems, e.g., delivering bundles of goods. The tractability of this problem relies heavily on how large a group could be. Deciding if a group of items of total weight 2 could be packed into two knapsacks of unit capacity is already NP-hard and it thus rules out a constant-approximation algorithm for this problem in general. We then focus on the parameterized version where the total weight of items in each group is bounded by a factor δ of the total capacity of all knapsacks. Both approximation and inapproximability results with respect to δ are derived.

We also show that, depending on whether the number of knapsacks is a constant or part of the input, the approximation ratio for the problem, as a function on δ, changes substantially, which has a clear difference from the classical multiple knapsack problem.

1 Introduction

The classical multiple knapsack problem aims at a most profitable subset of given items which admits a feasible packing on a given set of knapsacks. In this setting, if an item is packed, its profit is counted into the objective value. In this paper, we investigate a scenario in which items appear in groups, and the items in a group share a single profit. In other words, one can get the profit if and only if all items in the group are packed (can be placed into different knapsacks). It is obviously a natural generalization of the classical model where each group consists of exactly one item. More precisely, the problem of packing groups of items into multiple knapsacks (GMKP) is defined as follows. There are $N$ disjoint sets (groups) of items $S_i = \{J^i_j\}_{1 \leq j \leq n_i}$ where $J^i_j$ is the $j$-th item of the $i$-th set. Each item has a weight $w(J^i_j) = w^i_j$. There are $m$ identical knapsacks (bins), each having a capacity of $B$. There is a profit $p_i$ for each set $S_i$, which could be achieved only if every item of the set is packed. The goal is to pack items into knapsacks such that the total profit is maximized.
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By scaling, we assume that the capacity of each knapsack is 1 and \( w_j \in [0, 1] \). We define the weight of \( S_i \) as \( w_i = w(S_i) = \sum_{j \in S_i} w_j \), and its density ratio as \( p_i/w(S_i) \). Throughout the paper, “bins” and “knapsacks” are used interchangeably.

Although most of the times it is reasonable to assume that every single item has an individual profit, as we do in the classical (multiple) knapsack problem, it does happen in many cases that the profit can only be defined for a group of items, instead of each of them. Consider several people going for hiking together. All the necessities for building a tent, like the poles, ropes, sticks and the tent itself, have one uniform value which could be achieved only when each of them is carried. Another example would be the delivery of huge equipments, which could be split into smaller parts and carried by multiple trucks. However, no part of one equipment has an individual value and it only makes sense to carry all the parts. All of these natural applications motivate us to study the GMKP problem.

In general, GMKP does not admit any constant ratio approximation algorithm as it is easy to see that deciding whether a single group of items (with the profit of 1) could be packed into \( m = 2 \) bins is exactly the Partition problem and is NP-complete. However, the intractability of the problem follows from the fact that a single group may have a weight as large as the total capacity of all the knapsacks (bins), which is often not the case in practice. For example, all parts of one huge equipment may exceed the capacity of one truck, however, compared with the total capacity of all the trucks owned by the delivery company, it is usually small. Hence, we put additionally the constraint that \( w(S_i) \leq \delta m \) for all \( i \) and discuss the approximability of the problem with respect to the parameter \( \delta \in (0, 1] \).

Throughout this paper, we say that an algorithm has an approximation factor \( c \) if it always produces a feasible packing with total profit at least \( c \) times the optimal value. Clearly \( c < 1 \). For the sake of conventional convenience, if the factor \( c \) is arbitrarily small, we say such an algorithm does not have a constant ratio.

Related Work

We first provide a brief overview on the classical multiple knapsack problem (MKP). In MKP, every item \( j \) has a weight \( w_j \) and profit \( p_j \), and every knapsack (bin) \( i \) has an individual capacity of \( B_i \). The goal is to pack items into knapsacks such that the total profit is maximized. In 1999, Kellerer [11] provided a PTAS (Polynomial Time Approximation Scheme) for the special case of the multiple knapsack problem where all knapsacks have the uniform capacity, i.e., \( B_i = B \). Later on, Chekuri and Khanna [2] gave a PTAS for the general multiple knapsack problem where each \( B_i \) can be different. This PTAS was later improved by Jansen [6] [7] to an EPTAS (Efficient Polynomial Time Approximation Scheme) of a running time \( 2^{O((\log^{1/\epsilon})/\epsilon)} + n^{O(1)} \). On the other hand, Jansen et al. [9] also showed that unless the Exponential Time Hypothesis fails, there is no approximation scheme which has a running time of \( 2^{n^{1/\epsilon}} + n^{O(1)} \) for the multiple knapsack problem even if there are only two knapsacks (of the unit capacity). Thus, allowing the number of knapsacks \( m \) to be part of the input as well as allowing each knapsack to have a distinct capacity does not essentially make the problem harder in the sense that the \( 2^{O((\log^{1/\epsilon})/\epsilon)} + n^{O(1)} \) time EPTAS for the general MKP is almost the best possible even for the special case that \( m = 2 \).

However, things are substantially different for GMKP where the profit is associated with groups instead of items. We show in this paper that if \( m \) is a constant, GMKP admits a constant-factor approximation algorithm as long as \( \delta < 1 \). If \( m \) is part of the input, GMKP admits a constant-factor approximation algorithm only if \( \delta \leq 2/3 \). Furthermore, if we allow knapsacks to have distinct capacities, then even if there are only two kinds of knapsacks, say, \( m_1 \) knapsacks of capacity \( c_1 \) and \( m_2 \) knapsacks of capacity \( c_2 \), then for any \( \delta \in (0, 1) \) the
We give a thorough study on the approximability of GMKP with respect to the parameter $\delta$. From now on we will use GMKP($\delta$) to specify the parameter. The reader may refer to Table 1 for an overview, where each lower bound means there exists an algorithm achieving a profit at least a certain fraction of the optimum, and each upper bound means that there does not exist a polynomial time algorithm achieving a profit of such a fraction of the optimum under $P \neq NP$. Here $f(\delta) = 1/(1/\delta + 1)$ if $1/\delta$ is an integer and could be divided by $m$, and $f(\delta) = 1/[1/\delta]$ otherwise, and $\epsilon > 0$ is an arbitrarily small constant.

The main contribution of this paper is to give a full characterization of the approximability of GMKP($\delta$), and distinguish GMKP($\delta$) with $m$ being a constant from GMKP($\delta$) with $m$ being part of the input based on such a characterization. Our results imply that, if $m$ is a constant, then GMKP($\delta$) could be approximated to a factor of roughly $1 - \delta$, hence it admits a constant-ratio approximation algorithm as long as $\delta < 1$. However, if $m$ is part of the input, GMKP($\delta$) does not admit any constant-ratio approximation algorithm when $\delta > 2/3$ (assuming $P \neq NP$), and admits a $(1/2 - \epsilon)$-approximation algorithm as long as $\delta \leq 2/3$. Furthermore, when $\delta$ is sufficiently small (e.g., $\delta \in (0, 1/4]$), the approximation ratio lies within $[1 - 2\delta - \epsilon, 1 - 3\delta/(2 + 3\delta) + \epsilon]$, which has a clear difference from the ratio of $1 - \delta$ for the case that $m$ is a constant.

To achieve our results, we study $OPT(m)$ as a function of $m$, where $OPT(m)$ is the optimum profit by using $m$ bins. By modifying the classical dynamic programming algorithm

<table>
<thead>
<tr>
<th>$m$</th>
<th>$\delta$</th>
<th>Upper Bound</th>
<th>Lower Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>constant</td>
<td>$(0, 1)$</td>
<td>$1 - f(\delta) + \epsilon$</td>
<td>$1 - f(\delta) - \epsilon$</td>
</tr>
<tr>
<td>input</td>
<td>$(2/3, 1)$</td>
<td>$\epsilon$</td>
<td>$0$</td>
</tr>
<tr>
<td></td>
<td>$(1/3, 2/3)$</td>
<td>$1/2 + \epsilon$</td>
<td>$1/2 - \epsilon$</td>
</tr>
<tr>
<td></td>
<td>$(1/4, 1/3)$</td>
<td>$1 - 3\delta/(2 + 3\delta) + \epsilon$</td>
<td>$1/2 - \epsilon$</td>
</tr>
<tr>
<td></td>
<td>$(0, 1/4)$</td>
<td>$1 - 3\delta/(2 + 3\delta) + \epsilon$</td>
<td>$1 - 2\delta - \epsilon$</td>
</tr>
</tbody>
</table>
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for $MKP$ [2], we show that a profit of $(1-\epsilon)OPT(m)$ could be achieved by using $(1+\epsilon)m$ bins even for the $GMKP(\delta)$ problem. Hence, we could derive in polynomial time a feasible solution of profit $(1-\epsilon)OPT((1-\epsilon)m)$. A crucial observation leading to a PTAS for $MKP$ is that $OPT(m)$ is somehow “continuous” in the sense that $OPT((1-\epsilon)m) \geq (1-\epsilon)OPT(m)$. However, it is no longer true for $GMKP(\delta)$. Indeed, if $m$ is part of the input, we prove that by assuming $P \neq NP$, for any $\epsilon > 0$ and $c < 3/2$, the inequality $OPT((1-\epsilon)m) \geq (1-c\delta)OPT(m)$ does not hold, which implies a jump on the optimum. We also show that $OPT((1-\epsilon)m) \geq (1-2\delta-O(\epsilon))OPT(m)$, which implies a $(1-2\delta-\epsilon)$-approximation algorithm. To prove such a bound, we will use the configuration LP for bin packing problem introduced in [4] and apply discrepancy analysis to estimate how the deletion of certain items influences the whole packing.

## 2 Packing into a Constant Number of Bins

We give almost tight approximation algorithms for $GMKP(\delta)$ when $m$ is a constant. We start with the upper bound, as is shown by the following theorem.

**Theorem 1.** Assuming $P \neq NP$, there is no $(1-f(\delta)+\epsilon)$-approximation algorithm for the group packing problem $GMKP(\delta)$ for any constant $m$, where $f(\delta) = 1/(1/\delta + 1)$ if $1/\delta$ is an integer and could be divided by $m$, and $f(\delta) = 1/[1/\delta]$ otherwise.

The approximability of $GMKP(\delta)$ relies on the function $f$ which has a jump when $1/\delta$ is an integer and could be divided by $m$. This is due to the hardness result of the following Repartition problem.

**Repartition-($x$, $m$).** Given $x$ sets of integers $S_1, S_2, \ldots, S_x$ where $S_i = \{b_{ij} \in \mathbb{Z}^+ | 1 \leq j \leq n_i, n_i \in \mathbb{Z}^+\}$, $\sum_{j \in S_i} b_{ij} = B$ for every $i$ and $m|Bx$, the problem asks whether there exists a repartition of all the integers $b_{ij}$ into $m$ disjoint sets such that the integers in each set sum up to exactly $Bx/m$.

**Lemma 2.** Repartition-($x$, $m$) is NP-complete for any $x$ and $m$ such that $x$ could not be divided by $m$, and is polynomially solvable otherwise.

It is easy to see that Partition is actually a special case of the Repartition problem by taking $x = 1$ and $m = 2$.

We complement Theorem 1 by giving an algorithm with the approximation ratio that almost matches the bound.

**Theorem 3.** There is a $(1-f(\delta)-\epsilon)$-approximation algorithm for the group packing problem $GMKP(\delta)$ if $m$ is a constant, where $f(\delta) = 1/(1/\delta + 1)$ if $1/\delta$ is an integer and could be divided by $m$, and $f(\delta) = 1/[1/\delta]$ otherwise.

To prove Theorem 3, we need the following lemma.

**Lemma 4.** If there exists a feasible solution $Sol$ of profit $\phi$ for the group packing problem $GMKP(\delta)$ when $m$ is a constant, and the total weight of all the items in the solution is at most $(1-\epsilon)m$, then there exists a polynomial time algorithm which returns a feasible solution of profit at least $\phi$.

The proof of Lemma 4 is a combination of guessing out big items (with weight larger than $\epsilon^2$), and greedily selecting and packing small items (with weight no more than $\epsilon^2$). The fact that the total weight of items in $Sol$ is no more than $(1-\epsilon)m$ ensures that there is
enough room (the amount of $c\epsilon m$) to offset the errors caused by the possible wrongly selection and packing of small items.

With Lemma 4, Theorem 3 is proved via selecting out appropriate sets whose total weight is at least $c\epsilon m$ and the total profit is at most $f(\epsilon)OPT$.

**Proof of Theorem 3.** According to Lemma 4 (for ease of calculation we substitute $\epsilon$ by $\epsilon^2$ in the lemma), if the optimum solution of GMKP($\delta$) has a total weight at most $m(1 - \epsilon^2)$ then the theorem is already proved. Otherwise it suffices to prove that given the optimum solution, say, $Sol$, we can always delete some sets such that the total weight of these sets is at least $\epsilon^2 m$, and the total profit is at most $f(\delta)OPT$. In $Sol$ if there exists a single set of weight at least $\epsilon^2 m$ and total profit at most $f(\delta)OPT$ we are done. Otherwise every set of weight at least $\epsilon^2 m$ has a profit strictly larger than $f(\delta)OPT$. We call such sets as critical sets and there are at most $1/f(\delta) - 1$ critical sets (recall that $1/f(\delta)$ is an integer).

Suppose $1/\delta$ is not an integer dividable by $m$, then there are at most $1/f(\delta) - 1 = \lceil 1/\delta \rceil - 1$ critical sets, with total weight at most $[1 - \delta(1/\delta - 1)]m$. Since $\delta$ is a constant, it is always possible to choose sufficiently small $\epsilon$ such that $1 - \delta(1/\delta - 1) \geq 2\epsilon$. As the total weight of all the sets is larger than $(1 - \epsilon^2)m$, we know that in addition to critical sets there are also other sets in $Sol$, and the total weight of these non-critical sets is at least $(1 - \epsilon^2)m - \delta(1/\delta - 1)m \geq c\epsilon m$. Notice that the total profit of non-critical sets is at most $OPT$, hence the average ratio of these sets is upper bounded by $OPT/(c\epsilon m)$. Hence, by selecting least profitable (in terms of ratios, i.e., $p_i/w(S_i)$) non-critical sets such that their total weight is in $(\epsilon^2 m, 2\epsilon^2 m]$, we know their total profit is at most $2\epsilon^2 m \cdot OPT/(c\epsilon m) \leq 2\epsilon OPT$. Overall, we find sets with total weight at least $\epsilon^2 m$ and total profit at most $2\epsilon OPT \leq f(\delta)OPT$, which proves the theorem.

Suppose $1/\delta = \lambda$ is an integer dividable by $m$, then $f(\delta) = 1/(1 + \lambda)$. Recall that every set of weight at least $\epsilon^2 m$ has a profit strictly larger than $OPT/(1 + \lambda)$. Consider the optimum solution. If there exist $\lambda$ sets of items such that their total profit is at least $\lambda/(1 + \lambda) \cdot OPT$, then we can guess out these $\lambda$ sets. As $\lambda$ could be divided by $m$, we put items of $\lambda/m$ sets into one bin, and their total weight is at most $\delta m \cdot \lambda/m = 1$. Hence we derive a feasible packing with profit at least $\lambda/(1 + \lambda) \cdot OPT = (1 - f(\delta))OPT$. Otherwise, any $\lambda$ sets in the optimum solution have a total profit less than $\lambda/(1 + \lambda) \cdot OPT$, specifically, the $\lambda$ sets of the largest weight also have a total profit less than $\lambda/(1 + \lambda) \cdot OPT$. Hence, among the $\lambda$ sets of the largest weight, the one of the smallest profit has a profit at most $OPT/(1 + \lambda)$, implying that it is not critical, hence has a weight at most $\epsilon^2 m$. Thus, there are at most $\lambda - 1$ critical sets in the optimum, and their total weight is at most $\delta m \cdot (\lambda - 1) = (1 - \delta)m$. Given that the total weight of all the sets is at least $m(1 - \epsilon^2)$, we know that the non-critical sets have a total weight at least $(\delta - \epsilon^2)m$, and total profit at most $OPT$. Hence, by selecting out least profitable (in terms of ratios, i.e., $p_i/w(S_i)$) non-critical sets such that their total weight is in $(\epsilon^2 m, 2\epsilon^2 m]$, we know their total profit is at most $2\epsilon^2 m \cdot OPT/(\delta m - \epsilon^2 m) \leq 2\epsilon OPT$ (by taking $\epsilon$ sufficiently small such that $\delta > 2\epsilon$). According to Lemma 4 the theorem is proved.

## 3 Packing into an Arbitrary Number of Bins

Extending the PTAS [2] for the multiple knapsack problem, we have the following.

**Theorem 5.** There exists a dynamic programming algorithm for GMKP($\delta$) which returns a solution of profit $OPT(m)/(1 + \epsilon)$ by using $m(1 + \epsilon)$ bins.
Notice that a feasible solution uses \( m \) bins, thus the above theorem actually ensures a feasible solution with profit at least \( OPT(m(1 - \epsilon))/(1 + \epsilon) \). In the classical multiple knapsack problem, the profit is associated with items, hence for each bin in the solution of \( OPT(m) \) we can calculate the total profit of items packed into this bin. If we delete \( cm \) bins with the least total profit of items, we obtain a solution of profit at least \( (1 - \epsilon)OPT(m) \) with \( m(1 - \epsilon) \) bins, implying that \( OPT(m(1 - \epsilon)) \geq (1 - \epsilon)OPT(m) \), and a PTAS follows directly from Theorem 5. However, this inequality is no longer true when the profit is associated with groups instead of items. We will discuss in the following the approximability of \( GMKP(\delta) \) with respect to the value of \( \delta \).

Throughout this section we let \( OPT = OPT(m) \) for simplicity. We assume \( \epsilon \) to be an arbitrary small fractional value such that \( 1/\epsilon \) is an integer, and \( m \) to be sufficiently large such that \( m\epsilon \) is always an integer.

### 3.1 \( \delta > 2/3 \)

**Theorem 6.** Assuming \( P \neq NP \), there is no constant ratio approximation algorithm for the group packing problem \( GMKP(\delta) \) when \( \delta > 2/3 \).

Consider the Bin Packing Problem which asks whether a set of items of weights \( a_1, a_2, \ldots, a_n \) could be packed into \( m \) bins of capacity 1. We denote by \( BPP(\delta) \) if \( \sum a_j \leq bm \).

Theorem 6 follows directly from the following lemma.

**Lemma 7.** \( BPP(\delta) \) is strongly NP-complete for \( \delta > 2/3 \).

**Proof.** We reduce from 3-Partition. In the 3-Partition problem, we are given a set of \( 3k \) positive integers \( \{b_1, b_2, \ldots, b_{3k}\} \) such that \( \sum b_j = kB \). The problem asks whether there exists a partition of the integers into \( k \) disjoint subsets \( U_1, U_2, \ldots, U_k \) such that for every \( i \), \( |U_i| = 3 \) and \( \sum_{j \in U_i} b_j = B \).

Let \( \epsilon > 0 \) be an arbitrarily small positive number with \( 1/\epsilon \) being an integer. Given a 3-Partition instance, we let \( b'_i = b_i + B/\epsilon \) and \( B' = (1 + 3/\epsilon)B \). We construct an instance of \( BPP(\delta) \) with \( \delta = 2/3 + O(\epsilon) \) in the following way.

There are \( 3k \) key items of weights \( a_i = b'_i/B' \) for \( 1 \leq i \leq 3k \). There are \( 2k/\epsilon \) dummy items, each of weight \( (B + B/\epsilon)/B' \). There are \( m = k + k/\epsilon \) bins, each of capacity 1. Hence the total weight of items is \( (k \epsilon + 5k + 2k/\epsilon)/(\epsilon + 3) \leq (2/3 + O(\epsilon))(k + k/\epsilon) \), i.e., it is a feasible instance of \( BPP(\delta) \) for \( \delta = 2/3 + O(\epsilon) \).

Suppose the 3-Partition problem admits a feasible solution. Then the bin packing problem also admits a feasible solution by packing all the key items into \( k \) bins, and all the dummy items into \( k/\epsilon \) bins.

Suppose the bin packing problem admits a feasible solution. It is easy to verify that there are three possibilities with respect to the items packed into a single bin. A bin contains only key items, and there are at most three of them, or it contains only dummy items, and there are at most two of them, or it contains one key item and one dummy item. Let \( x, y, z \) denote the number of bins with the above-mentioned three kinds of “configuration”, respectively. We have the following constraints,

\[
3x + z \geq 3k, \quad 2y + z \geq 2k/\epsilon, \quad x + y + z = m = k + k/\epsilon.
\]

Let \( z = k + k/\epsilon - x - y \) and plug it back into the first two inequalities, simple calculations show that \( x \geq k \) and \( y \geq k/\epsilon \). Given that \( x, y, z \geq 0 \), it follows directly that \( x = k \) and \( y = k/\epsilon \). Hence, all the key items are packed into \( k \) bins, implying a solution to the 3-Partition problem. \( \blacksquare \)
3.2 $1/3 < \delta \leq 2/3$

\textbf{Theorem 8.} Assuming $P \neq NP$, for any $\epsilon > 0$ there is no $(1/2 + \epsilon)$-approximation algorithm for $\text{GMKP}(\delta)$ when $\delta > 1/3$.

\textbf{Proof.} Recall that the proof of Lemma 7 shows that it is strongly NP-hard to decide whether a group of items of total weight $(2/3 + O(\epsilon))m$ could be packed into $m$ bins. To modify it into a feasible instance of $\text{GMKP}(\delta)$ for $1/3 < \delta \leq 2/3$, we divide these items into two groups with roughly the same total weight via a simple greedy algorithm, i.e., we open two groups $A$ and $B$ which are initially empty, and each time we add one item into the group with a smaller total weight of items. By doing so items could be divided such that the difference of the total weight between two groups is at most the weight of the largest item, which is $O(em)$. Hence, $w(A), w(B) \leq (1/3 + O(\epsilon))m$. Let the profit of either group be 1. If there exists a $(1/2 + \epsilon)$-approximation algorithm, then it returns a solution with profit strictly larger than 1 if the two groups of items can both be packed into $m$ bins, and returns a solution with profit at most 1 otherwise. Hence, we can use the approximation algorithm to decide whether all the items could be packed into $m$ bins, which is a contradiction to Lemma 7. \hfill \blacksquare

We complement Theorem 8 by providing a $(1/2 - \epsilon)$-approximation algorithm for $\text{GMKP}(\delta)$ when $\delta \leq 2/3$. To achieve this, we first consider $\text{BPP}(\delta)$.

\textbf{Lemma 9.} $\text{BPP}(\delta)$ is polynomial-time solvable when $\delta \leq 2/3$.

The Lemma actually falls as corollary of the following observation for the Longest Processing Time (LPT) algorithm for the Machine Scheduling problem. In the machine scheduling problem, given is a set of jobs, each of processing time $p_j$, and the goal is to assign these jobs onto parallel machines such that the completion time of the job that completes last is minimized. LPT is the algorithm that orders jobs in non-increasing order of their processing times, and always assigns a job to the machine with the least load.

\textbf{Lemma 10 ([5])}. If every job has a processing time larger than $\text{OPT}/3$ where $\text{OPT}$ is the optimum makespan, then LPT produces an optimal schedule.

\textbf{Proof of Lemma 9.} Suppose the optimum uses $m$ bins. We show that FFD (First Fit Decreasing) [10] uses no more than $m$ bins. FFD is the algorithm that assigns items into bins in the following way: it sorts items by weight from the largest to the smallest and sorts bins in an arbitrary way. Then it packs each item into the first bin that still has the enough remaining capacity to accommodate it. Consider all the items larger than $1/3$. FFD packs them into no more than $m$ bins via Lemma 10. For the remaining items, if FFD opens an $(m + 1)$-st bin for some item $j$, then at this time all the $m$ bins are filled up to at least $2/3$, hence the total weight of the items, except item $j$, is at least $2/3m$, which is a contradiction. \hfill \blacksquare

Notice that the proof of the above lemma also shows that items of total weight $W$ can always be packed into $[3/2 \cdot W]$ bins, if every item has a weight no more than $1/2$. To see why, consider items of weight larger than $1/3$. FFD can always pack two of them into one bin. Thus in the solution returned by FFD, except for one bin, every bin is filled up to at least $2/3$. This observation leads to the following lemma.

\textbf{Lemma 11.} A set of items can always be packed into $|S_{>1/2}| + [3/2 \cdot W_{\leq1/2}]$ bins, where $S_{>1/2}$ is the set of items whose weight is strictly larger than $1/2$, and $W_{\leq1/2}$ is the total weight of the remaining items.
Now we are ready to prove the following theorem.

**Theorem 12.** There exists a \((1/2 - \epsilon)\)-approximation algorithm for \(\text{GMKP}(\delta)\) when \(\delta \leq 2/3\).

The proof idea is to show that, all the sets selected by the optimum solution of \(\text{GMKP}(\delta)\) could be divided into two groups such that either group could be packed into \(\alpha m\) bins with some constant \(\alpha < 1\). If the above claim is true, then \(\text{OPT}/2\) could be achieved by using at most \(\alpha m\) bins, and we could apply Theorem 5 to derive a feasible solution of profit at least \((1/2 - \epsilon)\text{OPT}\).

**Proof.** Consider an optimum solution. A set is called huge if its weight is at least \(\delta m\). Let \(S_1\) to \(S_h\). We partition them into two groups such that either group has a total weight at most \(2/3 \cdot m\). This could be achieved via a simple greedy strategy, i.e., we treat each set \(S_i\) as a job of processing time \(w(S_i)\) and apply LPT (longest processing time first) to schedule them on two identical machines. The makespan of the solution returned is either \(\delta m \leq 2/3 \cdot m\) if there are only one or two jobs, or at most \(1/2 \cdot (\sum_{i=1}^{h} w(S_i) - w(S_j)) + w(S_j) \leq 1/2 \cdot m + 1/2 \cdot 1/3 m \leq 2/3 \cdot m\) where \(S_j\) is the job that finishes last and hence of weight at most \(m/3\). Let \(A\) and \(B\) denotes the two groups returned by the above procedure. Let \(C\) be the group of remaining sets in the optimum solution, then each set of \(C\) has a weight at most \(\epsilon m\).

Note that groups \(A\) and \(B\) are known via guessing (enumeration), while the group \(C\) is unknown. Furthermore, the total weight of items in group \(A\) (or \(B\)) is at most \(2/3 \cdot m\). Thus according to Lemma 9, all the items of \(A\) (or \(B\)) could be packed into \(m\) bins. If the total profit of sets in \(A\) (or \(B\)) is at least \(\text{OPT}/2\), the theorem is proved.

Otherwise, we prove the theorem using Theorem 5. Consider items of weight larger than \(1/2\). Let \(z_A\), \(z_B\) and \(z_C\) be the number of such items in groups \(A\), \(B\) and \(C\) respectively. Let \(W_A\), \(W_B\) and \(W_C\) be the total weight of remaining items in groups \(A\), \(B\) and \(C\). We have the following inequalities.

\[
z_A + z_B + z_C \leq m
\]
\[
1/2 \cdot (z_A + z_B + z_C) + W_A + W_B + W_C \leq m
\]

According to the above two inequalities, we have

\[
z_A + z_B + z_C + 3/2(W_A + W_B + W_C) \leq 7/4 \cdot m.
\]

According to Lemma 11, to pack items of group \(A\) or group \(B\) we need at most \(z_A + 3/2 - W_A\) \(\leq z_A + 3/2 \cdot W_A + 1\) or \(z_B + 3/2 \cdot W_B + 1\) bins, respectively. There are two possibilities.

**Case 1.** Either \(z_A + 3/2 \cdot W_A + 1\) or \(z_B + 3/2 \cdot W_B + 1\) is very large, i.e., at least \(7/8 \cdot m\). Assume w.l.o.g that \(z_A + 3/2 \cdot W_A + 1 \geq 7/8 \cdot m\). Recall that the profit of \(A\) is less than \(\text{OPT}/2\), hence the profit of \(B \cup C\) is at least \(\text{OPT}/2\). Notice that \(z_A + 3/2 \cdot W_A + 1 \geq 7/8 \cdot m\) implies that \(z_B + z_C + 3/2 \cdot (W_B + W_C) + 1 \leq 7/8 \cdot m + 2 \leq (7/8 + \epsilon)m\), hence the sets in \(B \cup C\) can be packed into \((7/8 + \epsilon)m\) bins via Lemma 11, which implies that \(\text{OPT}(m(1-\epsilon)) \geq \text{OPT}((7/8+\epsilon)m) \geq 1/2 \text{OPT}\). Using Theorem 5 we know that the dynamic programming algorithm will return a feasible solution with profit at least \((1/2 - \epsilon)\text{OPT}\).
Case 2. $z_A + 3/2 \cdot W_A + 1 \leq 7/8 \cdot m$ and $z_B + 3/2 \cdot W_B + 1 \leq 7/8 \cdot m$. We claim that $C$ could be partitioned into $C_1$ and $C_2$ such that $A' = A \cup C_1, B' = B \cup C_2, z_A + 3/2 \cdot W_A + 1 \leq (7/8 + 2e)m$ and $z_B + 3/2 \cdot W_B + 1 \leq (7/8 + 2e)m$ (Here $z_A, z_B, W_A, W_B$ are defined analogously as before). If the claim is true, then either $A'$ or $B'$ has a profit at least $OPT/2$, implying that $OPT(m(1 - \epsilon)) \geq OPT((7/8 + 2e)m) \geq 1/2OPT$, and Theorem 12 is proved. To see why the claim holds, we consider the sets in $C$ and let them be $S_1$ to $S_h$. We let $z_C(S_i)$ be the number of items with weight larger than $1/2$ in $S_i$, and $W_C(S_i)$ be the total weight of remaining items in $S_i$. As group $C$ consists of sets whose weight is at most $em$, we have $1/2 \cdot z_C(S_i) + W_C(S_i) \leq em$ for $1 \leq i \leq h$. To show the partition of $C$ we again view each set $S_i$ as a job of processing time $z_C(S_i) + 3/2 \cdot W_C(S_i) \leq 2em$. We shall schedule these jobs onto two identical machines with the initial load of $z_A + 3/2 \cdot W_A + 1 \leq 7/8 \cdot m$ and $z_B + 3/2 \cdot W_B + 1 \leq 7/8 \cdot m$, respectively. Applying List-Scheduling, we claim that after all the jobs are scheduled, the makespan is at most $(7/8 + 2e)m$ since otherwise, the job that finishes last must be some job $S_i$, and thus the load of either machine is strictly larger than $7/8 \cdot m$, which contradicts the fact that $z_A + z_B + z_C + 3/2(W_A + W_B + W_C) = z_A + z_B + 3/2(W_A + W_B) + \sum_i(z_C(S_i) + 3/2W_C(S_i)) \leq 7/4 \cdot m$. Taking the sets scheduled on two machines as $A'$ and $B'$, we obtain the desired partition. ▶

3.3 $\delta \leq 1/3$

With a similar proof as for Theorem 8, we have the following lower bound.

- **Theorem 13.** Assuming $P \neq NP$, there is no $(1 - 3\delta/(2 + 3\delta) + O(\epsilon))$-approximation algorithm for GMKP($\delta$) for any $\epsilon > 0$ when $\delta \leq 1/3$.

We complement Theorem 13 with the following theorem.

- **Theorem 14.** Given an arbitrary $\epsilon > 0$, there exists a $(1 - 2\delta - O(\epsilon))$-approximation algorithm for GMKP($\delta$) when $\delta \leq 1/3$.

By Theorem 5, it suffices to prove $OPT((1 - \epsilon)m) \geq (1 - 2\delta - O(\epsilon))OPT(m)$, as is shown by the following Lemma 15.

We remark that, although intuitively one might expect to show that $OPT(m(1 - \epsilon)) \geq (1 - O(\epsilon))OPT(m)$, or at least $OPT((1 - \epsilon)m) \geq (1 - \delta - O(\epsilon))OPT(m)$ for sufficiently small $\delta$, Theorem 13 already implies that $OPT((1 - \epsilon)m) \geq (1 - c\delta)OPT(m)$ does not hold in general for $c < 3/2$.

- **Lemma 15.** $OPT((1 - O(\epsilon^2))m) \geq (1 - 2\delta - O(\epsilon))OPT(m)$ for $m \geq 20/\epsilon^3$.

We remark that the above lemma is actually true for any $\delta \in (0, 1];$ for $\delta > 1/2$ it is trivially true, while for $\delta \in (1/4, 1/2]$ although a $(1 - 2\delta - O(\epsilon))$-approximation algorithm follows, yet the $(1/2 - \epsilon)$-approximation algorithm presented in the previous subsection performs better.

We give a brief introduction to the proof. Consider the solution with the profit of $OPT(m)$. In order to prove the inequality, among the sets of items packed in this solution, we need to select some sets such that their total profit is small (at most $(2\delta + O(\epsilon))OPT(m)$), and the deletion of them saves many bins (at least $\Omega(\epsilon^2m)$ bins). Obviously these sets could not be the sets that consist of items that are very small. To see why, imagine that in $OPT(m)$ each bin is filled up by a huge item of size larger than $1/2$ and a bunch of small items, then even if we delete all the small items the number of bins required for the remaining huge items is still $m$. Hence, we should better delete sets that contain many big items. To show that such a deletion, combined with the repacking of remaining items could eventually save a significant
number of bins, we will iteratively modify the instance and then apply the discrepancy theory to the Gilmore Gomory LP relaxation \[4\] for the modified instance. The idea of applying discrepancy theory to Bin Packing is also used in [3] to derive the relationship between Bin Packing and the three-permutation-problem.

**Proof.** We assume that sets packed in \(OPT(m)\) are \(S_1\) to \(S_h\). We further assume that \(\sum_i w(S_i) > (1/2 - \epsilon)m\) since otherwise \(OPT((1 - \epsilon)m) = OPT(m)\). To see why, suppose \(\sum_i w(S_i) \leq (1/2 - \epsilon)m\). We let \(S_{1/2}\) be the set of items in \(S_1\) to \(S_h\) whose weight is larger than \(1/2\), and \(W_{1/2}\) be the total weight of remaining items. Then \(1/2|S_{1/2}| + W_{1/2} \leq \sum_i w(S_i) \leq (1/2 - \epsilon)m\), whereas \(|S_{1/2}| + 3/2W_{1/2} \leq \sum_i w(S_i)| \leq 2(1/2 - \epsilon)m + 1 \leq (1 - \epsilon)m\). According to Lemma 11 all the sets could be packed into \((1 - \epsilon)m\) bins, hence \(OPT((1 - \epsilon)m) = OPT(m)\).

From now on we will abuse the notation \(w_i\) a bit to also denote item \(i\), and we may also abuse the notation \(OPT(m)\) to denote the solution that achieves the profit. Let \(w_1\) to \(w_n\) be all the items of \(S_1\) to \(S_h\) such that \(w_1 \geq w_2 \geq \cdots \geq w_n\). Let \(\gamma\) be the least index such that \(w_1 + w_2 + \cdots + w_\gamma > (1/2 - \epsilon)m\). Obviously \(w_1\) to \(w_\gamma\) should belong to at least \([(1/2 - \epsilon)/\delta]\) different sets among \(S_1\) to \(S_h\). For simplicity let these sets be \(S_1\) to \(S_\ell\) with \(\ell \geq [(1/2 - \epsilon)/\delta]\).

Let \(S^\gamma = \{w_1, w_2, \ldots, w_\gamma\}\), \(S_i^\gamma = S_i \cap S^\gamma\), \(w(S_i^\gamma) = \sum_{j \in S_i^\gamma} w_j\), \(p(S_i^\gamma) = p_i\), \(\rho(S_i^\gamma) = p_i/w(S_i^\gamma)\). We assume w.l.o.g that \(\rho(S_1^\gamma) \geq \cdots \geq \rho(S_\ell^\gamma)\).

Consider the following knapsack problem. We take each \(S_i^\gamma\) as a single item. Then these \(\ell\) items can be packed into a knapsack of capacity \(\sum_{i=1}^\ell w(S_i^\gamma) \geq (1/2 - \epsilon)m\) with the total profit of \(\sum_{i=1}^\ell p_i \leq OPT(m)\). Recall that \(w(S_i^\gamma) \leq \delta m\). We let \(\ell' \leq \ell\) be the least index such that \(w(S_{\ell'}^\gamma) + w(S_{\ell'+1}^\gamma) + \cdots + w(S_\ell^\gamma) \in (8\epsilon m, (8\epsilon + \delta)m)\). Furthermore, since \(S_{\ell'}^\gamma\) to \(S_\ell^\gamma\) are the least profitable items (in terms of ratios), we know that

\[
\sum_{i=1}^{\ell'} p_i \leq \sum_{i=1}^{\ell'} \left(\frac{w(S_i^\gamma)}{w(S_i^\gamma)}\right) \leq \sum_{i=1}^{\ell'} \left(\frac{p_i}{(1/2 - \epsilon)m}\right),
\]

\[
\sum_{i=1}^{\ell'} p_i \leq (8\epsilon + \delta)m \cdot \sum_{i=1}^{\ell'} \left(\frac{p_i}{(1/2 - \epsilon)m}\right) \leq (2\delta + O(\epsilon)) \sum_{i=1}^{\ell'} p_i \leq (2\delta + O(\epsilon))OPT(m).
\]

Suppose we delete sets \(S_{\ell'}\) to \(S_\ell\) from the optimum solution \(OPT(m)\). The total profit of the remaining sets is at least \((1 - 2\delta - O(\epsilon))OPT(m)\), and in the following we show that to pack all the items of the remaining sets, \((1 - \Theta(\epsilon^2))m\) bins suffice, which proves the lemma.

Notice that directly deleting items of sets \(S_{\ell'}\) to \(S_\ell\) from the solution of \(OPT(m)\) leaves some empty space in the \(m\) bins, and we aim to somehow merge these spaces to create \(\Theta(\epsilon^2m)\) empty bins. Instead of iteratively moving items, we will use a “global approach” by applying the discrepancy theory to the configuration LP for the bin packing problem.

Consider the instance of packing items \(w_1, w_2, \ldots, w_n\). For any set of items \(X\), we denote by \(\sigma(X)\) the minimum number of bins needed to pack them. Let \(S = \{w_1, w_2, \ldots, w_n\}\), \(S' = \cup_{\gamma \leq \ell} S_i^\gamma \subseteq S^\gamma\). It is easy to see that \(\sigma(S) \leq m\), \(w(S') \in (8\epsilon m, (8\epsilon + \delta)m)\). To prove the lemma, it suffices to prove Claim 1.

**Claim 1.** \(\sigma(S \setminus S') \leq (1 - \Theta(\epsilon^2))m\).

Consider \(w_\gamma\). We claim that, if \(w_\gamma \leq 2\epsilon\), then \(\sigma(S \setminus S') \leq (1 - \epsilon)m \leq (1 - O(\epsilon^2))m\). To see why, recall the definition of \(\gamma\), we have \(w_1 + w_2 + \cdots + w_\gamma - 1 \leq (1/2 - \epsilon)m\), implying that these items could be packed into \((1 - \epsilon)m\) bins. We now delete items of \(S' \subseteq \{w_1, w_2, \ldots, w_\gamma\}\) from this solution, and then pack items \(w_\gamma\) to \(w_n\) via First-Fit. We claim that, we do not
We claim that we do not need to open new bins since otherwise, at least $(1 - \epsilon)m$ bins are filled up to at least $1 - 2\epsilon$. Hence, $((1 - \epsilon)m - 1)(1 - 2\epsilon) \leq w(S \setminus S') \leq (1 - 8\epsilon)m$, which is a contradiction.

From now on we assume $w_i > 2\epsilon$. In this case we do not prove Claim 1 directly. In the following, we will iteratively agglomerate small items into a big item of weight $[\epsilon, 2\epsilon)$. As items are agglomerated, it is no longer true that at most one item, each item in $S'$ has a weight at least $\epsilon$, and $w(S) = w(S')$. Furthermore, if we order items of $S'$ in non-increasing order of their weight, the first $\gamma$ items would still be $w_1$ to $w_\gamma$. Hence, $S' \subseteq S' \subseteq S^2$. As the modification procedure only agglomerate items, to prove Claim 1, it suffices to prove the following Claim 2.

**Claim 2.** $\sigma(S' \setminus S^2) \leq (1 - \Theta(\epsilon^2))m$.

Notice that $w(S') = (8\epsilon m, (8\epsilon + \delta)m]$ and the weight of each item is at most $1 \leq \epsilon m$. We can easily split $S'$ into $S'_1$ and $S'_2$ such that $w(S'_1) \in [4\epsilon m, 5\epsilon m]$ and $w(S'_2) \geq 3\epsilon m$. As items are agglomerated, it is no longer true that $\sigma(S^2) \leq m$. However, we claim that $\sigma(S' \setminus S'_1) \leq m$. To see why, consider the solution of $\sigma(S) \leq m$. We take out all the small items together with $S'_1$. Now we add back the agglomerated items via First-Fit. We claim that, we do not need to open new bins since otherwise, at least $m$ bins are filled up to at least $1 - 2\epsilon$, implying that $w(S' \setminus S'_1) \geq (1 - 2\epsilon)m$, which is a contradiction as $w(S') = w(S) - w(S'_1) \leq (1 - 4\epsilon)m$.

Let $S^2 = S' \cup S' \circ$. Claim 2 is equivalent to $\sigma(S^2 \setminus S') = \sigma((S^2 \setminus S'_1) \cup S') \leq (1 - \Theta(\epsilon^2))m$. By re-indexing items we assume that $S' \setminus S'_1 = \{w_1, w_2, \ldots, w_{\gamma'}\}$ for some $\gamma' < \gamma$, and $S'_\circ = \{w_{\gamma'+1}, w_{\gamma'+2}, \ldots, w_m\}$ where $w_{\gamma'+1} \geq w_{\gamma'+2} \geq \cdots \geq w_m$. As $w(S'_\circ) \geq 3m$, $S'_2$ consists at least $3\epsilon m$ items of $S' \setminus S'_1$. Instead of deleting items of $S'_2$, we consider the instance of deleting $3\epsilon m$ largest items from $S'_\circ$, i.e., deleting $S'_\circ = \{w_{\gamma'+1}, \ldots, w_{\gamma'+3\epsilon m}\}$ if $n' \leq \gamma'+3\epsilon m$ then $S'_\circ = S'_1$. Compare $(S^\circ \setminus (S'_1 \cup S'_2)) \cup S'_1$ with $(S' \setminus S'_1) \cup (S'_1 \cup S'_\circ)$.

Since there are at least $3\epsilon m$ items in $S'_2$, each being larger than (or equal to) any item in $S'_1$, we know there exists an injection such that each item in $(S^\circ \setminus (S'_1 \cup S'_2)) \cup S'_1$ could be mapped to a larger or equal item in $(S' \setminus S'_1) \cup (S'_1 \cup S'_\circ)$. Hence, to prove Claim 2, it suffices to prove the following Claim 3.

**Claim 3.** $\sigma((S^2 \setminus S'_1) \cup (S' \setminus S' \circ)) \leq (1 - \Theta(\epsilon^2))m$.

Recall that $\sigma((S^\circ \setminus S'_1) \cup S'_\circ) \leq m$. Consider a feasible solution of packing items of $(S^\circ \setminus S'_1) \cup S'_\circ$ into $m$ bins (empty bins are allowed). We say a bin is critical if items from $S^\circ \setminus S'_1$ occupy the space of at most $1/2$, and non-critical otherwise. Hence, there are at most $(1 - \epsilon)m$ non-critical bins since otherwise the total weight of items from $S^\circ \setminus S'_1$ is larger than $(1 - \epsilon)m/2 \geq (1/2 - \epsilon)m \geq w(S^\circ)$, which is a contradiction.

Let $\beta \geq \epsilon m$ be the number of critical bins. Let $S^c$ be the set of items packed in critical bins, $S^c = S^\circ \cap S'_\circ$ and $\tau = |S^c|$. For simplicity let $w'_1 \geq w'_2 \geq \cdots \geq w'_{\tau}$ be all the items of $S^c$. Let $S^c = \{w'_1, \ldots, w'_{3\epsilon m}\}$ be the largest $3\epsilon m$ items in $S^c \subseteq S'_\circ$. Compare $S'_1$ and $S^c$, i.e., the largest $3\epsilon m$ items in $S'_1$ and the largest $3\epsilon m$ items in $S^c \subseteq S'_\circ$. Obviously there is an injection which maps each item in $S^c$ to a larger or equal item in $S'_1$. Hence to prove Claim 3 it suffices to prove the following Claim 4.
Packing Groups of Items into Multiple Knapsacks

Claim 4. \( \sigma((S^\tau \setminus S^\tau_1) \cup (S_\alpha \setminus S^\tau_\alpha)) \leq (1 - \Theta(\epsilon^2))m. \)

A critical configuration is a configuration for items of \( S^\alpha_\alpha \), represented by a column vector \( \nu = (b_1, b_2, \ldots, b_\nu)^T \), where \( b_i \in \{0, 1\} \) denoting whether \( w_i \in S^\alpha_\alpha \) is packed. Obviously the packing of each critical bin could be represented by some items of \( S^\tau \setminus S^\tau_1 \) together with a critical configuration, and there are \( \beta \) critical configurations corresponding to the \( \beta \) critical bins. Let \( B = (\nu_1, \nu_2, \ldots, \nu_\beta) \in \{0, 1\}^{\tau \times \beta} \) be the matrix of these \( \beta \) configurations. Then obviously \( Be_\beta = e_\tau \), where \( e_\beta \) is a column vector with \( k \) components, each being 1.

We now use the idea of [3] to re-write the equation \( Be_\beta = e_\tau \). Let matrix \( A \) be defined as \( A_i = \sum_{j=1}^\beta B_j \) where \( A_i (B_j, \text{resp.}) \) denotes the \( i \)-th \( (j\text{-th, resp.)} \) row of the matrix \( A \) \((B, \text{resp.)}\), i.e., \( A_{ij} \) denotes the total number of items \( w'_i \) to \( w'_j \) in the \( j \)-th configuration \( \nu_j \). Then from \( Be_\beta = e_\tau \) we derive \( A e_\beta = (1, 2, \ldots, \tau)^T \). Furthermore, since each items, except the smallest one, is of weight at least \( \epsilon \), each configuration consists at most \( 1/\epsilon \) items. As each column of \( A \) is monotone, \( A \) is a monotone matrix with each entry \( A_{ij} \in \{0, 1, 2, \ldots, 1/\epsilon\} \). Hence, \( A \) is a \( 1/\epsilon \)-monotone matrix. Let \( A' \) be the matrix of attaching \( A_{\tau+1} = (1/\epsilon, 1/\epsilon, \ldots, 1/\epsilon)^T \) as the new last row of \( A \), then \( A' \) is also monotone with

\[
A' e_\beta = (1, 2, \ldots, \tau, \beta/\epsilon)^T.
\]

Claim 5. There exists a 0-1 vector \( x = (x_1, x_2, \ldots, x_\beta)^T \) such that \( A'x = (\psi, (\beta - \Delta)/\epsilon)^T \), where \( \psi = Ax \) is a vector with \( i \)-th component \( \psi_i \geq \max\{0, i - 3em\} \) for \( 1 \leq i \leq \tau \), and \( \Delta = \Omega(\epsilon^2m) \).

We prove Claim 5 implies Claim 4 by showing that items of \((S^\tau \setminus S^\tau_1) \cup (S_\alpha \setminus S^\tau_\alpha)\) could be packed into \( \beta - \Delta/2 \) bins. Indeed, \( Ax = \psi \) means by using \( x_i \in \{0, 1\} \) copies of the configuration \( \nu_i \) (i.e., the \( i \)-th column of \( B \)), we can pack a subset \( S^* \subseteq S^\alpha_\alpha = \{w'_1, \ldots, w'_\beta\} \) of items such that \( |S^* \cap \{w'_1, \ldots, w'_\beta\}| = \psi \). As \( \psi_i \geq \max\{0, i - 3em\} \), using these configurations we are able to pack items of \( S^\alpha_\alpha \setminus S^\tau_\alpha \) together with a critical configuration, and there are \( \beta \) critical configurations. Then from \( \sum_{i=1}^\beta \leq \Delta \) means that in total we save \( \Delta \) critical configurations, by removing which we get \( \Delta \) bins which are at most half full since in a critical bin, items that are not in the critical configuration have a total weight at most \( 1/\epsilon \). Hence, we can merge items of two such bins into one bin, i.e., we can save \( \Delta/2 \) bins and Claim 4 follows if \( \Delta = \Omega(\epsilon^2m) \).

We have shown so far that Claim \( i + 1 \) implies Claim \( i \) for \( 1 \leq i \leq 4 \), hence Claim 1, and consequently the lemma, will follow from the truth of Claim 5. We now prove Claim 5. We show there exists such an integer solution \( x \). Consider the fractional solution \( y = \theta e_\beta \) where \( \theta = 1 - em/\tau \). Obviously \( A'y = (\theta, 2\theta, \ldots, \tau\theta, \beta\theta/\epsilon)^T \). According to the discrepancy theory [12] there exists an integer solution \( x \in \{0, 1\}^\beta \) such that

\[
||A'x - A'y||_\infty \leq \operatorname{lindisc}(A').
\]

It is shown in [3] that for \( k \)-monotone \( m \times n \) matrices the linear discrepancy is bounded by \( 5k \log_2(2 \min\{m, n\}) \), hence we have

\[
\operatorname{lindisc}(A') \leq 5/\epsilon \cdot \log_2(2 \min\{\tau + 1, \beta\}) \leq 5/\epsilon \cdot \log_2(2m/\epsilon),
\]

i.e., \( ||A'x - A'y||_\infty \leq 5/\epsilon \cdot \log_2(2m/\epsilon) = d \). Let \( A'x = (\psi, \omega) \), then \( \psi_i \geq \max\{0, i\theta - d\} \). For \( i \geq 3em, m \geq 20/\epsilon^3 \), we have

\[
i\theta - d \geq i(1 - em/\tau) - 5/\epsilon \cdot \log_2(2m/\epsilon) \geq i - em - 5/\epsilon \cdot \log_2(2m/\epsilon) \geq i - 3em.
\]

For \( \omega \), we have \( \omega \leq \beta\theta/\epsilon + d \). Since each item, except for the smallest one, has a weight at least \( \epsilon \), we have \( \tau \leq \beta/\epsilon + 1 \), and thus \( \theta \leq 1 - em/(\beta/\epsilon + 1) \leq 1 - \epsilon^2m/(2\beta) \). Recall that
\[ \beta \geq \epsilon m, \text{ for } m \geq 20/\epsilon^3 \text{ we have} \]
\[ \omega \leq \beta \theta / \epsilon + d \leq \beta / \epsilon - \epsilon m / 2 + 5/\epsilon \cdot \log_2(2m/\epsilon) \leq \beta / \epsilon - \epsilon m / 4. \]

Thus, \( \Delta \geq \epsilon^2 m / 4 = \Omega(\epsilon^2 m) \) as we desired. \( \blacktriangleleft \)
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1 Introduction

Regular languages enjoy multiple equivalent characterisations, in terms of regular expressions, automata, monoids, monadic second order (MSO) logic, etc. One of them is purely algebraic: a language \( L \subseteq A^* \) is regular if and only if its two-sided Myhill-Nerode congruence on \( A^* \) has finite index. These characterisations have been refined further for many subclasses of regular languages. The archetypical example is the Schützenberger-McNaughton-Papert theorem, which equates the class of star-free languages (i.e. expressible by star-free regular expressions with complementation), the class of first-order definable languages, the class of languages accepted by counter-free automata, and the class of languages definable by aperiodic monoids (i.e. those that satisfy the equation \( x^{n+1} = x^n \) for sufficiently large \( n \)). This gives an algebraic and effective characterisation of the class of star-free languages.

The theory of regular languages has been extended in many directions – to infinite words, trees, infinite trees, graphs, linear orders, traces, pictures, data words, nested words, timed words etc. With some effort, some of the above characterisations can be transferred, by finding the right notion of a “regular” language, and by finding algebraic and logical characterisations of certain subclasses of languages among the class of all the “regular” languages.

Whereas languages are qualitative objects, in this paper, we study characterisations of classes of quantitative objects. One of the classes that we study are cost functions defined by distance automata. A distance automaton \( \mathcal{A} \) is like a nondeterministic finite automaton, where each transition additionally carries a weight, i.e., a natural number. The weight of...
a run is the sum of the weights of the transitions in the run. The distance automaton $A$ then associates to each input word $w$ a value $[A](w) \in \mathbb{N} \cup \{\infty\}$, defined as the minimal weight of an accepting run over $w$, and $\infty$ if there is no accepting run. The central decision problem is the limitedness problem – does the function $[A]$ have a finite range?

Distance automata were introduced by Hashiguchi in his solution of the star height problem, which he reduced to the limitedness problem for distance automata via a strenuous reduction. As distance automata try to minimize the value of a run, we call them min-automata in this paper. Max-automata are the dual model, for which the value of the word is the maximal weight of an accepted run. Min-automata and max-automata have appeared in various contexts (see related work below for more on this) under various names.

Distance automata were extended in subtly distinct ways to nested distance-desert automata [12], R-automata [1], B-automata [4, 6] by allowing several counters instead of just one, and allowing these counters to be reset. The limitedness problem is decidable for all these classes. In terms of cost functions all these extended models are equivalent.

Colcombet [6, 8] discovered that functions defined by B-automata enjoy a very rich theory of regular cost functions, extending the theory of regular languages. A cost function is an equivalence class of functions, where two functions $f, g : A^* \to \mathbb{N} \cup \{\infty\}$ are equivalent if they are bounded over precisely the same subsets of $A^*$. A regular cost function is the equivalence class of a function computed by a B-automaton. Colcombet gave equivalent characterisations of regular cost functions in terms of a quantitative extension of MSO, an extension of monoids called stabilisation monoids. Later, analogous characterisations were described, in terms of a quantitative extension of regular expressions, in terms of logics and regular expressions manipulating profinite words (a completion of the set of finite words in a certain metric) [17], and in terms of a finite index property [17, 14]. In [15] a characterisation in terms of a quantitative extension of FO on the $\Sigma$-tree is given.

Contributions

In this paper, we propose a Schützenberger-McNaughton-Papert style characterisation of the subclass of the class of regular cost functions, defined by distance automata – in terms of logic, regular expressions and algebra, i.e., by conditions satisfied by the syntactic stabilisation monoid. The last characterisation provides a machine-independent, purely algebraic description of the cost functions defined by distance automata – or min-automata. We also provide similar characterisations for the dual class of max-automata. Although their definition is simply obtained by replacing min by max, the statements and their proofs are quite different for both classes. Our characterisations are effective, i.e., given a B-automaton, it is decidable whether the cost function it defines is recognisable by a min- or max-automaton. The detailed proofs can be found in the long versions, on the webpage of authors.

Related Work

Characterising special classes of regular cost functions in various formalisms has been done in [11, 14]. In [11], the class of temporal cost functions was defined and studied. These cost functions are only allowed to measure consecutive events, for instance the function counting the number of occurrences of a letter in an input word is not temporal. Equivalent characterisations of this class were given in terms of cost automata, regular languages, stabilisation monoids. Additionally, in [7], an equivalent fragment of cost MSO was given. In [14], the class of aperiodic cost functions was considered, as a generalisation of star-free languages. It was shown that this class of function can be equivalently characterised by
definability via cost linear temporal logic, cost first order logic, or group-trivial stabilisation monoids, generalising the Schützenberger-McNaughton-Papert theorem to cost functions.

In the papers [5] and [3], min- and max-automata were defined in a different way, as deterministic automata with many counters, over which any sequence of instructions could be performed in a single transition, where each instruction is either of the form \( c := c + 1 \) or \( c := \max(d, e) \) (in the case of max-automata) or \( c := \min(d, e) \) (in the case of min-automata), where \( c, d, e \) are counters. As these models were studied in relationship with logics over infinite words, rather than evaluating a finite word to a number, they were used as acceptors of infinite words. However, their finitary counterparts are equivalent to the models studied in this paper, up to cost function equivalence (see Proposition 2.4). Note that nondeterminism is exchanged for multiple counters with aggregation (min or max).

In the paper [2], Cost Register Automata are studied, and are parametrised by a set of operations. Those too are deterministic automata with many registers (i.e. counters). For the set of operations denoted \((\min, +)\), one obtains a model equivalent to the min-automata of [5], and for the set of operations denoted \((\max, +)\), one obtains a model equivalent to the max-automata [3].

Min-automata can be equivalently described as nondeterministic weighted automata over the semiring \( \mathbb{N} \cup \{\infty\} \), \( \min, + \), where \( \min \) plays the role of addition and \( + \) of multiplication. Similarly, max automata can be equivalently described as nondeterministic weighted automata over the semiring \( \mathbb{N} \cup \{\infty, \perp\} \), \( \max, + \), where \( \max \) plays the role of addition and \( + \) of multiplication (and \( \perp \) is neutral with respect to \( \max \) and absorbing with respect to \( + \)). Using this formalism, decidability results about precision of approximation of functions computed by min-automata are shown in [9]. Similar results on max-automata are presented in [10], together with an application to evaluation of time complexity of programs.

2 Preliminaries

In this section, we recall various models of cost automata, and the theory of regular cost functions. For more details, the reader should confer [6, 8, 11]. We write \( \mathbb{N}_\infty \) for the set \( \mathbb{N} \cup \{\infty\} \). We follow the convention that \( \inf \emptyset = \min \emptyset = \infty \) and \( \sup \emptyset = \max \emptyset = 0 \).

2.1 Automata

We recall the notions of B- and S-automata, and relate them to min- and max-automata.

**B-automata and S-automata.** B- and S-automata are nondeterministic automata over finite words, which are moreover equipped with a finite set of counters. Each counter admits three basic operations: incrementation by one, denoted \( i \), reset to zero, denoted \( r \), and the idle operation, denoted \( \varepsilon \). Initially, all counters are set to 0, and during the run each transition of the automaton performs one operation on each counter separately (formally, a transition is a tuple \((p, a, o, q)\), where \( p \) is its source state, \( q \) is its target state, \( a \) is the label and \( o = (o_c)_c \) is a vector of operations, one per each counter \( c \)). Additionally, we allow counters to be reset after the run terminates in an accepting state, depending on the state. If in a run \( \rho \) some transition resets a counter currently storing a value \( n \), then we say that \( n \) is a reset value for the considered run \( \rho \).

We now define the value of a word under a B-automaton; the definition for S-automata is dual and will be given later. Let \( B \) be a B-automaton and \( w \) be an input word. For a run \( \rho \)
Figure 1 A B-automaton, which is also a min-automaton. Edges with no source state mark initial states, and edges without a target state mark accepting states and may reset the counter.

over the word \( w \), define the cost of \( \rho \) as the maximum of the set of its reset values:

\[
\text{cost}(\rho) = \max \{ n \in \mathbb{N} : n \text{ is a reset value for } \rho \}.
\]

Recall that the maximum of the empty set is equal to 0. Finally, define \( J_B(w) \) as the minimal value of an accepting (initial-to-accepting state) run over \( w \):

\[
J_B(w) = \min \{ \text{cost}(\rho) \mid \rho \text{ is an accepting run of } B \text{ over } w \}.
\]

Note that this value can be infinite, if there is no accepting run of \( B \) over \( w \). In particular, if the set of counters is empty, then \( J_B(w) = 0 \) if \( B \) has an accepting run over \( w \), otherwise \( J_B(w) = \infty \). In this way, B-automata generalize finite automata.

If \( A \) is an S-automaton, the definitions are obtained by swapping min with max. In particular, the cost of the run is the minimum of the set of its reset values (recall that \( \min \emptyset = \infty \)) and \( J_A(w) \) is the maximal value of an accepting run over \( w \). If \( A \) has no counters, then \( J_A(w) = \infty \) if \( A \) has an accepting run over \( w \), otherwise \( J_A(w) = 0 \).

For a B- or S-automaton \( A \), we call \( J_A(w) \) the function computed by \( A \).

Example 2.1. We construct a B-automaton that computes the smallest length of a block of consecutive \( a \)’s in an input word consisting of \( a \)'s and \( b \)'s. In other words, for an input word \( w \) of the form \( a_n^1 ba_n^2 ... ba_n^k \), the computed value is \( f_{\min}(w) = \min_{j=1}^k n_j \). The automaton has one counter, and is depicted in Figure 1.

Example 2.2. Another example of a function computed by a B-automaton is the following. For a given word \( w \) over the alphabet \( \{ a, b, c \} \) of the form \( w_1 cw_2 ... cw_k \), where the words \( w_1, ..., w_k \) are over the alphabet \( \{ a, b \} \), define \( f(w) = \max_{j=1}^k f_{\min}(w_j) \). The function \( f \) is computed by a B-automaton obtained from the automaton in Figure 1 by adding a \( c \)-labeled, resetting transition from every accepting state to every initial state.

Example 2.3. The automaton in Figure 1 can be interpreted as an S-automaton which, for an input word \( w \) of the form \( a_n^1 ba_n^2 ... ba_n^k \), computes the value \( f_{\max}(w) = \max_{j=1}^k n_j \).

Min-automata and max-automata. A min-automaton is a one-counter B-automaton \( B \), with only two operations allowed: \( i \) (increment) and \( \varepsilon \) (do nothing). In particular, resets are not allowed during the run. However, every counter is reset at the end of the run. Therefore the last counter value is a reset value. In other words, a min-automaton is a nondeterministic finite automaton in which every edge carries one of the two operations \( i \) or \( \varepsilon \) which manipulate the only counter. The cost of a run is the last value attained by the counter, and \( [B](w) \) is the minimum of the costs of all accepting runs. This corresponds exactly to the definition of a distance automaton given in the introduction, with \( i \) corresponding to 1 and \( \varepsilon \) corresponding to 0 in the distance automaton. The automaton from Example 2.1 is a min-automaton.
Dually, a max-automaton $A$ is a one-counter S-automaton, with only the two operations $i$ and $\varepsilon$ allowed, and where the automaton may, depending on the last state assumed, reset or not the counter at the end of the run. Therefore, the cost of a run is again the last value attained by the counter if it is reset, and $+\infty$ if it is not reset. The value of a word $[A](w)$ is the maximum of the costs of all accepting runs. Example 2.3 gives an example of a max-automaton.

As mentioned in the related work in the introduction, min/max-automata are related to other notions from the literature. We establish this connection in the proposition below, and later on in this paper, we will only talk about min- and max-automata.

A weighted automaton over a semiring $S$ specifies a $n \times n$ matrix $h(a)$ over $S$ for each letter $a$ in the input alphabet, and two vectors $I, F$ of length $n$ over $S$. The value associated to a word $a_1 \ldots a_l$ over the input alphabet is the product of the matrices $I^T \cdot h(a_1) \cdots h(a_l) \cdot F$, which is a $1 \times 1$ matrix, identified with an element of $S$. In the proposition below, a value $\bot$ returned by a weighted automaton is interpreted as 0.

▶ Proposition 2.4 ([2, 5]). Min-automata are equivalent to distance automata, to non-deterministic weighted automata over the semiring $(\mathbb{N}_\infty, \min, +)$, and to deterministic automata with many registers storing elements of $\mathbb{N}_\infty$, allowing the binary min operation and unary incrementation operation.

Dually, max-automata are equivalent to nondeterministic weighted automata over the semiring $(\mathbb{N}_\infty \cup \{\bot\}, \max, +)$, and to deterministic automata with many registers storing elements of $\mathbb{N}_\infty$, allowing the binary max operation and unary incrementation operation.

The goal of this paper is to find effective algebraic characterisations of functions computable by min- and max-automata amongst all functions computable by B- and S-automata. These characterisations are up to equivalence of cost functions.

### 2.2 Theory of Regular Cost Functions

Throughout this paper, fix a finite input alphabet $\Sigma$. Given two functions $f, g : \Sigma^* \to \mathbb{N}_\infty$, we write $f \approx g$ if for all $X \subseteq \Sigma^*$, if $g$ is bounded over $X$ (meaning $\text{sup} g|_X < \infty$), then $f$ is bounded over $X$, and vice-versa. A cost function over the alphabet $\Sigma$ is an equivalence class of $\approx$. Let $[f]$ denote the equivalence class of $f : \Sigma^* \to \mathbb{N}_\infty$. We will often identify a cost function with any of its representatives and say that $f$ is a cost function, implicitly talking about $[f]$.

Regular cost functions. A cost function is regular if it is the cost function of the function computed by some B-automaton. For example, the (equivalence classes of the) functions described in Examples 2.1 and 2.2 are regular cost functions. It turns out [6] that B- and S-automata define equal classes of cost functions (see Theorem 2.15 below). Not every cost function is regular – indeed, there are uncountably many cost functions.

The reason we prefer to study cost functions computed by B-automaton rather than the functions themselves is due to the following results, and to the fact that information about boundedness properties suffice in the contexts we will be interested in.

▶ Theorem 2.5 (Krob [13]). Given two min-automata $A$ and $B$, it is undecidable whether the functions $[A]$ and $[B]$ are equal.

▶ Theorem 2.6 (Colcombet [6]). Given two B- or S-automata $A$ and $B$, it is decidable whether the functions $[A]$ and $[B]$ define the same cost function.
If we take $B$ in the theorem above to be such that $[B](w) = 0$ for all words $w$, we see that in particular, it is decidable whether the function $[A]$ is bounded over all words. The limitedness problem for B-automata easily reduces to this problem.

**Cost regular expressions.** Cost regular expressions are weighted extensions of classical regular expressions. They come in two forms, B-expressions and their dual S-expressions. A B-expression is given by the grammar,

$$E ::= a \in \Sigma | \emptyset | E \cdot E | E + E | E^{\leq n} | E^*,$$

where $n$ is a variable (there is only one variable available). Note that by substituting $k \in \mathbb{N}$ for $n$ in a cost regular expression $E$, denoted by $E[k \rightarrow n]$, one obtains a regular expression of finite words. Given a B-expression $E$ the cost function computed by $E$ is defined as:

$$[E](u) = \inf \{k \mid u \in E[k \rightarrow n]\}.$$

Similarly one defines S-expressions, with the difference that we are allowed to use $> n$ instead of $\leq n$, and at the end we take sup instead of inf.

Both kinds of expressions define exactly all regular cost functions. Indeed, it is not difficult to convert between B-expressions and B-automata (and between S-expressions and S-automata), similarly to the conversions between regular expressions and finite automata.

**Example 2.7.** The cost function $f_{\text{max}}$ is defined by the B-expression $(a^*b)^*$ and the S-expression $(a^*b)^* a^{\geq n} (ba^*)^*$. Dually, the cost function $f_{\text{min}}$ is defined by the B-expression $(a^*b)^* a^{\leq n} (ba^*)^*$ and the S-expression $(a^{\geq n}b)^* a^{> n}$.

**Cost monadic second order logic.** We recall the basics of monadic second order logic (abbreviated as MSO) over words. The formulas use first order variables $x,y,z\ldots$ that range over positions of the word and second order variables $X,Y,Z\ldots$ that range over sets of positions of the word. MSO formulas are build using the atomic predicates $a(x)$ (denoting that the label at position $x$ is $a$, where $a \in \Sigma$), the connectives $\neg \varphi$, $\varphi \lor \psi$, $\varphi \rightarrow \psi$ and quantifiers $\exists x. \varphi$, $\forall x. \varphi$ (ranging over single elements) and $\exists X. \varphi, \forall X. \varphi$ (ranging over sets of elements). Cost monadic second order logic (cost-MSO) extends the logic by allowing formulas of the form $|X| \leq n$, where $|X|$ denotes the size of the set $X$ and $n$ is a fixed variable ranging over the natural numbers, with the restriction that they occur only positively (under even number of negations). Given a cost-MSO formula $\varphi(n)$ the cost function defined by $\varphi(n)$ is

$$[[\varphi]](u) = \inf \{n \mid u,n \models \varphi\}.$$

**Example 2.8.** The cost function $f_{\text{min}}$ is expressed by $\exists X. \text{block}_a(X) \land (|X| \leq n)$, where $\text{block}_a(X)$ is the first-order formula expressing that $X$ is a maximal block of consecutive $a$’s. Dually, $f_{\text{max}}$ is expressed by the formula $\forall X. \text{block}_a(X) \rightarrow (|X| \leq n)$.

**Stabilisation monoids.** Recall that if $M$ is a finite monoid, $h : \Sigma \rightarrow M$ is a mapping, and $F$ is a subset of $M$, then the triple $(M,h,F)$ defines a regular language $L = h^{-1}(F)$, where $\hat{h} : \Sigma^* \rightarrow M$ is the unique homomorphism extending $h$. Conversely, any regular language $L$ is induced by some triple $(M,h,F)$ of this form. In this section we recall how this correspondence lifts to regular cost functions, by replacing finite monoids to stabilisation monoids. Let $E(M) = \{e \in M | ee = e\}$ denote the set of idempotents of the monoid $M$. 
A stabilisation monoid $M = (M, \cdot, \leq, \sharp)$ is a finite monoid equipped with a partial order $\leq$ and an operation $\sharp : E(M) \to E(M)$ (called stabilisation), satisfying the following axioms:

1. $a \cdot x \leq b \cdot y$ for $a \leq b, x \leq y$
2. $e^\sharp \leq f^\sharp$ for $e \leq f, e, f \in E(M)$
3. $(a \cdot b)^\sharp = a \cdot (b \cdot a)^\sharp \cdot b$ for $a, b \in M$ such that $a \cdot b, b \cdot a \in E(M)$
4. $e^\sharp \leq e$ for $e \in E(M)$
5. $(e^\sharp)^\sharp = e^\sharp$ for $e \in E(M)$

**Example 2.9.** Any finite monoid can be seen as a stabilisation monoid, in which $e^\sharp = e$ for every idempotent, and where the order is trivial, i.e., $x \leq y$ iff $x = y$.

**Example 2.10.** Every min-automaton $A$ defines a finite transition stabilisation monoid, defined as follows. Let $T$ denote the tropical semiring or the $(\min,+)$-semiring, with domain $\mathbb{N}_\infty$ and $\min$ playing the role of addition, and $+$ of multiplication. We equip $\mathbb{N}_\infty$ with the usual topology, in which $\infty$ is the limit of every strictly increasing sequence.

First we define an infinite monoid, parametrised by a finite set of states $Q$. Let $M_Q$ denote the set of $Q \times Q$ matrices with entries from $T$. Matrices can be multiplied using the semiring operations of $T$, and the set of matrices $M_Q$ inherits the product topology from $T$, i.e., a sequence $(M_n)_{n=1}^\infty$ of matrices is convergent if $M_n[p,q]$ is convergent in $\mathbb{N}_\infty$ for each $p,q \in Q$. Matrix multiplication is continuous, and moreover, one can show that for every matrix $M \in M_Q$, when $n \to \infty$, the sequence $M^n$ is convergent to a matrix denoted $M^\sharp$; moreover, the mapping $M \mapsto M^\sharp$ is continuous.

An automaton $A$ with state space $Q$ defines a mapping $h : \Sigma^* \to M$ which assigns to a word $w \in \Sigma$ the matrix $h(w)$ such that for two states $p, q$ of $A$, the value $h(w)[p, q]$ is the minimal cost of a run of $A$ over $w$ which starts in state $p$, ending in state $q$. The mapping $h$ is a monoid homomorphism.

Define an equivalence relation $\sim_1$ on $M_Q$ so that two matrices are equivalent iff they yield the same result when each finite, positive entry is replaced by 1. Define $M_Q^1$ to be the set of $\sim_1$-equivalence classes. We identify an element of $M_Q^1$ with its unique representative which is a matrix with entries in $\{0, 1, \infty\}$. It turns out [17] that the equivalence $\sim_1$ preserves multiplication and the operation $\sharp$. It follows that $M_Q^1$ inherits the structure of a monoid, and also an operation $\sharp$; we restrict this operation only to idempotents (for a non-idempotent $M$, we can still recover $M^\sharp$ as $E^\sharp$, where $E$ is the idempotent power of $M$).

One way to compute a product of two matrices $M, N \in M_Q^1$ is to take a min-automaton $A$ with states $Q$ and with $h(a) = M$ and $h(b) = N$; then $M \cdot N$ is obtained by substituting 1 for every finite positive number in $h(ab)$. Similarly, if $M \in M_Q^1$ is idempotent, then $M^\sharp$ is obtained by taking an automaton $A$ with $h(a) = M$ and writing $M^\sharp[p,q] = 0$ if for arbitrarily large $n$, $h(a^n)[p,q] = 0$, otherwise $M^\sharp[p,q] = 1$ if for arbitrarily large $n$ $h(a^n)[p,q]$ remains bounded, and finally, $M^\sharp[p,q] = \infty$ if $h(a^n)[p,q]$ converges to $\infty$ as $n \to \infty$. The computations can be performed purely mechanically (see Appendix). For example, for the automaton from Example 2.1, we compute $h(a) \cdot h(b)$ and $h(a)^\sharp$ in $M_Q^1$:

$$
\begin{bmatrix}
0 & \infty & \infty \\
\infty & 1 & \infty \\
\infty & \infty & 0
\end{bmatrix}
\begin{bmatrix}
0 & \infty & \infty \\
\infty & \infty & 0 \\
\infty & 0 & \infty
\end{bmatrix}
= 
\begin{bmatrix}
0 & \infty & \infty \\
\infty & 1 & \infty \\
\infty & \infty & 0
\end{bmatrix}
\begin{bmatrix}
0 & \infty & \infty \\
\infty & 1 & \infty \\
\infty & \infty & 0
\end{bmatrix}
= 
\begin{bmatrix}
\infty & \infty & \infty \\
\infty & \infty & \infty \\
\infty & \infty & \infty
\end{bmatrix}
$$

For $M, N \in M_Q^1$, write $M \preceq N$ if there is a sequence of representatives of $N$ which converges to a representative of $M$. In other words, $M$ can be obtained from $N$ by replacing some 1’s
by ∞’s. (The order ≤ is the specialisation order associated to the quotient topology on \( M_Q^1 \) inherited from \( M_Q \).)

It can be shown [17] that \( (M_Q^1, \cdot, \leq, \sharp) \) is a stabilisation monoid. The axiom (1) is a remnant of continuity of multiplication in \( M_Q \), (2) – of continuity of the operation \( M \to M^2 \), (3) – of associativity, (4) – of the fact that \( M^2 \) is the limit of \( M^{n!} \), and (5) – of an analogous property which holds in \( M_Q \).

Let \( h^1 : \Sigma \to M_Q^1 \) be defined so that for a letter \( a \in \Sigma \), the matrix \( h^1(a) \) is equal to \( h(a) \) (this is a matrix with entries in \( \{0, 1, \infty\} \)). The mapping \( h^1 \) encodes the transition structure of the automaton \( A \). Let \( I \) be the set of matrices \( M \in M_Q^1 \) such that \( M[p, q] = \infty \) for all initial states \( p \) and accepting states \( q \) of \( A \). The set \( I \) encodes the acceptance condition of \( A \). The cost function \( [A] \) defined by \( A \) can be recovered from the triple \( (M_Q^1, h^1, I) \), as we will now describe.

**Definition 2.11** (Computation tree). An \( n \)-computation tree \( t \) is a finite rooted ordered unranked tree in which each node \( x \) has an associated output in \( M \) and is of one of four types:

- **Leaf** \( x \) has no children and has an associated label \( a \in \Sigma \), and the output of \( x \) is \( h(a) \);
- **Binary node** \( x \) has exactly two children and the output of \( x \) is the product of the output of the first child and the output of the second child;
- **Idempotent node** \( x \) has \( k \) children with \( k \leq n \) and for some idempotent \( e \in M \), the output of each child is equal to \( e \) and the output of \( x \) is equal to \( e \);
- **Stabilisation node** \( x \) has \( k \) children with \( k > n \) and for some idempotent \( e \in M \), the output of each child is equal to \( e \) and the output of \( x \) is equal to \( e^2 \).

The input of the tree \( t \) is the word formed by the labels of the leaves of the tree, read left to right. The output of the tree \( t \) is the output of the root, and the neutral element of \( M \) if \( t \) is the empty tree.

An **ideal** in a stabilisation monoid \( M \) is a subset \( I \) which is downward-closed, i.e., \( x \leq y \) and \( y \in I \) imply \( x \in I \). Let \( h : \Sigma \to M \) be a mapping from a finite alphabet to a stabilisation monoid \( M \), and let \( I \) be an ideal in \( M \). The triple \( (M, h, I) \) induces a cost function, denoted \( [M, h, I] \), and defined as follows. For a fixed height \( k \in \mathbb{N} \), let

\[
[M, h, I]_k(w) = \inf \{n \mid \text{there is a } n\text{-computation on } w \text{ with output in } M \setminus I, \text{ height } \leq k\}.
\]

It turns out [6] that the cost function \( [M, h, I]_k \) does not depend on the choice of \( k \geq 3|M| \).

We define \( [M, h, I] \) as \( [M, h, I]_k \) for \( k = 3|M| \).

**Example 2.12.** Let \( M_{\text{max}} = \{1, a, b, a^2, \cdot, \sharp, \leq\} \) be the stabilisation monoid with identity 1, zero \( a^2 \), such that \( ab = ba = b = bb = b^2 \), \( aa = a \) and \( a^2 \leq a \). The monoid \( M_{\text{max}} \) defines the function \( f_{\text{max}} \) with ideal \( \{a^2\} \) and mapping \( h(a) = a \) and \( h(b) = b \).

**Example 2.13.** Let \( M_{\text{min}} = \{1, a, a^2, b, ba^2, a^2b, 0, \cdot, \sharp, \leq\} \) be the stabilisation monoid with identity 1, zero 0, product \( a^2ba^2 = a^2 \), \( ba^2b = b = ba = bb = b^2 \), and order \( a^2 \leq a, a^2b \leq b, ba^2 \leq b \leq 0 \). The monoid \( M_{\text{min}} \) defines the function \( f_{\text{min}} \) with ideal \( \{a^2\} \) and mapping \( h(a) = a \) and \( h(b) = b \).

**Proposition 2.14.** For a min-automaton \( A \) with states \( Q \), define \( (M_Q^1, h^1, I) \) as in Example 2.10. Then \( I \) is an ideal and the cost functions \( [M_Q^1, h^1, I] \) and \( [A] \) are equal.

Example 2.10 and Proposition 2.14 are a special case of a more general construction for B- and S-automata [17].
Closure properties. Regular cost functions have several closure properties, described below. The fundamental cost function is the function \( \text{count} : \{a, b\} \to \mathbb{N}_\infty \), defined by \( \text{count}(u) = |u|_a \), the number of occurrences of letter \( a \). A regular language \( L \subseteq \Sigma^* \) is viewed as a (regular) cost function mapping a word \( w \) to 0 if \( w \in L \) and to \( \infty \) if \( w \notin L \). Note that since regular languages are closed under complements, exchanging 0 with \( \infty \) in this definition would give the same class of cost functions.

Let \( C \) be a class of cost functions, possibly over different input alphabets. We define several closure properties for the class \( C \):

- **Composition with morphisms** if the cost function \( f : \Sigma^* \to \mathbb{N}_\infty \) is in \( C \) and \( \alpha : \Gamma^* \to \Sigma^* \) is a morphism, then the cost function \( \alpha \circ f : \Gamma^* \to \mathbb{N}_\infty \) is in \( C \);
- **\( \min \)** if for any two cost functions \( f, g : \Sigma^* \to \mathbb{N}_\infty \) in \( C \), the function \( w \mapsto \min(f(w), g(w)) \) also belongs to \( C \);
- **\( \max \)** defined dually, with \( \max \) instead of \( \min \);
- **\( \min \) with regular languages** if for any cost function \( f : \Sigma^* \to \mathbb{N}_\infty \) and regular language \( g \) viewed as a cost function (see above) the function \( w \mapsto \min(f(w), g(w)) \) also belongs to \( C \);
- **\( \sup \)-projections** if the cost function \( f : \Sigma^* \to \mathbb{N}_\infty \) is in \( C \) and \( \alpha : \Sigma^* \to \Gamma^* \) is a morphism, then the cost function \( v \mapsto \sup\{f(w) : w \in \alpha^{-1}(v)\} \) is in \( C \);
- **\( \inf \)-projections** defined dually, with \( \inf \) instead of \( \sup \).

The main theorem of regular cost functions. The theorem below shows that all the introduced notions give rise to the same class of cost functions, namely regular cost functions.

**Theorem 2.15** (Colcombet [7]). The following formalisms are effectively equivalent as recognisers of regular cost functions: \( B \)-automata, \( S \)-automata, \( B \)-expressions, \( S \)-expressions, cost \( \text{MSO} \) formulas, and stabilisation monoids. Moreover, the class of regular cost functions is the smallest class of cost functions which is closed under \( \min \), \( \max \), \( \inf \)-projections, \( \sup \)-projections, contains the function \( \text{count} \), and all regular languages.

We may now specify the goal of this paper more precisely. Among all regular cost functions, we characterise those which are of the form \( [A] \) for a \( \min \)- or \( \max \)-automaton \( [A] \). Our characterisations (Theorem 3.2 and Theorem 4.2) are in terms of cost regular expressions, fragments of cost \( \text{MSO} \), and stabilisation monoids. Moreover, the characterisations are effective. In algebraic language theory, the usual way of providing effective characterisations is by means of certain algebraic conditions satisfied by the syntactic monoid. For this reason, we need to recall the notion of a syntactic stabilisation monoid.

Syntactic stabilisation monoid. A homomorphism of stabilisation monoids is a mapping \( h : M \to N \) of stabilisation monoids which is monotone (i.e., \( u \leq v \implies h(u) \leq h(v) \)), preserves multiplication (i.e., \( h(u \cdot v) = h(u) \cdot h(v) \)) and stabilisation (i.e., \( h(e^2) = h(e)^2 \) for every idempotent \( e \in M \)).

**Theorem 2.16** ([11]). Let \( f : \Sigma^* \to \mathbb{N}_\infty \) be a regular cost function. There is a unique (up to isomorphism) triple \((M_f, h_f, I_f)\) recognising \( f \) with the following property. For any triple \((M, h, I)\) recognising \( f \), there is a unique surjective homomorphism \( \phi : M \to M_f \) such that \( h_f = \phi \circ h \) and \( I = \phi^{-1}(I_f) \). \( M_f \) is called the syntactic stabilisation monoid of \( f \).

Moreover, for any triple \((M, h, I)\) recognising \( f \), the triple \((M_f, h_f, I_f)\) can be computed in polynomial time from \((M, h, I)\).
Idempotent power. It is a standard fact that every element \( a \) in a finite monoid has a unique idempotent power, denoted \( a^\sharp \). It can be shown that \( a^\sharp = a^{n!} \) where \( n \) is the size of the monoid. We use the notation \( a^{\sharp^2} \) to denote the element \( (a^\sharp)^2 \).

3 Max-automata

In this section we characterise cost functions computed by max-automata. First we introduce the algebraic condition that characterises this class.

Definition 3.1 (Max-property). Let \( M = (M, \cdot, ^\sharp, \leq) \) be a stabilisation monoid and \( I \subseteq M \) be an ideal. The pair \( M, I \) has Max-property if for every \( u, v, x, y, z \in M \),

1. if \( xu^{\sharp^2}yv^\sharp z \in I \), then either \( xu^{\sharp^2}yv^\sharp z \in I \), or \( xu^{\sharp^2}yv^\sharp z \in I \), and
2. if \( x(yu^{\sharp^2}v)^{\sharp^2}z \in I \), then either \( x(yu^{\sharp^2}v)^{\sharp^2}z \in I \), or \( x(yu^{\sharp^2}v)^{\sharp^2}z \in I \).

Theorem 3.2. The following are effectively equivalent for a regular cost function \( f \):

1. \( f \) is accepted by a max-automaton,
2. \( f \) is definable by a formula of the form \( \psi \land \forall X (\varphi(X) \rightarrow |X| \leq n) \) where \( \psi, \varphi \) are MSO formulas, i.e. they do not contain cost predicates,
3. \( f \) is in the smallest class (call it MAX) of cost functions that contains the functions count and regular languages, and closed under min with regular languages, max, sup-projections, and composition with morphisms,
4. \( f \) is equivalent to \([M, h, I]\) for some mapping \( h \) from \( \Sigma \) to a stabilisation monoid \( M \) with ideal \( I \) having Max-property,
5. The syntactic stabilisation monoid and ideal of \( f \) has Max-property,
6. \( f \) is definable by an \( S \)-regular expression of the form \( h \rightarrow \sum_i e_i \) where \( h \) is a regular expression and each \( e_i \) is of the form \( ef^{>n}g \) where \( e, f \) and \( g \) are regular expressions.

Example 3.3. The stabilisation monoid \( M_{\text{max}} \) with ideal \( \{a^\sharp\} \) recognising \( f_{\text{max}} \) has Max-property. But \( M_{\text{min}} \) with ideal \( I = \{a^\sharp\} \) recognising \( f_{\text{min}} \) violates the Max-property since \( a^\sharp ba^\sharp = a^\sharp \) is in \( I \), but neither of \( a^\sharp ba = a^\sharp b, aba^\sharp = ba^\sharp \) belongs to \( I \).

Since \( M_{\text{min}} \) is the syntactic monoid of the function \( f_{\text{min}} \), the example above implies that \( f_{\text{min}} \) is not accepted by a max-automata; in particular, max-automata are not closed under inf-projection. Similarly one verifies that cost functions computed by max automata are not closed under min (for instance the functions \( u \in \{a, b\}^* \rightarrow |u|_a \) and \( u \in \{a, b\}^* \rightarrow |u|_b \), as well as their max, is in MAX, but not their min).

Proof sketch. We sketch the implications: \( 1 \rightarrow 2 \rightarrow 3 \rightarrow 4 \rightarrow 5 \rightarrow 6 \rightarrow 1 \).

1 \( \rightarrow \) 2 is by observing that there is a cost MSO formula encoding the runs of a 1-counter S-automata, of the form described in item 2.

To prove 2 \( \rightarrow \) 3, it is enough to observe that all the subformulas (including the formula itself) of \( \psi \land \forall X (\varphi \rightarrow |X| \leq n) \) (where \( \psi, \varphi \) are cost free) define cost functions in the class MAX. For this, we remark that the cost function count is in MAX, so it is also the case of \( |X| \leq n \), using the usual semantic for formulae with free variables, i.e. enriching the alphabet with a \( \{0, 1\} \)-component. Moreover MAX is closed under the operation min with regular languages, composition with morphisms (together they imply \( [\neg \varphi \lor |X| \leq n] \) is in MAX) and sup-projections (hence \( [\forall X (\varphi(X) \rightarrow |X| \leq n)] \) is in MAX). Finally closure under max implies that the formula defines a function in MAX.
To show $3 \rightarrow 4$, we show that the monoid constructions corresponding to the operations of max, min with a regular language, sup-projection and composition with a morphism preserve the Max-property, and also that the syntactic stabilisation monoids computing the function count as well as regular languages have the Max-property.

$4 \rightarrow 5$ follows from Theorem 2.16. Implication $5 \rightarrow 6$ is the hardest part of the theorem. By definition, the value of a word $w$ given by the cost function $[M, h, I]$ is the maximum $n \in \mathbb{N}_\infty$ such that there is an $n$-computation tree of height $3|M|$ with input $w$ and output in the ideal $I$. A way to attain this value using a cost regular expression is to write an expression that encodes all such computation trees by induction on the tree height; binary nodes translate to concatenation, idempotent nodes stand for Kleene star, and stabilisation nodes translate to the operator $>n$. But as such, this idea results in an expression with multiple occurrences of $>n$ (as there could be many stabilisations in the tree). This difficulty is circumvented by showing that it is sufficient to consider trees with only one stabilisation node. This is achieved by repeated use of the Max-property of the monoid $M$ and ideal $I$.

For $6 \rightarrow 1$, note that the standard construction from cost regular expressions to S-automata (analogous to the translation from regular expressions to finite state automata) applied to the cost regular expressions of the form described in item 6, gives a max-automaton.

We note that all the transformations are effectively computable.

Given a stabilisation monoid $M$ and ideal $I$ it is computable in polynomial time whether $M, I$ has Max-property. Hence by Theorem 2.15 and Theorem 2.16 we obtain,

$\blacktriangleright$ **Theorem 3.4.** It is decidable if a regular cost function satisfies a condition of Theorem 3.2.

## 4 Min-automata

In this section we characterise cost functions definable by min-automata.

$\blacktriangleright$ **Definition 4.1** (Min-property). We define the relation $\mathcal{R} \subseteq M \times M$ as the smallest reflexive relation satisfying the following implications: (1) if $x \mathcal{R} y$ and $a \mathcal{R} b$, then $(x \cdot a) \mathcal{R} (y \cdot b)$, and (2) if $x \mathcal{R} y$ then $x^{=2} \mathcal{R} y^{=2}$ and $x^{=3} \mathcal{R} y^{=3}$. A monoid $M$ satisfies the Min-property if for all elements $x, y$, if $x^{=2} \mathcal{R} y$, then $x^{=3} = x^{=3} y x^{=3}$.

$\blacktriangleright$ **Theorem 4.2.** The following are effectively equivalent for a regular cost function $f$:

1. $f$ is accepted by a min-automaton,.
2. $f$ is definable by a formula of the form $\exists X \, (\phi(X) \land |X| \leq n)$ where $\phi$ does not contain any cost predicates,
3. $f$ belongs to the smallest class of cost functions containing count and regular languages that is closed under min, max and inf-projections,
4. $f$ is recognised by a stabilisation monoid $M$ with Min-property,
5. The syntactic stabilisation monoid of $f$ has Min-property,
6. $f$ is accepted by a $B$-regular expression $E$ that is generated by the grammar

$$E := F | E + E | E \cdot E | E^{\leq n}$$

$$F := a | F + F | F \cdot F | F^*$$

i.e. any subexpression of $E$ of the form $F^*$ is a regular expression (without $X^{\leq n}$),
7. $f$ is accepted by a B-automaton without reset.

$\blacktriangleright$ **Example 4.3.** The monoid $M_{\max}$ of $f_{\max}$ violates the Min-property since $b = b\mathcal{R} a^2$ (to see this, observe $a\mathcal{R} a^2, b\mathcal{R} b$ and hence $ab = b\mathcal{R} a^2 = a^2b$), but $b = b^2 \neq b^2 a^2 b^2 = b a^2 b = a^2$ . On the contrary, it can be verified that the monoid $M_{\min}$ has Min-property.
Whereas max automata are not closed under min, min automata are closed under max. The class MIN falls only short of sup-projections, comparing to all regular cost functions.

The Min-property can be expressed in terms of identities, as follows. Consider the set \( T \) of terms involving variables from an infinite set of variables, a binary multiplication operation and unary operations \( \omega \) and \( \omega^\# \). Let \( R \) be the smallest binary relation on \( T \) that is reflexive and satisfies the implications 1 and 2 from Definition 4.1. Then, Min-property is expressed as the family of identities \( x^{\omega^\#} = x^{\omega^\#}yx^{\omega^\#} \), indexed by pairs of terms \( x, y \) such that \( x^{\omega^\#} R y \).

**Proof sketch.** We sketch the implications: 1 \( \rightarrow \) 2 \( \rightarrow \) 3 \( \rightarrow \) 5 \( \rightarrow \) 1 \( \rightarrow \) 6 \( \rightarrow \) 7 \( \rightarrow \) 1.

1 \( \rightarrow \) 4 proceeds by studying the transition monoid of a min-automaton, described in Example 2.10, and checking that the equation of the Min-property is verified for any \( x \preceq y \) (where \( \preceq \) is the ordering used in the transition monoid). In particular, the equation is true for the relation \( R \), which is a subset of any stabilisation order.

4 \( \rightarrow \) 5 uses the fact that Min-property is equational, so is preserved by quotients.

5 \( \rightarrow \) 1 is obtained by performing substitutions in computation trees: any idempotent node that is the descendant of a stabilisation node can be transformed into a stabilisation node itself. We get a normal form for computation trees over monoids of this fragment, that we call frontier trees. We then design min-automata that witness the existence of frontier trees for any input word.

We show 1 \( \rightarrow \) 6 by adapting the classical automaton-to-expression algorithm performing inductive state removal. Here, new transitions are labeled by regular expressions together with an action from \( \{ \epsilon, 1 \} \). When the classical algorithm produces a Kleene star, we do so if the looping transition is labeled \( \epsilon \); otherwise if it is \( 1 \), we replace the Kleene star by \( \leq n \), and the resulting edge is again labeled \( 1 \). This way, a Kleene star cannot be produced on top of a subexpression containing \( a \leq n \).

We show 6 \( \rightarrow \) 7 by induction on the structure of the expression. We build an ad-hoc generalisation of the expression\( \rightarrow \) automaton algorithm, and show that the output B-automaton contains no reset.

Finally, 7 \( \rightarrow \) 1 is obtained by observing that in the absence of resets, increments performed on \( k \) distinct counters can be performed on a single counter, by increasing the result at most \( k \) times.

By a saturation algorithm, we can verify whether a given stabilisation monoid has Min-property in polynomial time. Hence by Theorem 2.15 and Theorem 2.16 we obtain:

**Theorem 4.4.** It is decidable if a regular cost function satisfies a condition of Theorem 4.2.

### 5 Conclusion

We studied two dual classes of cost functions, defined by min-automata (also called distance automata), and max-automata. Both these classes have been studied in detail in other works. We showed that these classes enjoy many equivalent characterisations – such as restrictions of automata, logics, and expressions, and algebraic conditions. In both cases, the algebraic characterisation leads to decidability of membership in the class, in the spirit
of Schützenberger’s seminal work on star-free languages [16]. Combining with the finite-index characterisation of regular cost functions from [17], we obtain a purely algebraic characterisation of cost functions defined by min- or max-automata.
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Abstract

Regular cost functions were introduced as a quantitative generalisation of regular languages, retaining many of their equivalent characterisations and decidability properties. For instance, stabilisation monoids play the same role for cost functions as monoids do for regular languages. The purpose of this article is to further extend this algebraic approach by generalising two results on regular languages to cost functions: Eilenberg’s varieties theorem and profinite equational characterisations of lattices of regular languages. This opens interesting new perspectives, but the specificities of cost functions introduce difficulties that prevent these generalisations to be straightforward. In contrast, although syntactic algebras can be defined for formal power series over a commutative ring, no such notion is known for series over semirings and in particular over the tropical semiring.
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1 Introduction

Quantitative extensions of regular languages have been studied for over 50 years. Most of them rely on the early work of Schützenberger [25, 26, 27], who extended Kleene’s theorem to formal power series over a semiring. A very nice presentation of this theory can be found in the book of Berstel and Reutenauer [5]. In this setting, weighted automata play the role of automata and weighted logic was introduced as an attempt to generalise Büchi’s characterisation of regular languages in monadic second order logic. See the handbook [12] for an overview and further references.

However, this theory also suffers some weaknesses. For instance, the equality problem for rational series with multiplicities in the tropical semiring is undecidable [15], a major difference with the equality problem for regular languages, which is decidable. To overcome this problem and other related questions, Colcombet introduced the notion of regular cost functions [9], an other quantitative generalisation of regular languages. Cost functions are formally defined as equivalence classes of power series with coefficients in the semiring \( \mathbb{N} \cup \{\infty\} \). This equivalence does not retain the exact values of the coefficients of the series but measures boundedness in some precise way. Thus cost functions are less general than power series, but are still more general than languages, which can be viewed as cost functions associated with their characteristic functions.
This approach proved to be very successful. It leads to simplified proofs of several major results related to boundedness (the limitedness problem of distance automata, Kirsten’s proof of the star-height problem, etc.). Moreover, the equivalences on regular languages

\[ \text{regular languages} \Leftrightarrow \text{finite automata} \Leftrightarrow \text{finite monoids} \Leftrightarrow \text{monadic second order logic} \]

admit the following nontrivial extension

\[ \text{regular cost functions} \Leftrightarrow \text{cost automata} \Leftrightarrow \text{stabilisation monoids} \Leftrightarrow \text{cost monadic logic} \]

Contributions

The aim of this paper is to show that the algebraic approach to regular languages also extends to the setting of cost functions. To this end, we change the recognising object of cost functions from stabilisation monoid [9] to a structure with better algebraic properties, called stabilisation algebra. This gives us a new way of interpreting cost functions, as particular sets of a free stabilisation algebra \( F(A) \) on the alphabet \( A \), generalising the set of words \( A^* \). This allows us to extend the ordered version [19] of Eilenberg’s varieties theorem [13], which gives a bijective correspondence between positive varieties of languages and varieties of finite ordered monoids (Theorem 5.5). We show that the profinite algebra \( \hat{F}(A) \) generalising profinite words is the dual of the lattice of regular cost functions. This leads to an extension of the duality results between profinite words and regular languages. In particular, we extend the equational approach to lattices of regular languages given in [14] (Theorem 7.5). Our approach not only subsumes the corresponding results on languages but it also gives a nice algebraic framework for the results of [11, 16]. A series of examples is given in Section 8.

Related work

Toruńczyk [30] also established a link between cost functions and profinite words, using a different approach. More precisely, Toruńczyk identifies a regular cost function with the set of profinite words that are limits of infinite sequences of words over which the function is bounded.

It is also interesting to compare these results to similar results on formal power series. Syntactic algebras of formal power series over a commutative ring were introduced by Reutenauer [22, 23], but no such notion is known for semirings. Reutenauer also extended Eilenberg’s varieties theorem to power series over a commutative field. However, as shown in [24], equational theory only works for power series over finite fields.

Finally, let us mention two new promising approaches to recognisability, using respectively categories [1, 2] and monads [7, 8]. For the time being, these two approaches do not seem to apply to cost functions, but we hope our paper will serve as a test bench for future developments of this new point of view.

2 Regular Cost Functions and Stabilisation Monoids

In this section, we introduce the notions of cost functions and of stabilisation monoids. For a more complete and detailed presentation, the reader is referred to [10].

Let \( A \) be a finite alphabet and let \( \mathcal{F} \) be the set of all functions from \( A^* \) to \( \mathbb{N} \cup \{\infty\} \). Colcombet [9] introduced the following equivalence relation on \( \mathcal{F} \): two elements \( f \) and \( g \) of \( \mathcal{F} \) are equivalent (denoted \( f \approx g \)) if, for each subset \( S \) of \( A^* \), \( f \) is bounded on \( S \) if and only if \( g \) is bounded on \( S \). A cost function is a \( \approx \)-class. In practice, cost functions are always represented by one of their representatives in \( \mathcal{F} \).
The equivalence relation $\approx$ behaves well with respect to the operations $\min$ and $\max$, defined in the usual way. Indeed for all $f, g, h \in \mathcal{F}$, if $f \approx g$, then $\min(f, h) \approx \min(g, h)$ and $\max(f, h) \approx \max(g, h)$ [9]. It follows that the minimum and the maximum of two cost functions are well-defined notions.

**Example 2.1.** Let $A = \{a, b\}$. Given a word $u$, let $|u|$ denote the length of $u$ and $\left|\left|u\right|\right|_a$ the number of occurrences of the letter $a$ in $u$. Let us define three functions $f, g$ and $h$ from $A^*$ to $\mathbb{N} \cup \{\infty\}$ by setting $f(u) = |u|$, $g(u) = \left|\left|u\right|\right|_a$ and $h(u) = 2\left|\left|u\right|\right|_a$. Then $g$ is equivalent to $h$ and they represent the same cost function, whereas $g$ is not equivalent to $f$. Indeed $g$ is bounded on $b^*$ and $f$ is not since for all $n$, $g(b^n) = 0$ and $f(b^n) = n$.

The *characteristic function* of a language $L$ on $A^*$ is the function $\chi_L : A^* \rightarrow \mathbb{N} \cup \{\infty\}$ defined by $\chi_L(u) = 0$ if $u \in L$ and $\infty$ otherwise. The crucial observation that $\chi_L \approx \chi_{L'}$ if and only if $L = L'$ allows one to identify a language with the cost function defined by its characteristic function.

Stabilisation monoids were introduced in [9] in order to extend the classical notion of monoids recognising a language to the setting of cost functions. Recall that an *ordered monoid* is a set equipped with an associative binary product, a neutral element and an order compatible with the product, i.e., the conditions $x_1 \leq x_2$ and $y_1 \leq y_2$ imply $x_1y_1 \leq x_2y_2$.

We let $E(M)$ denote the set of idempotents of a monoid $M$.

Following [9], we define a *stabilisation monoid* as an ordered monoid $M$ together with a *stabilisation operator* $\sharp : E(M) \rightarrow E(M)$ satisfying the following properties:

- $(S_1)$ for all $s, t \in M$ such that $st \in E(M)$ and $ts \in E(M)$, one has $(st)^\sharp s = s(t)s^\sharp$,
- $(S_2)$ for all $e \in E(M)$, one has $(e^\sharp)^\sharp = e^\sharp e = ee^\sharp = e^\sharp \leq e$,
- $(S_3)$ for all $e, f \in E(M)$, $e \leq f$ implies $e^\sharp \leq f^\sharp$,
- $(S_4)$ $1^\sharp = 1$.

Given two stabilisation monoids $M$ and $N$, a *morphism* $\varphi$ from $M$ to $N$ is a monoid morphism which is order-preserving and $\sharp$-preserving: if $e \in E(M)$, then $\varphi(e)^\sharp = \varphi(e^\sharp)$.

Just like finite (ordered) monoids recognise regular languages, finite stabilisation monoids recognise regular cost functions. However, the formal definition of recognition is more involved for cost functions than for languages and relies on the notion of factorisation trees. Let $M$ be a stabilisation monoid and let $h : A^* \rightarrow M$ be a function, called the *labelling map*.

**Definition 2.2.** Let $w = a_1a_2 \cdots a_k$ be a word of $A^*$ where each $a_i$ is a letter. An *h-factorisation tree of threshold* $n$ for $w$ is a finite tree labelled by the elements of $M$ and such that:

- $(T_1)$ the tree has exactly $k$ leaves, labelled by $h(a_1), \ldots, h(a_k)$, respectively,
- $(T_2)$ each binary node is labelled by the product of its left child’s label by its right child’s label,
- $(T_3)$ if a node has arity > 2, then all its children are labelled by the same idempotent $e$. If the arity of the node is $\leq n$, then the node is labelled by $e^\sharp$.

**Example 2.3.** Let $S_1$ be the stabilisation monoid containing three idempotent elements $\{1, s, 0\}$ with $0 < s < 1$, $0^\sharp = s^\sharp = 0$, $0$ is a zero of the monoid and $1$ the neutral element. Let $h(a) = s$ and $h(b) = 1$. See on page 4 a factorisation tree of threshold 5 for the word $abaabbbbaaaabbba$. A variant of Simon’s factorisation theorem [9, 29] guarantees the existence of trees of bounded height to evaluate input words. More precisely, for each labelling function
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$h : A \rightarrow M$, there is a positive integer $K (= 3|M|)$ such that for all words $w$ and for all integers $n \geq 3$, there is an $h$-factorisation tree of threshold $n$ for $w$ with height at most $K$.

![Factorisation Tree Diagram]

We can now give the formal definition of a regular cost function recognised by a finite stabilisation monoid. Recall that a subset $D$ of a partially ordered set is a downset if the conditions $t \in D$ and $s \leq t$ imply $s \in D$.

**Definition 2.4.** Let $M$ be a finite stabilisation monoid, $h : A \rightarrow M$ a labelling map and $I$ a downset of $M$. The cost function recognised by $(M, h, I)$ is the equivalence class of the function that maps a word $u$ to the maximal threshold $n$ such that there exists an $h$-factorisation tree for $u$ of threshold $n$, height at most $3|M|$ and root in $I$. Such an equivalence class of functions is called a regular cost function.

**Example 2.5.** Consider the stabilisation monoid $S_1$ defined in Example 2.3 and let $I = \{0\}$. Let $h : \{a, b\} \rightarrow M$ be the labelling map defined by $h(a) = s$ and $h(b) = 1$. Then $S_1$ is a stabilisation monoid that can make a distinction between products with no $s$ (that are $1$), products containing “few” $s$ (that are $s$) and products containing “a lot of” $s$ (that are $0 = s^k$). The cost function recognised by $(S_1, h, I)$ is the equivalence class of the function $u \mapsto |u|_a$.

For instance the tree from example 2.3 of height 4 and threshold 5 has root labelled by $s^5 = 0$ because it is a witness that there are more than 5 occurrences of $a$ in the input word. Conversely, such a factorisation tree of threshold $n$ and height $k$ would have its root labelled by $1$ if the input word contains no $a$, and labelled by $s$ if there are at most $n^k$ occurrences of $a$. Because $k$ is a fixed constant, these trees can be used to recognise the cost function $u \mapsto |u|_a$, since it is equivalent to $u \mapsto (|u|_a)^k$.

Regular cost functions can also be recognised by generalised forms of nondeterministic finite automata, regular expressions or monadic second-order logical formulas. See [11] for a complete introduction. Moreover, every regular cost function $f$ has a unique syntactic stabilisation monoid $M$, in the sense that:

1. there is a unique pair $(h, I)$ where $h : A \rightarrow M$ is a labelling function and $I$ a downset of $M$ such that $f$ is recognised by $(M, h, I)$,

2. for any $(M', h', I')$ recognising $f$, there is a surjective morphism $\varphi : M \rightarrow M'$ such that $h = \varphi \circ h'$ and $I' = \varphi^{-1}(I)$.

3 Stabilisation Algebras

The goal of the present work is to study algebraic properties of stabilisation monoids and cost functions. In particular, we would like to define regular cost functions as particular subsets...
of a free stabilisation monoid. However, since in a stabilisation monoid, the \( \sharp \)-operator is only defined on idempotents, the notion of a free stabilisation monoid cannot be defined directly and requires the introduction of a new algebraic structure, in which idempotents are directly defined in the signature of the algebra: stabilisation algebras.

Given a countable set of variables \( X \), let \( T(X) \) be the free term algebra of signature \( \{ \cdot, \omega, \sharp, 1 \} \) over \( X \). An identity over \( T(X) \) is an equation of the form \( s \leq t \), where \( s \) and \( t \) are terms of \( T(X) \).

A finite stabilisation monoid \( M \) satisfies the identity \( s \leq t \) if the equation holds for any instantiation of the variables by elements of \( M \), where \( 1 \) is interpreted as the neutral element of \( M \), \( \omega \) is interpreted as the idempotent power in \( M \), and \( \sharp \) is replaced with \( \omega \sharp \) (to guarantee that \( \sharp \) is only applied to idempotents). A finite stabilisation monoid \( M \) satisfies the identity \( s = t \) if it satisfies the identities \( s \leq t \) and \( t \leq s \).

We can now define the structure of a stabilisation algebra in the following way.

**Definition 3.1.** A stabilisation algebra is an ordered algebra \( M \) with signature \( \{ 1, \leq, \cdot, \omega, \sharp \} \) satisfying the following axioms:

\( (A_1) \) all identities that are satisfied by all finite stabilisation monoids,

\( (A_2) \) a description of the behaviour of \( \omega \) on idempotent elements: \( x^2 = x \) implies \( x^\omega = x \),

\( (A_3) \) the three properties expressing that the order \( \leq \) is compatible with the operations

\( \cdot, \omega, \sharp \): \( x_1 \leq x_2 \) and \( y_1 \leq y_2 \) imply \( x_1y_1 \leq x_2y_2 \), and \( x \leq y \) implies \( x^\omega \leq y^\omega \) and \( x^\sharp \leq y^\sharp \).

In particular, \( (A_1) \) implies that a stabilisation algebra is a monoid with neutral element \( 1 \). A morphism between two stabilisation algebras is a monoid morphism which is order-preserving, \( \omega \)-preserving and \( \sharp \)-preserving. Let \( M \) and \( N \) be two stabilisation algebras. Then \( N \) is a stabilisation subalgebra of \( M \) if \( N \subseteq M \), and \( N \) is a quotient of \( M \) if there exists a surjective morphism \( M \to N \). The product of two stabilisation algebras \( M \) and \( N \) is defined on the set product \( M \times N \), with operations defined componentwise.

Recall that in a finite monoid, every element \( x \) has a unique idempotent power, denoted \( x^\omega \). This fact allows one to identify finite stabilisation monoids and finite stabilisation algebras.

**Proposition 3.2.** Finite stabilisation algebras are in one-to-one correspondence with finite stabilisation monoids, by interpreting \( \omega \) as the idempotent power.

We now build a free stabilisation algebra \( F(A) \) on each finite alphabet \( A \). Recall that \( T(A) \) is the set of terms of the free algebra of signature \( \{ \cdot, \omega, \sharp, 1 \} \) over the alphabet \( A \). Given \( s \) and \( t \) two elements of \( T(A) \), we write \( s \equiv t \) if and only if the identity \( t = s \) holds in all finite stabilisation monoids. This defines an equivalence relation and we let \( F(A) \) denote the set of \( \equiv \)-classes. Furthermore we let \( \bar{t} \) denote the equivalence class of \( t \) in \( F(A) \).

**Proposition 3.3.** \( F(A) \) can be equipped with a structure of stabilisation algebra.

This follows from a general result on ordered algebras mentioned without proof in [6].

A recent result [18] states that the equivalence of two \( \sharp \)-free terms of \( T(A) \) is decidable. Actually, the result is more general and also covers the case of \( \omega - 1 \) powers. However, deciding the equivalence of arbitrary terms in \( T(A) \) seems to still be an open problem.

The following theorem shows that \( F(A) \) is a free object, by making explicit the corresponding universal property.
Theorem 3.4 (Universal Property). For any stabilisation algebra \( M \) and any function \( h : A \rightarrow M \), there exists a unique morphism of stabilisation algebra \( \overline{h} : F(A) \rightarrow M \) extending \( h \).

Corollary 3.5. Every \( A \)-generated stabilisation algebra is a quotient of \( F(A) \).

## 4 Recognisability

We now define the notion of recognisable downsets in the free stabilisation algebra. We will later see how a regular cost function can be identified with a recognisable downset. This will allow us to generalise the classical notions of syntactic congruence and syntactic monoid. We identify terms \( t \in T(A) \) and their class \( \overline{t} \in F(A) \) for more readability.

Let \( I \) be a downset of \( F(A) \), let \( M \) be a stabilisation algebra and let \( h : F(A) \rightarrow M \) be a surjective morphism. We say that \( I \) is recognised by \( h \) if there exists a downset \( J \) of \( M \) such that \( I = h^{-1}(J) \). A downset \( I \) of \( F(A) \) is said to be recognisable if it is recognised by some morphism onto a finite stabilisation algebra.

### Syntactic congruence and syntactic stabilisation algebra

A context on \( A \) is an element of \( T(A \cup \{x\}) \), where \( x \notin A \). In other words, a context is a term \( T(A) \) with possible occurrences of the free variable \( x \). Given a context \( C \) on \( A \) and an element \( t \) of \( T(A) \), we let \( C[t] \) denote the element of \( T(A) \) obtained by replacing all the occurrences of \( x \) by \( t \) in \( C \), i.e., \( C[t] = C[x \leftarrow t] \). Let \( \text{Ctx}(A) \) denote the set of contexts on \( A \).

Given a downset \( I \) of \( F(A) \) and two elements \( t \) and \( s \) of \( F(A) \), we write that \( s \sim_I t \) if for any context \( C \), \( C[s] \in I \) is equivalent to \( C[t] \in I \). This equivalence relation \( \sim_I \) is a congruence on \( F(A) \), called the syntactic congruence of \( I \) and the the quotient algebra \( F(A)/\sim_I \) is the syntactic stabilisation algebra of \( I \). The quotient morphism \( h : F(A) \rightarrow F(A)/\sim_I \) is the syntactic morphism of \( I \) and the triple \( (F(A)/\sim_I, h, h(I)) \) is called the syntactic triple of \( I \).

Given a recognisable downset \( I \) of \( M \), there is a natural preorder among the morphisms recognising \( I \): given \( h_1 : M \rightarrow N_1 \) and \( h_2 : M \rightarrow N_2 \), we set \( h_1 \leq h_2 \) if there exists a surjective morphism \( h : N_1 \rightarrow N_2 \) such that \( h_2 = h \circ h_1 \). Then we can state:

Proposition 4.1. The syntactic morphism is a minimal element for this preorder.

The analog of this property in the framework of stabilisation monoids is given in [16].

### Regular Cost Functions Versus Recognisable Downsets

We have seen that regular cost functions are recognised by finite stabilisation monoids and that recognisable downsets are recognised by finite stabilisation algebras. Now, Proposition 3.2 shows that finite stabilisation algebras correspond exactly to finite stabilisation monoids. These results indicate that regular cost functions and recognisable downsets are closely related.

One can make this relation a bijection as follows. Let \( f \) be a regular cost function and let \( M \) be its syntactic stabilisation monoid. Let also \( (h, I) \) be the unique pair (where \( h : A \rightarrow M \) is a labelling function and \( I \) is a downset of \( M \)) such that \( f \) is recognised by \( (M, h, I) \). Then one can view \( M \) as a stabilisation algebra and extend \( h \) to a morphism \( h : F(A) \rightarrow M \). Then the recognisable downset associated with \( f \) is \( h^{-1}(I) \subseteq F(A) \).

Conversely, for every recognisable downset \( I \subseteq F(A) \), one can define the regular cost function \( f \) associated to \( I \) by considering the syntactic triple \( (M, h, J) \) of \( I \), and see \( M \) as a stabilisation monoid.
It is interesting to consider the link with regular languages. Let $L$ be a regular language and let $\sim_L$ be its syntactic congruence. Let $I_L$ be the downset corresponding to the regular cost function $\chi_L$, i.e., the downset representing the language $L$. Since downsets represent cost functions via their unbounded elements, $I_L$ is actually the set of elements of $T(A)$ representing words not in $L$. Any element of $T(A)$ can be tested for membership in $L$ by evaluating it in the finite stabilisation algebra $M = A^*/\sim$ where $\sim$ is the idempotent power. Remark now that for all $u, v \in A^*$, we have $u \sim v$ if and only if $u \sim v$ (where $u$ and $v$ are interpreted in $T(A)$). In this sense, $\sim$ is an extension of the classical syntactic congruence on languages.

Example 4.2. Let $A = \{a, b\}$. Consider the downset of $T(A)$ which consists of all terms containing an occurrence of $a$ under the scope of $\ast$. This set describes words containing a large number of $a$’s. It is of finite index, and it represents the cost function $g$ given in Example 2.1 that counts the number of $a$’s in a word. It is also recognised by the stabilisation monoid given in Example 2.3 with elements $1 \geq a \geq 0$, all idempotent, and with $a^2 = 0^2 = 0$.

Proposition 4.3. The lattice of regular cost functions under min and max is isomorphic to the lattice of recognisable downsets under union and intersection.

5 Varieties

We now generalise the notion of varieties of regular languages and some proofs from [13, 19].

A lattice of recognisable downsets is a set of recognisable downsets containing $\emptyset$ and $F(A)$, and closed under finite union and finite intersection. A lattice $\mathcal{L}$ of regular downsets of $F(A)$ is closed under contexts if, for every $I \in F(A)$ and each context $C \in \text{Ctx}(A)$, the condition $I \in \mathcal{L}$ implies $C^{-1}[I] \in \mathcal{L}$, where $C^{-1}[I] = \{ t \in F(A) \mid C[t] \in I \}$.

A variety of recognisable downsets associates with each finite alphabet $A$ a lattice $\mathcal{V}(A)$ of recognisable downsets of $F(A)$ satisfying the following properties:

(V$_1$) For each alphabet $A$, $\mathcal{V}(A)$ is closed under contexts.

(V$_2$) For each morphism $\varphi : F(B) \to F(A)$, the condition $I \in \mathcal{V}(A)$ implies $\varphi^{-1}(I) \in \mathcal{V}(B)$.

Varieties of downsets generalise positive varieties of languages [19], as there is no complementation for downsets.

Example 5.1. A recognisable downset $I$ is aperiodic if for all $t \in F(A)$, the relation $t^{\omega} \sim_I t^i t^{\omega}$ holds. It is not too difficult to show that aperiodic downsets form a variety of recognisable downsets.

We now define varieties of stabilisation algebras.

Definition 5.2. A variety of finite stabilisation algebras is a class of finite stabilisation algebras closed under taking stabilisation subalgebras, quotients and finite products.

Notice that this notion is often called pseudovarieties in the literature, as opposed to Birkhoff varieties which are also closed under arbitrary products.

Example 5.3. A finite stabilisation algebra $M$ is aperiodic if for all $x \in M$, we have $x^{a^2} = x^{a^2} x$. Aperiodic stabilisation algebras form a variety of finite stabilisation algebras.

Let $M, N$ be two stabilisation algebras. We say that $M$ divides $N$ if $M$ is a quotient of a stabilisation subalgebra of $N$. It follows from the definition that varieties of stabilisation algebras are closed under division. If $S$ is a (possibly infinite) set of finite stabilisation algebras, the variety generated by $S$ is the smallest variety of finite stabilisation algebras containing the elements of $S$. 

Lemma 5.4. Let $\mathbf{V}$ be a variety generated by a set $S$ of finite stabilisation algebras, and $M$ be a finite stabilisation algebra. Then $M \in \mathbf{V}$ if and only if $M$ divides a finite product of elements of $S$.

Given a variety $\mathbf{V}$ of finite stabilisation algebras, let $\mathbf{V}(A)$ denote the set of recognisable downsets over $A$ whose syntactic stabilisation algebra belongs to $\mathbf{V}$. The correspondence $\mathbf{V} \to \mathbf{V}$ associates with each variety of finite stabilisation algebras a class of recognisable downsets. Thus, each variety of recognisable downsets $\mathbf{V}$ is associated to the variety of finite stabilisation algebras $\mathbf{V}$ generated by the syntactic stabilisation algebras of downsets in $\mathbf{V}$. This defines a correspondence $\mathbf{V} \to \mathbf{V}$. The analog of the ordered version of Eilenberg’s theorem can now be stated as follows:

Theorem 5.5. The correspondences $\mathbf{V} \to \mathbf{V}$ and $\mathbf{V} \to \mathbf{V}$ define mutually inverse bijective correspondences between varieties of finite stabilisation algebras and varieties of recognisable downsets.

### 6 Profinite Stabilisation Algebra

The free profinite monoid on $A$, denoted $\hat{A}^*$, can be defined as the completion of $A^*$ for the profinite metric. See [4, 20, 21] for more information on this space.

We now prove the existence of free profinite stabilisation algebras. Taking the construction of free profinite monoids as a model, we define it as the completion $\hat{F}(A)$ of $F(A)$ for an appropriate metric.

Definition 6.1. A stabilisation algebra $M$ separates two elements $s$ and $t$ of $F(A)$ if there is a morphism $\varphi : F(A) \to M$ such that $\varphi(s) \neq \varphi(t)$. For $s, t \in F(A)$, define

$$d(s, t) = \begin{cases} 0 & \text{if } s = t \\ 2^{-n(s, t)} & \text{otherwise} \end{cases}$$

where $n(s, t)$ is the minimum size of a finite stabilisation algebra separating $s$ and $t$.

Note that $d$ is well defined, since if $s \neq t \in F(A)$, then there is by $(A_1)$ a finite stabilisation monoid in which the identity $s = t$ fails. Such a monoid can be viewed as a finite stabilisation algebra separating $s$ and $t$. The following proposition gathers the properties of $d$ and $\hat{F}(A)$:

Proposition 6.2.

1. $d$ is an ultrametric distance.
2. The operations on $F(A)$ are uniformly continuous and thus extend by continuity to $\hat{F}(A)$.
3. The resulting stabilisation algebra $\hat{F}(A)$ is compact.

The idempotent power. If $M$ is a finite monoid, then for any $m \in M$ and $n \geq |M|$, we have $m^\omega = m^n$ (where $\omega$ is the idempotent power). Since finite stabilisation algebras are in particular monoids where $\omega$ is the idempotent power, we obtain that for any $u \in F(A)$ and $n > 0$, $d(u^n, u^\omega) \leq 2^{-n}$. Therefore, for any element $u \in F(A)$, the sequence $(u^n)_{n \in \mathbb{N}}$ converges in $\hat{F}(A)$, to $u^\omega$. 
Proposition 6.3. The morphism \( \varphi : F(A) \to \hat{A}^* \) defined by \( \varphi(a) = a, \varphi(t^a) = t^a \) and \( \varphi(\ell^a) = \ell^a \) is uniformly continuous, and therefore can be uniquely extended into a continuous morphism of stabilisation algebras \( \hat{\varphi} : \hat{F}(A) \to \hat{A}^* \).

Notice however that this morphism does not coincide with the interpretation of regular cost functions as subsets of \( \hat{A}^* \) as done in [30].

The profinite metric can be relativised to any variety of stabilisation algebras to obtain the so-called pro-\( V \) metric. For \( s, t \in F(A) \) and \( V \) a variety of stabilisation algebras, define \( d_V(s, t) = 2^{-|M|} \) where \( M \) is one of the smallest stabilisation algebras from \( V \) separating \( s \) and \( t \) and \( d_V(s, t) = 0 \) if there is no such \( M \). Remark that the metric \( d \) of Definition 6.1 corresponds to \( d_V \) where \( V \) is the variety of all finite stabilisation algebras. We also define an equivalence \( s \sim_V t \) by \( d_V(s, t) = 0 \).

Proposition 6.4. For any variety \( V \), \( \sim_V \) is a congruence on \( F(A) \) and \( d_V \) is an ultrametric distance on \( F(A)/\sim_V \).

We now define the pro-\( V \) stabilisation algebra \( \hat{F}_V(A) \) as the completion of \( F(A)/\sim_V \) with respect to \( d_V \). As before, we can show that \( \hat{F}_V(A) \) is compact and can be equipped with a structure of stabilisation algebra. The following result now follows from general results on profinite algebras.

Theorem 6.5. A finite \( A \)-generated stabilisation algebra belongs to \( V \) if and only if it is a continuous quotient of \( \hat{F}_V(A) \).

7 Duality, Equations and Identities

Stone duality tells us that every bounded distributive lattice \( L \) has an associated compact Hausdorff space, called its dual space. The dual space of the Boolean algebra of all regular languages of \( A^* \) [3] is the free profinite monoid on \( A \).

A similar result holds for the lattice of regular cost functions, which, by Proposition 4.3, is isomorphic to the lattice of recognisable downsets under union and intersection.

Theorem 7.1. The dual space of the lattice of recognisable downsets of \( F(A) \) is the space \( \hat{F}(A) \).

7.1 Equations of Lattices

It is shown in [14] that any lattice of regular languages can be defined by a set of equations of the form \( u \to v \), where \( u \) and \( v \) are profinite words. This result can also be extended to recognisable downsets.

Let \( u, v \in \hat{F}(A) \). We say that a recognisable downset \( I \) of \( F(A) \) satisfies the equation \( u \to v \) if \( u \in T \) implies \( v \in T \), where \( T \) denotes the topological closure of \( I \).

A set \( L \) of recognisable downsets is defined by a set \( E \) of equations if the following property holds: a recognisable downset belongs to \( L \) if and only if it satisfies all the equations of \( E \). We can now state our second main result.

Theorem 7.2. A set of recognisable downsets of \( F(A) \) is a lattice of recognisable downsets if and only if it is defined by a set of equations of the form \( u \to v \).

The case of lattices of languages closed under quotients was also considered in [14]. The corresponding notion for lattices of downsets is to be closed under contexts.
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A profinite context $C$ on the finite alphabet $A$ is an element of $F(A \cup \{x\})$ where $x \notin A$. If $u$ is an element of $F(A)$, then $C[u]$ is also an element of $F(A)$, defined by replacing $x$ by $u$ and evaluating the operations $\omega$ and $\sharp$ in the stabilisation algebra $F(A)$.

**Definition 7.3.** A recognisable downset of $F(A)$ satisfies the equation $u \leq v$ if, for all profinite contexts $C$, it satisfies the equation $C[u] \to C[v]$.

Equivalently, a stabilisation algebra satisfies the equation $u \leq v$ if, for all downsets $J$ of $M$ and for all contexts $C$, $C[v] \in J$ implies $C[u] \in J$. By density of $F(A)$ in $F(\hat{A})$, it is enough to consider contexts in $\text{Ctx}_A$ for this definition. The notation $u = v$ is used as a shortcut for $u \leq v$ and $v \leq u$. We can now state:

**Theorem 7.4.** A set of recognisable downsets of $F(A)$ is a lattice of recognisable downsets closed under contexts if and only if it is defined by a set of equations of the form $u \leq v$.

### 7.2 Identities of Varieties

Condition $(V_3)$ of the definition of a variety allows one to use identities instead of equations.

Let $B$ be an alphabet and let $u$ and $v$ be two elements of $F(B)$. We say that a recognisable downset $I$ of $F(A)$ satisfies the profinite identity $u \leq v$ if, for each morphism $\gamma : F(B) \to F(A)$, $I$ satisfies the equation $\gamma(u) \leq \gamma(v)$.

We use the term identity because, in this case, each letter of $B$ can be replaced (through the morphism $\gamma$) by any element of $F(A)$.

In practice, it is more convenient to use the following characterisation. Let $I$ be a recognisable downset and let $M$ be its syntactic stabilisation algebra. Then $I$ satisfies the identity $u \leq v$ if and only if for every continuous morphism $h : F(B) \to M$, one has $\hat{h}(u) \leq_M \hat{h}(v)$, where $\leq_M$ is the order of $M$.

**Theorem 7.5.** A class of finite stabilisation algebras (resp., recognisable downsets) is a variety if and only if it is defined by a set of identities of the form $u \leq v$.

### 8 Examples of Equational Descriptions of Varieties and Lattices

In this section, we gather examples of varieties of regular cost functions and of sets of equations. First, it is interesting to see how the identification of regular languages with cost functions extends to varieties.

**Proposition 8.1.** If a positive variety of regular languages is defined by a set of identities $E$, then it is a variety of regular cost functions, defined by the set of identities $E \cup \{x^2 = x^\omega\}$. Conversely, if a variety of regular cost functions is defined by a set of identities $E$, then the variety of regular cost functions defined by $E \cup \{x^2 = x^\omega\}$ can be identified with a positive variety of languages.

For instance, the variety of regular cost functions defined by $x^\omega = x^{\omega+1}$ and $x^2 = x^\omega$ contains only the characteristic functions of star-free languages [28].

### Aperiodic Cost Functions

The variety of aperiodic cost functions is defined by the identity $x^{\omega} = x^{\omega+1}$. It contains recognisable downsets that are not languages, like $u \mapsto |u|_a$. This variety has a nice connection with the logics CFO and CLTL, first introduced in [16, 17] as a generalisation to cost functions of the logics FO and LTL on words. Indeed, the results of [16, 17] can be reformulated as follows:
Theorem 8.2. The variety of aperiodic cost functions coincides with the variety of CFO-definable cost functions and with the variety of CLTL-definable cost functions.

Note that given a finite stabilisation algebra $M$, one can effectively test whether it verifies equations like $x^n = x^{n+1}$ or $x^2 = x^0$: it suffices to check that it stands for each $x$ in $M$. It follows that one can effectively decide whether a regular cost function is CFO-definable (respectively CLTL-definable).

Temporal Cost Functions

Another interesting example is the class of temporal cost functions, first introduced in [11]. These functions allow one to count the number of occurrences of consecutive events. Many equivalent characterizations of these functions are known. In [11], the algebraic characterization is expressed in terms of the interplay between Green relations and stabilisation in the syntactic monoid, but it can be formulated in terms of equations as follows:

Theorem 8.3. Temporal cost functions over $A$ form a lattice of regular cost functions, defined by the equations $(xy^nz)^2 = (xy^nz)\omega$, for all $x, z \in F(A)$ and all $y \in F(A) - \{1\}$.

Proof. Let $M$ be the syntactic stabilisation monoid of a regular cost function $f$. An idempotent $e$ is called stable if $e^2 = e$. The algebraic characterization from [11] states that $f$ is temporal if and only if an idempotent $J$-below a stable idempotent different from 1 is itself stable. Recall that the $J$-order is defined by $e \leq_J s$ if there exist $x, y \in M$ such that $e = xsy$. To show that our set of equations is equivalent to this characterization, it suffices to observe that an element is a stable idempotent if and only if it is of the form $s^2$ for some $s$. This means that the characterization from [11] specifies that the idempotents of the form $(xs^2z)\omega$, with $s \neq 1$, are stable. Using Corollary 3.5, one can now lift these properties to $F(A)$, yielding the equations of the statement.

Commutative Cost Functions

The description of the variety of languages corresponding to commutative monoids is one of the first known examples of Eilenberg’s correspondence between varieties of languages and varieties of monoids [13]. We prove below a similar result for cost functions.

Let us say that a finite stabilisation algebra $M$ is commutative if for all $x, y \in M$, we have $xy = yx$. We will say that $M$ is $\omega$-commutative if it is commutative and for all $x, y \in M$, $x^2y^2 = (xy)^2$. A cost function is called commutative (resp., $\omega$-commutative) if its syntactic stabilisation algebra is commutative (resp., $\omega$-commutative).

Example 8.4. The cost function maxblock$_a$ on the alphabet $\{a, b\}$ defined by:

$$\text{maxblock}_a(a^{n_1}ba^{n_2}b\cdots ba^{n_k}) = \max(n_1, n_2, \ldots, n_k)$$

is commutative but not $\omega$-commutative. The downset representing this regular cost function consists in $\omega\omega$-expressions on $\{a, b\}$ containing a subexpression of the form $a^2$, where $u$ is an $\omega\omega$-expression on the alphabet $\{a\}$ with at least one occurrence of $a$. Its syntactic stabilisation algebra $M$ has four elements: $0 \leq a \leq 1 \leq b$, all elements are idempotent and commute, and we have $a^2 = 0$, $x^2 = x$ for $x \neq a$, and $ab = ba$. It is not $\omega$-commutative because $a^2b^2 = 0b = 0$ and $(ab)^2 = b^2 = b$.

A stabilisation algebra is said to be monogenic if it can be generated by a single element. We will use freely the following useful lemma.
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Lemma 8.5. Any finite \( \mathbb{Z} \)-commutative stabilisation algebra divides the product of its monogenic stabilisation subalgebras.

The stabilisation monoid \( S_1 \) defined in Example 2.3 has three idempotent elements \( 0 < a < 1 \) such that \( 0^2 = a^2 = 0 \). It is also the syntactic stabilisation algebra of the function \( f = u \mapsto |u|_a \). Let \( U_1^+ \) denote the stabilisation monoid with two idempotent elements \( 0 \leq 1 \) such that \( 0^2 = 0 \).

Proposition 8.6. Let \( J_1^+ \) be the variety of finite stabilisation algebras defined by the equations \( x \leq 1, x^2 = x, xy = yx \) and \( x^2y^2 = (xy)^2 \). Then the corresponding variety of cost functions is generated by the functions \( u \mapsto |u|_a \) for all letters \( a \).

Proof. Since \( S_1 \) is the syntactic stabilisation algebra of the function \( u \mapsto |u|_a \), it is equivalent to prove that the variety of finite stabilisation algebras \( V \) generated by \( S_1 \) is equal to \( J_1^+ \).

Since \( S_1 \) satisfies all the equations of \( J_1^+ \), the relation \( V \subseteq J_1^+ \) holds. To prove the opposite inclusion, consider a finite stabilisation algebra \( M \) of \( J_1^+ \). By Lemma 8.5, \( M \) divides the product of its monogenic stabilisation subalgebras. But if \( m \in M \), the stabilisation algebra generated by \( m \) is \( \{1, m, m^2\} \): indeed, the equations \( m^2 = m \), \((m^2)^2 = m^2 \) and the properties of a stabilisation monoid imply that \( mm^2 = m^2 m = m^2 \). Thus, this stabilisation algebra is either \( \{1\}, U_1^+ \) or \( S_1 \). Since \( U_1^+ \) is a quotient of \( S_1 \), \( M \) actually divides a product of copies of \( S_1 \), and therefore \( M \in V \). Thus \( V = J_1^+ \).

As stated earlier, if we add the equation \( x^2 = x^\omega \), we obtain the positive variety of regular languages corresponding to the variety of ordered monoids generated by the ordered monoid \( U_1^+ \) (see [19]).

Proposition 8.7. Let \( A\text{com} \) be the variety of finite stabilisation algebras defined by the equations \( x^\omega = x^{\omega+1}, xy = yx \) and \( x^2y^2 = (xy)^2 \). Then the corresponding variety of cost functions is generated by the functions \( u \mapsto |u|_a \) and \( \chi_{L_a,k} \) where \( L_{a,k} = \{u \mid |u|_a = k\} \) for each \( k \geq 0 \) and each letter \( a \).

Proposition 8.8. Let \( \text{Com} \) be the variety of finite stabilisation algebras defined by the equations \( xy = yx \) and \( x^2y^2 = (xy)^2 \). Then the corresponding variety of cost functions is generated by the functions \( u \mapsto |u|_a, \chi_{L_a,k} \) and \( \chi_{L_b,n} \) where \( L_{a,k,n} = \{u \mid |u|_a \equiv k \mod n\} \).

Conclusion

We provide a new representation of regular cost functions as downsets of a free stabilisation algebra, an ordered algebraic structure. This new representation allows us to extend Eilenberg’s variety theory, in its ordered version: varieties of regular cost functions correspond to varieties of finite stabilisation algebras and are characterised by profinite identities. Furthermore, we also extend the duality approach of [14] to this new setting, leading to profinite equational descriptions of lattices of regular cost functions. Finally, we give several examples of equational characterisations of classes of cost functions related to logic. We also investigate the extensions of commutative languages to regular cost functions. We uncover the role of a new identity, \( x^2y^2 = (xy)^2 \), in the study of these extensions.

These results confirm the pertinence and the usefulness of the theory of regular cost functions as a well-behaved quantitative generalisation of regular languages. They also open new perspective for the study of cost functions.

For instance, it would be interesting to extend other known characterisations of varieties of languages to the setting of cost functions. An emblematic example would be Simon’s characterisation of piecewise testable languages.
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Abstract

We prove that for every positive integer \( r \) and for every graph class \( \mathcal{G} \) of bounded expansion, the \( r \)-Dominating Set problem admits a linear kernel on graphs from \( \mathcal{G} \). Moreover, in the
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more general case when $G$ is only assumed to be nowhere dense, we give an almost linear kernel on $G$ for the classic Dominating Set problem, i.e., for the case $r = 1$. These results generalize a line of previous research on finding linear kernels for Dominating Set and $r$-Dominating Set (Alber et al., JACM 2004, Bodlaender et al., FOCS 2009, Fomin et al., SODA 2010, Fomin et al., SODA 2012, Fomin et al., STACS 2013). However, the approach taken in this work, which is based on the theory of sparse graphs, is radically different and conceptually much simpler than the previous approaches.

We complement our findings by showing that for the closely related Connected Dominating Set problem, the existence of such kernelization algorithms is unlikely, even though the problem is known to admit a linear kernel on $H$-topological-minor-free graphs (Fomin et al., STACS 2013). Also, we prove that for any somewhere dense class $G$, there is some $r$ for which $r$-Dominating Set is $W[2]$-hard on $G$. Thus, our results fall short of proving a sharp dichotomy for the parameterized complexity of $r$-Dominating Set on subgraph-monotone graph classes: we conjecture that the border of tractability lies exactly between nowhere dense and somewhere dense graph classes.

1998 ACM Subject Classification F.2.2 Nonnumerical algorithms and problems

Keywords and phrases kernelization, dominating set, bounded expansion, nowhere dense

Digital Object Identifier 10.4230/LIPIcs.STACS.2016.31

1 Introduction

In the classic Dominating Set problem, given a graph $G$ and an integer $k$, we are asked to determine the existence of a subset $D \subseteq V(G)$ of size at most $k$ such that every vertex $u \in V(G)$ is dominated by $D$: either $u$ belongs to $D$ itself, or it has a neighbor that belongs to $D$. The $r$-Dominating Set problem, for a positive integer $r$, is a generalization where each vertex of $D$ dominates all the vertices at distance at most $r$ from it. Dominating Set parameterized by the target size $k$ plays a central role in parameterized complexity as it is a predominant example of a $W[2]$-complete problem. Recall that the main focus in parameterized complexity is on designing fixed-parameter algorithms, or shortly FPT algorithms, whose running time on an instance of size $n$ and parameter $k$ has to be bounded by $f(k) \cdot n^c$ for some computable function $f$ and constant $c$. Downey and Fellows introduced a hierarchy of parameterized complexity classes $FPT \subseteq W[1] \subseteq W[2] \subseteq \cdots$ that is believed to be strict, see [8, 13]. As Dominating Set is $W[2]$-complete in general, we do not expect it to be solvable in FPT time.

However, it turns out that various restrictions on the input graph lead to robust tractability of Dominating Set. Out of these, a particularly fruitful line of research concerned investigation of the complexity of the problem in sparse graph classes, like planar graphs, graphs of bounded genus, or graphs excluding some fixed graph $H$ as a minor. In these classes we can even go one step further than just showing fixed-parameter tractability: It is possible to design a linear kernel for the problem. Formally, a kernelization algorithm (or a kernel) is a polynomial-time preprocessing procedure that given an instance $(I,k)$ of a parameterized problem outputs another instance $(I',k')$ of the same problem which is equivalent to $(I,k)$, but whose total size $|I'| + k'$ is bounded by $f(k)$ for some computable function $f$, called the size of the kernel. If $f$ is polynomial (resp. linear), then such an algorithm is called a polynomial (resp. linear) kernel.

The quest for small kernels for Dominating Set on sparse graph classes began with the groundbreaking work of Alber et al. [1], who showed the first linear kernel for the problem
on planar graphs. Another important step was the work of Alon and Gutner [2, 21], who gave an $O(k^c)$ kernel for the problem on $H$-topological-minor free graphs, where $c$ depends on $H$ only. Moreover, if $H = K_{3,h}$ for some $h$, then the size of the kernel is actually linear. This led Alon and Gutner to pose the following excellent question: Can one characterize the families of graphs where DOMINATING SET admits a linear kernel?

The research program sketched by the works of Alber et al. [1] and Alon and Gutner [2, 21] turned out to be one of particularly fruitful directions in parameterized complexity in recent years, and eventually led to the discovery of new and deep techniques. In particular, linear kernels for DOMINATING SET have been given for bounded genus graphs [3], apex-minor-free graphs [14], $H$-minor-free graphs [15], and most recently $H$-topological-minor-free graphs [16]. In all these results, the notion of bidimensionality plays the central role. Using variants of the Grid Minor Theorem, it is possible to understand well the connections between the minimum possible size of a dominating set in a graph and its treewidth. The considered graph classes also admit powerful decomposition theorems that follow from the Graph Minors project of Robertson and Seymour [26], or the recent work of Grohe and Marx [20] on excluding $H$ as a topological minor. The combination of these tools provides a robust base for a structural analysis of the input instance.

Beyond the current frontier of $H$-topological-minor-free graphs [16], kernelization of DOMINATING SET was studied in graphs of bounded degeneracy. Recall that a graph is called $d$-degenerate if every subgraph contains a vertex of degree at most $d$. Philip et al. [24] obtained a kernel of size $O(k^{(d+1)^2})$ on $d$-degenerate graphs for constant $d$. However, as proved by Cygan et al. [5], the exponent of the size of the kernel needs to increase with $d$ at least quadratically (unless $\text{NP} \subseteq \text{coNP}/\text{poly}$).

As far as $r$-DOMINATING SET is concerned, the current most general result gives a linear kernel for any apex-minor-free class [14], and follows from a general protrusion machinery [4]. The techniques used by Fomin et al. [15, 16] for $H$-(topological)-minor-free classes are tailored to the classic DOMINATING SET problem, and do not carry over to an arbitrary radius $r$. Therefore, up to this point the existence of linear kernels for $r$-DOMINATING SET on $H$-(topological)-minor-free classes was open.

Sparsity. The general concept of sparsity, beyond graphs with excluded (topological) minors, has been recently the subject of intensive study both from the point of view of pure graph theory and of computer science. In particular, the notions of graph classes of bounded expansion and nowhere dense graph classes have been introduced by Nešetřil and Ossona de Mendez. The main idea behind these models is to establish an abstract notion of sparsity based on known properties of well-studied sparse graph classes, e.g. $H$-minor-free graphs, and to develop tools for combinatorial analysis of sparse graphs based only on this abstract notion. We refer to the book of Nešetřil and Ossona de Mendez [23] for an introduction to the topic.

To measure sparsity of a graph more formally, we need a few definitions. We say that a graph $H$ is a minor of $G$ if there exists a family $(X_v)_{v \in V(H)}$ of pairwise disjoint subsets of $V(G)$ such that for every $v \in V(H)$ the graph $G[X_v]$ is connected and for every $uv \in E(H)$ there exists an edge in $G$ between $X_u$ and $X_v$. The sets $X_v$ are called branch sets, and the family $(X_v)_{v \in V(H)}$ is called a minor model of $H$ in $G$. We say that $H$ is an $r$-shallow minor of $G$ if there exists a minor model of $H$ in $G$ such that for every branch set $X_v$ the graph $G[X_v]$ is of radius at most $r$. The set of all $r$-shallow minors of a graph $G$ is denoted by $G \nabla r$, and for a graph class $\mathcal{G}$ we define $\mathcal{G} \nabla r = \bigcup_{G \in \mathcal{G}}(G \nabla r)$. The essence of sparsity of a graph or a graph class is captured in the following definition.
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**Definition 1.1** (Grad and bounded expansion). For a graph $G$ and an integer $r \geq 0$, we define the *greatest reduced average density* (grad) at depth $r$ as

$$\nabla_r(G) = \max_{M \in G_r} \text{density}(M) = \max_{M \in G_r} |E(M)|/|V(M)|.$$ 

For a graph class $\mathcal{G}$, we let $\nabla_r(\mathcal{G}) = \sup_{G \in \mathcal{G}} \nabla_r(G)$. A graph class $\mathcal{G}$ then has *bounded expansion* if there exists a function $f: \mathbb{N} \to \mathbb{R}$ such that for all $r$ we have that $\nabla_r(\mathcal{G}) \leq f(r)$.

Graph classes excluding a topological minor, such as planar and bounded-degree graphs, have bounded expansion [23]. Bounded expansion implies bounded degeneracy, since the degeneracy of $G$ lies between $\nabla_0(G)$ and $2\nabla_0(G)$. However, having bounded expansion is much stronger than just bounded degeneracy: in some sense, it requires every shallow minor to be of bounded degeneracy, with the bound on degeneracy increasing with the depth of the minors. The notion of a *nowhere dense* graph class is a further relaxation of this concept.

As far as the theory of sparsity is concerned, from the point of view of theoretical computer science, of particular importance is the program of establishing fixed-parameter tractability of model checking first order logic on sparse graphs. A long line of work resulted in FPT algorithms for model checking first order formulae on more and more general classes of sparse graphs [6, 11, 12, 17, 19, 27], similarly to the story of kernelization of Dominating Set. Finally, FPT algorithms for the problem have been given for graph classes of bounded expansion by Dvorák et al. [11], and very recently for nowhere dense graph classes by Grohe et al. [19]. This is the ultimate limit of this program: as proven in [22, 11], for any class $\mathcal{G}$ that is not nowhere dense (is somewhere dense) and is closed under taking subgraphs, model checking first order formulae on $\mathcal{G}$ is not fixed-parameter tractable (unless FPT = W[1]).

Fixed-parameter tractability of $r$-Dominating Set on nowhere dense graph classes follows immediately from the result of Grohe et al. [19], as the problem is definable in first order logic for a fixed $r$; an explicit algorithm was given earlier by Dawar and Kreutzer [7].

**Our results.** In this work we prove that having bounded expansion or being nowhere dense is sufficient for a graph class to admit an (almost) linear kernel for Dominating Set. Henceforth, for a graph $G$, we let $ds(G)$ denote the minimum size of a dominating set of $G$.

**Theorem 1.2.** Let $\mathcal{G}$ be a graph class of bounded expansion. There exists a polynomial-time algorithm that given a graph $G \in \mathcal{G}$ and an integer $k$, either correctly concludes that $ds(G) > k$ or finds a subset of vertices $Y \subseteq V(G)$ of size $O(k)$ with the property that $ds(G) \leq k$ if and only if $ds(G[Y]) \leq k$.

**Theorem 1.3.** Let $\mathcal{G}$ be a nowhere dense graph class and let $\varepsilon > 0$ be a real number. There exists a polynomial-time algorithm that given a graph $G \in \mathcal{G}$ and an integer $k$, either correctly concludes that $ds(G) > k$ or finds a subset of vertices $Y \subseteq V(G)$ of size $O(k^{1+\varepsilon})$ with the property that $ds(G) \leq k$ if and only if $ds(G[Y]) \leq k$.

For $r$-Dominating Set, for $r > 1$, we can give a linear kernel for any graph class of bounded expansion. Unfortunately, there is a technical subtlety that does not allow us to state the kernel in a nice form as in Theorems 1.2 and 1.3. Instead, we kernelize to an annotated version of the problem, where only a given subset of vertices of $G$ needs to be dominated. The annotated version can be reduced to the classic one by simple gadgeteering but that, unfortunately, may lead to a slight increase in the bounded expansion guarantees.

In the following, by $ds_r(G)$ we denote the minimum size of an $r$-Dominating Set in a graph $G$, while for $Z \subseteq V(G)$, $ds_r(G, Z)$ denotes the minimum size of a $(Z, r)$-dominator in $G$, that is, a set $D \subseteq V(G)$ that $r$-dominates (i.e., is at distance at most $r$ of) every vertex of $Z$. 
Theorem 1.4. Let $G$ be a graph class of bounded expansion, and let $r$ be a positive integer. There exists a polynomial-time algorithm that given a graph $G \in G$ and an integer $k$, either correctly concludes that $d_{s_{r}}(G) > k$ or finds subsets of vertices $Z \subseteq W \subseteq V(G)$, where $|W| = O(k)$, with the property that $d_{s_{r}}(G) \leq k$ if and only if $d_{s_{r}}(G[W], Z) \leq k$.

The obtained results strongly generalize the previous results on linear kernels for Dominating Set on sparse graph classes [1, 3, 14, 15, 16], since all the graph classes considered in these results have bounded expansion. Moreover, by giving a linear kernel for $r$-Dominating Set on any class $G$ of bounded expansion, we obtain the same result for any $H$-minor-free or $H$-topological-minor-free class as well. The existence of such kernels was not known before.

We see the main strength of our results in that they constitute an abrupt turn in the current approach to kernelization of Dominating Set and $r$-Dominating Set on sparse graphs: the tools used to develop the new algorithms are radically different from all the previously applied techniques. Instead of investigating bidimensionality and treewidth, and relying on intricate decomposition theorems originating in the work on graph minors, our algorithms exploit only basic properties of bounded expansion and nowhere dense graph classes. As a result, the full version of this work presents essentially self-contained proofs of all the stated kernelization results. The only external facts that we use are basic properties of weak and centered colorings, and the constant-factor approximation algorithm for $r$-Dominating Set of Dvořák [10]. All in all, the results show that only the combinatorial sparsity of a graph class is essential for designing (almost) linear kernels for Dominating Set, and further topological constraints like excluding some (topological) minor are unnecessary.

Lower bounds. We complement our study by proving that for the closely related Connected Dominating Set problem, where the sought dominating set $D$ is additionally required to induce a connected subgraph, the existence of even polynomial kernels for bounded expansion and nowhere dense graph classes is unlikely.

Theorem 1.5. There exists a class of graphs $G$ of bounded expansion such that Connected Dominating Set does not admit a polynomial kernel when restricted to $G$, unless $NP \subseteq coNP/poly$. Furthermore, $G$ is closed under taking subgraphs.

Up to this point, linear kernels for Connected Dominating Set were given for the same family of sparse graph classes as for Dominating Set: a linear kernel for the problem on $H$-topological-minor-free graphs was obtained by Fomin et al. [16]. Hence, classes of bounded expansion constitute the point where the kernelization complexity of both problems diverge; the connectivity constraint seems to have a completely different nature, and topological properties of the graph class become necessary to handle it efficiently.

Next, we show also that nowhere dense classes form the ultimate limit of parameterized tractability of $r$-Dominating Set, as it was for model checking first order formulae.

Theorem 1.6. For every somewhere dense graph class $G$ closed under taking subgraphs, there exists an integer $r$ such that $r$-Dominating Set is $W[2]$-hard on graphs from $G$.

In this extended abstract we provide an almost complete proof of Theorems 1.2 and 1.4. The full version of the paper contains [9] full proofs of all results, as well as an extended discussion in the introduction and conclusions.

2 Neighborhoods and closure lemma

The cornerstone of our approach stems from an observation of Gajarský et al. [18] that in a graph $G$ from a class of bounded expansion, the number of possible neighborhoods in a
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given subset of vertices $X$ is bounded linearly in $|X|$ and, moreover, the number of vertices that have many neighbors in $X$ is also small. Let $X \subseteq V(G)$ and $v \in V(G)$. We denote by $N_X(v) = N(v) \cap X$ the neighborhood of $v$ in $X$.

▶ Lemma 2.1 ([18]). Let $G$ be a graph, $X \subseteq V(G)$ be a vertex subset, and $R = V(G) \setminus X$. Then for every integer $p \geq \nabla_1(G)$ it holds that

1. $\{|v \in R : |N_X(v)| \geq 2p\| \leq 2p \cdot |X|$, and
2. $\{|A \subseteq X : |A| < 2p \text{ and } \exists v \in R \ A = N_X(v)\| \leq (4p + 2p)|X|$. Consequently, the following bound holds:

$$|\{A \subseteq X : \exists v \in R \ A = N_X(v)\| \leq \left(4\nabla_1(G) + 4\nabla_1(G)\right) \cdot |X|. $$

This statement is best suited for the standard Dominating Set problem on graphs of bounded expansion, but to extend our result to $r$-Dominating Set, we need proper generalizations. Suppose $G$ is a graph and $X$ is a subset of its vertices. For $u \in V(G) \setminus X$ and positive integer $r$, we define the $r$-projection of $u$ onto $X$ as follows: $M_r^X(u, X)$ is the set of all those vertices $w \in X$, for which there exists a path $P$ in $G$ that starts in $u$, ends in $w$, has length at most $r$, and whose all internal vertices do not belong to $X$. Whenever the graph is clear from the context, we omit the superscript. In the following we will use the following strengthening of Lemma 2.1(1).

Let $G$ be a class of bounded expansion, $G \in \mathcal{G}$, $r$ a positive integer, and $X \subseteq V(G)$. A set $c_r(X)$ is called an $r$-closure of $X$ if (1) $X \subseteq c_r(X) \subseteq V(G)$; (2) $|c_r(X)| \leq ((r - 1)\xi + 2) \cdot |X|$, where $\xi = [2\nabla_{r-1}(G)]$; and (3) $|M_r^G(u, c_r(X))| \leq \xi(1 + (r - 1)\xi)$ for each $u \in V(G) \setminus c_r(X)$.

▶ Lemma 2.2 (Closure lemma). Let $G$ be a class of bounded expansion. There exists an algorithm that, given a graph $G \in \mathcal{G}$, positive integer $r$, and $X \subseteq V(G)$, computes the $r$-closure of $X$.

\textbf{Proof.} Consider the following iterative procedure: (1) Start with $H = G$ and $Y = X$. We will maintain the invariant that $Y \subseteq V(H)$. (2) As long as there exists a vertex $u \in V(H) \setminus Y$ with $|M_r^H(u, Y)| \geq \xi$, do the following:

= Select an arbitrary subset $Z_u \subseteq M_r^H(u, Y)$ of size $\xi$.
= For each $w \in Z_u$, select a path $P_w$ that starts at $u$, ends at $w$, has length at most $r$, and all its internal vertices are in $V(H) \setminus Y$.
= Modify $H$ by contracting $\bigcup_{w \in Z_u} \{V(P_w) \setminus \{w\}\}$ onto $u$, and add the obtained vertex to $Y$. Observe that in a round of the procedure above we always make a contraction of a connected subgraph of $H - Y$ of radius at most $r - 1$. Also, the resulting vertex falls into $Y$ and hence does not participate in future contractions. Thus, at each point $H$ is an $(r - 1)$-shallow minor of $G$. For any moment of the procedure and any $u \in V(H)$, by $\tau(u)$ we denote the subset of original vertices of $G$ that were contracted onto $u$ during earlier rounds. Note that either $\tau(u) = \{u\}$ when $u$ is an original vertex of $G$, or $|\tau(u)| \leq 1 + (r - 1)\xi$.

We claim that the presented procedure stops after at most $|X|$ rounds. Suppose otherwise, that we successfully constructed the graph $H$ and subset $Y$ after $|X| + 1$ rounds. Examine graph $H[Y]$. This graph has $2|X| + 1$ vertices: $|X|$ original vertices of $X$ and $|X| + 1$ vertices that were added during the procedure. Whenever a vertex $u$ is added to $Y$ after contraction, then it introduces at least $\xi$ new edges to $H[Y]$: these are edges that connect the contracted vertex with the vertices of $Z_u$. Hence, $H[Y]$ has at least $\xi(|X| + 1)$ edges, which means that

$$\text{density}(H[Y]) = \frac{|E(H[Y])|}{|Y|} \geq \frac{\xi(|X| + 1)}{2|X| + 1} > \nabla_{r-1}(G).$$
This is a contradiction with the fact that \( H \) is an \((r - 1)\)-shallow minor of \( G \).

Therefore, the procedure stops after at most \(|X|\) rounds producing pair \((H, Y)\) where \( |M^H(u, Y)| \leq \xi \) for each \( u \in V(H) \setminus Y \). Define \( \text{cl}_r(X) = \tau(Y) = \bigcup_{u \in Y} \tau(u) \). Property (1) is obvious. Since \( |\tau(u)| = 1 \) for each original vertex of \( X \) and \( |\tau(u)| \leq 1 + (r - 1)\xi \) for each \( u \) that was added during the procedure, property (2) follows. We are left with property (3).

By the construction \( V(H) \setminus Y = V(G) \setminus \text{cl}_r(X) \). Take any \( u \in V(H) \setminus Y \) and observe that \( M^G(u, \text{cl}_r(X)) \subseteq \tau(M^H(u, Y)) \). Since \( |M^H(u, Y)| < \xi \) for each \( u \in V(H) \setminus Y \) and \( |\tau(u)| \leq 1 + (r - 1)\xi \) for each \( u \in V(H) \), property (3) follows.

As we can safely assume \( \nabla_{r-1}(G) \geq 1 \) (otherwise \( G \) contains only forests), we can use simplified, weaker bounds: \( |\text{cl}_r(X)| \leq 3r\nabla_{r-1}(G) \cdot |X| \) and \( |M^G(u, \text{cl}_r(X))| \leq 9r\nabla_{r-1}(G)^2 \).

Observe that Lemma 2.2 is not merely a generalization of Lemma 2.1(1) to \( r \)-shallow minors. It shows that a certain maximality property can be achieved; this property may be not true if, even for \( r = 1 \), we would construct \( \text{cl}_r(X) \) from \( X \) by just adding all vertices with many neighbors in \( X \).

The generalization of Lemma 2.1(2) which we will use later is the following.

\textbf{Lemma 2.3.} Let \( G \) be a class of bounded expansion and let \( r \) be a positive integer. Let \( G \subseteq G \) be a graph and \( X \subseteq V(G) \). Then

\[ |\{Y : Y = M_r(u, X) \text{ for some } u \in V(G) \setminus X\}| \leq c \cdot |X|, \]

for some constant \( c \) depending only on \( r \) and the 

\text{grads} \text{ of } G.

The proof of Lemma 2.3 is essentially contained in the PhD thesis of the eight author, Reidl [25]. For the sake of completeness, in the full version we give a self-contained proof based on the presentation of Reidl.

Finally, for the proof of Theorem 1.4 for \( r > 1 \) we will need the following lemma.

\textbf{Lemma 2.4 (Short paths closure lemma).} Let \( G \) be a class of bounded expansion and let \( r \) be a positive integer. Let \( G \subseteq G \) be a graph and \( X \subseteq V(G) \). Then there is a superset of vertices \( X' \supseteq X \) with the following properties:

1. Whenever \( \text{dist}_G(u, v) \leq r \) for some distinct \( u, v \in X \), then \( \text{dist}_{G[X']}(u, v) = \text{dist}_G(u, v) \).
2. \( |X'| \leq Q_r(\nabla_{r-1}(G)) \cdot |X| \) for some polynomial \( Q_r \).

Moreover, \( X' \) can be computed in polynomial time.

\textbf{Proof sketch.} We start with \( X' := X_0 := \text{cl}_r(X) \) and then, for every \( u, v \in X_0 \), we add to \( X' \) a path \( P_{u,v} \) between \( u \) and \( v \) that is shortest among paths that do not visit \( X_0 \) apart from the endpoints, provided that it is of length at most \( r \). The first required property of \( X' \) and polynomial time computability is immediate.

For the size bound, first note that the properties of \( X_0 = \text{cl}_r(X) \) ensure that every vertex \( x \in X' \setminus X_0 \) can lie only on a constant number of paths \( P_{u,v} \), as the endpoints of such path needs to lie in \( M_r(x, X_0) \). On the other hand, if too many paths \( P_{u,v} \) are pairwise disjoint, they constitute a dense \( r \)-shallow minor of \( G \). We infer that only \( \mathcal{O}(|X_0|) = \mathcal{O}(|X|) \) paths \( P_{u,v} \) are added, and hence \( |X'| = \mathcal{O}(|X|) \), as required.

\section{Linear kernel in graphs of bounded expansion}

Let us fix a graph class \( G \) that has bounded expansion, and let \((G, k)\) be the input instance of \( r\)-DOMINATING SET, where \( G \subseteq G \). We assume that \( G \) is fixed, and hence so are also the values of \( \nabla_i(G) \) for all nonnegative integers \( i \). We start with the following pivot definition.
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- **Definition 3.1** ($r$-domination core). Let $G$ be a graph and $Z$ be a subset of vertices. We say that $Z$ is an $r$-domination core in $G$ if every minimum-size $(Z, r)$-dominator in $G$ is also an $r$-dominating set in $G$.

Clearly, the whole $V(G)$ is an $r$-domination core, but we will look for an $r$-domination core that is small in terms of $k$. Note that if $Z$ is an $r$-domination core, then $ds_r(G) = ds_r(G, Z)$. Let us remark that in this definition we do not require that every $(Z, r)$-dominator is an $r$-dominating set in $G$; there can exist $(Z, r)$-dominators that are not of minimum size and that do not dominate the whole graph.

The heart of our argument lies in providing a small domination core.

- **Theorem 3.2.** There exists a constant $c_{\text{coresize}}$ depending on $r$ and the grads of $G$ only and a polynomial-time algorithm that, given an instance $(G, k)$ where $G \in \mathcal{G}$, either correctly concludes that $ds_r(G) > k$, or finds an $r$-domination core $Z \subseteq V(G)$ with $|Z| \leq c_{\text{coresize}} \cdot k$.

We fix $G$ and $k$ in the following to improve readability. For the proof of Theorem 3.2 we start with $Z = V(G)$ and gradually reduce $|Z|$ by removing one vertex at a time, while maintaining the invariant that $Z$ is an $r$-domination core. To this end, we need to prove the following lemma, from which Theorem 3.2 follows trivially as explained:

- **Lemma 3.3.** There exists a constant $c_{\text{coresize}}$ depending on $r$ and the grads of $G$ only and a polynomial-time algorithm that, given an $r$-domination core $Z \subseteq V(G)$ with $|Z| > c_{\text{coresize}} \cdot k$, either correctly concludes that $ds_r(G) > k$, or finds a vertex $z \in Z$ such that $Z \setminus \{z\}$ is still an $r$-domination core.

In Sections 3.1 and 3.2 we prove Lemma 3.3. Then, in Section 3.3 we show how Theorem 3.2 implies Theorems 1.2 and 1.4.

### 3.1 Iterative extraction of $Z$-dominators

The first phase of the algorithm of Lemma 3.3 is to build a structural decomposition of the graph $G$. More precisely, we try to “pull out” a small set $X$ of vertices that $r$-dominates $Z$, so that after removing them, $Z$ contains a large subset $S$ that is $2r$-scattered in the remaining graph.\(^1\) Given such a structure, intuitively we can argue that in any optimal $(Z, r)$-dominator, vertices of $X$ serve as “hubs” that route almost all the domination paths leading to vertices of $S$. This is because any vertex of $V(G) \setminus X$ can $r$-dominate only at most one vertex from $S$ via a path that avoids $X$. Since $S$ will be large compared to $X$, some vertices of $S$ will be indistinguishable from the point of view of $r$-domination routed through $X$, and these will be precisely the vertices that can be removed from the domination core. The identification of the irrelevant dominatee will be the goal of the second phase of the algorithm, whereas the goal of this phase is to construct the pair $(X, S)$.

Our main tool in this part is the constant-factor approximation for $r$-Dominating SET proved by Dvořák [10]. We use the following convenient form; the full version of our work describes in detail how to derive it from the work of Dvořák.

- **Lemma 3.4.** Let $r$ be a positive integer. There is a polynomial $P_r$ and a polynomial-time algorithm that, given a graph $G$, a vertex subset $Z \subseteq V(G)$ and an integer $k$, finds either
  - a $(Z, r)$-dominator in $G$ of size at most $P_r(\nabla(G)) \cdot k$, or
  - a subset of $Z$ of size at least $k + 1$ that is $2r$-scattered in $G$.

\(^1\) Recall that a set $S \subseteq V(G)$ is $\ell$-scattered if every two distinct vertices of $S$ are within distance greater than $\ell$; a $2r$-scattered set of size $k + 1$ is an obstruction for an $r$-dominating set of size $k$. 

Let $C_{dv} = P_t(\nabla_r(G))$ be the approximation ratio of the algorithm of Lemma 3.4. Given $Z$, we first apply the algorithm of Lemma 3.4 to $G$, $Z$, and the parameters $r$ and $k$. Thus, we either find a $(Z,r)$-dominator $Y_1$ such that $|Y_1| \leq C_{dv} \cdot k$, or we find a subset $S \subseteq Z$ of size at least $k + 1$ that is $2r$-scattered in $G$. In the latter case, since $S$ is an obstruction to an $r$-dominating set of size at most $k$, we may terminate the algorithm and provide a negative answer. Hence, from now on we assume that $Y_1$ has been successfully constructed.

Let $C_0$ be a constant depending on $\nabla(G)$, to be defined later. Now, in search for the pair $(X,S)$, we inductively construct sets $X_1, X_2, X_3, \ldots$ such that $Y_1 \subseteq X_1 \subseteq Y_2 \subseteq \cdots$ using the following definitions:

1. If $Y_i$ is already defined, then set $X_i = \text{cl}_{3r}(Y_i)$.
2. If $X_i$ is already defined, then apply the algorithm of Lemma 3.4 to $G - X_i$, $Z \setminus X_i$, and the parameters $r$ and $C_0 \cdot |X_i|$.
3. Suppose the algorithm finds a set $S \subseteq Z \setminus X_i$ that is $2r$-scattered in $G - X_i$ and has cardinality greater than $C_0 \cdot |X_i|$. Then we let $X = X_i$, terminate the procedure and proceed to the second phase with the pair $(X,S)$.

In this manner, the algorithm consecutively extracts dominators by Lemma 2.2. From Lemmas 3.4, 2.2, and a trivial induction we infer that the following definitions hold for all $i$ for which $(Y_i, X_i)$ were constructed:

$$|Y_i| \leq C_{dv}\Gamma_{cl}^{-1}(1 + C_{dv}C_0)^{-1} \cdot k \quad \text{and} \quad |X_i| \leq C_{dv}\Gamma_{cl}^{-1}(1 + C_{dv}C_0)^{-1} \cdot k.$$

For a nonnegative integer $i$, let $K_i = C_{dv}\Gamma_{cl}^{-1}(1 + C_{dv}C_0)^{-1}$.

In this manner, the algorithm consecutively extracts dominators $D_2, D_3, D_4, \ldots$ and performs $3r$-closure, constructing sets $X_2, X_3, X_4, \ldots$ up to the point when case (1) is encountered. Then the computation is terminated and the sought pair $(X,S)$ is constructed. We now claim that case (1) always happens within a constant number of iterations.

**Lemma 3.5.** Let $\Lambda = \sum_{i=0}^{r} \Delta_i^{-1} \leq (r + 1)\Delta_1^{-1}$. Assuming that $|Z| > K_\Lambda \cdot k$, the construction terminates yielding some pair $(X,S)$ before performing $\Lambda$ iterations.

**Proof.** For the sake of contradiction, suppose $Y_\Lambda$ and $X_\Lambda$ were successfully constructed. Since $|Z| > K_\Lambda \cdot k$ and $|X_\Lambda| \leq K_\Lambda \cdot k$, there is some vertex $u \in Z \setminus X_\Lambda$. For an index $1 \leq i \leq \Lambda$, we shall say that a vertex $w \in X_i \setminus X_{i-1}$ is $i$-good if there is a path $P$ that starts at $u$, ends at $w$, has length at most $r$, and all its internal vertices do not belong to $X_i$ (we denote $X_0 = \emptyset$). Vertex $w$ is good if it is good for some index $i$.

**Claim 3.6.** The number of good vertices is at most $\Lambda - 1$.

**Proof of claim.** Let $w$ be any good vertex, and let $P$ be a path certifying this. Let $q \leq r$ be the length of $P$, and denote the vertices of $P$ by $u_0 \leq u_1 \leq \cdots \leq u_q = w$. Observe that internal vertices of $P$ can belong only to sets $X_j \setminus X_{j-1}$ for $j > i$, or to $V(G) \setminus X_\Lambda$. We say that a vertex $u_\ell$ of $P$ is important if there is an index $j$, with $i \leq j \leq \Lambda$, such that $u_\ell \in X_j \setminus X_{j-1}$ but $u_\ell \notin X_j$ for all $\ell' < \ell$. Clearly, $w = u_q$ is important. Let $\ell_1 < \ell_2 < \cdots < \ell_p = q$ be the indices of important vertices on $P$, and let $j_1 > j_2 > \cdots > j_p$ be such that $u_{\ell_i} \in X_{j_i} \setminus X_{j_i-1}$, for all $1 \leq i \leq p$. We will denote $\ell_0 = 0$, so $u_{\ell_0} = u$, and $j_0 = \Lambda + 1$ (denoting $X_{\Lambda+1} = V(G)$).

Consider any index $i$ with $1 \leq i \leq p$. Observe that on the path between $u_{\ell_{i-1}}$ and $u_{\ell_i}$, path $P$ never entered $X_{j_{i-1}-1}$, because first such entrance would constitute an important
We can finally set the constant $\kappa$ that was introduced in the previous section. We let $C_0 = (\Delta_d + 1) \cdot C_{\text{nei}} \cdot (3r)^{\Delta_c}$. Since we have that $|S| > C_0 \cdot |X|$, from Lemma 3.8 and the pigeonhole principle we infer that there is a class $\kappa$ of relation $\simeq$ with $|\kappa| > \Delta_d + 1$. Note that we can find such a class $\kappa$ in polynomial time, by computing the classes of $\simeq$ directly.
from the definition and examining their sizes. We are ready to prove the final lemma of this section: any vertex of $\kappa$ can be removed from the $r$-domination core $Z$ (recall that $S \subseteq Z$), concluding the proof of Lemma 3.3.

Lemma 3.9. Let $z$ be an arbitrary vertex of $\kappa$. Then $Z \setminus \{z\}$ is an $r$-domination core.

Proof. Let $Z' = Z \setminus \{z\}$. Take any minimum-size $(Z', r)$-dominator $D$ in $G$. If $D$ also dominates $z$, then $D$ is a minimum-size $(Z, r)$-dominator as well. Since $Z$ was an $r$-domination core, we infer that $D$ is an $r$-dominating set in $G$, and we are done. Hence, suppose $z$ is not $r$-dominated by $D$. We prove that this case leads to a contradiction.

Every vertex $s \in \kappa \setminus \{z\}$ is $r$-dominated by $D$. For each such $s$, let $v(s)$ be an arbitrarily chosen vertex of $D$ that $r$-dominates $s$, and let $P(s)$ be an arbitrarily chosen path of length at most $r$ that connects $v(s)$ with $s$.

Claim 3.10. For each $s \in \kappa \setminus \{z\}$, path $P(s)$ does not pass through any vertex of $X$ (in particular $v(s) \notin X$). Consequently, vertices $v(s)$ for $s \in \kappa \setminus \{z\}$ are pairwise different.

Proof of claim. Suppose otherwise and let $w$ be the vertex of $V(P(s)) \cap X$ that is closest to $s$ on $P(s)$. Then the suffix of $P(s)$ from $w$ to $s$ certifies that $w \in M_j(s, X)$, for $j$ being the length of this suffix. As $s \preceq z$, we also have that $w \in M_j(z, X)$, so there is a path $Q$ of length at most $j$ from $w$ to $z$. By concatenating the prefix of $P(s)$ from $v(s)$ to $w$ with $Q$ we obtain a walk of length at most $r$ from $v(s)$ to $z$, a contradiction with the assumption that $z$ is not $r$-dominated by $D$.

For the second part of the claim, suppose $v(s) = v(s')$ for some distinct $s, s' \in \kappa \setminus \{z\}$. Then the concatenation of $P(s)$ and $P(s')$ would be a path of length at most $2r$ connecting $s$ and $s'$ that is entirely contained in $G[R]$. This would be a contradiction with the fact that $S$ is $2r$-scattered in $G[R]$.

Let $W = \{v(s) : s \in \kappa \setminus \{z\}\}$. From Claim 3.10 we have that $|W| = |\kappa \setminus \{z\}| \geq \Delta_3 + 1$. Define $D' = (D \setminus W) \cup M_\rho(z, X)$. Since $|M_\rho(z, X)| \leq \Delta_3$, we have that $|D'| < |D|$.

Claim 3.11. $D'$ is a $(Z', r)$-dominator.

Proof of claim. For the sake of contradiction, suppose there is some $a \in Z'$ that is not $r$-dominated by $D'$. Since $a$ was $r$-dominated by $D$ and $D \setminus D' = W$, there must be a vertex $s \in \kappa \setminus \{z\}$ such that vertex $v(s)$ $r$-dominates $a$. Consequently, in $G$ there is a path $Q_0$ of length at most $r$ that leads from $v(s)$ to $a$. Furthermore, since $X$ is a $(Z, r)$-dominator, there is a path $Q_1$ of length at most $r$ that leads from $a$ to some $x \in X$. Let $Q$ be the concatenation of $P(s)$, $Q_0$, and $Q_1$: $Q$ is a walk of length at most $3r$ that connects $s$ and $x \in X$.

Let $x'$ be the first (closest to $s$) vertex on $Q$ that belongs to $X$; such a vertex exists as $x \in X$ is on $Q$. As the length of $Q$ is at most $3r$, we have $x' \in M_\rho(s, X)$. Since $s \preceq z$, we have $x' \in M_\rho(z, X)$, and, consequently, $x' \in D'$. However, by Claim 3.10, $x'$ does not lie on $P(s)$. Hence $x'$ lies on the part of $Q$ between $v(s)$ and $x$, but each vertex of this part is at distance at most $r$ from $a$ on $Q$. Thus $a$ is $r$-dominated by $x'$, a contradiction.

As $|D'| < |D|$, Claim 3.11 is a contradiction with the assumption that $D$ is a minimum-size $(Z', r)$-dominator. This concludes the proof.
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3.3 Reducing dominators

In the rest of this section we work with arbitrary \( r \) towards the proof of Theorem 1.4. At some point we will argue that for \( r = 1 \), the statement of Theorem 1.2 is immediate. Having reduced the number of vertices whose domination is essential, we arrive at the situation where the vast majority of vertices serve only the role of dominators, or, when \( r > 1 \), they serve as connections between dominators with dominatees. Now, it is relatively easy to reduce the number of candidate dominators in one step. This immediately gives the sought kernel for \( r = 1 \), i.e., proves Theorem 1.2. For \( r > 2 \), the treatment of vertices connecting dominators and dominatees without introducing additional gadgets turns out to be problematic. Therefore, we are unable to give a kernel that is an induced subgraph of the original graph, and we resort to the statement of Theorem 1.4.

The algorithm of Theorem 1.4 works as follows. First, we apply the algorithm of Theorem 3.2 to compute a small domination core in the graph. In case the algorithm gives a negative answer, we output that \( ds_r(G) > k \). Hence, from here on, we assume that we have correctly computed an \( r \)-domination core \( Z_0 \subseteq V(G) \) of size \( O(k) \).

Compute \( Z = \text{cl}_r(Z_0) \) using Lemma 2.2; then we have that \( |Z| \leq 3r\sqrt{r-1}(G)|Z_0| = O(k) \). Observe that in any graph, any superset of an \( r \)-domination core is also an \( r \)-domination core; this follows easily from the definition. Consequently, \( Z \) is an \( r \)-domination core in \( G \).

Partition \( V(G) \setminus Z \) into equivalence classes with respect to the following relation \( \simeq \), defined similarly as in Section 3.2: For \( u, v \in V(G) \setminus Z \), let:

\[
u \simeq v \iff M_i(u, Z) = M_i(v, Z) \text{ for each } 1 \leq i \leq r.
\]

From Lemma 2.2 we know that for each \( u \in V(G) \setminus Z \), it holds that \( |M_i(u, Z)| \leq 9r\sqrt{r-1}(G)^2 \).

Moreover, Lemma 2.3 implies that the number of possible different projections \( M_i(u, Z) \) for \( u \in V(G) \setminus Z \) is at most \( c \cdot |Z| \), for some constant \( c \) depending on the grads of \( G \). Hence, using the same reasoning as in the proof of Lemma 3.8 we obtain the following. (Fully formal verification of Claims 3.12–3.15 is contained in the full version.)

\begin{itemize}
  \item [\textbf{Claim 3.12.}] For \( C = c \cdot r^9\sqrt{r-1}(G)^2 \), the equivalence relation \( \simeq \) has at most \( C \cdot |Z| \) classes.

  Construct \( Y \) as follows: start with \( Z \) and, for each equivalence class \( \kappa \) of relation \( \simeq \), add an arbitrarily selected member \( v_\kappa \) of \( \kappa \). Hence we have that \( |Y| \leq (C + 1) \cdot |Z| \), so in particular \( |Y| = O(k) \). The following claim follows from a standard replacement argument.

  \item [\textbf{Claim 3.13.}] There exists a minimum-size \( r \)-dominating set in \( G \) that is contained in \( Y \).

\end{itemize}

Theorem 1.2 now follows from the following immediate claim.

\begin{itemize}
  \item [\textbf{Claim 3.14.}] If \( r = 1 \), then \( ds(G) \leq k \) if and only if \( ds(G[Y]) \leq k \).

\end{itemize}

For Theorem 1.4, we need not only to preserve the potential dominatees and dominators (the set \( Y \)), but also distances (up to length \( r \)) between them. To this end, we run the algorithm of Lemma 2.4 on set \( Y \), and let \( W = Y' \) be the obtained superset of \( Y \). By Lemma 2.4 we have that \( |W| = O(k) \). Then Theorem 1.4 follows immediately from the following claim, which in turn follows easily from the properties of the set \( W \) promised by Lemma 2.4.

\begin{itemize}
  \item [\textbf{Claim 3.15.}] \( ds_r(G) \leq k \) if and only if \( ds_r(G[W], Z) \leq k \).

\end{itemize}

4 Conclusions

We have shown that, for each \( r \geq 1 \), \( r \)-DOMINATING SET admits a linear kernel on any graph class of bounded expansion. Before this work, the most general family of graph classes where
such a kernelization result was known were apex-minor-free graphs [14], whereas in the case of the classic Dominating Set, linear kernels were shown also for general $H$-minor-free [15] and $H$-topological-minor-free classes [16]. Moreover, for $r = 1$, i.e., the Dominating Set problem, we can also give a kernel on any nowhere dense class of graphs, at the cost of increasing the size bound to almost linear, i.e., $O(k^{1+\varepsilon})$ for any $\varepsilon > 0$. These results vastly and broadly extend the current frontier of kernelization results for domination problems on sparse graph classes.

The most important question left is understanding the kernelization complexity of $r$-Dominating Set on nowhere dense graph classes. So far we know that this problem admits a linear kernel on any class of bounded expansion, for each $r$, whereas on any somewhere dense class closed under taking subgraphs, for some $r$ it is $W[2]$-hard. Our approach for bounded expansion graph classes fails to generalize to nowhere dense classes mostly because of technical reasons. We believe that, in fact, for any nowhere dense class $\mathcal{G}$ and any positive integer $r$, $r$-Dominating Set has an almost linear kernel on $\mathcal{G}$. Together with the lower bound of Theorem 1.6, this would confirm the following dichotomy conjecture that we pose:

**Conjecture 1.** Let $\mathcal{G}$ be a graph class closed under taking subgraphs and $r \in \mathbb{N}$. Then:

- If $\mathcal{G}$ is nowhere dense, then for every $r \geq 1$ and real $\varepsilon > 0$, $r$-Dominating Set admits an $O(k^{1+\varepsilon})$ kernel on $\mathcal{G}$.
- If $\mathcal{G}$ is somewhere dense, then $r$-Dominating Set is $W[2]$-hard on $\mathcal{G}$ for some $r \geq 1$.
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1 Introduction

The graph isomorphism problem (ISOMORPHISM) – deciding whether two given graphs are the same up to renaming vertices – is one of the few fundamental problems in NP for which we neither know that it is solvable in polynomial-time nor that it is NP-complete. Since NP-hardness would imply a collapse of the polynomial hierarchy to its second level \([4, 24]\), significant effort has been put into better understanding the graph-theoretic requirements on input graphs that make ISOMORPHISM polynomial-time decidable. A classical result of Bodlaender \([3]\) shows that ISOMORPHISM is in P (deterministic polynomial time) for graphs of bounded tree width \([3]\). It is also in P for other graph classes like planar graphs \([15, 25]\) and more general graphs with a crossing-free embedding into a fixed surface \([12, 13, 21]\). Since ISOMORPHISM is hard for NL (nondeterministic logarithmic space) \([26]\), a deeper complexity-theoretic insight behind the polynomial-time algorithms for embeddable graphs is given by the fact that ISOMORPHISM for graphs embeddable into the plane \([7]\) or a fixed surface \([10]\) is in L (deterministic logarithmic space, also called logspace). So far, it has been an open question whether for graphs of bounded tree width the isomorphism problem can also be solved in logspace.

Guided by the goal to determine the complexity of the isomorphism problem for graphs of bounded tree width, there has been a sequence of partial results. Bodlaender’s algorithm \([3]\), which places ISOMORPHISM for graphs of bounded tree width in P, was first refined to an upper bound in terms of logarithmic-depth circuits with threshold gates (that means, circuits defining the complexity class TC\(^1\)) \([14]\) and later improved to use semi-unbounded fan-in Boolean gates (that means, circuits defining the complexity class SAC\(^1\)) \([6]\). Since the chain
L ⊆ NL ⊆ SAC¹ ⊆ TC¹ ⊆ P is all we know about the relations of these classes, these works leave the question for a logspace approach for graphs of bounded tree width open. Logspace approaches are known for small constant bounds on the tree width. Indeed, Lindell’s [18] classical approach to testing isomorphism of trees provides us with a logspace algorithm for graphs of tree width at most 1. This was generalized to graphs of tree width at most 2 [2] and results for graphs without \( K_5 \) as a minor [8] apply to graphs of tree width at most 3. Moreover, \( k \)-trees, the maximal graphs of tree width \( k \), admit logspace isomorphism tests [1] as well as graphs with a bounded tree depth [5]. While providing us with logspace algorithms for ever larger classes of graphs, the general question remained open.

Results. Our first main result answers the above question in its most general way by showing that the isomorphism problem for graphs of bounded tree width can be solved in logspace. Together with a result of Jenner et al. [16], showing that the isomorphism problem for trees is L-hard, this pinpoints the complexity of the isomorphism problem for graphs of bounded tree width to be L-complete.

▶ Theorem 1. For every positive \( k \in \mathbb{N} \), the language ISOMORPHISM-TW-\( k \), which contains exactly the pairs of isomorphic graphs of tree width at most \( k \), is complete for L under first-order reductions.

For testing whether two graphs are isomorphic, it is in practice often helpful to perform a two-step approach that first computes a canonical representative for each isomorphism class, called the canon, and then declares the two graphs to be isomorphic exactly if their canons are equal (rather than isomorphic). To also be able to construct an isomorphism between the input graphs (that means, a bijective function between the vertex sets of given graphs that preserves their edge relations), it is helpful to have additionally access to an isomorphism from the input graphs to their canons. Such an isomorphism to the canon is called a canonical labeling of a graph. An isomorphism between the input graphs can be constructed by composing canonical labelings.

For most isomorphism algorithms that have been developed so far, it was possible, with varying amounts of extra effort, to turn them into an algorithm that computes canons and canonical labelings. Hence, deciding ISOMORPHISM and computing canons often have the same known complexity. However, the current situation for graphs of bounded tree width is different: While the approach from [6] puts the isomorphism problem for graphs of bounded tree width into SAC¹, this is not done by providing a canonization procedure. In fact, the best known upper bound for canonizing graphs of bounded tree width uses logarithmic-depth circuits with unbounded fan-in Boolean gates (that means, circuits defining the complexity class AC¹) [27]. Between these classes only the relation SAC¹ ⊆ AC¹ is known. Our second main result clarifies this situation by canonizing graphs of bounded tree width in logspace.

▶ Theorem 2. For every \( k \in \mathbb{N} \), there is a logspace-computable mapping that turns a graph with tree width at most \( k \) into an isomorphism-invariant encoding of it (a canon) and an isomorphism to it (a canonical labeling).

Techniques

The known logspace approaches for canonizing certain classes of bounded tree width graphs are based on first computing an isomorphism-invariant tree decomposition for the given input graph and then adjusting Lindell’s tree canonization approach to canonize the graph with respect to the decomposition. For example, for \( k \)-trees [1] an isomorphism-invariant tree
decomposition arises by taking a graph’s maximal cliques and their size-\(k\) intersections as the bags of the decomposition and connecting two bags based on inclusion. The resulting tree decomposition is both isomorphism-invariant, which is required for a canonization procedure to be correct, and has width \(k\), which enables the application of an extension of Lindell’s approach by taking (the constant number of) orderings of the vertices of the bags into account.

**Technique 1: Isomorphism-invariant tree decomposition into bags without clique separators.** In general, for graphs of tree width at most \(k\), there is no isomorphism-invariant tree decomposition of width \(k\). A simple example of graphs demonstrating this are cycles, which have tree width 2, but no isomorphism-invariant tree decomposition of width 2. We could hope to find an isomorphism-invariant tree decomposition by allowing approximate tree decompositions (that means, allowing an increase of the width to some constant \(k'\)). Again, cycles show that such tree decompositions do not always exist. To address this issue, we could consider not just one tree decomposition, but an isomorphism-invariant and polynomial-size collection of tree decompositions. However, for all \(k' \in \mathbb{N}\), there are graphs of tree width at most 3 for which the smallest isomorphism-invariant collection of tree decompositions of width \(k'\) has exponential size. Simple graphs demonstrating this fact are given by forming the disjoint union of \(n\) cycles of length \(n\), and adding a vertex that is adjacent to every other vertex.

We work around this problem by considering isomorphism-invariant tree decompositions that may have bags of unbounded size, but with bags that are easier from a graph-theoretic and algorithmic perspective than the original graph. An algorithm developed recently [19] (which refined the time complexity for ISOMORPHISM on graphs of tree width \(k\) from Bodlaender’s \(n^{O(k)}\) bound to \(g(k) \cdot n^{O(1)}\) for a function \(g\)) applies a technique from Leimer [17] that turns the input graph into its isomorphism-invariant collection of maximal induced subgraphs without clique separators called maximal atoms. (In the example above, the maximal atoms are exactly the enriched cycles.) Conceptually, the first step of the proofs of our main results is similar, but produces isomorphism-invariant tree decompositions into bags that are maximal atoms instead of just the isomorphism-invariant collection whose arrangement as a tree highly depends on the order in which subgraphs are considered. While it is sufficient to have an isomorphism-invariant set of potential bags capturing a tree decomposition in order to perform polynomial-time isomorphism tests (see [22]), in order to apply or work towards logspace techniques it is necessary to have an isomorphism-invariant tree decomposition. Our first main technical contribution consists of the graph-theoretic concepts and algorithmic ideas that are needed to compute isomorphism-invariant tree decompositions into maximal atoms for graphs of bounded tree width.

**Technique 2: Nested tree decomposition and a quasi-complete isomorphism-based ordering.** Lindell’s approach [18] for canonizing trees is based on using a weak order on the class of all trees whose incomparable elements are exactly the isomorphic ones, and showing that the order can be computed in logspace. Das, Torán, and Wagner [6] extended this to also work for graphs with respect to given tree decompositions of bounded width. This is done by adding the idea that, for bounded width, it is possible in logspace to guess partial isomorphisms between bags and recursively check whether they can be extended to isomorphisms between the whole graphs and the tree decompositions. When working with the tree decompositions into maximal atoms described above, it is not possible to just guess and check partial isomorphisms between bags since they have an unbounded width.
In order to handle the width-unbounded bags of the above decomposition, we use the fact that (as shown in [19]), after appropriate preprocessing, the maximal atoms have polynomial-size isomorphism-invariant families of approximate tree decompositions. To compute these families, we combine an approach for constructing separator-based tree decompositions from [9] to work with the isomorphism-invariant separators from [19]. If we choose a bounded width tree decomposition for each atom, and replace each atom by the chosen tree decomposition, we can turn the width-unbounded decomposition into a width-bounded decomposition for the whole graph. However, since each maximal atom may be associated with several decompositions, we need to consider for each atom a family of decompositions. We call the structure that is obtained a nested tree decomposition. In order to extend the approach that canonizes with respect to width-bounded decompositions to nested tree decompositions, we incorporate a bag refinement step into the weak ordering. It turns root bags of unbounded width into width-bounded tree decompositions. For each candidate tree decomposition of the root bag this triggers a modification of the original tree decomposition. However, it turns out that determining whether there is an isomorphism between two graphs that respects two given nested tree decompositions is as hard as the general graph isomorphism problem. Having a polynomial-time algorithm for this, let alone a logspace algorithm, would thus put the general graph isomorphism problem into P. Consequently, we do not generalize the idea of using isomorphism-based orderings with respect to decompositions in a direct way to nested tree decompositions. Instead, we define an approximation of the isomorphism-based ordering. This approximation has the property that it is isomorphism-invariant (that means, graphs that are isomorphic with respect to given nested decompositions are incomparable) but is only quasi-complete, by which we mean that graphs that are incomparable must be isomorphic but not necessarily via an isomorphism that respects the nested decompositions. Developing the notion of nested tree decompositions along with just the right notion of a quasi-complete isomorphism-based ordering is our second main technical contribution.

**Technique 3: Recursive logspace algorithm implementing the quasi-complete ordering.** Trying all choices of a decomposition on all of the atoms yields exponentially many refined decompositions in total. Avoiding this exponential blowup, our third main technical contribution is a dynamic-programming approach along the tree decomposition that shows how to cycle through candidate decompositions of the maximal atoms while, still, canonizing the graph along the coarser tree decomposition in logspace.

Since recursively cycling through tree decompositions of a bag needs space, we cannot just use the polynomial-size family of tree decompositions that we get from applying the results of [9] to those of [19] as described above. In order to implement the recursion in logspace, we compute nested tree decompositions that satisfy a certain additional property, which we call $p$-boundedness. It allows us to maintain a trade-off between the number of candidate tree decompositions chosen for each bag and the size of the subdecomposition sitting below the bag. This makes a recursive algorithm that uses only logarithmic space possible.

**Organization.** Section 2 provides background on graphs and logspace. The remaining paper is structured along the proofs of the theorems: Section 3 shows how to compute isomorphism-invariant decompositions into clique-separator-free graphs, while Section 4 contains the decomposition approach for graphs without clique separators. Section 5 defines the notion of nested decompositions and a weak ordering defined along them, while Section 6 proves that the ordering is logspace-computable for width-bounded and $p$-bounded decompositions.
Section 7 proves the main theorems and Section 8 concludes the paper. Due to lack of space, proofs are often sketched or omitted; see the paper’s preprint for details [11].

2 Background

The present section sketches the paper’s background on graphs, the isomorphism problem, and logspace.

We denote the set of natural numbers, which start at 0, by \( \mathbb{N} \), and use shorthands \([n,m] := \{n, \ldots, m\} \) and \([m] := [1,m] \) for every \( n \in \mathbb{N} \) and \( m \in \mathbb{N} \setminus \{0\} \).

For a graph \( G = (V,E) \) with vertices \( V \) and edges \( E \subseteq V \times V \), we define \( V(G) := V \) and \( E(G) := E \). All graphs considered in the present paper are finite, undirected, and simple (neither parallel edges nor loops are present). We denote the class of all finite graphs by \( \mathcal{G} \).

To simplify later definitions, we define the coloring function \( \text{col}_G: V(G) \times V(G) \to \mathbb{Z} \) of a graph \( G \) as follows. \( \text{col}_G(u,v) = -1 \) if \( v = w \), \( 1 \) if \( v \neq w \) and \( \{u,v\} \in E(G) \), and \( 0 \) if \( v \neq w \) and \( \{u,v\} \notin E(G) \).

An isomorphism from a (colored) graph \( G \) to a (colored) graph \( H \) is a bijective mapping \( \varphi: V(G) \to V(H) \), such that \( \text{col}_G(u,v) = \text{col}_H(\varphi(u),\varphi(v)) \) holds for every \( u,v \in V(G) \). Graphs \( G \) and \( H \) that admit an isomorphism between them are isomorphic. This gives rise to an equivalence relation that partitions \( \mathcal{G} \) into isomorphism classes. The graph isomorphism problem is the language \( \text{ISOMORPHISM} := \{(G,H) \in \mathcal{G} \times \mathcal{G} | \text{G and H are isomorphic}\} \).

A mapping \( \text{inv} \) that associates an object \( \text{inv}(G) \) with every graph \( G \in \mathcal{G} \), for example a tree decomposition or a family of tree decompositions, is isomorphism-invariant if for every isomorphism \( \varphi \) between two graphs the result of applying \( \varphi \) and \( \text{inv} \) is independent of the order in which they are applied. That means, for every isomorphism \( \varphi \) from a graph \( G \) to a graph \( H \), replacing all occurrences of vertices \( v \in V(G) \) in \( \text{inv}(G) \) by their image \( \varphi(v) \) yields \( \text{inv}(H) \).

Two graphs \( G \) and \( G' \) are isomorphic with respect to tree decompositions \( D = (T,B) \) and \( D' = (T',B') \), respectively, if there exists an isomorphism \( \varphi \) from \( G \) to \( G' \) and an isomorphism \( \psi \) from \( T \) to \( T' \) satisfying \( B'_{\psi(n)} = \{\psi(v) \mid v \in B_n\} \) for every node \( n \in V(T) \). Under these conditions we say that \( \varphi \) respects \( D \) and \( D' \). Based on this definition and the way of how it refines the isomorphism equivalence relation among graphs, we also consider canons of graphs with respect to tree decompositions.

A deterministic Turing machine whose working space is logarithmically bounded by the input length is called a logspace DTM. The functions \( f: \{0,1\}^* \to \{0,1\}^* \) computed by such machines are logspace-computable (or in logspace). The complexity class \( L \), called (deterministic) logspace, contains all languages \( P \subseteq \{0,1\}^* \) whose characteristic functions are in logspace.

3 Decomposing Graphs into Parts Without Clique Separators

A clique is a graph with an edge between every two vertices, including the empty graph by definition. A separation \( (A,B) \) is a clique separation with clique separator \( A \cap B \) in a graph \( G \) if it (1) separates two vertices \( x,y \in V(G) \), and (2) \( G[A \cap B] \) is a clique.

We construct isomorphism-invariant tree decompositions for graphs of bounded tree width whose bags induce subgraphs without clique separators and whose adhesion sets are...
cliques (that means, the torsos are exactly the subgraphs induced by the bags). These tree decompositions serve as an intermediate decomposition step in the proofs of the main theorems.

▶ **Lemma 3.** For every \( k \in \mathbb{N} \), there is a logspace-computable and isomorphism-invariant mapping that turns a graph \( G \) with tree width at most \( k \) into a tree decomposition \( D \) for \( G \) in which (1) subgraphs induced by the bags do not contain clique separators, and (2) adhesion sets are cliques.

The tree decomposition we construct to prove the lemma is a refined version of a decomposition of Leimer [17] of graphs into their collections of maximal induced subgraphs without clique separators. The crucial point is that we need to adjust his method to not only output the collection of maximal induced subgraphs without clique separators, which suffices for its application in [19], but also an isomorphism-invariant tree decomposition that is based on it. In order to do that, we replace the approach of [17], which is based on finding clique-separator-free parts in a single phase via computing elimination orderings, by an approach that consists of \( k + 1 \) steps, where \( k \in \mathbb{N} \) is the (constant) tree width of the input graph: Given a connected graph \( G \), step 1 finds the maximal induced subgraphs of \( G \) that do not contain clique separators of size at most 1. Then we build a tree decomposition whose bags are the computed subgraphs without clique separators of size 1 and adhesion sets are the computed size-1 clique separators. Each following step \( c \in \{2, \ldots, k + 1\} \) continues in a similar way: We already know (from the previous step) that the subgraphs induced by the bags do not contain clique separators of size at most \( c - 1 \). For each bag, we find the clique separators of size at most \( c \) in its induced graph, compute a tree decomposition whose bags are the induced subgraphs without size-\( c \) clique separators and adhesion sets are size-\( c \) clique separators. In order to proceed with a single tree decomposition that satisfies the above mentioned precondition, we merge the tree decompositions for the bags into the already computed decomposition. This results in a tree decomposition whose bags induce graphs without clique separators of size at most \( c \) and adhesions are clique separators of size at most \( c \). Since graphs of tree width at most \( k \) contain only cliques of size at most \( k + 1 \), step \( k + 1 \) finishes with a tree decomposition whose bags induce graphs without clique separators and adhesion sets induce cliques. Implementing this approach both in an isomorphism-invariant and logspace-computable way requires to refine the classical connection between clique separators and candidate tree representations of chordal completions of a graph in terms of size-bounded clique separators and uniquely-defined tree representations of graphs that arise by a refined notion of chordal completions.

### 4 Decomposing Graphs Without Clique Separators

The decomposition procedure from the previous section provides us with a tree decomposition whose bags are clique-separator-free. In the present section, we decompose clique-separator-free graphs further into isomorphism-invariant tree decompositions of bounded width (formalized by Lemma 4). This needs two additional assumptions that we later meet during the proofs of the main theorems. First, the decomposition is based on two distinguished nonadjacent vertices from the graph. Second, we assume that the given graph is improved as defined next.

Let \( \text{impr}: G \to \tilde{G} \) be the mapping that takes a graph \( G \) and adds edges between all vertices \( u, v \in V(G) \) with \( \kappa(u, v) > \text{tw}(G) \), where \( \kappa(u, v) \) is the size of a smallest separator that separates \( u \) from \( v \). The impr-operator improves the graph by adding edges to \( G \).
based on its tree width. To avoid losing information, we introduce a function \( \text{col}_{\text{impr}}(G) \) that colors edges that appear originally in the inputs with a different color than those coming from the improvement. The mapping impr is isomorphism-invariant by definition. Besides this, we use three further properties of the mapping impr. First, the graph we get from applying impr is saturated in the sense that a second application of it does not add new edges. Formally, this means \( \text{impr}(G) = \text{impr}(\text{impr}(G)) \) for every graph \( G \) as proved in [20, Lemma 2.5]. Second, the tree decompositions of a graph \( G \) are exactly the tree decompositions of \( \text{impr}(G) \). This implies \( \text{tw}(G) = \text{tw}(\text{impr}(G)) \) and is proved in [20, Lemma 2.6]. Third, the mapping impr is logspace-computable for graphs of bounded tree width. This follows from Reingold’s algorithm for UNDIRECTED-REACHABILITY, and the fact that the tree width of a graph bounds the size of the separators we need to consider in order to compute impr.

**Lemma 4.** For every \( k \in \mathbb{N} \), there is a \( k' \in \mathbb{N} \) and a logspace-computable and isomorphism-invariant mapping that turns every graph \( G \) with a distinguished non-edge \( \{u, v\} \notin E(G) \), where \( G \) (1) has tree width at most \( k \), (2) does not contain clique separators, and (3) is improved (that means, \( G = \text{impr}(G) \)), into a width-\( k' \) tree decomposition \( D = (T, B, \mathcal{D}) \) for \( G \).

The construction of the decomposition is based on recursively splitting the graph into smaller subgraphs using size-bounded and isomorphism-invariant separators. In order to do this, we adopt in a first step the isomorphism-invariant separators from [19] and show their logspace-computability. Then we combine this with a logspace approach for handling the recursion involved in this approach from [9].

### 5 Isomorphism-Based Ordering of Nested Tree Decompositions

We develop the notion of nested tree decompositions to later combine the decomposition that we get from Lemma 3 with the candidate decompositions we get from Lemma 4. Nested tree decompositions are tree decompositions whose parts are not just bags, but where every bag is associated with a family of tree decompositions for the bag’s torso. We use polynomial-size nested tree decompositions to represent exponential-size families of width-bounded tree decompositions that arise by replacing bags with tree decompositions from their families. In order to solve the isomorphism problem with the help of nested tree decompositions, we use a recursively defined weak ordering on pairs of graphs and nested tree decompositions. Incomparable elements in this weak order represent isomorphic graphs. In the following we first define nested tree decompositions and, then, the weak ordering for them.

A nested (tree) decomposition \( \bar{D} = (T, B, \mathcal{D}) \) for a graph \( G \) consists of a tree decomposition \( (T, B) \) for \( G \), and a family \( \mathcal{D} = (\mathcal{D}_n)_{n \in V(T)} \) where every \( \mathcal{D}_n \) is a family of tree decompositions \( D \in \mathcal{D}_n \) for the torso of \( n \). Normal tree decompositions can be viewed as nested decompositions where \( \mathcal{D}_n \) is empty for every \( n \in V(T) \). We adjust some terminology that usually applies to tree decompositions for the use with nested decompositions. Let \( \bar{D} = (T, B, \mathcal{D}) \) be a nested decomposition. The definition of the width of a bag \( B_n \) in a nested decomposition depends on whether \( \mathcal{D}_n \) is empty or contains a set of tree decompositions. If \( |\mathcal{D}_n| = 0 \), we set \( \text{tw}(B_n) := |B_n| - 1 \) and \( \text{tw}(B_n) := \max\{\text{tw}(D) \mid D \in \mathcal{D}_n\} \), otherwise. The width of \( \bar{D} \) is \( \text{tw}(\bar{D}) := \max\{\text{tw}(B_n) \mid n \in V(T)\} \). The size of \( \bar{D} \) is \( |\bar{D}| := \sum_{n \in V(T)} (1 + \max\{|D| + 1 \mid D \in \mathcal{D}_n\}) \), where \( |\mathcal{D}_n| = 0 \) implies \( \max\{|D| + 1 \mid D \in \mathcal{D}_n\} = 0 \). An (unordered) root set \( M \) of a nested decomposition \( \bar{D} = (T, B, \mathcal{D}) \) is a subset \( M \subseteq B_r \) of the root bag \( B_r \) of \( \bar{D} \) with (1) \( M = B_r \), in case \( |\mathcal{D}_r| = 0 \), and (2) every \( D \in \mathcal{D}_r \) has a bag \( B \) with \( M \subseteq B \) in case \( |\mathcal{D}_r| > 0 \). An ordered root set \( \sigma \) is an ordering of an unordered root set. Refining a nested decomposition \( \bar{D} = (T, B, \mathcal{D}) \) with respect to a tree decomposition \( D \in \mathcal{D}_r \) for the
root $r \in V(T)$ and an ordered root set $\sigma$ is done as follows. First, we decompose $G[B_r]$ using $D$. Then, for each child bag $B_c$ of $B_r$ in $D$, we find the highest bag in $D$ that contains the adhesion set $B_{[r,c]} = B_r \cap B_c$ and make $B_c$ adjacent to it. A bag of this kind exists since, by definition, $D$ is a tree decomposition of the torso of $B_r$. We add a new bag containing the elements of $\sigma$. This bag is the new root of the obtained decomposition and adjacent to the highest bag in $D$ that contains all elements of $\sigma$ (in particular, this operation may change which bag of $D$ is highest). The newly constructed nested decomposition is said to be obtained by refining $D$ and denoted by $\bar{D}_{D,\sigma}$. The size of a nested decomposition decreases when it is refined. That means $|\bar{D}_{D,\sigma}| < |D|$ holds. We use this property for proofs by induction.

To be able to distinguish original bags and bags from refining decompositions, we could mark the bags of $D$, which arise from the refinement step. We circumvent the need to mark the bags by assuming that the bags $B_n$ with empty $D_n$ are exactly the marked ones. In turn, we require from all nested decompositions $\bar{D}$ we consider that the set of bags $B_n$ with empty $D_n$ form a connected subtree in $\bar{D}$ containing the root.

**Proposition 5.** The mapping that turns a nested decomposition $\bar{D} = (T, \mathcal{B}, \mathcal{D})$ with decomposition $D \in \mathcal{D}_r$, and an ordered root set $\sigma$ into $\bar{D}_{D,\sigma}$ is logspace-computable and isomorphism-invariant.

In order to define the isomorphism-based ordering for nested decompositions, we start to review notions related to composed orderings and define an ordering of graphs with given vertex sequences.

Let $\prec$ be a weak ordering on a set $M$, and $a \equiv a'$ denote that two elements $a, a' \in M$ are incomparable with respect to $\prec$. That means, neither $a \prec a'$ nor $a' \prec a$ holds. We define the weak ordering on sequences from $M^* := \cup_{n \in \mathbb{N}} M^n$ with respect to $\prec$ as follows. We set $a = a_1 \ldots a_s \prec a'_1 \ldots a'_t = a'$ for $a, a' \in M^*$ if $s < t$, or $s = t$ and there is an $i \in [s]$ with $a_i \prec a'_i$ while $a_j \equiv a_j$ holds for every $j \in [i-1]$. The weak ordering on tuples from $M_1 \times \cdots \times M_k$ with respect to weak orderings $\prec_i$ for sets $M_i$, respectively, is defined in the same way except that tuples always have the same length. We denote it by $\prec_{(1,...,k)}$. We define a weak ordering on finite subsets of $M$ by setting $M_1 \prec M_2$ for two finite $M_1, M_2 \subseteq M$ based on comparing the sequences we get by sorting their elements to be monotonically increasing with respect to $\prec$.

We write the concatenation of sequences $\sigma$ and $\tau$ as $\sigma \tau$. Suppose that $(G, \sigma)$ and $(G', \sigma')$ are pairs consisting of graphs $G$ and $G'$ with sequences of vertices $\sigma = v_1 \ldots v_s$ and $\sigma' = v'_1 \ldots v'_t$ from the respective graphs. We set $(G, \sigma) \prec_{\text{seq}} (G', \sigma')$ if sequence $\text{col}_G(v_1, v_1) \ldots \text{col}_G(v_t, v_1) \ldots \text{col}_G(v_s, v_1) \ldots \text{col}_G(v_s, v_s)$ is smaller than sequence $\text{col}_{G'}(v'_t, v'_1) \ldots \text{col}_{G'}(v'_s, v'_1) \ldots \text{col}_{G'}(v'_s, v'_s)$ with respect to the (standard) ordering $<_{\text{seq}}$ of $\mathbb{N}$. We write $(G, \sigma) \equiv_{\text{seq}} (G', \sigma')$ if $(G, \sigma)$ and $(G', \sigma')$ are incomparable with respect to $\prec_{\text{seq}}$. The ordering $\prec_{\text{seq}}$ is logspace-computable by enumerating all pairs of vertices in lexicographic order of the indices.

Graphs $G$ and $G'$ are isomorphic with respect to sequences of vertices $\sigma = v_1 \ldots v_s$ and $\sigma' = v'_1 \ldots v'_t$ from the respective graphs if $s = t$ and there is an isomorphism $\varphi$ from $G$ to $G'$ with $\varphi(v_i) = v'_i$ for every $i \in [s]$. We say that $\varphi$ respects $\sigma$ and $\sigma'$ in this case. Based on this definition, we also consider canons of graphs with respect to vertex sequences. Due to the following statement, which we immediately get from the definition, we call $\prec_{\text{seq}}$ an isomorphism-based ordering of graphs with vertex sequences.
Proposition 6. Let $G$ and $G'$ be graphs with sequences of vertices $\sigma = v_1 \ldots v_s$ and $\sigma' = v'_1 \ldots v'_t$ from the respective graphs.

- ("invariance"-property) If $G$ and $G'$ are isomorphic with respect to $\sigma$ and $\sigma'$, then $(G, \sigma) \equiv_{\text{seq}} (G', \sigma')$.

- ("quasi-completeness"-property) If $(G, \sigma) \equiv_{\text{seq}} (G', \sigma')$, then the (induced subgraphs) $G[\{v_1, \ldots, v_s\}]$ and $G'[\{v'_1, \ldots, v'_t\}]$ are isomorphic with respect to $\sigma$ and $\sigma'$.

We define an ordering of graphs with nested decompositions by recursively ordering the child decompositions and combining this with the root bags. If a root bag has no refining tree decompositions, this is done by trying all possible orderings of the vertices of the bag. If the root bag has refining tree decompositions, this is done by first refining it before going into recursion.

For each child $c$ of the root node $r$ of a nested decomposition $D = (T, B, D)$, we define a set $\Pi(c)$ of orderings of a vertex set as follows. If $|D_c| = 0$, then $\Pi(c)$ contains all orderings of the vertices of $B_c$. If $|D_c| > 0$, then $\Pi(c)$ is the set of orderings of the adhesion set $B_{r(c)} = B_r \cap B_c$. We use the sequences from $\Pi(c)$ as ordered root sets for the child decomposition of $D$ rooted at $c$.

For all tuples $(G, \bar{D}, \sigma)$ and $(G', \bar{D}', \sigma')$ of graphs with nested decompositions and ordered root sets, we define whether $(G, \bar{D}, \sigma) \prec_{\text{dec}} (G', \bar{D}', \sigma')$ holds based on a case distinction:

"size"-comparison. If $|\bar{D}| < |\bar{D}'|$, or $|\bar{D}| = |\bar{D}'|$ and $|D_c| < |D'_c|$, then set $(G, \bar{D}, \sigma) \prec_{\text{dec}} (G', \bar{D}', \sigma')$.

"bag"-comparison. If $|\bar{D}| = |\bar{D}'| = 1$ (which implies $|D_c| = |D'_c| = 0$), then set $(G, \bar{D}, \sigma) \prec_{\text{dec}} (G', \bar{D}', \sigma')$ if $(G, \sigma) \prec_{\text{seq}} (G', \sigma')$.

"recursive"-comparison. If $|\bar{D}| = |\bar{D}'| > 1$, and $|D_c| = |D'_c| = 0$, we compare the decompositions recursively. Let $c_i, \ldots, c_s$ be the children of $r$ in $\bar{D}$ with respective child decompositions $\bar{D}_1, \ldots, \bar{D}_s$ and subgraphs $G_1, \ldots, G_s$. Let $c'_i, \ldots, c'_t$ be the children of $r'$ in $\bar{D}'$ with respective child decompositions $\bar{D}'_1, \ldots, \bar{D}'_t$ and subgraphs $G'_1, \ldots, G'_t$.

Set $(G, \bar{D}, \sigma) \prec_{\text{dec}} (G', \bar{D}', \sigma')$ if the following relation holds, which compares sets of sets that contain tuples to which $\prec_{\text{dec, seq}}$ applies directly:

\[
\{(\{(G_i, \bar{D}_i), \tau_i, (G, \sigma)\}) \mid \tau_i \in \Pi(c_i) \mid i \in [s]\} \prec_{\text{dec, seq}} \{(\{(G'_i, \bar{D}'_i), \tau'_i, (G', \sigma')\}) \mid \tau'_i \in \Pi(c'_i) \mid i \in [t]\}.
\]

"refinement"-comparison. If $|\bar{D}| = |\bar{D}'| > 1$, and $|D_c| = |D'_c| > 0$, then set $(G, \bar{D}, \sigma) \prec_{\text{dec}} (G', \bar{D}', \sigma')$ if \{(G, D_{\bar{D}, \sigma}, \sigma) \mid D \in D_c\} \prec_{\text{dec}} \{(G', D'_{\bar{D}'}, \sigma), \sigma') \mid D' \in D'_c\} holds.

Graphs $G$ and $G'$ are isomorphic with respect to nested decompositions $\bar{D} = (T, B, D)$ and $\bar{D}' = (T', B', D')$ as well as ordered root sets $\sigma$ and $\sigma'$, respectively, if there exists an isomorphism $\varphi$ from $G$ to $G'$ that (1) respects the (normal) tree decompositions $(T, B)$ and $(T', B')$, (2) respects the sequences $\sigma$ and $\sigma'$, and (3) for every $n \in V(T)$ there is a bijection $\pi_n$ from $D_n$ to $D'_n$, such that $\varphi$ restricted to $B_n$ respects $D$ and $\pi(D)$ for all $D \in D_n$. Based on how this definition refines the isomorphism equivalence relation among graphs, we consider canons of graphs with respect to nested decompositions. We call $\prec_{\text{dec}}$ an isomorphism-based ordering of graphs with nested decompositions, which is justified by the following lemma.

Lemma 7. Let $(G, \bar{D}, \sigma)$ and $(G', \bar{D}', \sigma')$ be tuples consisting of graphs with respective nested decompositions and ordered root sets.

- ("invariance"-property) If $G$ and $G'$ are isomorphic with respect to $\bar{D}$ and $\bar{D}'$ as well as $\sigma$ and $\sigma'$, then $(G, \bar{D}, \sigma) \equiv_{\text{dec}} (G', \bar{D}', \sigma')$.

- ("quasi-completeness"-property) If $(G, \bar{D}, \sigma) \equiv_{\text{dec}} (G', \bar{D}', \sigma')$, then $G$ and $G'$ are isomorphic with respect to $\sigma$ and $\sigma'$. 

The ordering \( \prec_{\text{dec}} \) is defined in order to satisfy the “quasi-completeness”-property, but not a “completeness”-property saying that \((G, \bar{D}, \sigma) \equiv_{\text{dec}} (G', \bar{D}', \sigma')\) implies that \(G\) and \(G'\) are isomorphic with respect to \(\sigma\) and \(\sigma'\) as well as \(\bar{D}\) and \(\bar{D}'\), too. The reason behind this lies in the fact that deciding an ordering of this kind for nested decompositions of a bounded width is as hard as (general) ISOMORPHISM. (This can be proved by a reduction that turns graphs into pairs of independent sets and nested decompositions, which encode the edges).

6 Computing the Ordering for Nested Tree Decompositions in Logspace

We now investigate methods to space-efficiently evaluate the isomorphism-based ordering described in the previous section. The nested decompositions we are working with always have a bounded width. This makes it possible to implement the “recursive”-comparison of the isomorphism-based ordering space-efficiently. If the child decompositions are small enough (more precisely, they are smaller by a constant fraction in comparison to their parent), then it is possible to store a constant amount of information, and in particular to store orderings of the size-bounded root bag, before descending into recursion, without exceeding a desired logarithmic space bound. If there is a large child decomposition, of which there can be only one, then we can use Lindell’s classic technique of precomputing the recursive information before storing anything at all. However, for the “refinement”-comparison, a space-efficient approach turns out to be more challenging. In this case, the ordering asks us to compare various refinements of the root bag. Cycling through these refinements as part of a recursive approach requires too much space, even if the number of decompositions is bounded by a polynomial in the size of the root bag. While it is not clear how to remedy this difficulty in general, the nested decompositions we construct in the proofs of our main theorems satisfy an additional technical condition, called \(p\)-boundedness below. This makes it possible to find a trade-off between the recursive space requirement and the space required for cycling through the refinements.

Let \(\bar{D}\) be a nested decomposition. Consider a bag \(n\) with \(|\mathcal{D}_n| > 1\). Let \(c_1, \ldots, c_t\) be the children of \(n\) sorted by monotonically decreasing size of the respecting subdecompositions \(D_1, \ldots, D_t\). If it exists, let \(j \in [t]\) be maximal such that \(G[A_n] = (B_n \cap B_{c_1}) \cup \cdots \cup (B_n \cap B_{c_j})\) is a clique, and \(|D_j| > |D_{j+1}|\) holds or \(j = t\) holds. Otherwise, set \(j := 0\) and \(A_n := \emptyset\). We call the children \(c_1, \ldots, c_j\) of \(n\) the special children and \(A_n\) is the attachment clique of the special children. A nested decomposition \(\bar{D}\) is \(p\)-bounded for a polynomial \(p : \mathbb{N} \to \mathbb{N}\) if for every \(n \in V(T)\) and non-special child \(c\) of \(n\) we have \(|\mathcal{D}_n| \leq p(|\bar{D}|/|\mathcal{D}_c|)\). For non-special nodes we use the \(p\)-boundedness condition to trade the number of candidate refining decompositions with the size of subdecompositions. This enables an overall space-efficient recursion leading to a proof of the following lemma.

Lemma 8. For every \(k \in \mathbb{N}\) and polynomial \(p : \mathbb{N} \to \mathbb{N}\), there is a logspace DTM that, on input of graphs \(G\) and \(G'\) along with respective nested decompositions \(\bar{D}\) and \(\bar{D}'\) and ordered root sets \(\sigma\) and \(\sigma'\) where \(\bar{D}\) and \(\bar{D}'\) (1) have width at most \(k\), and (2) are \(p\)-bounded, decides \((G, \bar{D}, \sigma) \prec_{\text{dec}} (G', \bar{D}', \sigma')\).

7 Testing Isomorphism for and Canonizing Bounded Tree Width Graphs

We first show how to compute isomorphism-invariant width-bounded and \(p\)-bounded nested decompositions and, then, apply this to prove Theorems 1 and 2.
Lemma 9. For every \( k \in \mathbb{N} \), there is a \( k' \in \mathbb{N} \), a polynomial \( p: \mathbb{N} \to \mathbb{N} \), and a logspace-computable and isomorphism-invariant mapping that turns every graph \( G \) of tree width at most \( k \) into a nested decomposition \( \bar{D} \) for \( G \) that (1) has width at most \( k' \), and (2) is \( p \)-bounded.

Proof. Instead of the original input graph \( G \), we work with its improved version, which we can compute in logspace since the tree width of \( G \) is bounded. Mapping the input graph to its improved version is isomorphism-invariant and the improved version has the same tree decompositions. In the following, we denote the improved version of the input graph by \( \bar{G} \).

Let \( D = (T, B) \) be the isomorphism-invariant tree decomposition we get from \( G \) by applying Lemma 3. Since the lemma guarantees that in \( D \) the adhesion sets are cliques, the torso of each bag is equal to the bag itself. To turn \( D \) into a nested decomposition it thus suffices to find a family of tree decompositions of width at most some constant \( k' \in \mathbb{N} \) for each bag. We will apply Lemma 4 to find such a family. Since \( D \) decomposes an improved graph and the adhesion sets are cliques, every \( \bar{G}[B_n] \) for \( n \in V(T) \) is also improved.

Thus, based on \( D \), we construct a nested decomposition \( \bar{D} \) by considering every node \( n \) of \( D \) and defining an isomorphism-invariant family \( \mathcal{D}_n \) of tree decompositions of the bag \( B_n \). If \( B_n \) has size at most \( k + 1 \), we let the family \( \mathcal{D}_n \) consist of a single tree decomposition that is just \( B_n \). Note that by this choice, the bag \( B_n \) satisfies both the width bounded and the \( p \)-boundedness restriction (for every polynomial \( p \) with \( p(i) \geq 1 \) for all \( i \in \mathbb{N} \)). If the size of \( B_n \) exceeds \( k + 1 \), we would like to apply Lemma 4 to further decompose \( B_n \). However, for the lemma, we need a pair \( \{u, v\} \notin E(G) \) in \( B_n \) to serve as the root of the decomposition. We cannot simply iterate over all \( \{u, v\} \notin E(G) \) in \( B_n \) since the result may violate the \( p \)-boundedness condition. We proceed as follows: Let \( c_1, \ldots, c_t \) be the children of \( n \) sorted by decreasing size of the respecting child decompositions \( D_{c_1}, \ldots, D_{c_t} \). If it exists, let \( j \in [t] \) be the maximum, such that \( \bar{G}[A_n] \) with \( A_n := (B_n \cap B_{c_1}) \cup \cdots \cup (B_n \cap B_{c_j}) \) is a clique, and \( |D_{c_j}| > |D_{c_{j+1}}| \) holds or \( j = t \) holds. Otherwise, set \( j := 0 \) and \( A_n := \emptyset \).

As \( A_n \) is the attachment clique of the special children as defined above, we construct a collection of tree decompositions \( \mathcal{D}_n \) for \( B_n \) based on whether we have \( j < t \) or \( j = t \). If \( j < t \), let \( m \geq 1 \) be the largest integer with \( |D_{c_{j+m}}| = |D_{c_{j+m+1}}| \). By construction, we can find at least one and at most \( ((k + 1)(m + 1))^2 \) pairs of nonadjacent vertices \( \{u, v\} \) in \( \bar{G}[A'_n] \) for \( A'_n := A_n \cup (B_n \cap B_{c_{j+1}}) \cup \cdots \cup (B_n \cap B_{c_{j+m}}) \).

We define \( \mathcal{D}_n \) to be the collection of tree decompositions we obtained by applying Lemma 4 to \( \bar{G}[B_n] \) with pairs \( \{u, v\} \) of nonadjacent vertices in \( \bar{G}[A'_n] \). We have \( |\mathcal{D}_n| \leq ((k + 1)(m + 1))^2 \). This set of decompositions satisfies the \( p \)-boundedness restriction with the polynomial \( p(m) = ((k + 1)(m + 1))^2 \). If \( j = t \), we consider every pair of nonadjacent vertices \( \{u, v\} \) in \( B_n \). Again, for every such \( \{u, v\} \), we construct a decomposition for \( \bar{G}[E] \) using Lemma 4. We have \( 1 \leq |\mathcal{D}_n| \leq |B_n|^2 \) in this case, satisfying the \( p \)-boundedness condition, since \( B_n \) only has special children. Since the construction of the collections \( \mathcal{D}_n \) is isomorphism-invariant, the entire construction is isomorphism-invariant.

Proof of Theorem 1. Given two graphs \( G \) and \( G' \), by Lemma 9 we can compute in logarithmic space isomorphism-invariant \( p \)-bounded nested decompositions \( D \) and \( \bar{D}' \). By Lemma 7, the graphs are isomorphic if and only if there exist ordered root sets \( \sigma \) and \( \sigma' \) with \( (G, \bar{D}, \sigma) \equiv_{dec} (G', \bar{D}', \sigma') \). By Lemma 8, this can be checked in logarithmic space by iterating over all suitable choices of \( \sigma \) and \( \sigma' \). The L-hardness for every positive \( k \in \mathbb{N} \) follows from the L-hardness of the isomorphism problem for trees (connected graphs of tree width at most 1) proved by Jenner et al. [16].
We showed how to canonize and compute canonical labelings for graphs of bounded tree width in logspace, and this implies that deciding isomorphic graphs and computing isomorphisms can be done in logspace for graphs of bounded tree width. For the proof we first developed a tree decomposition into clique-separator-free subgraphs that is isomorphism-invariant and logspace-computable. Then we showed how to compute, for each bag, an isomorphism-invariant family of width-bounded tree decompositions in logspace. Finally, we combined both decomposition approaches to construct nested tree decompositions and developed a recursive canonization procedure that works on nested tree decompositions.

Deciding ISOMORPHISM for graphs embeddable into the plane [7] or fixed surfaces [10] is in logspace. These graph classes can be described in terms of forbidding fixed minors,
which also holds for classes of graphs with bounded tree width. This opens up the question of whether these logspace results generalize to any class of graphs excluding fixed minors. For these classes polynomial-time isomorphism procedures are known \[23\]. Partial results are known for graphs that exclude the minors \(K_5\) or \(K_{3,3}\) \[8\].

References


Preprocessing Under Uncertainty

Stefan Fafianie\textsuperscript{1}, Stefan Kratsch\textsuperscript{2}, and Vuong Anh Quyen\textsuperscript{3}

\textsuperscript{1} University of Bonn, Germany
fafianie@cs.uni-bonn.de
\textsuperscript{2} University of Bonn, Germany
kratsch@cs.uni-bonn.de
\textsuperscript{3} University of Bonn, Germany
vuong@cs.uni-bonn.de

Abstract

In this work we study preprocessing for tractable problems when part of the input is unknown or uncertain. This comes up naturally if, e.g., the load of some machines or the congestion of some roads is not known far enough in advance, or if we have to regularly solve a problem over instances that are largely similar, e.g., daily airport scheduling with few charter flights. Unlike robust optimization, which also studies settings like this, our goal lies not in computing solutions that are (approximately) good for every instantiation. Rather, we seek to preprocess the known parts of the input, to speed up finding an optimal solution once the missing data is known.

We present efficient algorithms that given an instance with partially uncertain input generate an instance of size polynomial in the amount of uncertain data that is equivalent for every instantiation of the unknown part. Concretely, we obtain such algorithms for minimum spanning tree, minimum weight matroid basis, and maximum cardinality bipartite matching, where respectively the weight of edges, weight of elements, and the availability of vertices is unknown for part of the input. Furthermore, we show that there are tractable problems, such as small connected vertex cover, for which one cannot hope to obtain similar results.
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1 Introduction

In many applications we are faced with inputs that are partially uncertain or incomplete. For example, a crucial part of the input, like availability of particular machines or current congestion of some network or road links, may only be available at short notice and may be subject to frequent change. Similarly, we may have to regularly solve instances of some problem that are very similar except for small modifications, e.g., airport gate scheduling when there are only few irregular flights.

A natural approach to this is to come up with solutions that are robust in the sense that they are close to optimal no matter what instantiation the unknown or uncertain part takes. Intuitively it is clear that one cannot hope to always find a solution that is optimal for all instantiations since then the missing parts would always need to be irrelevant. Similarly, if one has to commit to some solution containing uncertain weights/values, then changing these values can in general rule out any good ratio of robustness.

To avoid this issue, in the present work, when given an instance with missing or uncertain information we do not seek to already commit to a solution but to determine how much of the input we can solve or preprocess without knowing the missing or uncertain parts. In
particular, this approach permits us to still perform computations once the entire input is known/certain. Thus, there is no general argument that would rule out the possibility of finding optimal solutions since we could always do nothing and just keep the instance as is.

Our question is rather, assuming that we always want to get an optimal solution, how much of the certain part of the input do we need to keep (including any other derived information that we could choose to compute). Clearly, we should expect that increasing the amount of uncertain data should drive up the amount of information that we need to keep. Conversely, in many settings the instantiations of some \( k \) bits (e.g. presence of certain \( k \) edges in a graph) “only” create \( 2^k \) different possible instances. Thus, size exponential in the amount of uncertain data is likely to be easy to achieve, e.g., by hardwiring optimal solutions for all instantiations. In contrast, we are interested in spending only polynomial time (too little to precompute an exponential number of solutions) and preprocessing to a size that is polynomial in the amount of uncertain data.

As an easy positive example, consider a road network modeled by a graph \( G = (V, E) \) with weights \( w: E \rightarrow \mathbb{R}_{\geq 0} \) capturing the time to travel along the corresponding road. If all weights are given/certain, then we can easily compute a shortest \( s,t \)-path. If, say, weights for edges in some set \( F \subseteq E \) are not known (yet) or if they are subject to change (e.g. by road congestion) then we cannot for sure determine a shortest path. Moreover, we cannot in general find a path that will be within any bounded factor of the shortest path: If we have to pick one of two parallel edges, then letting the other one have cost \( \epsilon \) and ours have cost 1 gives ratio \( 1/\epsilon \) for arbitrary small \( \epsilon \). Preprocessing for this setting, however, is straightforward: The final shortest path will consist in some arbitrary way of edges in \( F \) and shortest \( u,v \)-subpaths containing no edge of \( F \) for \( u,v \in \{s,t\} \cup V(F) \). The required \( u,v \)-paths can be precomputed by taking shortest paths in \( G - F \). All distance information can be stored in a smaller graph on vertex set \( \{s,t\} \cup V(F) \) by letting weight of \( \{u,v\} \) be equal to the length of a shortest \( u,v \)-path in \( G - F \). The edges of \( F \) are then additional parallel edges and the actual shortest \( s,t \)-path can be computed once their weights are known. (One may label edges \( \{u,v\} \) by the interior vertices of the shortest \( u,v \)-path to quickly extract a shortest \( s,t \)-path.) Thus, instead of having to find a shortest path in \( G = (V, E) \) once all weights are known it suffices to solve the problem on a graph with at most \( 2 + 2|F| \) vertices.

Our results. We study similar preprocessing questions for several fundamental problems, namely MINIMUM SPANNING TREE, MINIMUM WEIGHT MATROID BASIS, and MAXIMUM CARDINALITY BIPARTITE MATCHING. In the first two problems, the uncertainty lies in the weight of some of the edges of the input graph respectively elements of the ground set of the matroid. The matroid basis problem of course generalizes the MINIMUM SPANNING TREE question but the latter is probably more accessible and uses essentially the same ideas. For MAXIMUM CARDINALITY BIPARTITE MATCHING we study the setting that in the given bipartite graph \( G = (L, R; E) \) there are sets of vertices \( L_0 \subseteq L \) and \( R_0 \subseteq R \) some of which will not be available (but we do not know yet). To some extent, the latter problem can also be handled by the result for MINIMUM WEIGHT MATROID BASIS, but the output would not be an instance of bipartite matching (see end of Section 4). For all three problems, we give efficient algorithms that derive an appropriate form of equivalent instance such that an optimal solution can be found using just this instance plus the missing input data. Finally, we show that there are problems for which we cannot find efficient compressions that capture all possible scenarios, even if the running time of the algorithm is allowed to be unbounded; these are SMALL CONNECTED VERTEX COVER and some LP-related problems.
Related work. The effect of uncertainty in instances on optimal solutions has long been considered and there are several approaches to deal with it. An early approach is stochastic optimization (SO), starting at least from Dantzig’s original paper [4], which assumes that the uncertainty has a probabilistic description. A more recent approach to optimization under uncertainty is robust optimization (RO). In contrast to SO, the uncertainty model in RO is not stochastic, but rather deterministic and set-based. More precisely, in RO, we want to find a solution to optimize the value of a certain function which subjects to a list of uncertain constraints. Each of these constraints may depend on some uncertain parameters whose values are in a given domain which may be infinitely large or continuous. The solution is required to satisfy every constraint for all values of its uncertain parameters. We refer interested readers to a survey [2] for more information about RO. Both of the two approaches (SO and RO) only work with the uncertainty of the value of parameters in an instance, but neither with the uncertainty of appearance of any factor in an instance (variables, constraints, vertices, edges, etc.), nor with the uncertainty of the objective function. Moreover, the focus is on finding optimal or approximate solutions rather than preprocessing.

Concerning preprocessing, a related concept is that of kernelization from parameterized complexity. In brief, a kernelization for a decision problem is an efficient algorithm that compresses each input instance to an instance with smaller size (if possible) and ensures that the answer does not change. Note that the target of this approach is NP-hard problems and sizes of compressed instances are measured by some problem-specific parameter instead of the input size since one cannot hope to efficiently shrink all inputs of some NP-hard problem, unless P = NP. To the best of our knowledge there has not been much research in this area regarding uncertainty or robustness. Two recent results on kernelization nevertheless use intermediate results that are in line with the present work, and that have in part inspired it:

1. A nice result of Pilipczuk et al. [13] is the following: Given a plane graph $G$ with outer face $B$, one can efficiently compress the inner part of $G$ to obtain a smaller graph $H$ such that $H$ contains an optimal Steiner tree connecting terminal set $S$ for every subset $S \subseteq B$ of the outer face. Note that for any fixed set $S \subseteq B$ this is a polynomial-time problem, but there are of course $2^{|B|}$ many possible sets $S$. Pilipczuk et al. use this result to obtain polynomial kernels for several problems on planar graphs, e.g., PLANAR STEINER TREE.

2. Kratsch and Wahlström [8] obtained the following result on cut-covering sets: Given a graph and two vertex sets $S$ and $T$, there exists a small vertex set $Z$ such that $Z$ contains a minimum vertex $(A,B)$-cut for every $A \subseteq S$ and $B \subseteq T$, moreover $Z$ can be computed in randomized polynomial time with small error probability. Again, for each choice of $A$ and $B$ this is polynomial-time solvable, but there is an exponential number of choices. We will make use of this result in Section 5 and, furthermore, it directly yields another positive example for the MIN CUT problem with uncertain vertices: Given a graph $G = (V, E)$ with two vertices $s,t \in V$ and $U \subseteq V \setminus \{s,t\}$, we can apply the result for $S = U \cup \{s\}$ and $T = U \cup \{t\}$ to compute a cut-covering set $Z$. Now, for every $U' \subseteq U$, the set $Z$ contains a minimum $U' \cup \{s\}, U' \cup \{t\}$ cut $C$. Clearly, $U' \subseteq C$ and thus $C \setminus U'$ must be a minimum $(s,t)$-cut in $G - U'$. This observation together with a technique called torso operation (see [10]), which will be explained in Section 5, allows us to compress the certain part of $G$ efficiently. By Menger’s theorem, this carries over to the problem of computing the maximum number of vertex-disjoint paths between two vertices in a graph. Thus, one can also obtain a preprocessing for MAX FLOW when all capacities are small, in the sense that the guaranteed size depends polynomially on the maximum capacity.

3. In [1] Assadi et al. also considered MAXIMUM MATCHING and MINIMUM SPANNING TREE with a similar approach but their model, which they called “The dynamic sketching
organization. We will start with preliminaries in Section 2 and consider minimum spanning tree in Section 3 as a warm-up. We present our algorithms for minimum weight matroid basis and maximum cardinality bipartite matching in Sections 4 and 5 respectively. Finally, we present our lower bounds in Section 6. Proofs omitted in this extended abstract can be found in [6].

2 Preliminaries

Graphs. We mostly follow graph notation as given by Diestel [5]. A walk in a graph $G$ is a sequence of vertices $(v_0, v_1, \ldots, v_k)$ such that for every $i = 0, \ldots, k - 1$ the vertices $v_i$ and $v_{i+1}$ are adjacent; if $G$ is a directed graph then it is required that there is an arc directed from $v_i$ to $v_{i+1}$. A path in $G$ is a walk $(v_0, v_1, \ldots, v_k)$ such that $v_i$ and $v_j$ are distinct for every $i \neq j$. In this case, $v_0$ and $v_k$ are called the first vertex and the last vertex of the path respectively; all other vertices are called internal vertices. A $(u, v)$-path is a path whose first vertex is $u$ and whose last vertex is $v$. If $S$ is a vertex set of a graph $G$, then we denote by $G - S$ the graph obtained from $G$ by removing all vertices in $S$ and their incident edges.

Matroids. A matroid is a pair $(E, I)$, where $E$ is a finite set of elements, called ground set, and $I$ is a family of subsets of $E$ which are called independent sets such that: (1) $\emptyset \in I$. (2) If $A \in I$, then for every subset $B \subseteq A$ we have $B \in I$. (3) If $A$ and $B$ are two independent sets in $I$ and $|A| > |B|$, then there is an element $e \in A \setminus B$ such that $B \cup \{e\} \in I$; this is called the augmentation property.

By the augmentation property, all (inclusion-wise) maximal independent sets have the same cardinality; each of them is called a basis. The (inclusion-wise) minimal dependent sets are called circuits. Given a matroid $M = (E, I)$ and $F \subseteq E$, we denote by $M - F$ the matroid obtained from $M$ by deleting elements in $F$, i.e., the matroid on ground set $E \setminus F$ whose independent sets are the independent sets of $M$ that are disjoint from $F$. If $F$ is an independent set of $M$ then we denote by $M/F$ the matroid obtained from $M$ by contracting $F$, i.e., the matroid on ground set $E \setminus F$ such that a set $I$ is independent if and only if $I \cup F$ is an independent set of $M$. A matroid $M'$ obtained from $M$ by a sequence of deletion and contraction operations is called a minor of $M$. model”, has two main differences: First, it only captures the uncertainty of appearance of edges but not their weights. Second, output of an algorithm in the model may be only a compact structure (“a sketch” in their words) but not an instance of the considered problem.

Other somewhat related paradigms are online algorithms and dynamic algorithms. In the former, the input is revealed piece-by-piece and the algorithm needs to commit to decisions without knowing the remaining input; the goal is to optimize the ratio between the online solution and an offline optimum. This is quite different from our setting because it requires to commit to a solution. In the dynamic setting a complete instance is given but modifications to it are given in further rounds; the goal is to adapt quickly to the modifications and to find a solution for the modified instance (faster than computing from scratch). This is closer to our setting, by allowing a different solution in each round, but differs by having a complete input in each round and not necessarily restricting the parts of the input that may change.

The problem of finding a minimum spanning tree when edge weights are uncertain has also been explored in a different setting [7, 11]. In this case, all edge weights fall in prespecified intervals and there is a cost for finding out the weight of a specific edge. The goal is to find a cost-efficient query strategy for finding a minimum spanning tree.
A matrix $M$ over a field gives rise to a matroid $\mathcal{M}$ whose ground set is the set of columns of $M$ and a set of columns is an independent set of $\mathcal{M}$ if and only if it is linearly independent as a set of vectors. In this case, we say that $\mathcal{M}$ is *represented by* $M$ or $M$ is a *representation matrix* of $\mathcal{M}$. Note that there may be different representation matrices of the same matroid and there exist matroids which cannot be represented over any field.

Because there can be as many as $2^{|E|}$ independent sets in a matroid $\mathcal{M} = (E, \mathcal{I})$, to achieve time polynomial in $|E|$ it is necessary to use a more succinct representation, rather than listing all sets in $\mathcal{I}$ explicitly. Two common ways are representing $\mathcal{M}$ by a matrix (not possible for all matroids) or assuming that an independence oracle for $\mathcal{I}$ is provided:

(i) If our matroid is given by a representation matrix over some field, the output of our algorithm should again be a representation matrix. It is known that a representation for any minor of $\mathcal{M}$ can be computed in polynomial time from a representation of $\mathcal{M}$ (cf. Marx [9]).

(ii) If our matroid is given by a ground set and an independence oracle, i.e., a blackbox algorithm which tells us whether an arbitrary subset of the ground set is independent or not, then the time for the oracle is not taken into account. In this case, the output should again be a ground set together with an oracle. Since the oracle is blackbox, the output oracle will be a frontend to the initial oracle and make queries to it.

**Further notation.** Given two functions $f_1: X_1 \to \mathbb{N}$ and $f_2: X_2 \to \mathbb{N}$ with $X_1 \cap X_2 = \emptyset$, the union of $f_1$ and $f_2$, denoted by $f_1 \cup f_2$, is the function $f: X_1 \cup X_2 \to \mathbb{N}$ defined by $f(x) = f_i(x)$ if $x \in X_i$ for $i = 1, 2$. For convenience, we use $+$ and $-$ instead of $\cup$ and $\setminus$ for singleton sets, e.g., $S + e$ and $S - e$ instead of $S \cup \{e\}$ and $S \setminus \{e\}$. We also abuse notation by using $f(e)$ to represent a function $f$ whose domain is $\{e\}$, e.g., we write $f(e) \cup g$ to clarify that we take the union of two functions $f$ and $g$ where the function $f$ has a singleton domain.

### 3 Minimum Spanning Tree in Graphs With Some Unknown Weights

For a connected graph $G = (V,E)$ and a weight function $\omega: E \to \mathbb{N}$ one can efficiently compute a spanning tree of minimum total edge weight. If, however, the weight of some edges is not known (yet), then in general we cannot (yet) solve the instance. Nevertheless, we may be able to preprocess the known part of the instance in order to save time later.

Say we are given a connected graph $G = (V,E \cup F)$ and a weight function $\omega_F: E \to \mathbb{N}$. Over different choices of weights $\omega_F: F \to \mathbb{N}$ for edges in $F$ there may be an exponential number of different minimum weight spanning trees. We will show how to efficiently generate a new instance on which we may solve the problem for any instantiation of $\omega_F$, i.e., computing the weight of a minimum spanning tree relative to weights $\omega = \omega_F \cup \omega_F$.

In slight abuse of notation we assume that edges that are originally in $F$ can be identified in the new instance after the operations (edge contractions) performed in our algorithm. That is, given an edge in $F$, we can find the corresponding edge in the new instance even if the endpoints of this edge have changed. More formally this could also be captured by an appropriate bijection from $F$ to a set of edges $F'$ that appear in the new instance.

**Theorem 1.** There is a polynomial-time algorithm that, given a connected graph $G = (V,E \cup F)$ and a weight function $\omega_F: E \to \mathbb{N}$, computes a connected graph $G' = (V', E' \cup F)$ with $|E'| \leq |F|$, a weight function $\omega_{E'}: E' \to \mathbb{N}$, and $k \in \mathbb{N}$, such that, for any $\omega_F: F \to \mathbb{N}$, the graph $G$ has minimum spanning tree weight $l$ relative to $\omega_F \cup \omega_F$ if and only if $G'$ has minimum spanning tree weight $l' = l - k$ relative to $\omega_{E'} \cup \omega_F: E' \cup F \to \mathbb{N}$.

Let MSF denote a minimum weight spanning forest of $G - F$ and let $G_1 = (V, \text{MSF} \cup F)$.
The following lemma shows that the weight of a minimum spanning tree in $G_1$ is equal to that of a minimum spanning tree in $G$ for any weight function on $F$.

**Lemma 2.** For any weight function $\omega_F : F \to \mathbb{N}$, there is a minimum spanning tree $\text{MST}_{\omega_F}$ in $(G, \omega_E \cup \omega_F)$ such that $\text{MST}_{\omega_F} \subseteq \text{MSF} \cup F$.

Accordingly, the first part of the simplification of $(G, \omega_E)$ consists of replacing $G$ by $G_1$ and restricting $\omega_E$ to the edges of $G_1$, i.e., to the edges of MSF $\cup F$.

Let $\omega : F \to \mathbb{N}: f \mapsto 0$. If an edge $e \in E$ is used by a minimum spanning tree for $(G, \omega_E \cup \omega_0)$ in which all edges in $F$ have zero weight, then, intuitively, using $e$ is also a good choice for spanning trees with other weight functions $\omega_F : F \to \mathbb{N}$.

**Lemma 3.** Let $\text{MST}_{\omega_0}$, a minimum spanning tree for $(G, \omega_E \cup \omega_0)$. For every $\omega_F : F \to \mathbb{N}$, there is a minimum spanning tree $\text{MST}_{\omega_F}$ for $(G, \omega_E \cup \omega_F)$ that uses all edges in $\text{MST}_{\omega_0} \setminus F$.

It follows that we can further simplify $G_1$ by contracting edges of $\text{MST}_{\omega_0} \setminus F$, since for any weight function $\omega_F : F \to \mathbb{N}$ there is a minimum spanning tree that uses these edges.

**Lemma 4.** Let $\text{MST}_{\omega_0}$ be a minimum spanning tree in $(G, \omega_E \cup \omega_0)$ and let $e \in \text{MST}_{\omega_0} \setminus F$. Let the graph $G_2 = (V', E')$ be obtained by contracting $e$, where $E' = E - e$, and let $\omega_{E'}$ be $\omega_E$ restricted to $E'$. For any weight function $\omega_F : F \to \mathbb{N}$, $(G, \omega_E \cup \omega_F)$ has a spanning tree with weight $l$ if and only if $(G_2, \omega_{E'} \cup \omega_F)$ has a spanning tree $\text{MST}_{\omega_F}'$ of weight $l - \omega_E(e)$.

We compute a minimum spanning tree $\text{MST}_{\omega_0}$ for $(G_1, \omega_E \cup \omega_0)$ and create a graph $G' = (V', E' \cup F')$ by contracting every edge in $\text{MST}_{\omega_0} \setminus F$. Let $k$ be the combined weight of the contracted edges. All edges in $E'$ correspond to edges $E$ after the contractions. We define $\omega_{E'}$, accordingly. Note that $|E'| \leq |F|$ since at most $|\text{MSF}| \leq n - 1$ edges of $E$ remain in $G_1$, of which we contract at least $|\text{MST}_{\omega_0} \setminus F| \geq |\text{MST}_{\omega_0}| - |F| = n - 1 - |F|$ edges in order to obtain $G'$. As a result of Lemmas 2 through 4 we have that $G'$, $\omega'_{E'}$, and $k$ satisfy the required properties in Theorem 1 and the result follows.

## Minimum Weight Basis in Matroids With Some Unknown Weights

Given a matroid $\mathcal{M} = (E, \mathcal{I})$, we know that for each fixed weight function $w : E \to \mathbb{N}$ we can find a minimum weight basis of $\mathcal{M}$ in polynomial time by the greedy algorithm. Now suppose that there is a subset $F \subseteq E$ of elements with unknown weights, i.e., we are only given a partial weight function $w : E \setminus F \to \mathbb{N}$. We want to reduce the known part of the input such that when given any weights for elements in $F$ we can compute a minimum weight basis.

In the rest of this section, we prove the following result:

**Theorem 5.** There is a polynomial-time algorithm that given a matroid $\mathcal{M} = (E, \mathcal{I})$, by matrix representation or independence oracle, together with a set $F \subseteq E$ and a partial weight function $w : E \setminus F \to \mathbb{N}$, outputs a matroid $\mathcal{M}' = (E', \mathcal{I}')$, a partial weight function $w' : E' \setminus F \to \mathbb{N}$, and a number $k \in \mathbb{N}$ such that: (1) $E'$ contains $F$ and has at most $2|F|$ elements. (2) For every weight function on $F$, the matroid $\mathcal{M}$ has a minimum weight basis of weight $l$ if and only if $\mathcal{M}'$ has a minimum weight basis of weight $l - k$.

We start by recalling some basics about the interplay of circuits and bases in a matroid.

**Lemma 6 (cf. Oxley [12, Corollary 1.2.6]).** Let $\mathcal{M} = (E, \mathcal{I})$ a matroid and $B \in \mathcal{I}$ a basis of $\mathcal{M}$. For every $e \in E \setminus B$ there is a unique circuit $C$ in $B + e$, and this circuit contains $e$. Moreover, for every $e' \in C - e$, the set $B + e - e'$ is also a basis of $\mathcal{M}$.
The next lemma is about the relation between minimum weight bases of a given matroid \( \mathcal{M} \) and the ones in a sub-matroid \( \mathcal{M}' \) of \( \mathcal{M} \).

\textbf{Lemma 7.} Let \( \mathcal{M} = (E, \mathcal{I}) \) a matroid and let \( F \subseteq E \). For every weight function, if \( I \) is a minimum weight basis of \( \mathcal{M} - F \), then there is a minimum weight basis of \( \mathcal{M} \) that is contained in \( I \cup F \).

Given a matroid with a non-empty subset \( F \) of elements, there are infinitely many weight functions on \( F \). However, since we are considering a minimization problem, there is a special one: the weight function which assigns value zero to every element in \( F \). Intuitively, because elements in \( F \) have "cheapest cost" in this case, if an element not in \( F \) appears in a minimum weight basis with respect to this weight function then it should also appear in some minimum weight basis with respect to other weight functions. The next lemma verifies this intuition.

\textbf{Lemma 8.} Let \( \mathcal{M} = (E, \mathcal{I}) \) a matroid, let \( F \subseteq E \), and let \( \hat{w} : E \setminus F \to \mathbb{N} \). If \( I_0 \) is a minimum weight basis of \( \mathcal{M} \) subject to \( w_0 = \hat{w} \cup \hat{w}_0 \) where \( \hat{w}_0 : F \to \mathbb{N} \), \( f \mapsto 0 \), then for every weight function \( w_F : F \to \mathbb{N} \) there is a minimum weight basis of \( \mathcal{M} \) subject to \( w = \hat{w} \cup w_F \) that contains \( I_0 \setminus F \).

Now we describe our algorithm. Given a matroid \( \mathcal{M} = (E, \mathcal{I}) \) together with a subset \( F \subseteq E \) and a partial weight function \( w : E \setminus F \to \mathbb{N} \), we compute \( \mathcal{M}'' \) as follows:

1. Compute a minimum weight basis \( B \) of \( \mathcal{M} - F \).
2. Compute \( \mathcal{M}' = \mathcal{M}(B \cup F) \). If \( \mathcal{M} \) is given by a representation matrix \( M \), then \( \mathcal{M}' \) can be represented by the matrix \( M' \) obtained from \( M \) by taking only the columns corresponding to the elements in \( B \cup F \). If \( \mathcal{M} \) is given by an oracle \( O \), then an oracle \( O' \) for \( \mathcal{M}' \) can be obtained easily: Given a set \( I \), first check whether \( I \) is a subset of \( B \cup F \), else return no. Query \( O \) for whether \( I \) is independent in \( \mathcal{M} \) and return the answer.
3. Compute a minimum weight basis \( B_0 \) of \( \mathcal{M}' \) corresponding to the weight function \( w_0 : E \to \mathbb{N} \) with \( w_0(e) = 0 \) for all \( e \in F \) and \( w_0(e) = w(e) \) for \( e \in E \setminus F \).
4. Compute \( \mathcal{M}'' = \mathcal{M}'/(B_0 \setminus F) \) and \( k = w(B_0 \setminus F) \). If \( \mathcal{M}' \) is represented by a matrix \( M' \), then a matrix representation for \( \mathcal{M}'' \) can be derived from \( M' \) in polynomial time (cf. [9]). If \( \mathcal{M}' \) is given by an oracle \( O' \), then an oracle \( O'' \) for \( \mathcal{M}'' \) can be obtained as follows: Given a set \( I \) first check whether \( I \) is a subset of the ground set of \( \mathcal{M}'' \), else return no. Query \( O' \) for whether \( I \cup (B_0 \setminus F) \) is independent in \( \mathcal{M}' \) and return the answer.

It is easy to see that our algorithm runs in polynomial time. Because \( B_0 \) is a basis in \( \mathcal{M}' \) and \( B \) is an independent set in \( \mathcal{M} \), we have \( B_0 \subseteq B \cup F \) and \( |B| \leq |B_0| \). The number of elements of \( \mathcal{M}' \) not in \( F \) is

\[ |B \setminus B_0| \leq |(B \cup F) \setminus B_0| = |B \cup F| - |B_0| = |B| + |F| - |B_0| \leq |F|. \]

The final lemma, about the correctness of our algorithm, finishes the proof of Theorem 5.

\textbf{Lemma 9.} For every weight function, the minimum weight of a basis in \( \mathcal{M} \) is \( l \) if and only if the minimum weight of a basis in \( \mathcal{M}'' \) is \( l - k \).

Our result can also be applied for the case of maximum weight basis with one additional condition: There is a fixed upper bound for all weights, i.e., we may not know weights of elements in \( F \) but we do know that they cannot be larger than some constant \( c \). In that case, if for each element \( e \) of \( \mathcal{M} \), we replace its weight \( w(e) \) by \( w'(e) = c - w(e) \) then for every basis \( I \) we have \( w'(I) = c \cdot |I| - w(I) \). Because all bases in a matroid have the same size, a maximum weight basis with respect to the original weight function must be a minimum weight basis with respect to the new one.
Theorem 5 can be applied for several specific matroid classes. For example, Theorem 1 can be obtained by an application to the class of graphic matroids, noting that these are closed under deletion and contraction. We finish this section discussing an application for transversal matroids. Given a bipartite graph \( G = (L, R; E) \) the transversal matroid \( M = (R, T) \) has as its independent sets exactly those subsets of \( R \) that have a matching into \( L \) (equivalently, that are the endpoints of some bipartite matching). If we assign weight 1 for every element of the matroid then the weight of a maximum weight basis in the matroid is the size of a maximum matching in the original bipartite graph. Uncertain vertices in \( R \) can be easily simulated by making their weights be uncertain and using weight 0 to mean that they are not available. Observe that we have an upper bound for uncertain weights, so by the above arguments, we can apply the result for maximum weight basis to compress our uncertain instance for maximum matching in bipartite graph. Uncertain vertices in \( L \) can be handled by giving each a private neighbor that has uncertain weight: We can set these weights very high (and adjust the target weight of the basis that we are looking for) to enforce that the corresponding uncertain vertex is used to match the private neighbor, thereby preventing a matching with other \( R \) vertices. If the vertex is available then set the weight of this private neighbor to 0. However, the output would not be an instance of bipartite matching. Unlike graphic matroids, transversal matroids are not closed under contraction (which would give the larger class of gammoids), and thus it seems unlikely that one could directly extract an appropriate graph. We address this by studying the bipartite matching problem with uncertain vertices directly in the following section, using other techniques.

5 Maximum Matching in Bipartite Graphs With Uncertain Vertices

Given a bipartite graph \( G = (L, R; E) \), a maximum matching of \( G \) can be found in polynomial time. Now suppose that there are vertex subsets \( L_0 \subseteq L \) and \( R_0 \subseteq R \) and some arbitrary vertex sets \( L' \subseteq L_0 \) and \( R' \subseteq R_0 \) may not be available in the final input, i.e., we will be asked for a maximum matching in \( G - (L' \cup R') \). Thus, there are \( 2^{|L_0|+|R_0|} \) possible instances. How much can we simplify and shrink \( G \) when knowing only \( L_0 \) and \( R_0 \), but not \( L' \) and \( R' \)? We show that, despite the exponential number of possible final instances, a graph \( G' \) with polynomial in \( |L_0| + |R_0| \) many vertices is sufficient.

\[ \textbf{Theorem 10.} \text{ There is a randomized polynomial-time algorithm that, given a bipartite graph } G = (L, R; E), L_0 \subseteq L, \text{ and } R_0 \subseteq R, \text{ returns a bipartite graph } G' \text{ with } O((|L_0| + |R_0|)^4) \text{ vertices and } k \in \mathbb{N} \text{ such that for any } L' \subseteq L_0 \text{ and } R' \subseteq R_0, \text{ the graph } G - (L' \cup R') \text{ has maximum matching size } l \text{ if and only if } G' - (L' \cup R') \text{ has maximum matching size } l' = l - k. \]

Let us first recall the concept of augmenting paths.

\[ \textbf{Definition 11.} \text{ Let } M \text{ a matching in a } G. \text{ An } M\text{-augmenting path is a path in } G \text{ s.t.} \]
\[ \text{(i) the first and last vertices of the path are not incident to any edge in } M \text{ and} \]
\[ \text{(ii) edges on the path are alternatingly in } M \text{ and not in } M. \]

It is well known that if an augmenting path \( P \) exists, then we can obtain a matching from \( M \) that has one more edge by replacing in \( M \) the matched edges on \( P \) with the non-matched edges on \( P \). This extends in a natural way to packings of vertex-disjoint augmenting paths.

\[ \textbf{Lemma 12.} \text{ Let } G \text{ be a graph, let } M \text{ be any matching in } G, \text{ let } M_0 \text{ be a maximum matching in } G, \text{ and let } r \text{ denote the maximum number of vertex-disjoint } M\text{-augmenting paths in } G. \text{ We have that } r = |M_0| - |M|. \]
We now fix a maximum matching $M$ in $G - (L_0 \cup R_0)$ and use it in the remainder of the section. We direct the edges of $G$ to obtain a directed bipartite graph $H = (L, R; A)$ as follows: Every edge in $M$ is directed from $R$ to $L$ and every edge not in $M$ is directed from $L$ to $R$. This type of directed graph is part of a folklore approach for finding augmenting paths. Let $F_L$ (resp. $F_R$) denote the vertices of $L \setminus L_0$ (resp. $R \setminus R_0$) which are not covered by $M$, and note that $V(M)$, $L_0$, $R_0$, $F_L$, and $F_R$ are pairwise disjoint.

- **Observation 1.** For any $L' \subseteq L_0$ and $R' \subseteq R_0$, there is a one-to-one correspondence between directed paths in $H - (L' \cup R')$ from $F_L \cup (L_0 \setminus L')$ to $F_R \cup (R_0 \setminus R')$ and $M$-augmenting paths in $G - (L' \cup R')$. This is because $F_L \cup (L_0 \setminus L')$ and $F_R \cup (R_0 \setminus R')$ are exactly the vertices that are free in the matching, while a directed path must visit matched edges alternatingly, since these are exactly the edges from $R$ to $L$.

- **Observation 2.** For any $L' \subseteq L_0$ and $R' \subseteq R_0$, there is no $M$-augmenting path in $G - (L' \cup R')$ that starts in $F_L$ and ends in $F_R$. This follows from maximality of $M$, since such a path could be used to obtain a bigger matching in $G - (L_0 \cup R_0)$. By Observation 1 we have that there is no directed path in $H - (L' \cup R')$ from $F_L$ to $F_R$.

Given the relation between augmenting paths and directed paths we now consider minimum cuts in the graph $H$. The following theorem of Kratsch and Wahlström [8] provides a small set of vertices that contains minimum cuts for a specified type of requested $A, B$-cuts.

- **Theorem 13 (Kratsch and Wahlström [8]).** Let $G = (V, E)$ be a directed graph and let $S, T \subseteq V$. Let $r$ denote the size of a minimum $(S, T)$-vertex cut (which may intersect $S$ and $T$). There exists a set $X \subseteq V$ of size $|X| = \mathcal{O}(|S| \cdot |T| \cdot r)$ such that for any $A \subseteq S$ and $B \subseteq T$ the set $X$ contains a minimum $(A, B)$-vertex cut. Such a set $X$ can be computed in randomized polynomial time with error probability $\mathcal{O}(2^{-n})$.

The following lemma adapts Theorem 13 to our application, mainly taking care not to inflate the cut size overly much. (We ask for minimum $(F_L \cup (L_0 \setminus L'), F_R \cup (R_0 \setminus R'))$-vertex cuts, but without having size $\Omega(|F_L| + |F_R|)$.)

- **Lemma 14.** There exists a set $X \subseteq L \cup R$ of size $|X| = \mathcal{O}((|L_0| + |R_0|)^3)$ such that for any $L' \subseteq L_0$ and $R' \subseteq R_0$, $X$ contains a minimum $(F_L \cup (L_0 \setminus L'), F_R \cup (R_0 \setminus R'))$-vertex cut in $H - (L' \cup R')$; it can be found in randomized polynomial time with error probability $\mathcal{O}(2^{-n})$.

- **Definition 15.** Let $D = (V, A)$ a directed graph and $Z \subseteq V$. By applying to $D$ the torso operation on $Z$ we mean to derive a new graph, denoted by $\text{torso}(D,Z)$, by adding to $D[Z]$ an arc $(u,v)$ for every pair $u,v \in Z$ if there is a directed $(u,v)$-path in $D$ with no internal vertices from $Z$. If an arc of $\text{torso}(D,Z)$ is not in $D[Z]$, then we call it a shortcut arc.

We now construct a set $Z$, starting from $X$ as obtained from Lemma 14: Let $M_X$ be the set of edges in $M$ with at least one endpoint in $X$ and let $X' = X \cup L_0 \cup R_0 \cup V(M_X)$; note that $X' \cap (F_L \cup F_R) = \emptyset$. For each $v \in X' \cap R$ (resp. $v \in X' \cap L$), let $F_v \subseteq F_L$ (resp. $F_v \subseteq F_R$) denote the set of vertices that can be reached from $v$ (resp. can reach $v$) by a directed path in $H$ with no internal vertices from $X'$. If $|F_v| \leq |L_0| + |R_0|$, then let $W_v = F_v$; otherwise let $W_v$ be an arbitrary subset of $F_v$ of size $|L_0| + |R_0|$. Finally, let $Z = X' \cup \bigcup_{v \in X'} W_v$.

Let $H' = \text{torso}(H,Z)$. By construction there is no matching edge in $M$ with exactly one vertex in $Z$, which ensures that $H'$ is also a bipartite graph: By construction, a directed path connecting two vertices of the same side must either start or end with an edge in $M$ and therefore that path cannot have only internal vertices in $V \setminus Z$. Thus, the torso operation does not add a shortcut edge between two vertices that are on the same side.
Now let $G'$ be the underlying undirected graph corresponding to $H'$ and let $k = |M'||V \setminus Z| = |M| - |M_X|$, i.e., the number of edges of $M$ outside of $Z$. We show that the maximum matching size of $G' - (L' \cup R')$, for $L' \subseteq L_0$ and $R' \subseteq R_0$, can also be computed in $G'$.

Lemma 16. For every $L' \subseteq L_0$ and $R' \subseteq R_0$, the graph $G' - (L' \cup R')$ has maximum matching size $l$ if and only if $G' - (L' \cup R')$ has maximum matching size $l - k$.

Proof. Let us fix $L' \subseteq L_0$ and $R' \subseteq R_0$ and denote $S = F_L \cup (L_0 \setminus L')$, $T = F_R \cup (R_0 \setminus R')$.

$(\Rightarrow)$ Let us first assume that $G' - (L' \cup R')$ has a maximum matching $M'$ of size $l$. By Lemma 12 we have that there is a vertex-disjoint packing of $M'$-augmenting paths $\mathcal{P}$ of size $l - |M|$ which we can use to augment $M$ to a (maximum) matching $M_0$ of size $|M'|$. Note that $M_0$ agrees with $M$ except for the augmenting paths in $\mathcal{P}$. (The same is not necessarily true for $M_0'$ since there could, e.g., be alternating cycles in $M_0'(\Delta M)$. Since every $M$-augmenting path corresponds to a directed path from $S$ to $T$ and $X \subseteq X' \subseteq Z$ contains a minimum $(S,T)$-cut we have that every path in $\mathcal{P}$ contains at least one vertex of $Z$. Furthermore $|\mathcal{P}| \leq |L_0| + |R_0|$ because every augmenting path must contain at least one vertex of $L_0 \cup R_0$ by $M$ being maximum matching in $G - (L_0 \cup R_0)$ (see Observation 2).

We consider maximal subpaths of $\mathcal{P}$ with internal vertices not from $Z$ and having at least one internal vertex. (Note that vertices in $(F_L \cup F_R) \setminus Z \subseteq F_L \cup F_R$ are $M$-unmatched, so paths in $\mathcal{P}$ cannot have such vertices as internal vertices: Those in $F_L$ have no incoming edges and those in $F_R$ have no outgoing edges.) If an internal vertex $v$ on a path in $\mathcal{P}$ is in $Z$, then $v \in X' \subseteq Z$ since $Z \setminus X' \subseteq F_L \cup F_R$. If an internal vertex $v$ of a path in $\mathcal{P}$ is in $Z$, and thus $v \in X'$, then we have that at least one neighbor of $v$ on the path was also included in $X' \subseteq Z$ since $v$ is incident with $M$ ($v$ is an internal vertex of an $M$-augmenting path). Therefore, these subpaths are vertex-disjoint. Let us consider each such subpath $P = (p, \ldots, q)$. We distinguish three cases, based on whether $p$ and/or $q$ are contained in $Z$, and apply a replacement operation to $M_0$ for each of them.

If $p, q \in Z$, then we have an edge $\{p, q\}$ in $G'$ because it was either in the original graph, or the corresponding shortcut arc $(p, q)$ was added to $H'$ during the torso operation. Since no edge in $M$ has exactly one vertex in $Z$, we have that $P$ starts and ends with an edge of $M_0$, and there is exactly one less edge of $M$ on $P$ than there are edges of $M_0$ on $P$. We modify $M_0$ by removing all edges of $M_0$ on $P$, adding all edges of $M$ on $P$, and adding $(p, q)$. After this modification the size of $M_0$ is the same as before and it is still a matching.

If $p \in Z$ and $q \notin Z$, then we have that $W_p \geq |L_0| + |R_0|$, since otherwise we would have $q \in F_v = W_v \subseteq Z$ since it is reachable from $p$ with no internal vertices in $Z \supseteq X'$. We again have that the first and last edge of $P$ start and end with an edge of $M_0$, since the first edge cannot be an edge of $M$ because it has only one endpoint in $Z$, while the last edge is a final edge of a path in $\mathcal{P}$ by maximality of $P$ and $P$ ends in an $M$-unmatched vertex of $F_R$. (It cannot end in $F_L$ because those vertices have no incoming edges.) We modify $M_0$ by removing all edges of $M_0$ on $P$, adding all edges of $M$ on $P$, and adding one edge from $p$ into $W_p$. Because this case can occur at most $|L_0| + |R_0|$ times (at most once for every path in $\mathcal{P}$) we have that there is always a free vertex in $W_p$. Again, the size of $M_0$ remains the same.

We handle the case where $p \notin Z$ and $q \in Z$ similarly. Note that $p, q \notin Z$ cannot occur because then $P$ would not be a be maximal subpath with internal vertices not from $Z$ since every path in $\mathcal{P}$ visits at least one vertex in $Z$. After handling every maximal subpath in this fashion there are no edges of $M_0$ with only one endpoint in $Z$. Furthermore, $M_0$ and $M$ agree on all edges not incident to $Z$ and thus $|M_0[V \setminus Z]| = |M[V \setminus Z]|$. Hence, $M_0[Z]$, the restriction of $M_0$ to $Z$, is a matching in $G' - (L' \cup R')$ of size $|M_0[Z]| = |M_0| - |M_0[V \setminus Z]| = l - |M[V \setminus Z]| = l - k$.

$(\Leftarrow)$ Assume that $G' - (L' \cup R')$ has a matching $M'$ of size $l - k$. Let $M'' = M'[Z] = M_X$ denote the restriction of $M$ to $Z$. Since there are no edges of $M$ with exactly one vertex in $Z$,
the set $M'$ is a matching in $G' - (L' \cup R')$ of size $|M| - k$. By Lemma 12, there is a packing $P$ of $r = (l - k) - |M'| = l - |M|$ vertex-disjoint $M'$-augmenting paths in $G' - (L' \cup R')$, which correspond to $r$ vertex-disjoint directed paths from $S \cap Z$ to $T \cap Z$ in $H' - (L' \cup R')$.

By construction $X$ contains a minimum $(S,T)$-cut $Y$ in $H - (L' \cup R')$; suppose that $|Y| < r = |P|$. There must be a path in $P$ which avoids $Y$. This path corresponds to a directed path $P$ from $S \cap Z$ to $T \cap Z$ in $H' - (L' \cup R')$. Arcs of $P$ are either arcs in $H - (L' \cup R')$ or shortcut arcs which are added by the torso operation. Note that each shortcut arc corresponds to a directed path with no internal vertices from $Z$, which therefore also avoids $Y \subseteq X \subseteq Z$. Hence, if we replace shortcut arcs in $P$ by corresponding paths in $H - (L' \cup R')$, then we obtain a directed walk from $S \cap Z$ to $T \cap Z$ in $H - (L' \cup R')$, which contradicts that $Y$ is a $(S,T)$-cut in $H - (L' \cup R')$. Hence we have $|Y| \geq r$, which implies that there are at least $r$ vertex-disjoint $(S,T)$-paths in $H - (L' \cup R')$. These paths correspond to $M$-augmenting paths in $G - (L' \cup R')$. Thus, $G - (L' \cup R')$ has a matching of size at least $|M| + r = |M| + (l - |M|) = l$. ▶

The size of $X$ is polynomial $O((|L_0| + |R_0|)^3)$. Therefore $|X'| = O((|L_0| + |R_0|)^3)$ since we add at most $|X|$ more vertices that are an endpoint to a matched edge in $M$ incident to $X$. To obtain $Z$, at most $|L_0| + |R_0|$ vertices are added for every vertex in $X'$. Thus, $Z$ is of size $O((|L_0| + |R_0|)^4)$ and therefore $G'$ has at most $O((|L_0| + |R_0|)^4)$ vertices. All operations required to obtain $G'$ can be performed in polynomial time by using appropriate flow calculations. Correctness follows from Lemma 16, completing Theorem 10.

**Uncertain edges.** Our result can also be extended to the case when there are some edges of the input graph that may not be available; we call these edges uncertain edges. We proceed as follows: For each uncertain edge $uv$, we subdivide it into three edges $uu'$, $u'v'$ and $v'v$ (note that this does not change the bipartiteness of the graph); then instead of considering $uv$ as an uncertain edge, we consider $u'$ and $v'$ as uncertain vertices. The auxiliary vertices $u'$ and $v'$ can be used to control the availability of $uv$ in the graph. We remove $u'$ and $v'$ to make $uv$ unavailable and include both $u$ and $v$ in the final input to make $uv$ available. Now we can repeat the algorithm in Theorem 10 with a small modification: Before applying the torso operation, we add $u, u', v'$ and $v$ to the cut-covering set. This ensures that the new edges and vertices that correspond to uncertain edges are not affected by the torso operation. After the torso operation has been applied, we obtain a new compressed graph with some uncertain vertices, and moreover all endpoints of uncertain edges and their subdivisions in the input graph are preserved. Finally, we may contract subdivided edges with auxiliary (uncertain) vertices to get the original uncertain edges.

The final thing we need to be careful about is how the size of maximum matching may change under subdivision (and contraction). Given a graph $G$, if we subdivide an edge $uv$ of $G$ into three edges $uu', u'v'$ and $v'v$ to obtain a graph $G'$, then we increase the size of maximum matching of $G$ by one. Indeed, we just need to see how to construct a matching in the new graph from a maximum matching $M$ of $G$. If $M$ contains $uv$ then we just need to replace $uv$ by $uu'$ and $v'v$. Otherwise, we add $u'v'$ to $M$; in both cases the size increases by one, as claimed. Thus, we can conclude our result carries over to the case where for a subset of edges and vertices it is unknown if they appear in the final input.

**6 Lower Bounds**

In this section we present some unconditional lower bounds for preprocessing instances of some tractable problems in which part of the input is uncertain. We derive these lower
bounds from the \textsc{Membership} communication game which is defined as follows. We have two players, Alice and Bob. Alice has a subset $S \subseteq \{1, \ldots, n\}$ and Bob has an integer $t$. The objective of the game is for Bob to find out if $l \in S$. It is well known that a one-way communication protocol from Alice to Bob has a cost of at least $n$ bits of information. We show that for certain problems the existence of algorithms that are similar to those presented in this paper would give a more efficient protocol. We start with \textsc{Connected Vertex Cover} which is solvable in time $2^{|V|^\Theta(1)}$ if we are looking for a solution of size at most $b$ \cite{Brandt18}. Therefore, it is solvable in polynomial time for $b \leq \log |V|$ in which case we refer to the problem as \textsc{Small Connected Vertex Cover}. The following theorem shows that we cannot find a succinct equivalent instance if for a set $W$ of vertices it is uncertain if they appear in the final input.

\textbf{Theorem 17.} There is no algorithm that, given an instance $G = (V \cup W, E)$ of \textsc{Small Connected Vertex Cover}, outputs a graph $G'$ of size $|W|^\Theta(1)$ and $k \in \mathbb{N}$ such that, for any $W' \subseteq W$, the graph $G - W'$ has a connected vertex cover of size at most $b \leq \log |V|$ if and only if $G' - W'$ has a connected vertex cover of size at most $b - k$.

Note that this lower bound holds even if the time to compute $G'$ and $k$ is unbounded. Furthermore, we remark that by a similar information theoretic argument, any encoding from which we can extract the answer to \textsc{Small Connected Vertex Cover} for any $W' \subseteq W$ requires at least $2^{|W|/2} = n$ bits: Otherwise, since there are $2^n$ possible subsets of $\{1, \ldots, n\}$, by the pigeonhole principle (we have fewer than $2^n$ distinct bit-strings of length smaller than $n$) there must be at least 2 subsets $S \neq S'$ of $\{1, \ldots, n\}$ for which the encoding of the instance produced in the proof of Theorem 17 is the same. Now there must be an element $i$ that is, w.l.o.g., in $S$ but not in $S'$ for which plugging in the corresponding $W'$ produces the same answer, which is clearly wrong. We show a similar lower bound for \textsc{Linear Programming} where for part of the constraints it is uncertain if they appear in the final input.

\textbf{Theorem 18.} There is no algorithm that, given an LP with objective function $c^T x$ and constraints $Ax \leq b, Bx \leq d, x \geq 0$, outputs an encoding of size smaller than $2^{c/2}$ from which we can correctly determine feasibility of the LP for any subset of constraints in $Bx \leq d$, where $c$ is the number of constraints in $Bx \leq d$.

Let us remark that a similar lower bound can be obtained for linear programming instances if for part of the constraints the right-hand side is unknown, and we would like to obtain an instance that is equivalent with respect to feasibility for any assignment of the right-hand side in these constraints. This follows from the proof of Theorem 18 when according to $s(i)$, we set $x_i \geq 1$ and $x_i \leq 1$ (resp. $x_i \geq 0$ and $x_i \leq 0$) if the $i$-th bit of $s(i)$ is set to 1 (resp. 0).

Finally, in a setting where the objective function of the LP is unknown we have a lower bound of $2^c$ where $c$ is the number of variables: Alice uses the same constraints $Ax \leq b$ as in Theorem 18. Now, target functions $y_1 + \ldots + y_p$ can take value $p$ if and only if there is no constraint $y_1 + \ldots + y_p \leq p - 0.5$, i.e., if and only if the corresponding element $j$ is not in $S$.

\section{Conclusion}

We have initiated a programmatic study of preprocessing for efficiently solvable problems for the setting that not the entire input is known or that parts of the input are not certain, inspired by recent results \cite{Brandt18,Fomin18} obtained in the context of kernelization. Intuitively, incomplete or partially uncertain instances correspond to a possibly exponentially large family of similar instances. Thus, it is not clear (and as shown it does not hold in general) that one can efficiently generate an instance of size polynomial in the amount of uncertain data that
allows to compute optimal solutions for the initial input for each instantiation (and without
access to the initial input of course). This direction of research seems to apply for a variety
of polynomial-time solvable problems (and of course also for \( \text{NP} \)-hard ones). In particular,
different notions of missing or uncertain data may be suitable for the same problem. We have
considered weight functions whose values are unknown for certain items as well as graphs in
which some vertices or edges may or may not appear in the instantiation.

Natural problems for future research are for example matchings in general graphs (with
uncertain vertices, edges, and or weights) and \textsc{max flow} with arbitrary and uncertain
 capaci ties. It would also be interesting whether there are particular lower bound techniques
for this form of preprocessing, e.g., to prove that a certain amount of information is optimal.

---
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Abstract

We consider the value 1 problem for probabilistic automata over finite words: it asks whether a given probabilistic automaton accepts words with probability arbitrarily close to 1. This problem is known to be undecidable. However, different algorithms have been proposed to partially solve it; it has been recently shown that the Markov Monoid algorithm, based on algebra, is the most correct algorithm so far. The first contribution of this paper is to give a characterisation of the Markov Monoid algorithm.

The second contribution is to develop a profinite theory for probabilistic automata, called the prostochastic theory. This new framework gives a topological account of the value 1 problem, which in this context is cast as an emptiness problem. The above characterisation is reformulated using the prostochastic theory, allowing to give a modular proof.
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1 Introduction

Rabin [9] introduced the notion of probabilistic automata, which are finite automata with randomised transitions. This powerful model has been widely studied since then and has applications, for instance in image processing, computational biology and speech processing. This paper follows a long line of work that studies the algorithmic properties of probabilistic automata. We consider the value 1 problem: it asks, given a probabilistic automaton, whether there exist words accepted with probability arbitrarily close to 1.

This problem has been shown undecidable [7]. Different approaches led to construct subclasses of probabilistic automata for which the value 1 problem is decidable; the first class was 5-acyclic automata [7], then concurrently simple automata [2] and leaktight automata [4]. It has been shown in [3] that the so-called Markov Monoid algorithm introduced in [4] is the most correct algorithm of the three algorithms. Indeed, both 5-acyclic and simple automata are strictly subsumed by leaktight automata, for which the Markov Monoid algorithm correctly solves the value 1 problem.

Yet we were missing a good understanding of the computations realised by the Markov Monoid algorithm. The aim of this paper is to provide such an insight by giving a characterisation of this algebraic algorithm. We show the existence of convergence speeds phenomena, which can be polynomial or exponential. Our main technical contribution is to prove that the Markov Monoid algorithm captures exactly polynomial behaviours.
Characterisation of an Algebraic Algorithm for Probabilistic Automata

Proving this characterisation amounts to give precise bounds on convergences of non-homogeneous Markov chains. Our second contribution is to define a new framework allowing to rephrase this characterisation and to give a modular proof for it, using techniques from topological and linear algebra. We develop a profinite approach for probabilistic automata, called prostochastic theory. This is inspired by the profinite approach for (classical) automata [1, 8, 6], and for automata with counters [10].

Section 3 is devoted to defining the Markov Monoid algorithm and stating the characterisation: it answers “YES” if, and only if, the probabilistic automaton accepts some polynomial sequence.

In Section 4, we introduce a new framework, the prostochastic theory, which is used to restate and prove the above characterisation. We first construct a space called the free prostochastic monoid, whose elements are called prostochastic words. We define the acceptance of a prostochastic word by a probabilistic automaton, and show that the value 1 problem can be reformulated as the emptiness problem for probabilistic automata over prostochastic words. We then explain how to construct non-trivial prostochastic words, by defining a limit operator $\omega$, leading to the definition of polynomial prostochastic words.

The above characterisation above reads in the realm of prostochastic theory as follows: the Markov Monoid algorithm answers “YES” if, and only if, the probabilistic automaton accepts some polynomial prostochastic word.

Section 5 concludes by showing how this characterisation, combined with an improved undecidability result, supports the claim that the Markov Monoid algorithm is in some sense optimal.

2 Probabilistic Automata and the Value 1 Problem

Let $Q$ be a finite set of states.

A distribution over $Q$ is a function $\delta : Q \to [0, 1]$ such that $\sum_{q \in Q} \delta(q) = 1$. We denote $D(Q)$ the set of distributions over $Q$, which we often consider as vectors indexed by $Q$.

For $E \subseteq \mathbb{R}$, we denote $\mathcal{M}_{Q \times Q}(E)$ the set of (square) matrices indexed by $Q$ over $E$. The space $\mathcal{M}_{Q \times Q}(\mathbb{R})$ is equipped with the norm $|| \cdot ||$ defined by

$$||M|| = \max_{s \in Q} \sum_{t \in Q} |M(s, t)|.$$

This induces the standard Euclidean topology on $\mathcal{M}_{Q \times Q}(\mathbb{R})$. We denote $I$ the identity matrix. A matrix $M \in \mathcal{M}_{Q \times Q}(\mathbb{R})$ is stochastic if each line is a distribution over $Q$; the restriction to stochastic matrices is denoted $\mathcal{S}_{Q \times Q}(\mathbb{R})$. The following classical properties will be useful:

- **Fact 1** (Topology of the stochastic matrices).
  - For every matrix $M \in \mathcal{S}_{Q \times Q}(\mathbb{R})$, we have $||M|| = 1$.
  - For every matrices $M, M' \in \mathcal{S}_{Q \times Q}(\mathbb{R})$, we have $||M \cdot M'|| \leq ||M|| \cdot ||M'||$.
  - The monoid $\mathcal{S}_{Q \times Q}(\mathbb{R})$ is compact.

- **Definition 2** (Probabilistic automaton). A probabilistic automaton $A$ is given by a finite set of states $Q$, a transition function $\phi : A \to \mathcal{S}_{Q \times Q}(\mathbb{Q})$, an initial state $q_0 \in Q$ and a set of final states $F \subseteq Q$.

  Observe that it generalises the definition for classical deterministic automata, in which transitions functions are $\phi : A \to \mathcal{S}_{Q \times Q}(\{0, 1\})$. 

A transition function \( \phi : A \to S_{Q \times Q}(\mathbb{Q}) \) naturally induces a morphism \( \phi : A^* \to S_{Q \times Q}(\mathbb{Q}) \).

We denote \( P_A(s \xrightarrow{w} t) \) the probability to go from state \( s \) to state \( t \) reading \( w \) on the automaton \( A \), i.e. \( \phi(w)(s,t) \). We extend the notation: for a subset \( T \) of the set of states, \( P_A(s \xrightarrow{w} T) \) is defined by \( \phi(w)(s,T) = \sum_{t \in T} \phi(w)(s,t) \).

The acceptance probability of a word \( w \in A^* \) by \( A \) is \( P_A(q_0 \xrightarrow{w} F) \), denoted \( P_A(w) \). In words, it is the probability that a run starting from the initial state \( q_0 \) ends in a final state (i.e. a state in \( F \)).

The value of a probabilistic automaton \( A \) is \( \text{val}(A) = \sup\{P_A(w) \mid w \in A^*\} \), the supremum over all words of the acceptance probability.

Definition 3 (Value 1 Problem). The Value 1 problem is the following decision problem: given a probabilistic automaton \( A \) as input, determine whether \( \text{val}(A) = 1 \), i.e. whether there exist words whose acceptance probability is arbitrarily close to 1.

Equivalently, the Value 1 problem asks for the existence of a sequence of words \( (u_n)_{n \in \mathbb{N}} \) such that \( \lim_{n \to \infty} P_A(u_n) = 1 \).

## 3 Characterisation of the Markov Monoid Algorithm

### 3.1 Definition

The Markov Monoid algorithm was introduced in [4], we give here a different yet equivalent presentation. Consider \( A \) a probabilistic automaton, the Markov Monoid algorithm consists in computing, by a saturation process, the Markov Monoid of \( A \). It is a monoid of Boolean matrices: all numerical values are projected away to Boolean values.

We give a few definitions and conventions. Throughout the paper, \( M \) denotes a matrix in \( S_{Q \times Q}(\mathbb{R}) \), and \( m \) a Boolean matrix. The following definitions mimic the notions of recurrent and transient states from Markov chain theory.

Definition 4 (Idempotent Boolean matrix, recurrent and transient state). Consider a matrix \( M \in S_{Q \times Q}(\mathbb{R}) \), its Boolean projection \( \pi(M) \) is the Boolean matrix such that \( \pi(M)(s,t) = 1 \) if \( M(s,t) > 0 \), and \( \pi(M)(s,t) = 0 \) otherwise.

Let \( m \) be a Boolean matrix. It is idempotent if \( m \cdot m = m \).

Assume \( m \) is idempotent. We say that:
- the state \( s \in Q \) is \( m \)-recurrent if for all \( t \in Q \), if \( m(s,t) = 1 \), then \( m(t,s) = 1 \),
- the \( m \)-recurrent states \( s, t \in Q \) belong to the same recurrence class if \( m(s,t) = 1 \),
- the state \( s \in Q \) is \( m \)-transient if it is not \( m \)-recurrent.

Since the Markov Monoid only considers Boolean values, one can consider the underlying non-deterministic automaton \( \pi(A) \) instead of the probabilistic automaton \( A \). Formally, \( \pi(A) \) is defined as \( A \), except that its transitions are given by \( \pi(\phi(a)) \) for the letter \( a \in A \).

The Markov Monoid of \( \pi(A) \) contains the transition monoid of \( \pi(A) \), which is the monoid generated by \( \{\pi(\phi(a)) \mid a \in A\} \) and closed under (Boolean matrix) products. Informally speaking, the transition monoid accounts for the Boolean action of every finite word. Formally, for a word \( w \in A^* \), the element \( \langle w \rangle \) of the transition monoid of \( \pi(A) \) satisfies the following: \( \langle w \rangle(s,t) = 1 \) if, and only if, there exists a run from \( s \) to \( t \) reading \( w \) on \( \pi(A) \).

---

1 Note that we use “morphism” for “monoid homomorphism” throughout the paper.
The Markov Monoid extends the transition monoid by introducing a new operator, the stabilisation. On the intuitive level first: let $M \in S_{Q \times Q}(\mathbb{R})$, it can be interpreted as a Markov chain; its Boolean projection $\pi(M)$ gives the structural properties of this Markov chain. The stabilisation $\pi(M)^\sharp$ accounts for $\lim_n M^n$, i.e. the behaviour of the Markov chain $M$ in the limit. The formal definition of the stabilisation operator is as follows:

**Definition 5 (Stabilisation).** Let $m$ be a Boolean idempotent matrix. The stabilisation of $m$ is denoted $m^\sharp$ and defined by:

$$m^\sharp(s,t) = \begin{cases} 1 & \text{if } m(s,t) = 1 \text{ and } t \text{ is } m\text{-recurrent}, \\ 0 & \text{otherwise}. \end{cases}$$

The definition of the stabilisation matches the intuition that in the Markov chain $\lim_n M^n$, the probability to be in non-recurrent states converges to 0.

**Definition 6 (Markov Monoid).** The Markov Monoid of an automaton $A$ is the smallest set of Boolean matrices containing $\{\pi(\phi(a)) \mid a \in A\}$ and closed under product and stabilisation of idempotents.

**Algorithm 1:** The Markov Monoid algorithm.

**Data:** A probabilistic automaton.

$M \leftarrow \{\pi(\phi(a)) \mid a \in A\} \cup \{I\}$.

repeat
  if there is $m, m' \in M$ such that $m \cdot m' \notin M$ then
    add $m \cdot m'$ to $M$
  end
  if there is $m \in M$ such that $m$ is idempotent and $m^\sharp \notin M$ then
    add $m^\sharp$ to $M$
  end
until there is nothing to add;

if there is a value 1 witness in $M$ then
  return YES;
else
  return NO;
end

On an intuitive level, a Boolean matrix in the Markov Monoid reflects the asymptotic effect of a sequence of finite words.

The Markov Monoid algorithm computes the Markov Monoid, and looks for value 1 witnesses:

**Definition 7 (Value 1 witness).** Let $A$ be a probabilistic automaton.

A Boolean matrix $m$ is a value 1 witness if: for all states $t \in Q$, if $m(q_0, t) = 1$, then $t \in F$.

The Markov Monoid algorithm answers “YES” if there exists a value 1 witness in the Markov Monoid, and “NO” otherwise.

### 3.2 An Example

We apply the Markov Monoid algorithm on an example. As explained, the Markov Monoid does not take into account the numerical values of the probabilistic transition, so as input
we can consider the underlying non-deterministic automaton of a probabilistic automaton. This is what we do in figure 1: the non-deterministic automaton is represented at the top.

We do not represent here all elements of its Markov Monoid; the tool ACME computed it [5], it contains 42 elements. We chose to represent here only 5 elements:

- The first two correspond to the letters \( a \) and \( b \).
- The third one is \( \langle a^\omega \rangle \), its represents the behaviour of \( (a^n)_{n \in \mathbb{N}} \). Indeed, when reading \( a \) from the state 0, two events happen with positive probability: looping around the state 0 and going to state 1. So, reading the word \( a^n \) from 0 gives a probability to remain in the state 0 converging to 0 when \( n \) goes to infinity. Formally, this is reflected by the fact that the state 0 is not \( \langle a \rangle \)-recurrent.
- The fourth one is \( \langle a^\omega \cdot b \rangle \), it illustrates the concatenation between \( \langle a^\omega \rangle \) and \( \langle b \rangle \). Note that it is not a value 1 witness: from the only initial state 0, we have \( \langle a^\omega \cdot b \rangle(0, 0) = 1 \), and 0 is not final.
- The fifth one is \( \langle (a^\omega \cdot b)^\omega \rangle \), it illustrates that stabilisation can be nested. Observe that it is a value 1 witness. This matches the calculation showing that \( \lim_n P_A((a^n \cdot b)^n) = 1 \), implying that \( A \) has value 1.

### 3.3 Characterisation

Our main technical result is the following theorem, which is a characterisation of the Markov Monoid algorithm. It relies on the notion of polynomial sequences of words.

We define two operations for sequences of words, mimicking the operations of the Markov Monoid:
the first is concatenation: given \((u_n)_{n \in \mathbb{N}}\) and \((v_n)_{n \in \mathbb{N}}\), the concatenation is the sequence \((u_n \cdot v_n)_{n \in \mathbb{N}}\).

the second is iteration: given \((u_n)_{n \in \mathbb{N}}\), its iteration is the sequence \((u_n^n)_{n \in \mathbb{N}}\); the \(n\)th word is repeated \(n\) times.

**Definition 8** (Polynomial sequence). The class of polynomial sequences is the smallest class of sequences containing the constant sequences \((\varepsilon)_{n \in \mathbb{N}}\) and \((a)_{n \in \mathbb{N}}\) for \(a \in A\), and closed under concatenation and iteration.

A typical example of a polynomial sequence is \(((ab^n)^n)_{n \in \mathbb{N}}\), and a typical example of a sequence which is not polynomial is \(((a^n b^2)^n)_{n \in \mathbb{N}}\).

We proceed to our main result:

**Theorem 9** (Characterisation of the Markov Monoid algorithm). The Markov Monoid algorithm answers “YES” on input \(A\) if, and only if, there exists a polynomial sequence \((u_n)_{n \in \mathbb{N}}\) such that \(\lim_n P_A(u_n) = 1\).

This result could be proved directly, without appealing to the prostochastic theory developed in the next section. The proof relies on technically intricate calculations over non-homogeneous Markov chains; the prostochastic theory allows to simplify its presentation, making it more modular. We will give the proof of Theorem 9 in Subsection 4.4, after restating it using the prostochastic theory.

A second advantage of using the prostochastic theory is to give a more natural and robust definition of polynomial sequences, which in the prostochastic theory correspond to polynomial prostochastic words.

A direct corollary of Theorem 9 is the absence of false negatives:

**Corollary 10** (No false negatives for the Markov Monoid algorithm). If the Markov Monoid algorithm answers “YES” on input \(A\), then \(A\) has value 1.

### 4 The Prostochastic Theory

In this section, we introduce the prostochastic theory, which draws from profinite theory to give a topological account of probabilistic automata. We construct the free prostochastic monoid in Subsection 4.1.

The aim of this theory is to give a topological account of the value 1 problem; we show in Subsection 4.2 that the value 1 problem can be reformulated as an emptiness problem for prostochastic words.

In Subsection 4.3 we define the notion of polynomial prostochastic words.

The characterisation given in Section 3 is stated and proved in this new framework in Subsection 4.4.

#### 4.1 The Free Prostochastic Monoid

The purpose of the prostochastic theory is to construct a compact monoid \(PA^*\) together with a continuous injective morphism \(\iota : A^* \to PA^*\), called the free prostochastic monoid, satisfying the following universal property:

“Every morphism \(\phi : A^* \to S_{\mathbb{Q} \times \mathbb{Q}}(\mathbb{R})\) extends uniquely to a continuous morphism \(\hat{\phi} : PA^* \to S_{\mathbb{Q} \times \mathbb{Q}}(\mathbb{R})\).”
Here, by “\(\hat{\phi}\) extends \(\phi\)” we mean \(\phi = \hat{\phi} \circ \iota\).

We give two statements about \(\mathcal{P}A^*\), the first will be weaker but enough for our purposes in this paper, and the second more precise, and justifying the name “free prostochastic monoid”. The reason for giving two statements is that the first avoids a number of technical points that will not play any further role, so the reader interested in the applications to the Markov Monoid algorithm may skip this second statement.

\[\textbf{Theorem 11 (Existence of the free prostochastic monoid – weaker statement). For every finite alphabet } A, \text{ there exists a compact monoid } \mathcal{P}A^* \text{ and a continuous injective morphism } \iota: A^* \to \mathcal{P}A^* \text{ such that every morphism } \phi: A^* \to S_{Q \times Q}(\mathbb{R}) \text{ extends uniquely to a continuous morphism } \hat{\phi}: \mathcal{P}A^* \to S_{Q \times Q}(\mathbb{R}).\]

We construct \(\mathcal{P}A^*\) and \(\iota\). Consider \(X = \prod_{\phi: A^* \to S_{Q \times Q}(\mathbb{R})} S_{Q \times Q}(\mathbb{R})\), the product of several copies of \(S_{Q \times Q}(\mathbb{R})\), one for each morphism \(\phi: A^* \to S_{Q \times Q}(\mathbb{R})\). An element \(m\) of \(X\) is denoted \((m(\phi))_{\phi: A^* \to S_{Q \times Q}(\mathbb{R})}\): it is given by an element \(m(\phi)\) of \(S_{Q \times Q}(\mathbb{R})\) for each morphism \(\phi: A^* \to S_{Q \times Q}(\mathbb{R})\). Thanks to Tychonoff’s theorem, the monoid \(X\) equipped with the product topology is compact.

Consider the map \(\iota: A \to X\) defined by \(\iota(a) = (\phi(a))_{\phi: A^* \to \mathcal{P}}\), it induces a continuous injective morphism \(\iota: A^* \to X\). To simplify notations, we sometimes assume that \(A \subseteq X\) and denote \(a\) for \(\iota(a)\).

Denote \(\mathcal{P}A^* = \overline{A}\), the closure of \(A^* \subseteq X\). Note that it is a compact monoid: the compactness follows from the fact that it is closed in \(X\). By definition, an element \(\pi\) of \(\mathcal{P}A^*\), called a \textit{stochastic word}, is obtained as the limit in \(\mathcal{P}A^*\) of a sequence \(u\) of finite words.

In this case we write \(\lim u = \pi\) and say that \(u\) induces \(\pi\).

Note that by definition of the product topology on \(X\), a sequence of finite words \(u\) converges in \(X\) if, and only if, for every morphism \(\phi: A^* \to S_{Q \times Q}(\mathbb{R})\), the sequence of stochastic matrices \(\phi(u)\) converges.

We say that two converging sequences of finite words \(u\) and \(v\) are equivalent if they induce the same stochastic word, \emph{i.e.} if \(\lim u = \lim v\). Equivalently, two converging sequences of finite words \(u\) and \(v\) are equivalent if, and only if, for every morphism \(\phi: A^* \to S_{Q \times Q}(\mathbb{R})\), we have \(\lim \phi(u) = \lim \phi(v)\).

We give a second, stronger statement about \(\mathcal{P}A^*\), which in particular justifies the name “free prostochastic monoid”.

From now on, by “monoid” we mean “compact topological monoids”. The term topological means that the product function is continuous:

\[
\begin{align*}
\{ & \mathcal{P} \times \mathcal{P} \rightarrow \mathcal{P} \\
& (s,t) \mapsto s \cdot t \}
\end{align*}
\]

A monoid is profinite if any two elements can be distinguished by a morphism into a finite monoid, \emph{i.e.} by a finite automaton. (Formally speaking, this is the definition of residually finite monoids, which coincide with profinite monoids for compact monoids, see [1].)

To define prostochastic monoids, we use a stronger distinguishing feature, namely probabilistic automata. Probabilistic automata correspond to stochastic matrices over the rationals; here we use stochastic matrices over the reals, since \(S_{Q \times Q}(\mathbb{R})\) is compact, while \(S_{Q \times Q}(\mathbb{Q})\) is not.

\[\textit{Note that here by compact we mean Hausdorff compact: distinct points have disjoint neighbourhoods.}\]
Definition 12 (Prostochastic monoid). A monoid $P$ is prostochastic if for every elements $s \neq t$ in $P$, there exists a continuous morphism $\psi: P \to S_{Q \times Q}(\mathbb{R})$ such that $\psi(s) \neq \psi(t)$.

There are many more prostochastic monoids than profinite monoids. Indeed, $S_{Q \times Q}(\mathbb{R})$ is prostochastic, but not profinite in general.

The following theorem extends Theorem 11. The statement is the same as in the profinite theory, replacing “profinite monoid” by “prostochastic monoid”.

Theorem 13 (Existence of the free prostochastic monoid – stronger statement). For every finite alphabet $A$,

1. There exists a prostochastic monoid $PA^*$ and a continuous injective morphism $\iota: A^* \to PA^*$ such that every morphism $\phi: A^* \to P$, where $P$ is a prostochastic monoid, extends uniquely to a continuous morphism $\widehat{\phi}: PA^* \to P$.
2. All prostochastic monoids satisfying this universal property are homeomorphic. The unique prostochastic monoid satisfying the universal property stated in item 1. is called the free prostochastic monoid, and denoted $PA^*$.

Remark. The free prostochastic monoid $PA^*$ contains the free profinite monoid $\widehat{A}^*$. To see this, we start by recalling some properties of $\widehat{A}^*$, which is the set of converging sequences up to equivalence, where:

- a sequence of finite words $u$ is converging if, and only if, for every deterministic automaton $A$, the sequence is either ultimately accepted by $A$ or ultimately rejected by $A$, i.e. there exists $N \in \mathbb{N}$ such that either for all $n \geq N$, the word $u_n$ is accepted by $A$, or for all $n \geq N$, the word $u_n$ is rejected by $A$,
- two sequences of finite words $u$ and $v$ are equivalent if for every deterministic automaton $A$, either both sequences are ultimately accepted by $A$, or both sequences are ultimately rejected by $A$.

Clearly:

- if a sequence of finite words is converging with respect to $PA^*$, then it is converging with respect to $\widehat{A}^*$, as deterministic automata form a subclass of probabilistic automata,
- if two sequences of finite words are equivalent with respect to $PA^*$, then they are equivalent with respect to $\widehat{A}^*$.

Every profinite word induces at least one prostochastic word: by compactness of $PA^*$, every sequence of finite words $u$ contains a converging subsequence with respect to $PA^*$. This defines an injection from $\widehat{A}^*$ into $PA^*$. In particular, this implies that $PA^*$ is uncountable.

4.2 Reformulation of the Value 1 Problem

The aim of this subsection is to show that the value 1 problem, which talks about sequences of finite words, can be reformulated as an emptiness problem over prostochastic words.

Definition 14 (Prostochastic language of a probabilistic automaton). Let $A$ be a probabilistic automaton. The prostochastic language of $A$ is:

$L(A) = \{ \pi \mid \widehat{\phi(\pi)}(q_0, F) = 1 \}$.

We say that $A$ accepts a prostochastic word $\pi$ if $\pi \in L(A)$.

Theorem 15 (Reformulation of the value 1 problem). Let $A$ be a probabilistic automaton. The following are equivalent:

- $\text{val}(A) = 1$,
- $L(A)$ is non-empty.
Proof. Assume $\text{val}(A) = 1$, then there exists a sequence of words $u$ such that $\lim P_A(u) = 1$. We see $u$ as a sequence of stochastic words. By compactness of $P_A^*$ it contains a converging subsequence. The stochastic word induced by this subsequence belongs to $L(A)$.

Conversely, let $\pi$ in $L(A)$, i.e. such that $\hat{\phi}(\pi)(q_0, F) = 1$. Consider a sequence of finite words $u$ inducing $\pi$. By definition, we have $\lim \phi(u)(q_0, F) = 1$, i.e. $\lim P_A(u) = 1$, implying that $\text{val}(A) = 1$. ◀

4.3 The Limit Operator, Fast and Polynomial Prostochastic Words

We show in this subsection how to construct non-trivial prostochastic words, and in particular the polynomial prostochastic words. To this end, we need to better understand convergence speeds phenomena: different limit behaviours can occur, depending on how fast the underlying Markov chains converge.

We define a limit operator $\omega$. Consider the function $f : \mathbb{N} \to \mathbb{N}$ defined by $f(n) = k!$, where $k$ is maximal such that $k! \leq n$. The function $f$ grows linearly: roughly, $f(n) \sim n$. The choice of $n$ is arbitrary; one could replace $n$ by any polynomial, or even by any subexponential function, see Remark 4.3.

The operator $\omega$ takes as input a sequence of finite words, and outputs a sequence of finite words. Formally, let $u$ be a sequence of finite words, define:

$$u^\omega = (u_{f(n)}^n)_{n \in \mathbb{N}}.$$  

It is not true in general that if $u$ converges, then $u^\omega$ converges. We will show that a sufficient condition is that $u$ is fast.

We say that a sequence $(M_n)_{n \in \mathbb{N}}$ converges exponentially fast to $M$ if there exists a constant $C > 1$ such that for all $n$ large enough, $\|M_n - M\| \leq C^{-n}$.

Definition 16 (Fast sequence). A sequence of finite words $u$ is fast if it converges (we denote $u$ the prostochastic word it induces), and for every morphism $\phi : A^* \to S_{Q \times Q}(\mathbb{R})$, the sequence $(\phi(u_n))_{n \in \mathbb{N}}$ converges exponentially fast.

A prostochastic word is fast if it is induced by some fast sequence. We denote by $P_A^* f$ the set of fast prostochastic words. Note that a priori, not all prostochastic words are induced by some fast sequence.

We first prove that $P_A^* f$ is a submonoid of $P_A^*$.  

Lemma 17 (The concatenation of two fast sequences is fast). Let $u, v$ be two fast sequences.  
The sequence $u \cdot v = (u_nv_n)_{n \in \mathbb{N}}$ is fast.

Let $\pi$ and $\tau$ be two fast prostochastic words, thanks to Lemma 17, the prostochastic word $\pi \cdot \tau$ is fast.

The remainder of this subsection is devoted to proving that $\omega$ is an operator $P_A^* f \to P_A^* f$. This is the key technical point of our characterisation. Indeed, we will define polynomial prostochastic words using concatenation and the operator $\omega$, mimicking the definition of polynomial sequences of finite words. The fact that $\omega$ preserves the fast property of prostochastic words allows to obtain a perfect correspondence between polynomial sequences of finite words and polynomial prostochastic words.

Recall that $M$ denotes a matrix in $S_{Q \times Q}(\mathbb{R})$, and $m$ a Boolean matrix. Note that when considering stochastic matrices we compute in the real semiring, and when considering...
Boolean matrices, we compute products in the Boolean semiring, leading to two distinct notions of idempotent matrices.

The main technical tool is the following theorem, stating the exponentially fast convergence of the powers of a stochastic matrix.

> **Theorem 18** (Powers of a stochastic matrix). Let $M \in S_{Q \times Q}(\mathbb{R})$. Denote $P = M^{[Q]}$. Then the sequence $(P^n)_{n \in \mathbb{N}}$ converges exponentially fast to a matrix $M^\omega$, satisfying:

$$
\pi(M^\omega)(s, t) = \begin{cases} 
1 & \text{if } \pi(P)(s, t) = 1 \text{ and } t \text{ is } \pi(P)\text{-recurrent,} \\
0 & \text{otherwise.}
\end{cases}
$$

The following lemma shows that the $\omega$ operator is well defined by fast sequences. The second item shows that $\omega$ commutes with morphisms.

> **Lemma 19** (Limit operator for fast sequences). Let $u, v$ be two equivalent fast sequences, inducing the fast prostochastic word $\pi$. Then the sequences $u^\omega$ and $v^\omega$ are fast and equivalent, inducing the fast prostochastic word denoted $u^\omega$.

We can now define polynomial prostochastic words. First, $\omega$-expressions are described by the following grammar:

$$
E \rightarrow a \mid E \cdot E \mid E^\omega.
$$

We define an interpretation $\hat{\pi}$ of $\omega$-expressions into fast prostochastic words:

- $\pi$ is prostochastic word induced by the constant sequence of the one letter word $a$,
- $E_1 \cdot E_2 = E_1 \cdot E_2$,
- $E^\omega = E^\omega$.

The following definition of polynomial prostochastic words is in one-to-one correspondence with the definition of polynomial sequences of finite words.

> **Definition 20** (Polynomial prostochastic word). The set of polynomial prostochastic words is $\{E \mid E$ is an $\omega$-expression$\}$.

> **Remark.** Why the term polynomial? Consider an $\omega$-expression $E$, say $(ax^n b)^\omega$, and the prostochastic word $(ax^n b)^\omega$, which is induced by the sequence of finite words $((a f(n) b) h(n))_{n \in \mathbb{N}}$. Roughly speaking $f(n) \sim n$, so this sequence represents a polynomial behaviour. Furthermore, the proofs above yield the following robustness property: all converging sequences of finite words $((a g(n) b) h(n))_{n \in \mathbb{N}}$, where $g, h : \mathbb{N} \rightarrow \mathbb{N}$ are subexponential functions, are equivalent, so they induce the same polynomial prostochastic word $(ax^n b)^\omega$. We say that a function $g : \mathbb{N} \rightarrow \mathbb{N}$ is subexponential if for all constants $C > 1$ we have $\lim_{n \rightarrow \infty} g(n) \cdot C^{−n} = 0$; all polynomial functions are subexponential.

This justifies the terminology; we say that the polynomial prostochastic words represent all polynomial behaviours.

### 4.4 Reformulating the Characterisation

For proof purposes, we give an equivalent presentation of the Markov Monoid through $\omega$-expressions. Given a probabilistic automaton $A$, we define an interpretation $(\cdot)$ of $\omega$-expressions into Boolean matrices:
\[ \langle a \rangle \text{ is } \pi(\phi(a)), \]
\[ \langle E_1 \cdot E_2 \rangle \text{ is } \langle E_1 \rangle \cdot \langle E_2 \rangle, \]
\[ \langle E^\omega \rangle \text{ is } \langle E \rangle^2, \text{ only defined if } \langle E \rangle \text{ is idempotent.} \]

Then the Markov Monoid of \( A \) is \( \{ \langle E \rangle \mid E \text{ an } \omega\text{-expression} \} \).

The following theorem is a reformulation of Theorem 9, using the prostochastic theory. It clearly implies Theorem 9: indeed, a polynomial prostochastic word induces a polynomial sequence, and vice-versa.

\[ \textbf{Theorem 21 (Characterisation of the Markov Monoid algorithm).} \quad \text{The Markov Monoid algorithm answers “YES” on input } A \text{ if, and only if, there exists a polynomial prostochastic word accepted by } A. \]

The proof relies on the notion of reification, used in the following proposition, from which follows Theorem 21.

\[ \textbf{Definition 22 ((Reification)).} \quad \text{Let } A \text{ be a probabilistic automaton. A sequence } (u_n)_{n \in \mathbb{N}} \text{ of words reifies a Boolean matrix } m \text{ if for all states } s, t \in Q, \text{ the sequence } \left( P_A(s \xrightarrow{u_n} t) \right)_{n \in \mathbb{N}} \text{ converges and:} \]
\[ m(s, t) = 1 \iff \lim_{n} P_A(s \xrightarrow{u_n} t) > 0. \]

\[ \textbf{Proposition 23 (Characterisation of the Markov Monoid algorithm).} \quad \text{For every } \omega\text{-expression } E, \text{ for every } \phi : A \to S_{Q \times Q}(\mathbb{R}), \text{ we have} \]
\[ \pi(\hat{\phi}(E)) = \langle E \rangle.
\]

Consequently, for every probabilistic automaton \( A \):
\[ \text{any sequence inducing the polynomial prostochastic word } \overline{E} \text{ reifies } \langle E \rangle, \]
\[ \text{the element } \langle E \rangle \text{ of the Markov Monoid is a value } 1 \text{ witness if, and only if, the polynomial prostochastic word } \overline{E} \text{ is accepted by } A. \]

## 5 Towards an Optimality Argument

It was shown in [3] that the Markov Monoid algorithm subsumes all previous known algorithms to solve the value 1 problem. Indeed, it was proved that it is correct for the subclass of leaktight automata, and that the class of leaktight automata strictly contains all subclasses for which the value 1 problem has been shown to be decidable.

At this point, the Markov Monoid algorithm is the best algorithm so far. But can we go further? If we cannot, then what is an optimality argument? It consists in constructing a maximal subclass of probabilistic automata for which the problem is decidable. We can reverse the point of view, and equivalently construct an optimal algorithm, i.e. an algorithm that correctly solves a subset of the instances, such that no algorithm correctly solves a superset of these instances. However, it is clear that no such strong statement holds, as one can always from any algorithm obtain a better algorithm by precomputing finitely many instances.

Since there is no strong optimality argument, we can only give a subjective argument. We argue that the combination of our characterisation from Section 3 and the undecidability of the following problem, called the two-tier value 1 problem, supports the claim that the Markov Monoid algorithm is in some sense optimal.
Theorem 24 (Undecidability of the two-tier value 1 problem). The following problem is undecidable: given a probabilistic automaton $A$, determine whether there exist two finite words $u, v$ such that $\lim_{n \to \infty} P_A((u \cdot v^n)^{2^n}) = 1$.

Note that the two-tier value 1 problem is a priori much easier than the value 1 problem, as it restricts the set of sequences of finite words to very simple sequences. We call such sequences two-tier, because they exhibit two different behaviours: the word $v$ is repeated a linear number of times, namely $n$, while the word $u \cdot v^n$ is repeated an exponential number of times, namely $2^n$. The proof is obtained using the same reduction as for the undecidability of the value 1 problem, from [7], with a refined analysis.

To conclude:

- The characterisation says that the Markov Monoid algorithm captures exactly all polynomial behaviours.
- The undecidability result says that the undecidability of the value 1 problem arises when polynomial and exponential behaviours are combined.

So, the Markov Monoid algorithm is optimal in the sense that it captures a large set of behaviours, namely polynomial behaviours, and that no algorithm can capture both polynomial and exponential behaviours.
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Abstract
In this paper, we compare the strength of the semantic and syntactic version of the cutting planes proof system.

First, we show that the lower bound technique of Pudlák applies also to semantic cutting planes: the proof system has feasible interpolation via monotone real circuits, which gives an exponential lower bound on lengths of semantic cutting planes refutations.

Second, we show that semantic refutations are stronger than syntactic ones. In particular, we give a formula for which any refutation in syntactic cutting planes requires exponential length, while there is a polynomial length refutation in semantic cutting planes. In other words, syntactic cutting planes does not p-simulate semantic cutting planes. We also give two incompatible integer inequalities which require exponential length refutation in syntactic cutting planes.

Finally, we pose the following problem, which arises in connection with semantic inference of arity larger than two: can every multivariate non-decreasing real function be expressed as a composition of non-decreasing real functions in two variables?

1998 ACM Subject Classification F.2.2 Complexity of proof procedures

Keywords and phrases proof complexity, cutting planes, lower bounds

1 Introduction
Cutting planes is a proof system designed to show that a given set of linear inequalities has no 0,1-solution. After the resolution system, it is one of the best known proof systems. As a procedure for solving integer linear programs, it was considered by Gomory and Chvátal [13, 7]. The idea is to compute the optimum of the program as if it were a linear program. If the optimum is achieved at a fractional point, it is possible to deduce an inequality which can be rounded in order to remove the point from the set of feasible solutions. Another way to describe the rounding rule is as follows: if the inequality \( \sum a_i x_i \geq \beta \) holds and all \( a_i \) are integers divisible by \( c > 0 \), then any integer solution will also satisfy \( \sum \frac{a_i}{c} x_i \geq \lceil \frac{\beta}{c} \rceil \).

Cutting planes was later proposed as a proof system in [10]. Indeed, it is possible to view the previous optimization process as a sequence of inferences: a new inequality is obtained either as a non-negative linear combination or by a rounding of previously derived inequalities. In a finite number of steps, cutting planes can prove the false inequality “0 ≥ 1” from an unsatisfiable integer program. For further information about cutting planes refutations and the notion of rank (also called Chvátal rank) we refer the reader to [16, Chapter 19].

Analysing the length of such proofs is a way of studying the running time of integer programming solvers based on the rounding rule. The complexity of cutting planes proofs
has been intensively studied. A lower bound for cutting planes with small coefficients was obtained in [4] and [18], and [15] gave a lower bound for the tree-like version of the system. The strongest result is due to Pudlák [23], who proved that there exists a set of unsatisfiable linear inequalities which require exponential size cutting planes refutations (moreover, the inequalities represent a Boolean formula in conjunctive normal form). His proof is a beautiful example of the so-called “feasible interpolation technique” (used also by [4, 18]), and it required extending monotone Boolean circuit lower bounds of Razborov [24] to the new class of real monotone circuits.

It is interesting that the aforementioned lower bound for tree-like cutting planes works for any kind of deduction rule, no matter how strong. In this paper, we consider the proof system semantic cutting planes for which the deduction rule is the following: from any two linear inequalities $L_1$ and $L_2$ we can deduce any inequality $L$ which is a sound consequence assuming $\{0, 1\}$-assignments. Semantic inferences of similar kind were investigated earlier, in [18, 4, 19, 3]. In [18, 4], Krajíček and (independently) Beame, Pitassi and Raz consider a restricted version of semantic cutting planes in which coefficients are restricted to polynomial size, and prove exponential lower bounds for this restricted version. In [3], Beame, Pitassi and Segerlind consider semantic inferences using polynomial inequalities of degree $k$. Their results, together with the new lower bounds on communication complexity of disjointness [20, 6, 26], imply exponential lower bounds on the tree-like version of such systems – including the tree-like semantic cutting planes.

The semantic system is clearly as strong as syntactic cutting planes, and – as we show in this paper – it is in fact stronger. The latter is suggested by the fact that it is \text{coNP}-hard to check whether a semantic inference is correct (the subset-sum problem can be stated in terms of just two inequalities). Nevertheless, we show that there exist unsatisfiable inequalities which require exponential semantic cutting planes refutations:

\begin{itemize}
  \item \textbf{Theorem 1 (Lower bound).} For every $n$, there exists an unsatisfiable CNF of polynomial size which requires semantic cutting planes refutations with $2^{n \Omega(1)}$ proof lines.
\end{itemize}

As in Pudlák’s lower bound, we show that the semantic cutting planes system has feasible interpolation via monotone real circuits. In fact, our proof is a straightforward adaptation of Pudlák’s original proof; the changes are all but cosmetic. Second, we prove a separation between the semantic and syntactic version of cutting planes:

\begin{itemize}
  \item \textbf{Theorem 2 (Separation).} For every $n$, there exists an unsatisfiable CNF of polynomial size which has a semantic cutting planes refutation of polynomial size but every syntactic cutting planes refutation has $2^{n^{\Omega(1)}}$ proof lines.
\end{itemize}

Theorem 1 is proved in Section 3, Theorem 2 in Section 4. In Section 5, we discuss semantic inferences which can use more than two assumptions. In this context, we come across the following problem: can every real multivariate non-decreasing function be expressed as a composition of non-decreasing real functions in two variables? This is analogous to Hilbert’s 13th problem where the same question is posed for algebraic or continuous functions\footnote{Although Hilbert expected the answer to be negative, Kolmogorov [17] and Arnold [2] showed that every continuous function of any number of variables can be expressed as a composition of continuous functions of two variables.}.
2 Preliminaries

A (linear) inequality in variables \(x_1, \ldots, x_n\) is an expression of the form

\[ a_1x_1 + \cdots + a_nx_n \geq b, \quad \text{with } a_1, \ldots, a_n, b \in \mathbb{Z}. \]

We say that a 0,1-assignment \(\sigma \in \{0,1\}^n\) satisfies the inequality, if \(\sum_{i=1}^{n} a_i \sigma_i \geq b\). A set of inequalities \(\mathcal{L}\) is called satisfiable, if there exists a 0,1-assignment which satisfies every inequality in \(\mathcal{L}\).

As is customary, we will often use inequalities with "\(\leq\)" instead of "\(\geq\)" or with constants and variables appearing on both sides of the inequality. In this case, we identify \(\sum_i a_i x_i \leq b\) with \(\sum_i (-a_i) x_i \geq -b\), and \(\sum_i a_i x_i + b \geq \sum_i a'_i x_i + b'\) with \(\sum_i (a_i - a'_i) x_i \geq b' - b\), etc.

We now describe the two systems for refuting unsatisfiable linear inequalities.

Syntactic Cutting Planes

Let \(\mathcal{L}\) be a set of inequalities. A syntactic cutting planes proof of an inequality \(L\) from \(\mathcal{L}\) is a sequence of inequalities \(L_1, \ldots, L_m\) such that \(L_m = L\), and for every \(i \in \{1, \ldots, m\}\),

1. \(L_i \in \mathcal{L}\), or it is a Boolean axiom
   \[ x \geq 0, -x \geq -1, \]
   where \(x\) is a variable, or
2. there exist \(j_1, j_2 < i\) such that \(L_i\) is obtained from \(L_{j_1}, L_{j_2}\) by means of the following rules:
   \[
   \begin{align*}
   \text{(Sum)} & \quad \sum_i a_i x_i \geq b, \quad \sum_i a'_i x_i \geq b', \\
   \text{(Division)} & \quad \sum_i \frac{a_i}{c} x_i \geq \left\lceil \frac{b}{c} \right\rceil, \quad \text{when } 0 < c \in \mathbb{N} \text{ divides all } a_i.
   \end{align*}
   \]

The division rule is only valid for integer values of \(x\), so it may cut away unwanted fractional solutions.

The length of the proof is \(m\), i.e., the number of proof lines. A syntactic cutting planes refutation of \(\mathcal{L}\) is a proof of \(0 \geq b\) from \(\mathcal{L}\), where \(b\) is any positive integer.

Semantic Cutting Planes

Semantic cutting planes proofs and refutations are defined as above, except we can use the rule

\[
\frac{L', L''}{L'''}
\]

where \(L', L''\) and \(L'''\) are such that \(L'''\) semantically follows from \(L'\) and \(L''\): every 0,1-assignment which satisfies both \(L'\) and \(L''\) satisfies also \(L'''\). Note that the Boolean axioms semantically follow from any inequality and do not have to be introduced separately.

Clearly, a syntactic cutting planes proof is automatically also a semantic cutting planes proof. Semantic inference is very powerful, and there is no efficient way to verify of even
witness its soundness, unless \( \text{NP} = \text{coNP} \). Observe that the equation \( \sum a_i x_i = b \) has no 0,1-solution iff the following is a correct semantic inference:

\[
\sum_i a_i x_i \geq b \\
0 \geq 1 \\
\sum_i a_i x_i \leq b
\]

However, deciding if \( \sum_i a_i x_i = b \) has a 0,1-solution is the \( \text{NP} \)-hard subset-sum problem. This shows that semantic cutting planes is not a proof system in the sense of Cook and Reckhow [9] (unless \( \text{P} = \text{NP} \)), who require proofs to be efficiently verifiable.

Krajíček [18] and Beame, Pitassi and Raz [4] consider a restricted version of semantic cutting planes in which all lines have polynomially bounded coefficients. Such a semantic inference can be checked in polynomial time using dynamic programming, and so is a proof system in the sense of Cook and Reckhow.

### Size of Coefficients

We measure the complexity of a proof in terms of the number of inferences. However, the coefficients in the linear inequalities can be quite large and the bit representation of a proof can be much larger than the number of proof lines. Fortunately, Buss and Clote [5] proved that any syntactic cutting planes refutation can be transformed into another one in which the coefficients are at most exponential in the number of variables. Hence, each coefficient can be represented with a linear number of bits. For semantic cutting planes, we can use a more general argument: every threshold function over \( \{0,1\}^n \) can be represented as a linear inequality with coefficients of bit length \( O(n \log n) \) [22]. This also means that in semantic cutting planes, we can use arbitrary real coefficients instead of integer coefficients, without changing the strength of the system.

### Syntactic Simulation of Semantic Inferences

Syntactic cutting planes is a complete proof system, as shown by Chvátal [7]. Results of Chvátal, Cook and Hartmann [8] and Eisenbrand and Schulz [11] show that any semantic cutting planes inference, even with an unbounded number of premises, can be simulated by a syntactic cutting planes proof of length \( \exp \tilde{O}(n^2) \). This simulation is general but very inefficient. One of the main results of this paper is that an efficient simulation does not exist.

### Propositional Logic and CNF Encoding

In proof complexity, we are chiefly interested in refutations of propositional formulas, more specifically formulas in conjunctive normal form. Given a CNF \( A \), we can represent it as a set of linear inequalities \( L_A \) as follows. A disjunction such as \( x_1 \lor \neg x_2 \lor \neg x_3 \) is represented as the inequality \( x_1 + (1 - x_2) + (1 - x_3) \geq 1 \) (or rather, \( x_1 - x_2 - x_3 \geq -1 \)), and \( L_A \) consists of all the inequalities corresponding to the clauses in \( A \). Clearly, an assignment satisfies \( A \) iff it satisfies \( L_A \). We will refer to \( L_A \) as the standard encoding of \( A \). This allows us to talk about cutting planes refutations of CNFs: a refutation of \( A \) is a refutation of the standard encoding of \( A \).

### Feasible Interpolation for Semantic Cutting Planes

In this section, we prove Theorem 1. This is achieved by showing that semantic cutting planes have feasible interpolation via monotone real circuits, as was shown in [23] for syntactic cutting planes.
Let $X, Y_1, Y_2$ be disjoint sets of variables with $X = \{x_1, \ldots, x_n\}$. An inequality $L$ of the form $U \geq b$ in the variables $X \cup Y_1 \cup Y_2$ can be uniquely written as $U^x + U^{y_1} + U^{y_2} \geq b$, where $U^x, U^{y_1}$ and $U^{y_2}$ depend only on the variables $X, Y_1, Y_2$, respectively. If $\sigma \in \{0, 1\}^n$ is an assignment to the variables $X$, $L(\sigma)$ will denote the inequality

$$U^{y_1} + U^{y_2} \geq b - U^x(\sigma).$$

Let $L_1 = \{L_1, \ldots, L_p\}$ and $L_2 = \{L'_1, \ldots, L'_q\}$ be two sets of inequalities, such that every inequality in $L_1$ depends only the variables $X \cup Y_1$, and every inequality in $L_2$ depends only the variables $X \cup Y_2$. We assume that the sets $L_1$ and $L_2$ are contradictory: no assignment satisfies $L_1 \cup L_2$. We say that a Boolean function $f : \{0, 1\}^n \rightarrow \{0, 1\}$ interpolates $L_1$ and $L_2$, if for every $\sigma \in \{0, 1\}^n$

1. if $f(\sigma) = 0$ then the set $L_1(\sigma) = \{L_1(\sigma), \ldots, L_p(\sigma)\}$ is unsatisfiable, and
2. if $f(\sigma) = 1$ then the set $L_2(\sigma) = \{L'_1(\sigma), \ldots, L'_q(\sigma)\}$ is unsatisfiable.

Recall the definition of monotone real circuit from [23]. A monotone real circuit $C$ computes a nondecreasing function $f : \mathbb{R}^n \rightarrow \mathbb{R}$. A gate can be any nondecreasing function $\mathbb{R} \rightarrow \mathbb{R}$ or $\mathbb{R}^2 \rightarrow \mathbb{R}$. If $f((0, 1)^n) \subseteq \{0, 1\}$, $C$ is said to compute the Boolean function $f|_{\{0,1\}^n}$. Clearly, the Boolean function must be monotone.

We will prove the following:

**Theorem 3.** Let $L_1$ and $L_2$ be as above. Assume that the variables $X$ have non-positive coefficients in every inequality in $L_2$ (or non-negative coefficients in $L_1$), and that $L_1 \cup L_2$ has a semantic cutting planes refutation with $m$ proof lines. Then there exists a Boolean function which interpolates $L_1$ and $L_2$ and which can be computed by a monotone real circuit of size $O(m + (p + q)n)$.

Fortunately, Pudlák has also provided an exponential lower bound on the size of real monotone circuits interpolating the “clique versus coloring” tautologies.

**Theorem 4 ([23]).** Let $f : \{0, 1\}^n \rightarrow \{0, 1\}$ be a monotone Boolean function which rejects all $k - 1$-colorable graphs and accepts all graphs with a $k$-clique, with $k = [(n/\log n)^{2/3}]/8$. Then any monotone real circuit computing $f$ has size $2^{\Omega(n/\log n)^{1/3}}$.

In order to deduce a lower bound on semantic cutting planes from Theorem 3 and Theorem 4, it is enough to find suitable formulas $\text{Color}_n$ and $\text{Clique}_n$ expressing that an $n$-vertex graph is $(k - 1)$-colorable, and that it has a $k$-clique, respectively. We write them down for completeness.

The formula $\text{Clique}_n$ is a conjunction of the following clauses ($k$ is the parameter from the theorem):

1. $\bigvee_{i \in [n]} y_{j,i}$, for every $j \in [k]$, $\neg y_{j,i} \lor \neg y_{j'i,i}$, for every $j_1 \neq j_2 \in [k]$, $i \in [n]$,
2. $\neg y_{j_1,i_1} \lor \neg y_{j_2,i_2} \lor x_{i_1,i_2}$, for every $j_1 \neq j_2 \in [k], i_1 < i_2 \in [n]$.

$\text{Color}_n$ is a conjunction of the following clauses:

1. $\bigvee_{i \in [k-1]} z_{i,j}$, for every $i \in [n]$, $\neg z_{i,j} \lor \neg z_{i',j},$ for every $i \in [n], j_1 \neq j_2 \in [k-1]$,
2. $\neg z_{i,j} \lor \neg z_{i,j'} \lor \neg x_{i_1,i_2},$ for every $j \in [k-1], i_1 < i_2 \in [n]$.

The formulas are in variables $X = \{x_{i_1,i_2} : i_1 < i_2 \in [n]\}$, $Y = \{y_{j,i} : j \in [k], i \in [n]\}$, $Z = \{z_{i,j} : i \in [n], j \in [k-1]\}$. We think of $X$ as representing edges of an $n$-vertex graph, $Y$ as picking a clique in the graph, and $Z$ as defining a coloring of the graph.

**Corollary 5.** Every semantic cutting planes refutation of $\text{Clique}_n \land \text{Color}_n$ has at least $2^{\Omega((n/\log n)^{1/3})}$ lines.
**Proof.** The particular formulation of the clique and color formulas is quite irrelevant. It matters that, first, the variables $X$ occur only positively in $\text{Clique}_n$ (and only negatively in $\text{Color}_n$), and, second, that every interpolant of $\text{Clique}_n$ and $\text{Color}_n$ must reject on $(k-1)$-colorable graphs and accept on graphs with $k$-clique.

**Proof of Theorem 3**

Let us first imagine that $X = \emptyset$. That is, the sets of inequalities $\mathcal{L}_1$ and $\mathcal{L}_2$ depend on disjoint sets of variables $Y_1$ and $Y_2$, respectively. Assume we have a refutation $R$ of $\mathcal{L}_1 \cup \mathcal{L}_2$ with $m$ proof lines. This means that at least one of $\mathcal{L}_1$ or $\mathcal{L}_2$ is unsatisfiable. We will prove a stronger statement, that at least one of $\mathcal{L}_1$, $\mathcal{L}_2$ has a refutation with $m$ proof lines:

► **Claim 6.** There exists $e \in \{1,2\}$ and a refutation $R_e$ of $\mathcal{L}_e$ with $m$ proof lines.

**Proof.** Let $R$ be the sequence $U_1 \geq b_1, \ldots, U_m \geq b_m$ with $U_m = 0$ and $b_m$ positive. For $e \in \{1,2\}$ let $R_e$ be the sequence of inequalities

$$U_1^{ye} \geq c^e_1, \ldots, U_m^{ye} \geq c^e_m,$$

where the constants $c^e_1, \ldots, c^e_m$ are defined as follows:

1. if $(U_i \geq b_i) \in \mathcal{L}_e$, let $c^e_i := b_i$, else
2. if $(U_i \geq b_i) \in \mathcal{L}_e^c$ for $e' \neq e$, let $c^e_i := 0$, else
3. if $U_i \geq b_i$ semantically follows from $U_{j_1} \geq b_{j_1}$ and $U_{j_2} \geq b_{j_2}$ with $j_1, j_2 < i$, then $c^e_i$ is the largest possible integer such that $U_{j_1}^{ye} \geq c^e_{j_1}$ and $U_{j_2}^{ye} \geq c^e_{j_2}$ imply $U_i^{ye} \geq c^e_i$. In symbols,

$$c^e_i := \min\{U_i^{ye}(\rho) : \rho \in \{0,1\}|\mathcal{Y}_1|, U_{j_1}^{ye}(\rho) \geq c^e_{j_1}, U_{j_2}^{ye}(\rho) \geq c^e_{j_2}\}.$$

If the minimum is over the empty set, let $c^e_i := \infty$ (or rather, a fixed but large enough real number).

The construction guarantees that

(a) for $e \in \{1,2\}$, $R_e$ is a correct proof of $0 \geq c^e_m$ from $\mathcal{L}_e$, and

(b) for every $i \in \{1, \ldots, m\}$, $c^e_i + c^e_{i+1} \geq b_i$, unless $U_i \geq b_i$ is vacuous: i.e., $U_i = 0$ and $b_i$ is negative.

The statement (a) is true by definition. Part (b) is proved by induction on $i \in \{1, \ldots, m\}$.

In case 1 and case 2 equality holds, except when $(U_i \geq b_i) \in \mathcal{L}_1 \cap \mathcal{L}_2$. Then $U_i = 0$ and $c^e_i = c^e_j = b_i$, and so $c^e_i + c^e_j = 2b_i$. Hence $c^e_i + c^e_j \geq b_i$ unless $b_i$ is negative, in which case $U_i \geq b_i$ is indeed vacuous. For case 3, the non-trivial case is when none of $U_i \geq b_i, U_{j_1} \geq b_{j_1}, U_{j_2} \geq b_{j_2}$ is vacuous and $c^e_i, c^e_j < \infty$. Then there exist $\rho_1 \in \{0,1\}|\mathcal{Y}_1|$ and $\rho_2 \in \{0,1\}|\mathcal{Y}_2|$ such that $c^e_i = U_{j_1}^{ye}(\rho_1)$ and $c^e_j = U_{j_2}^{ye}(\rho_2)$, and

$$U_{j_1}^{ye}(\rho_1) \geq c^e_{j_1}, U_{j_2}^{ye}(\rho_1) \geq c^e_{j_2},$$

$$U_{j_1}^{ye}(\rho_2) \geq c^e_{j_1}, U_{j_2}^{ye}(\rho_2) \geq c^e_{j_2}.$$ 

Since $c^e_{j_1} + c^e_{j_2} \geq b_j$, and $c^e_{j_1} + c^e_{j_2} \geq b_{j_2}$, we have

$$U_{j_1}^{ye}(\rho_1) + U_{j_2}^{ye}(\rho_2) \geq b_{j_1}, \text{ and } U_{j_1}^{ye}(\rho_1) + U_{j_2}^{ye}(\rho_2) \geq b_{j_2}.$$ 

Since $U_i \geq b_i$ semantically follows from $U_{j_1} \geq b_{j_1}$ and $U_{j_2} \geq b_{j_2}$, we have

$$b_i \leq U_{j_1}^{ye}(\rho_1) + U_{j_2}^{ye}(\rho_2) = c^e_{j_1} + c^e_{j_2}.$$ 

Finally, $b_m > 0$ and (b) show that either $c^e_1$ or $c^e_{m-1}$ is positive, and hence $R_1$ is a refutation of $\mathcal{L}_1$, or $R_2$ is a refutation of $\mathcal{L}_2$. △
To prove the theorem, the main observation is that in case 3, \( c_i \) is a non-decreasing function of \( c_{j_1} \) and \( c_{j_2} \): increasing \( c_{j_1} \) or \( c_{j_2} \) means that in case 3, the minimum is taken over a smaller set.

Let \( L_1, L_2 \) be as in the statement of the theorem, and \( R \) a refutation of \( L_1 \cup L_2 \) with \( m \) lines. For an assignment \( \sigma \) to the variables \( X \), let \( R(\sigma) \) be the refutation obtained by replacing every line \( L \) in \( R \) by \( L(\sigma) \). It is indeed a correct refutation of \( L_1(\sigma) \cup L_2(\sigma) \), where the two sets now have disjoint variables. Let \( R^1, R^2 \) be the two proofs constructed in the Claim, and consider \( c^1_m \) and \( c^2_m \) as functions of \( \sigma \). By (a), if \( c^2_m(\sigma) > 0 \) then \( R^2 \) is a refutation of \( L_2(\sigma) \) and so \( L_2(\sigma) \) is unsatisfiable. If \( c^2_m(\sigma) \leq 0 \) then, by (b), \( c^1_m(\sigma) > 0 \) and so \( L_1(\sigma) \) is unsatisfiable. In other words, if we define the Boolean function \( f \) by

\[
f(\sigma) = 1 \iff c^2_m(\sigma) > 0,
\]

then \( f \) interpolates \( L_1 \) and \( L_2 \). Moreover, if \( X \) have non-positive coefficients in \( L_2 \), the function \( f \) can be computed by a monotone real circuit with \( O(m + pn) \) gates. This is because in case 1, \( c^2_i(\sigma) \) is a linear function with non-negative coefficients (in (1), \( U^x(\sigma) \) is moved to the right hand side), in case 2, it is a constant, and in case 3, \( c^2_i \) is a non-decreasing function of \( c^1_{j_1} \) of \( c^2_{j_2} \).

4 Separation Between Semantic and Syntactic Cutting Planes

In this section, we separate semantic and syntactic cutting planes, proving Theorem 2. In order to do that, we modify the “clique versus coloring” contradiction in such a way that any refutation in syntactic cutting planes must remain long, while there is a short refutation in semantic cutting planes. The main observation is that systems of unsatisfiable linear equations have short semantic refutations. Hence, it will be enough to restate the “clique versus coloring” as a set of linear equations, in a way that its hardness for syntactic proofs is preserved.

4.1 Equations in Cutting Planes

In the following, we will allow cutting planes to use linear equations as well as inequalities. Formally, we will treat an equation \( U = b \) as a pair of inequalities \( U \geq b \) and \( U \leq b \). Hence, a refutation of a set of equations or inequalities is understood as a refutation of the underlying set of inequalities.

\[\text{Proposition 7. If a set of } m \text{ linear equations is unsatisfiable then it has a semantic cutting planes refutation with } O(m) \text{ lines.}\]

\[\text{Proof. Assume that the equations are } \sum_i a_{j,i}x_i = b_j, \; j \in [m]. \text{ Let } M = 1 + \max_j \{|b_j| + \sum_i |a_{j,i}|\}. \text{ From the given equations we can deduce the following equation:}
\]

\[
\sum_{j=1}^m \left( \sum_i a_{j,i}x_i - b_j \right) M^{j-1} = 0,
\]

using only integer scalar multiplications and sums, by separately deriving the two corresponding inequalities \( 0 \leq \sum_{j=1}^m \left( \sum_i a_{j,i}x_i - b_j \right) M^{j-1} \leq 0 \). The equation is unsatisfiable (exercise). Hence, we can deduce \( 0 \geq 1 \) from (2) in a single step of semantic refutation. \[\blacksquare\]

The next proposition shows that a pair of inequalities \( b \leq U \leq b + 1 \) can be replaced by a single equality \( U = b + \sigma \), where \( \sigma \) is a fresh variable, without changing length of syntactic proofs.
Proposition 8. Let $\mathcal{L} = \mathcal{L}_0 \cup \{\sum a_i x_i \geq b\}$ be a set of linear inequalities such that $\sum a_i x_i \leq b + 1$ has a syntactic proof of length $s$ from $\mathcal{L}$. Let

$$\mathcal{L}' = \mathcal{L}_0 \cup \{\sum a_i x_i = b + \sigma\},$$

where $\sigma$ is a variable not appearing in $\mathcal{L}$. In syntactic cutting planes, the lengths of the shortest refutations of $\mathcal{L}'$ and $\mathcal{L}$ differ at most by an additive term of $O(s)$.

Proof. Consider a refutation of $\mathcal{L}$. We want to get a refutation of $\mathcal{L}'$ of similar length. The only missing axiom in $\mathcal{L} \setminus \mathcal{L}'$ is $\sum a_i x_i \geq b$, which can be derived from $\sum a_i x_i \geq b + \sigma$ and $\sigma \geq 0$, the former being an axiom in $\mathcal{L}'$ and the latter a Boolean axiom.

In the opposite direction, start with a refutation $R$ of $\mathcal{L}'$ with $r$ lines and consider the substitution $\sigma \mapsto \sum a_i x_i - b$ applied to its lines. After this substitution, we construct a refutation of $\mathcal{L}$ with $r + s$ lines.

Axioms not mentioning $\sigma$ stay the same. The substitution in the remaining axioms is

$$\sum a_i x_i = b + \sigma \mapsto 0 = 0;$$
$$\sigma \geq 0 \mapsto \sum a_i x_i \geq b;$$
$$\sigma \leq 1 \mapsto \sum a_i x_i \leq b + 1;$$

where the second is an axiom in $\mathcal{L}$ and the third has a derivation with $s$ lines. After the substitution, the sum of two lines and the product by a scalar remain correct inference steps.

For the division step, consider $0 < c \in \mathbb{N}$ and the inference

$$\frac{\sum a'_i x_i + c p \sigma \geq q}{\sum a'_i x_i + p \sigma \geq \left\lceil \frac{q}{c} \right\rceil}.$$  

The assumption and the conclusion of the rule are transformed as

$$\sum c a'_i x_i + c p \sigma \geq q \mapsto \sum c a'_i x_i + c p (\sum a_i x_i - b) \geq q \equiv \sum (c a'_i + c p a_i) x_i \geq q + c p b.$$  
$$\sum a'_i x_i + p \sigma \geq \left\lceil \frac{q}{c} \right\rceil \mapsto \sum a'_i x_i + p (\sum a_i x_i - b) \geq \left\lceil \frac{q}{c} \right\rceil \equiv \sum (a'_i + p a_i) x_i \geq \left\lceil \frac{q}{c} \right\rceil + p b.$$  

Since $b$ is an integer, $\left\lceil \frac{q + c p b}{c} \right\rceil = \left\lceil \frac{q}{c} \right\rceil + p b$, and so substitution after rounding is the same as rounding after substitution. □

4.2 The Separating Formula

Let $A$ be a CNF

$$A = \bigwedge_{i \in [k]} (u_{i,1} \lor \cdots \lor u_{i,m_i}),$$

where each $u_{i,j}$ is a literal, i.e., a variable or its negation. We will define three reformulations of $A$: $T(A)$, $S(A)$ and $F(A)$, where $T(A)$ is a set of equations and inequalities, $S(A)$ is a set of equations only, and $F(A)$ is the CNF corresponding to $S(A)$. It is the last CNF which is used in the separation between semantic and syntactic proofs.

$T(A)$ and $S(A)$

For every $i \in [k], j \in [m_i]$, introduce a new variable $\eta_{i,j}$. Then $T(A)$ is the union, over all $i \in [k]$ and $j \in [m_i]$, of the following:

$$\eta_{i,1} + \cdots + \eta_{i,m_i} = 1, \quad \eta_{i,1} + \cdots + \eta_{i,m_i} = 1,$$  
$$u_{i,j} - \eta_{i,j} \geq 0.$$  

In (5) we identify $\neg x$ with $1 - x$, if $u_{i,j}$ is the literal $\neg x$ in $A$. Furthermore, let $S(A)$ be the set of equations obtained by replacing every inequality in (5) by the equation

$$u_{i,j} - \eta_{i,j} = \sigma_{i,j},$$

(6)

where $\sigma_{i,j}$ are fresh variables.

It is easy to see that $A$ is unsatisfiable iff $T(A)$ is unsatisfiable iff $S(A)$ is unsatisfiable. Moreover, we note that:

**Lemma 9.** Let $A$ be an unsatisfiable CNF as in (3), with $m := \max m_i$. Then:

1. $S(A)$ has a semantic refutation with $O(mk)$ lines.
2. If $S(A)$ has a syntactic refutation with $s$ lines, then $T(A)$ has a syntactic refutation with $s + O(mk)$ lines.
3. If $A$ is the “clique versus coloring” CNF as in Section 3, then every semantic (hence, also syntactic) refutation of $T(A)$ requires $2^{\Omega((n/\log n)^{1/3})}$ lines.

**Proof.** Item 1 follows from Proposition 7, since $S(A)$ is an unsatisfiable set of equations.

Item 2. For every inequality $u_{i,j} - \eta_{i,j} \geq 0$ in (5), the inequality $u_{i,j} - \eta_{i,j} \leq 1$ has a constant size syntactic proof. Hence, we can apply Proposition 8 to eliminate the variables $\sigma_{i,j}$.

Item 3 follows from Theorem 3 and Theorem 4 in the same manner as Corollary 5. In $\text{Clique}_n$, the variables $X = \{x_{i,j} : i < j \in [n]\}$ occur only positively. Hence, in the translation $T(\text{Clique}_n)$, they have only non-negative coefficients (similarly, $X$ have non-positive coefficients in $T(\text{Color}_n)$).

Lemma 9 already implies that for the “clique versus coloring” contradiction, $S(A)$ has a polynomial size semantic refutation, whereas it requires an exponential size syntactic refutation. However, $S(A)$ is a system of linear inequalities rather than a CNF. In order to fix this, we define the CNF $F(A)$, equivalent to $S(A)$.

**The Formula $F(A)$**

For three variables $u, \eta, \sigma$, let $\Gamma(u, \eta, \sigma)$ be the CNF expressing that $u - \eta = \sigma$; i.e., $\Gamma$ is satisfied by $u, \eta, \sigma \in \{0, 1\}$ iff $u - \eta = \sigma$. Let $A$ be a CNF as in (3). Then $F(A)$ is the conjunction, over all $i \in [k]$ and $j \in [m_i]$, of

$$\eta_{i,1} \lor \cdots \lor \eta_{i,m_i}, \neg \eta_{i,j_1} \lor \neg \eta_{i,j_2}, \text{ for every } j_1 \neq j_2 \in [m_i],$$

(7)

$$\Gamma(u_{i,j}, \eta_{i,j}, \sigma_{i,j}).$$

(8)

**Lemma 10.** $S(A)$ and the standard cutting planes encoding of $F(A)$ mutually deduce each other with a polynomial length syntactic cutting planes derivation.

**Proof.** Equation (6) has a constant size proof from the encoding of (8) and vice versa, because syntactic cutting planes is a complete proof system. The encoding of (7) is the set of inequalities

$$\eta_{i,1} + \cdots + \eta_{i,m_i} \geq 1, \eta_{i,j_1} + \eta_{i,j_2} \leq 1, \text{ for every } j_1 \neq j_2 \in [m_i].$$

Comparing this with (4), it is enough to show:

\[\text{Completeness means in this case that if an inequality } L \text{ semantically follows from inequalities } L_1, \ldots, L_m, \text{ then this can be proved in syntactic cutting planes. This is a standard fact proved in [13, 7].}\]
The inequality $\sum_{i=1}^{n} x_i \leq 1$ has a polynomial size syntactic cutting planes proof from the inequalities $\{x_i + x_j \leq 1 : i < j \in [n]\}$. The opposite direction also holds.

**Proof.** For the forward direction, we prove by induction on $l - k$ that $\sum_{i=k}^{l} x_i \leq 1$. The cases $l - k \leq 2$ follow directly from the axioms. For $l - k > 2$, consider the sum of $\sum_{i=k}^{l-1} x_i \leq 1$, $\sum_{i=k+1}^{l} x_i \leq 1$ and $x_k + x_l \leq 1$, which is $\sum_{i=k}^{l} 2x_i \leq 3$. A division step concludes the proof.

The opposite direction is easier: given $\sum_{i=1}^{n} x_i \leq 1$ and two indices $k$ and $l$, we can add $-x_i \leq 0$ for each $i \not\in \{k, l\}$ to get $x_k + x_l \leq 1$.

This completes the proof of Lemma 10.

We are now ready to prove Theorem 2. Recall the ‘clique versus coloring’ formulas in Section 3.

**Theorem 12.** The CNF formula $F(\text{Clique}_n \land \text{Color}_n)$ has a polynomial size semantic cutting planes refutation whereas every syntactic cutting planes refutation requires $2^{\Omega(n/\log n)^{1/3}}$ lines.

**Proof.** The upper bound follows from Lemma 10 and part 1 of Lemma 9. The lower bound follows from Lemma 10 and parts 2 and 3 of Lemma 9.

Inspecting Proposition 7, this also implies the following:

**Corollary 13.** There exists an equation $\sum_{i=1}^{n} a_i x_i = b$ which has no 0, 1-solution, the bit representation of $a_1, \ldots, a_n, b$ is polynomial in $n$, and every syntactic cutting planes refutation of $\sum_{i=1}^{n} a_i x_i \geq b, \sum_{i=1}^{n} a_i x_i \leq b$ requires $2^{n^{\Omega(1)}}$ lines.

**Proof.** Consider the set of equations $S(\text{Clique}_n \land \text{Color}_n)$. The proof of Proposition 7 shows how to derive (2), which has no 0, 1-solution, using a syntactically derived equation of polynomial size. On the other hand, parts 2 and 3 of Lemma 9 imply that every syntactic cutting planes refutation of (2) requires exponentially many lines.

Observe that in the upper bounds of Theorem 12 and Proposition 7, it is crucial that we use exponentially large coefficients. A natural open problem is the following:

**Open Problem 14.** Is it possible for syntactic cutting planes to polynomially simulate semantic cutting planes proofs with coefficients which are at most polynomial in the number of variables?

Notice that subset-sum problem with such small coefficients can be solved in polynomial time by dynamic programming.

## Inferences with Higher Fan-In and Hilbert’s 13th Problem

In the definition of semantic cutting planes, we assumed that in a refutation of $L$, every line is either an element of $L$ or follows from at most two previously proved inequalities. But why not three or a hundred inequalities? For a fixed $k \in \mathbb{N}$, define a $k$-semantic cutting planes refutation of $L$ ($k$-SCP refutation, for short), as a refutation in which every line $L_i \not\in L$ semantically follows from some $L_{j_1}, \ldots, L_{j_k}$, with $j_1, \ldots, j_k < i$. The obvious question is whether increasing $k$ makes the proof system more powerful:

**Open Problem 15.** For $2 \leq k_1 < k_2$, can we simulate $k_2$-semantic cutting planes by $k_1$-semantic cutting planes? More exactly, is there a polynomial $p$, such that whenever $L$ has a $k_2$-SCP refutation with $m$ proof lines, then it has a $k_1$-SCP refutation with at most $p(m)$ proof lines?
We do not know an answer to this question. On the other hand, we note that Theorem 3 and Corollary 5 can be extended to $k$-semantic refutations:

- Theorem 3 holds for $k$-SCP refutations, if we allow monotone real circuits to use non-decreasing $k$-ary functions as gates.
- Pudlák’s lower bound works for monotone real circuits with $k$-ary gates, for any fixed $k$.
- Hence Corollary 5 holds also for $k$-SCP refutations, giving an exponential lower bound on the number of proof lines.

In this context, we come across a related question, which is arguably much more interesting as a mathematical problem:

► **Open Problem 16.** *Can every multivariate non-decreasing real function be expressed as a composition of non-decreasing unary or binary functions?*

In other words, we want to know whether every non-decreasing function can be computed by a monotone real circuit, with gates of fan-in at most two. If this is the case, there must also exist a function $\lambda: \mathbb{N} \to \mathbb{N}$ such that every non-decreasing $n$-ary function is computable by a monotone real circuit of size at most $\lambda(n)$.³ This would mean that we can simulate any monotone real circuit with $k$-ary gates by a monotone real circuit with binary gates, with at most a factor $\lambda(k)$ loss in size.

Problem 16 is reminiscent of the solution to Hilbert’s 13th Problem due to Arnold and Kolmogorov [17, 2]. They have shown that every multivariate *continuous* function can be expressed as a composition of unary and binary *continuous* functions (see [21, Chapter 11]). In fact, the only binary function needed is addition: any continuous function can be expressed in terms of addition and several unary continuous functions. This is rather surprising: Hilbert’s 13th problem tacitly assumes that such a representation of continuous functions is impossible. Moreover, such a representation is indeed impossible for many other classes of functions: there exists an analytic function in three variables which cannot be expressed in terms of analytic functions of two variables; similarly for infinitely differentiable or entire functions (see [1] for further references).
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³ Hint: for a fixed $n$, assume that for every $k$ there exists an $n$-ary non-decreasing function $f_k$ which cannot be computed by a monotone real circuit of size $k$. Then we can “amalgamate” the functions $f_1, f_2, \ldots$ into a single $(n+1)$-ary non-decreasing function, which cannot be computed by a monotone real circuit of any size.
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Abstract
In the Edge Editing to Connected $f$-Degree Graph problem we are given a graph $G$, an integer $k$ and a function $f$ assigning integers to vertices of $G$. The task is to decide whether there is a connected graph $F$ on the same vertex set as $G$, such that for every vertex $v$, its degree in $F$ is $f(v)$ and the number of edges in $E(G) \Delta E(F)$, the symmetric difference of $E(G)$ and $E(F)$, is at most $k$. We show that Edge Editing to Connected $f$-Degree Graph is fixed-parameter tractable (FPT) by providing an algorithm solving the problem on an $n$-vertex graph in time $2^{O(k)} n^{O(1)}$. Our FPT algorithm is based on a non-trivial combination of color-coding and fast computations of representative families over direct sum matroid of $\ell$-elongation of co-graphic matroid associated with $G$ and uniform matroid over $E(G)$, the set of non-edges of $G$. We believe that this combination could be useful in designing parameterized algorithms for other edge editing problems.
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1 Introduction

A subgraph $F$ of a graph $G$ is a factor of $G$, if $F$ is a spanning subgraph of $G$. When a factor $F$ is described in terms of its degrees, it is called a degree-factor. For example, one of the most fundamental notions in Graph Theory is 1-factor (or a perfect matching), the case when a factor $F$ has all of its degrees equal to 1. Another example is $r$-factor, a regular spanning subgraph of degree $r$. More generally, for a function $f : V(G) \rightarrow \mathbb{N}$, subgraph $F$ is a $f$-factor of $G$ if for every $v \in V(G)$, $d_F(v)$, the degree of $v$ in $F$ is exactly equal to $f(v)$. The study of degree factors is one of the mainstays of combinatorics with a long history dating back to 1847 to the works of Kirkman [10], and Petersen [18]. We refer to surveys [1, 19], as well as the book of Lovász and Plummer [13] for an extensive overview of degree factors.

Another broad set of degree-factor problems is obtained by requesting the factor to be connected. The most famous examples are another old classical Graph Theory notion, the
Editing to Connected $f$-Degree Graph

Hamiltonian cycle, which is a connected 2-factor, and the Eulerian subgraph, which is a connected even-degree factor. We refer to the survey of Kouider and Vestergaard [11] on connected factors, as well as to the book of Fleischner [6] for a thorough study of Eulerian graphs and related topics.

A natural algorithmic problem concerning (connected) $f$-factors is for a given graph $G$ and a function $f$, to decide if $G$ contains a (connected) $f$-factor. While deciding if a given graph contains an $f$-factor can be done in polynomial time for any function $f$ [3], deciding the existence of even a connected 2-factor (Hamiltonian cycle) is NP-complete. In this work we study parameterized complexity of the following algorithmic generalization of the problem of finding a connected $f$-factor.

**Edge Editing to Connected $f$-Degree Graph (EECG)**

**Input:** An undirected graph $G$, a function $f : V(G) \rightarrow \{1, 2, \ldots, d\}$ and $k \in \mathbb{N}$

**Question:** Does there exist a connected graph $F$ such that for every vertex $v$, $d_F(v) = f(v)$, and the cardinality of the symmetric difference $|E(G) \triangle E(F)| \leq k$?

Apart from studying a classical problem algorithmically, one of the main motivations for our interest in the generalization of the classical $f$-factor problem comes from the recent developments in parameterized algorithms for graph modification problems. These recent algorithmic advances were important not only due to the problems they settled but also for the kind of techniques they brought to the area. For example, the work on cut (or edge-deletion) problems of Kawarabayashi and Thorup [9] and Chitnis et al. [4] brought recursive understanding and randomized contraction techniques. The work on Feedback Arc Set in Tournaments [2] led to the chromatic coding. Study of chordal graph completions from [7] triggered the usage of potential maximal cliques in subexponential parameterized algorithms. The main result of our paper is the following theorem.

▶ **Theorem 1.** EECG is solvable in time $2^{O(k)} n^{O(1)}$ deterministically.

The proof of our theorem is based on (i) color-coding and (ii) fast computation of representative family over a linear matroid. While using graphic matroids to resolve different types of connectivity issues has become a popular theme in algorithms, our proof requires the usage of some non-standard matroids. In particular, we use fast representative family computations over the direct sum matroid of $\ell$-elongation of the co-graphic matroid associated with $G$ and a uniform matroid over $E^c(G)$, the set of non-edges of $G$. We believe that this combination could be useful for designing parameterized algorithms for other edge editing problems. To the best of our knowledge this is the first uses of elongation of matroids in designing of parameterized algorithms.

One of the nice properties of using (graphic) matroids is that often they allow us to lift solutions from unweighted problems to problems with costs. It would be natural to suggest that the nice properties of matroids would help us with the “weighted” version of EECG as well. However, in spite of our attempts, we could not extend Theorem 1 to the weighted version of EECG. We proved that the weighted version of EECG when parameterized by $k + d$ is W[1]-hard and its proof is deferred to the full version of the paper due to paucity of space. Also, proofs of lemmata marked with a $\star$ are deferred to the full version of the paper.

**Previous work.** It was shown by Mathieson and Szeider [15] that the problem of deleting $k$ vertices to transform an input graph into an $r$-regular graph, where $r \geq 3$ is W[1]-hard parameterized by $k$. For edge-modification problems to a graph with certain degrees, Mathieson and Szeider have shown in [15] that Edge Editing to $f$-Degree Graph, the
Thus, to see the solution set with ground set \( A \subseteq E(G) \) and \( E(G) \) the input graph, the number of connected components can at most be \( k - |D| + 1 \). This allows us to show that in fact we can think of \( D \) being an independent set in the matroid \( M_G(\ell) \). That is, \( \ell \)-elongation of the co-graphic matroid, \( M_G \), associated with \( G \), where \( \ell = |E(G)| - |V(G)| + k - |D| + 1 \) (we refer to preliminaries for the definition). Next we show that for addition set \( A \), all we need to store is some form of disjointness and that can be captured using uniform matroid over the universe \( E(G) \). Let \( U_{m' k'} \) be a uniform matroid with ground set \( E(G) \), where \( m' = |E(G)| \) and \( k' = |D| \). From the definition of \( U_{m' k'} \), any set \( A \) of size at most \( k - k' \) is independent in \( U_{m' k'} \). We have already explained that we view the deletion set \( D \) as an independent set in \( M_G(\ell) \) where \( \ell = |E(G)| - |V(G)| + k - k' + 1 \). Thus, to see the solution set \( D \cup A \) as an independent set in a single matroid, we consider direct sum of \( M_G(\ell) \) and \( U_{m' k'} \). That is, let \( M = M_G(\ell) \oplus U_{m' k'} \). In \( M \), a set \( I \) is an independent set if and only if \( I \cap E(G) \) is an independent set in \( M_G(\ell) \) and \( I \cap \overline{E(G)} \) is an independent set in \( U_{m' k'} \). This ensures that any solution \( D \cup A \) is an independent...
set in $M$. By viewing any solution of the problem as an independent set in the matroid $M$ (which is linear), we can use fast computation of $q$-representative families to prune the table. However, we still need to take care of a technical requirement in the definition of a nice deletion set. Towards this, we show that for every deletion set $D$ there exists a set of edges $W_D$, disjoint from $D$, of size at most $6k$ such that if these edges are not selected then we can satisfy that technical requirement. To achieve this we apply color coding technique and this can be derandomized using a standard application of universal sets.

2 Preliminaries

Throughout the paper we use $\omega$ to denote the exponent in the running time of matrix multiplication, the current best known bound for which $\omega < 2.373$ [20]. We use $[n]$ to denote the set $\{1, 2, \ldots, n\}$. For a set $U$, $\binom{U}{2} = \{(u, v) \mid u \neq v \land u, v \in U\}$. For any multiset $A$ and an element $x$, by $A(x)$ we denote the number occurrences of $x$ in $A$. For any $W \subseteq U \times \mathbb{N}$, where $U$ is a set, $W(u) = |\{(u, i) \in W \mid i \in \mathbb{N}\}|$. We use “graph” to denote simple graphs without self-loops, directions, or labels. We use standard terminology from the book of Diestel [5] for those graph-related terms which we do not explicitly define. In general we use $G$ to denote a graph. We use $V(G)$ and $E(G)$, respectively, to denote the vertex and edge sets of a graph $G$. For a graph $G$, we use $E(G)$ to denote the simple non-edge set $\binom{V(G)}{2} \setminus E(G)$. For a vertex $v \in V(G)$, we use $E_G(v)$ to denote the set of edges incident on $v$.

Now we give definitions related to matroids. A pair $M = (E, \mathcal{I})$, where $E$ is a ground set and $\mathcal{I}$ is a family of subsets (called independent sets) of $E$, is a matroid if it satisfies the following conditions: (i) $\emptyset \in \mathcal{I}$, (ii) if $A' \subseteq A$ and $A \in \mathcal{I}$ then $A' \in \mathcal{I}$; and (iii) if $A, B \in \mathcal{I}$ and $|A| < |B|$, then there is $e \in (B \setminus A)$ such that $A \cup \{e\} \in \mathcal{I}$. An inclusion wise maximal set of $\mathcal{I}$ is called a basis of the matroid. This size is called the rank of the matroid $M$, and is denoted by $\text{rank}(M)$. The rank function of a matroid $M = (E, \mathcal{I})$ is a function $r_M : 2^E \to \mathbb{N}^+ \cup \{0\}$ which is defined as follows: $r_M(S)$ for any $S \subseteq E$ is the cardinality of the maximum sized independent set contained in $S$. For a broader overview on matroids, including linear representations of matroids, we refer to [17].

Direct Sum of Matroids. Let $M_1 = (E_1, \mathcal{I}_1)$, $M_2 = (E_2, \mathcal{I}_2)$ be $t$ matroids with $E_i \cap E_j = \emptyset$ for all $1 \leq i \neq j \leq t$. The direct sum $M_1 \oplus \cdots \oplus M_t$ is a matroid $M = (E, \mathcal{I})$ with $E := \bigcup_{i=1}^t E_i$ and $X \subseteq E$ is independent if and only if $X \cap E_i \in \mathcal{I}_i$ for all $i \in [t]$.

Proposition 2 ([14, Proposition 3.4]). Given representations of matroids $M_1, \ldots, M_t$ over the same field $\mathbb{F}$, a representation of their direct sum can be found in polynomial time.

Uniform Matroids. A pair $M = (E, \mathcal{I})$ over an $n$-element ground set $E$, is called a uniform matroid if the family of independent sets is given by $\mathcal{I} = \{A \subseteq E \mid |A| \leq k\}$, where $k$ is some constant. This matroid is also denoted as $U_{n,k}$. Every uniform matroid is linear and can be represented over a finite field of size $\geq n+1$ by a $k \times n$ matrix $A_M$ where $A_M[i,j] = e_j^{e_i-1}$, and $e_1, \ldots, e_n$ are distinct non-zero elements from the field.

Co-graphic Matroids. Given a graph $G$ with $r$ connected components, the co-graphic matroid associated with $G$, denoted by $M_G$, is defined as $(U, \mathcal{I})$, where $U = E(G)$ and $\mathcal{I} = \{S \subseteq E(G) : G - S$ has exactly $r$ connected components$\}$. Co-graphic matroids are representable over any field of size at least 2 [17].
Elongation of a Matroid. The \( \ell \)-elongation of a matroid \( M \), where \( \ell \geq \text{rank}(M) \) is defined as a matroid \( M' = (E, \mathcal{I}') \) such that \( S \subseteq E \) is a basis in \( M' \) if and only if, \( r_M(S) = r_M(E) \) and \( |S| = \ell \). We use \( M(\ell) \) to denote the \( \ell \)-elongation of a matroid \( M \).

\( \textbf{Theorem 3} \) ([12]). Given a representation of a matroid \( M \) and \( \ell \geq \text{rank}(M) \), there is a deterministic polynomial time algorithm to compute a representation of \( \ell \)-elongation of \( M \).

\( \textbf{Definition 4} \) (q-Representative Family [14]). Given a matroid \( M = (E, \mathcal{I}) \) and a family \( S \) of subsets of \( E \), we say that a subfamily \( \hat{S} \subseteq S \) is \( q \)-representative for \( S \) if the following holds: for every set \( Y \subseteq E \) of size at most \( q \), if there is a set \( X \in S \) disjoint from \( Y \) with \( X \cup Y \in \mathcal{I} \), then there is a set \( \hat{X} \in S \) disjoint from \( Y \) with \( \hat{X} \cup Y \in \mathcal{I} \). If \( \hat{S} \subseteq S \) is \( q \)-representative for \( S \), then we write \( \hat{S} \subseteq \text{rep}_q S \).

\( \textbf{Theorem 5} \) ([12]). Let \( M = (E, \mathcal{I}) \) be a linear matroid of rank \( n \) and let \( S = \{S_1, \ldots, S_t\} \) be a family of independent sets, each of size \( b \). Let \( A \) be an \( n \times |E| \) matrix representing \( M \) over a field \( \mathbb{F} \), where \( \mathbb{F} = \mathbb{F}_q \) or \( \mathbb{F} = \mathbb{Q} \). Then there is a deterministic algorithm which computes a representative set \( \hat{S} \subseteq \text{rep}_q S \) of size at most \( nb^{(b+q)} \), using \( O\left((b+q)^2n^2 + t(b+q)^{-1}(bn)^{2q} + (n + |E|)^{O(1)}\right) \) operations over the field \( \mathbb{F} \).

3 An FPT Algorithm for EECG

Let \( (G, f, k) \) be an instance of EECG. Our algorithm finds a solution of size \emph{exactly} \( k \) (if one such solution exists) and outputs \emph{No} otherwise. Any solution to our problem is of the form \( D \cup A \in \binom{V(G)}{2} \) where \( D \subseteq E(G) \) and \( A \subseteq E(G) \). The sets \( D \) and \( A \) are called a deletion set and an addition set, respectively, corresponding to the solution \( D \cup A \).

Characterizing the solution. The starting point of our algorithm is a characterization of solution in terms of a deletion set \( D \) satisfying certain properties (such deletion sets are called \emph{nice deletion sets}). This, allows us to focus on finding nice deletion sets. To describe the main steps and ideas involved in our algorithm we first give a definition of a nice deletion set. Towards this we need definitions of following two sets.

\[
\text{def}(G, f) = \{ v \mid v \in V(G), f(v) > d_G(v) \} \quad \text{and} \quad S(G, f) = \{ (v, i) \mid v \in V(G), f(v) > d_G(v), i \in \{1, \ldots, f(v) - d_G(v)\} \}
\]

The second set specifies for every vertex \( v \in \text{def}(G, f) \) how many edges in addition set must be adjacent to \( v \). Let \( W \subseteq V(G) \times \mathbb{N} \). For convenience we denote a pair \( (v, i) \in V(G) \times \mathbb{N} \) (or in \( W \)) by \( v \). Let \( \psi : W \to W \) be a bijection. Given \( \psi \), we define a multiset \( E_\psi \) as follows. For each \( (u, v) \in W \) we add \( (u, v) \) to \( E_\psi \) if \( \psi(u) = v \) for some \( j \geq i \). We say that \( \psi \) is a \emph{proper deficiency map} if \( \psi \) is an involution, for any \( u \in V(G) \) \( (u, u) \notin E_\psi \), \( E_\psi \) is a set and not a multiset, and \( E_\psi \cap E(G) = \emptyset \). In general we will have deficiency map over the domain \( S(G, f) \) or some set related to this. Finally, a set \( D \subseteq E(G) \) is called a \emph{nice deletion set} if

(i) For all \( v \in V(G) \), \( d_{G-D}(v) \leq f(v) \);
(ii) \( |S(G - D, f)| = 2(k - |D|) \);
(iii) The graph \( G - D \) has at most \( k - |D| + 1 \) connected components;
(iv) Each connected component in \( G - D \) contains a vertex \( v \) deficient in \( G - D \), i.e., such that \( d_{G-D}(v) < f(v) \).
(v) There exists a proper deficiency map \( \psi : S(G - D, f) \to S(G - D, f) \).

Our main structural lemma is the following.
Lemma 6. Let \((G, f, k)\) be an instance of EECG and let \(D \subseteq E(G)\). Then there exists \(A \subseteq \overline{E(G)}\), \(|A| = k - |D|\) such that \(A \cup D\) is a solution to EECG if and only if \(D\) is a nice deletion set. Moreover, given a nice deletion set \(D \subseteq E(G)\) we can find \(A \subseteq \overline{E(G)}\) such that \(|A| = k - |D|\) and \(D \cup A\) is a solution to EECG in polynomial time.

Proof. By the definition of connected components, \(G\) has less number of connected components than in \(G - D\). Then in the next iteration we find another addition set of size \(|A|\) that satisfies all degree constraints and \(D - A\) is a solution to EECG. Thus, we assume that \(G - D + A\) is a connected graph and that there exist at most \(|A| + 1 = k - |D| + 1\) connected components, satisfying condition \((iii)\) in the definition. The graph \(G - D + A\) is connected and thus each connected component \(F\) in \(G - D\) contains a vertex \(v \in V(F)\) such that \((v, u) \in A\) for some \(u \in V(G)\). Since \(D \cup A\) is a solution to EECG, \(d_{G-D-A}(v) = f(v)\) and hence \(d_{G-D}(v) < f(v)\) (because \((v, u) \in A\), satisfying condition \((iv)\)). Finally, we show that \(D\) satisfies the last property. Let \(A = \{e_1, e_2, \ldots, e_r\} \subseteq \overline{E(G)}\) where \(r = k - |D|\). Since \(D \cup A\) is a solution to EECG, we have that for any vertex \(v\), there are exactly \(f(v) - d_{G-D}(v)\) edges in \(A\) which are incident to \(v\). Now we define a bijection \(\psi : S(G, D, f) \to S(G, D, f)\) as follows: \(\psi(u(i)) = v(i)\) if \((u, v) = e_i\) such that there are exactly \(i\) edges from \(\{e_1, \ldots, e_{i-1}\}\) are incident to \(u\) and there are exactly \(j - 1\) edges from \(\{e_1, \ldots, e_{i-1}\}\) are incident on \(v\). That is, we traverse the edges \(e_i, \ldots, e_r\) from left to right and map the \(i\)th edge incident to \(u\), say \(e_i = (u, v)\), and then we assign it \(v(j)\), if there are exactly \(j - 1\) edges incident to \(v\) present among \(\{e_1, \ldots, e_{i-1}\}\).

Claim 7. \(\psi : S(G, D, f) \to S(G, D, f)\) is a proper deficiency map.

Proof. By the definition of \(\psi\), if \(\psi(u(i)) = v(j)\) then \(\psi(v(j)) = u(i)\), and so \(\psi\) is an involution. Since \(G - D + A\) is a simple graph, for any \(u \in V(G)\), \((u, u) \notin E(\psi)\). Now we need to show that \(E(\psi)\) is not a multiset. Suppose not, then there exists \(u, v \in V(G)\) such that \(\psi(u(i_1)) = v(j_1)\) and \(\psi(u(i_2)) = v(j_2)\) for some \(i_1 \neq i_2\) and \(j_1 \neq j_2\). This implies that there exist \(e_i, e_j \in A\), \(i \neq j\) such that \(e_i = e_j = (u, v)\). This contradicts the fact that \(G - D + A\) is a simple graph. Since \(A\) is disjoint from \(E(G)\), \(E(\psi) \cap E(G) = \emptyset\).

(\(\Rightarrow\)) Let \(D \subseteq E(G)\) be a nice deletion set. We need to show that we can find \(A \subseteq \overline{E(G)}\) such that \(|A| = k - |D|\) and \(G - D + A\) is a solution to EECG. Properties \((i)\) and \((ii)\) imply that \(d_{G-D}(v) \leq f(v)\) for all \(v \in V(G)\) and \(|S(G - D, f)| = 2(k - |D|)\). Due to the property \((v)\) in the definition of nice deletion set, we know that there exists a proper deficiency map \(\psi : S(G - D, f) \to S(G - D, f)\). Define \(A_1 = E(\psi)\). By the definition of \(E(\psi)\), \(|A_1| = |E(\psi)| = |S(G - D, f)|/2 = k - |D|\). Also note that \(A_1 \cap E(G) = \emptyset\) because \(\psi\) is a proper deficiency map. Now consider the graph \(G_1 = G - D + A_1\). Note that \(G_1\) is a simple graph because \(\psi\) is a proper deficiency map. Also by the definition of \(E(\psi)\), \(d_{G-D+A_1}(v) = f(v)\) for all \(v \in V(G)\). So \(G_1\) satisfies the degree constraints. If \(G_1\) is connected then \(D \cup A_1\) is a solution to EECG. Thus, we assume that \(G_1\) is not connected. In what follows we give an iterative procedure that finds the desired \(A\). Suppose we are in \(i^{th}\) iteration and we have a set \(A_i\) such that \(G - D + A_i\) satisfies all degree constraints but \(G - D + A_{i+1}\) is not connected. Then in the next iteration we find another addition set of size \(k - |D|\), say \(A_{i+1}\), such that \(G - D + A_{i+1}\) satisfies all degree constraints and \(G - D + A_{i+1}\) has strictly less number of connected components than in \(G - D + A_i\). The procedure is started with \(A_1 = E(\psi)\). Let \(i \geq 1\) and we have \(A_i\) such that \(G - D + A_i\) satisfies all degree constraints but \(G - D + A_{i+1}\) is not connected. Since \(|A_i| = k - |D|\) and \(G - D = k\) has at most \(k - |D| + 1\) connected components, \(G_i = G - D + A_i\) has a component \(F\) such that there is an edge
Let \((u_1, v_1) \in A_i\) with the property that \(u_1, v_1 \in V(F)\) and \((u_1, v_1)\) is not a bridge in \(F\). Let \(F'\) be another connected component in \(G_i\). Since each connected component in \(G - D\) contains a vertex \(w \in V(G)\) such that \(d_{G - D}(w) < f(w)\), there exists an edge \((u_2, v_2) \in A_i\) such that \(u_2, v_2 \in V(F')\). Now let \(A_{i+1} = (A_i \setminus \{(u_1, v_1), (u_2, v_2)\}) \cup \{(u_1, u_2), (v_1, v_2)\}\). Observe that \(G_{i+1} = G - D + A_{i+1}\) is a simple graph with strictly less connected component than in \(G\), and \(d_{G_{i+1}}(v) = f(v)\) for all \(v \in V(G)\). Observe that when the procedure stops we would have found the desired \(A\).

Given a nice deletion set \(D\), we can find the desired \(A\) using the iterative procedure described in the reverse direction of the proof. Clearly, this procedure can be implemented in polynomial time. This completes the proof of the lemma.

Thus, our problem reduces to finding a nice deletion set \(D \subseteq E(G)\) and an accompanying proper deficiency map \(\psi \in S(G - D, f)\), if it exists, using dynamic programming (DP).

Towards the states of dynamic programming algorithm. So how to find a nice deletion set \(D\)? Throughout this section we will work with a hypothetical deletion set \(D\). We partition the vertices of \(G\) into \textsc{green} and \textsc{red} in the following way. We color \(v \in V(G)\) \textsc{green} if \(d_G(v) > f(v)\), and \textsc{red} otherwise. Let \(E_r = E(G[\text{red}])\) and \(E_g = E(G) \setminus E_r\). We need a quick sanity check. That is, if \(\sum_{v: d_G(v) \neq f(v)} |d_G(v) - f(v)| > 2k\) then we output No, because in this case any solution to \textsc{eecg} requires more than \(k\) edge edits (addition/deletion operations). Now we guess the size \(k' \leq k\) of \(D\) such that \(2k' \geq \sum_{v: d_G(v) > f(v)} d_G(v) - f(v)\).

Since \(D\) is our hypothetical deletion set, we have that for any \(v \in \textsc{green}\), the number of edges in \(D\) which are incident with \(v\) is at least \(d_G(v) - f(v)\). Now we guess the number \(k_1\) of edges in \(D\) which are incident with only green vertices and the number \(k_2\) of edges in \(D\) which are incident with at least one vertex in \(\textsc{red}\). Note that \(k_1 + k_2 = k'\). Also note that the number of ways we can guess \((k', k_1, k_2)\) is at most \(k^2\). Now for every \(v \in \textsc{green}\), we guess the number of edges in \(D\) which are incident with \(v\). In particular, we guess a function \(\Phi: \textsc{green} \rightarrow \mathbb{N}\) such that for all \(v \in \textsc{green}\) we have that \(\Phi(v) \geq d_G(v) - f(v)\) and \(\sum_{v \in \textsc{green}} \Phi(v) \leq 2k_1 + k_2\). The number of possible such functions \(\Phi\) is upper bounded by \(O(4^k k)\). From now onwards we will assume that we are given function \(\Phi\). In other words we have guessed the function \(\Phi\) corresponding to the hypothetical solution \(D\).

We start with an intuitive explanation of the structure of the solution that is helpful in designing partial solution for the DP algorithm. Given \(D \cup A\), we first define a notion of an alternating walk. An alternating walk is a sequence of vertices \(u_1, u_2, \ldots, u_k\) such that consecutive pairs of vertices \((u_i, u_{i+1}), (u_{i+1}, u_{i+2})\) either belong to \(D \times A\) or \(A \times D\) and \(\{(u_i, u_{i+1}) | 1 \leq i < \ell\}\) is a set (not a multiset). That is, an edge from \(D\) is followed by an edge from \(A\) or vice-versa. In an alternating even length closed walk, \(u_1 = u_\ell\) and \(\ell\) is even. One might wonder about the definition of alternating odd length closed walk. For our purposes we will think of them as alternating walks that start and end at the same vertex. Essentially, these will be alternating walks that start and end with the same vertex and the first and the last edge either both belong to \(D\) or both belong to \(A\). From now onwards whenever we say an alternating closed walk, we mean an alternating even length closed walk. For every intermediate, i.e. not the endpoint, vertex in an alternating walk or in an alternating closed walk, one of the edges incident with it belongs to \(D\) and while the second edge belongs to \(A\). Thus the degree of any vertex is not disturbed by an alternating walk where this vertex is intermediate. We define alternating walks for the following reason. Let \(D \cup A\) be a solution of \textsc{eecg} that satisfies \(\Phi\). We can think of edges in \(D \cup A\) forming a family \(\mathcal{P}\) of edge disjoint alternating walks and alternating closed walks with the following properties.

-
For every vertex $v \in V(G)$ and a set $Z \subseteq \{D, A\}$, we define $apdeg(\mathcal{P}, Z, v)$ as the number of edges from $Z$ that are incident with $v$ and appear as (i) the first edge in alternating walks from $\mathcal{P}$ that start with $v$, and (ii) the last edge in alternating walks from $\mathcal{P}$ that end in $v$. Note that, if there is an alternating walk that both starts and ends in $v$ and the start edge as well as the last edge belong to $Z$ then this walk contributes two to $apdeg(\mathcal{P}, Z, v)$. For every vertex $v \in \text{Green}$, $apdeg(\mathcal{P}, D, v) = d_G(v) - f(v)$ and $apdeg(\mathcal{P}, A, v) = 0$. Furthermore, for every vertex $v \in \text{Red}$, $apdeg(\mathcal{P}, D, v) = 0$ and $apdeg(\mathcal{P}, A, v) = f(v) - d_G(v)$. When the number of edges in $D$ which are incident with $v \in \text{Green}$ is greater than $d_G(v) - f(v)$, then the number of times $v$ appear as intermediate vertices in alternating (closed) walks is exactly equal to the number of excess edges and these excess edges will not contribute to $apdeg(\mathcal{P}, D, v)$.

Every vertex $v \in \text{Green}$, appears as an intermediate vertex in an alternating (closed) walk of $\mathcal{P}$ exactly $\Phi(v) - (d_G(v) - f(v))$ times.

For any solution $\mathcal{P} = \{P_1, P_2, \ldots, P_n\}$, without loss of generality we assume that there is $\eta$ such that $P_1, \ldots, P_\eta$ are alternating walks and $P_{\eta+1}, \ldots, P_n$ are alternating closed walks. This walk system view allows us to make a dynamic programming algorithm where we can move from one state to another using one edge addition or deletion. In particular, the algorithm works by constructing all alternating walks $P_1, \ldots, P_\eta$ first and then construct alternating closed walks $P_{\eta+1}, \ldots, P_n$. Given a partially constructed walk system we try to append an edge to the current walk we are constructing by adding an edge from $\binom{V(G)}{2}$ to it; or declaring that we are finished with the current walk and move to construct a new walk. During this process we also keep a partial proper deficiency map $\psi'$ such that $E_{\psi'}$ are addition edges in the current partial solution. Thus, a state in the DP algorithm is given by our current guesses and a subset of domain of partial proper deficiency map. For a formal description of our DP table we need the following sets: (a) a multiset set $T_m$ containing $d_G(v) - f(v)$ many copies of $v$ for all $v \in \text{Green}$; (b) a set $T_g = \{v(i) | v \in \text{Green}, \Phi(v) > d_G(v) - f(v), i \in [\Phi(v) - (d_G(v) - f(v))]\}$; (c) $T_r = \{v(i) | v \in \text{Red}, f(v) > d_G(v), i \in [f(v) - d_G(v)]\}$. We also need to keep two sets $X$ - a multiset and a set $Y$ to take care of local deficiencies that occur while constructing our walk system. Let $X$ be a multiset of size 2. Then for all $u \in X$ and $B \subseteq E(G)$ such that $f(u) > d_G-B(u) + X(u) - 1$, define $X_{B,f} = \{u(i) | u \in X, f(u) - d_G-B(u) - X(u) + 1 \leq i \leq f(u) - d_G-B(u), i \in [\mathbb{N}]\}$.

Now we formally define a notion of partial solutions. Given an instance $(G, f, k)$ we define $T_{m}, T_{g}$ and $T_{r}$ as described earlier. Also, recall that we have $k_1, k_2$ and $\Phi$. For any $T'_m \subseteq T_m, T'_g \subseteq T_g, T'_r \subseteq T_r, k'_1 \leq k_1, k'_2 \leq k_2, i \leq k$, a multiset $X$ containing elements from $V(G)$ and $Y \subseteq V(G)$ such that $|X| \leq 2, |Y| \leq 1, |X \cup Y| \leq 2$ and $X \cap Y = \emptyset$, we define a family $Q(T'_m, T'_g, T'_r, k'_1, k'_2, i, X, Y)$ of subsets of $\binom{V(G)}{2}$ as follows. For any $B \subseteq E(G)$ and $A \subseteq E(G)$, $B \cup A \subseteq Q(T'_m, T'_g, T'_r, k'_1, k'_2, i, X, Y)$ if the following conditions are met:

(a) $|E(G[\text{Green}]) \cap B| = k'_1, |B \setminus E(G[\text{Green}])| = k'_2$ and $|B \cup A| = i$.

(b) For any $v \in \text{Green}$, the number of edges in $B$ which are incident with $v$ is exactly equal to $T'_m(v) + T'_g(v) + X(v)$. That is, for all $v \in \text{Green}, |B \cap E_G(v)| = T'_m(v) + T'_g(v) + X(v)$. If $X_{B,f} = \{X|$ and $X_{B,f} \subseteq S(G - B, f) \setminus T_r\}$.

(c) $G - B$ has at most $k - k'$ + 1 connected components.

(d) There is a proper deficiency map $\psi' : (S(G - B, f) \cup T'_g \cup T'_r \cup Y) \setminus (T'_r \cup X_{B,f}) \to (S(G - B, f) \cup T'_g \cup T'_r \cup Y) \setminus (T'_r \cup X_{B,f})$ such that $A = E_{\psi'}$. Furthermore, for $w \in Y$, if $\psi'(w) = u(j)$ for some $j$ then $T_m(u) = T'_m(u)$.

For $T'_m \subseteq T_m, T'_g \subseteq T_g, T'_r \subseteq T_r, k'_1 \leq k_1, k'_2 \leq k_2, i \leq k$, a multiset $X$ containing elements from $V(G)$ and $Y \subseteq V(G)$, we say that the tuple $(T'_m, T'_g, T'_r, k'_1, k'_2, i, X, Y)$ is a valid tuple if the following happens.
1. $|X| \leq 2, |Y| \leq 1, |X \cup Y| \leq 2$ and $X \cap Y = \emptyset$
2. For $v \in Y$, $w(j) \notin T'_v$ for all $j$.
3. If $u(j) \in T'_v$ then for all $0 < j' < j$, $u(j') \in T'_v$.
4. For any $v \in X$, $T_m(v) = T'_m(v)$.

For the correctness of the algorithm, it is enough to focus on partial solutions defined over valid tuples. Now we prove that in fact $\mathcal{Q}(T'_m, T'_g, T'_r, k_1', k_2', i, X, Y)$ is “a correct notion of partial solution”.

Lemma 8 (⋆). Let $(G, f, k)$ be an Yes instance of EECG with a solution $D \cup A$ such that $D \subseteq A \subseteq E(G)$, $|D \cap \mathcal{E}(G[\text{Green}])| = k_1, |D \setminus \mathcal{E}(G[\text{Green}])| = k_2, k_1 + k_2 = k'$ and $|D \cap E_G(v)| = \Phi(v)$ for all $v \in \text{Green}$. Let $\psi$ be a proper deficiency map over $S(G - D, f)$ such that $E_\psi = A$. Then for each $i \leq k$, there exists $D' \cup A' \subseteq D \cup A$ and a valid tuple $(T'_m, T'_g, T'_r, k_1', k_2', i, X, Y)$ such that $D' \cup A' \in \mathcal{Q}(T'_m, T'_g, T'_r, k_1', k_2', i, X, Y)$ and there is a proper deficiency map $\psi'$ over $R = (S(G - D', f) \cup T'_g \cup Y) \setminus (T'_r \cup X_D', f)$ with $E_{\psi'} = A'$.

Our DP algorithm keeps a table entry $D[T'_m, T'_g, T'_r, k_1', k_2', i, X, Y]$ for each valid tuple $(T'_m, T'_g, T'_r, k_1', k_2', i, X, Y)$. The idea is to store a subset of $\mathcal{Q}(T'_m, T'_g, T'_r, k_1', k_2', i, X, Y)$ in the DP table entry $D[T'_m, T'_g, T'_r, k_1', k_2', i, X, Y]$ which is sufficient to maintain the correctness of the algorithm. The algorithm computes $D[T'_m, T'_g, T'_r, k_1', k_2', i, X, Y]$ for all valid tuple $(T'_m, T'_g, T'_r, k_1', k_2', i, X, Y)$ and if there exists $D \cup A \in D[T_m, T_g, \emptyset, k_1, k_2, k, \emptyset, \emptyset]$ such that $D \cup A$ is a solution to EECG, then outputs Yes, otherwise outputs No. In fact one can show the following simple lemma which bounds the number of DP table entries:

Lemma 9 (⋆). The number of valid tuples $(T'_m, T'_g, T'_r, k_1', k_2', i, X, Y)$ is at most $2^{O(k)}n^3$.

However, the size of family stored at (one table entry) $D[T'_m, T'_g, T'_r, k_1', k_2', i, X, Y]$ can potentially be $n^{O(i)}$, thus this algorithm takes time $n^{O(k)}$. Next we observe that we can prune each table entry to $2^{O(k)}n^{O(1)}$ and thus this leads to an FPT algorithm.

Pruning the DP table entry and an FPT algorithm. We need to prune the DP table in a way that we do not change the answer to the given instance $(G, f, k)$. Towards this we show that if some subset we have stored in a DP table entry could lead to a nice deletion set then we do have at least one such set after the pruning operation. Our guessing of $k_1, k_2$ and $\Phi$ allows us to satisfy the properties (i) and (ii) of a nice deletion set. Property (iii) of nice deletion sets implies that $D$ is an independent set in the matroid $M_G(\ell)$, the $\ell$-elongation of the co-graphic matroid $M_G$ associated with $G$, where $\ell = |E(G)| - |V(G)| + k - |D| + 1$. Thus by only considering those $D$ which are independent sets in $M_G(\ell)$ we ensure that property (iii) of nice deletion sets is satisfied. Now consider the property (v) of the nice deletion set, i.e., there exists a proper deficiency map $\psi : S(G - D, f) \rightarrow S(G - D, f)$ with the property that $E_\psi = A$, along with other properties as well. Let $D_1 \cup A_1, D_2 \cup A_2$ be two partial solutions belonging to the same equivalence class where $D_1, D_2 \subseteq E(G)$ and $A_1, A_2 \subseteq \mathcal{E}(G)$. Suppose $D' \subseteq E(G)$, $A' \subseteq \mathcal{E}(G)$, $(D_1 \cup D') \cup (A_1 \cup A')$ is a solution and $A_2 \cap A' = \emptyset$. Since $D_1 \cup A_1, D_2 \cup A_2$ belong to same equivalence class and $A_2 \cap A' = \emptyset$. To take care of the disjointness property between the current addition set and the future addition set while doing the DP, we view the addition set $A$ of the solution as an independent set in a uniform matroid over the universe $\mathcal{E}(G)$. Let $U_{m', k-k'}$ be a uniform matroid with ground set $\mathcal{E}(G)$, where $m' = |\mathcal{E}(G)|$. From the definition of $U_{m', k-k'}$, every set $A$ of size at most $k - k'$ is independent in $U_{m', k-k'}$. We have already explained that we view the
deletion set $D$ as an independent set in $M_G(\ell)$ where $\ell = |E(G)| - |V(G)| + k - k' + 1$. To view the solution set $D \cup A$ as an independent set in a matroid, we consider the direct sum $M = M_G(\ell) \oplus U_{m',k-k'}$ of two matroids. In $M$, a set $I$ is an independent set if and only if $I \cap E(G)$ is an independent set in $M_G(\ell)$ and $I \cap E(G)$ is an independent set in $U_{m',k-k'}$. This ensures that any solution $D \cup A$ is an independent set in $M$. By viewing any solution of the problem as an independent set in a matroid $M$ (which is linear by Proposition 2), we can use the $q$-representative families, Theorem 5, to prune the table size to $2^{O(k)\eta n^{O(1)}}$.

However, we still need to ensure that property (iv) of nice deletion set is satisfied. In what follows we explain how we achieve this. The following lemma helps us to satisfy property (iv) partially.

Lemma 10 (\textit{\textsection}). Let $F$ be a connected component in the graph $G[\text{Red}]$ and $D' \subseteq E(G)$. If at least one edge in $D'$ is incident to a vertex in $V(F)$, then for any connected component $C$ in $G - D'$ such that $V(C) \cap V(F) \neq \emptyset$ there is a vertex $v \in V(C) \cap \text{def}(G - D', f)$.\textit{Proof.} Let $C = \{C \mid C$ is a connected component in $G \land \forall v \in V(C), d_C(v) = f(v)\}$. Let $D_1$ and $D_2$ be deletion sets corresponding to two partial solutions such that for all $C \in C$, $D_1 \cap E(C) \neq \emptyset$ if and only if $D_2 \cap E(C) \neq \emptyset$. Suppose there is a set $D' \subseteq E(G)$ such that $D_1 \cup D'$ is a nice deletion set. Then we can show that any connected component $F$ in $G - (D_2 \cup D')$ containing only red vertices will have a deficient vertex. Essentially due to Lemma 10, if we partition our partial solutions based on how these partial solutions hit the edges from $C$ and keep at least one from each equivalence class property (iv) of nice deletion set will be satisfied partially. But this only allows us to take care of connected components containing only red vertices. Now we explain how we can ensure property (iv) for the connected components containing vertices from Green as well.

To achieve this we will prove that corresponding to every deletion set $D$ of a solution, there is a “witness” of $O(k)$ sized subset of edges whose disjointness from $D$ will ensure property (iv) of nice deletion sets. That is, these witnesses depend on solutions; the witness for solution $D$ could be different from the witness for solution $D^*$. Even then, these witnesses allow us to satisfy property (iv). In order to avoid this witness being picked in a deletion set $D$, that is to keep this witness non deletable, we use color coding in our algorithm on top of representative family based pruning of table entries. Towards that we define a weight function $w$ on $E(G)$ as follows.

$$w((u,v)) = \begin{cases} 0 & \text{if } u,v \in \text{Red} \\ 1 & \text{otherwise} \end{cases}$$

For any subset $S \subseteq E(G)$, $w(S) = \sum_{e \in S} w(e)$. The next lemma is crucial for our approach as this not only defines the witness but also gives an upper bound on its size.

Lemma 11. Let $\text{Green} = \{v_1, v_2, \ldots, v_\eta\}, \eta \leq 2k$. Let $D \subseteq E(G)$ such that for any connected component $F$ in $G - D$, $V(F) \cap \text{def}(G - D, f) \neq \emptyset$. Then there exist paths $P_1, \ldots, P_\eta$ such that for all $i$, $P_i$ is a path in $G - D$ from $v_i$ to a vertex in $\text{def}(G - D, f)$, and $w(\bigcup_i E(P_i)) \leq 6k$ where $\bigcup_i E(P_i)$ is the set of edges in the paths $P_1, \ldots, P_\eta$.

Proof. We construct $P_1, \ldots, P_\eta$ with the required property. Pick an arbitrary vertex $u_1 \in \text{def}(G - D, f)$ such that $v_1$ and $u_1$ are in the same connected component in $G - D$. Let $P_1$ be a smallest weight path according to weight function $w$, from $v_1$ to $u_1$ in $G - D$. Now
we explain how to construct $P_i$, given that we have already constructed paths $P_1, \ldots, P_{i-1}$. Pick an arbitrary vertex $u_i \in \text{def}(G - D, f)$ such that $v_i$ and $u_i$ are in the same connected component in $G - D$. Let $P$ be a smallest weight path from $v_i$ to $u_i$ in $G - D$. If $P$ is vertex disjoint from $P_1, \ldots, P_{i-1}$, then we set $P_i = P$. Otherwise, let $x$ be the first vertex in $P$ such that $x \in V(P_i) \cup \ldots \cup V(P_{i-1})$. Let $x \in P_j$ where $j < i$. Let $P = P'P''$ such that $P'$ ends in $x$ and $P''$ starts at $x$. Let $P_j = P'_j P''_j$ such that $P'_j$ ends in $x$ and $P''_j$ starts at $x$. Now we set $P_i = P'P''$. Note that $P_i$ is a path in $G - D$ from $v_i$ to a vertex in $\text{def}(G - D, f)$.

Now we claim that $w(\bigcup_{i=1}^n E(P_i)) \leq 6k$. Towards the proof we need to count that $|\bigcup_{i=1}^n E(P_i)) \cap w^{-1}(1)| \leq 6k$. We assign each vertex $v$ in $\bigcup_{i=1}^n V(P_i)$ to the smallest indexed path $P_j$ such that $v \in V(P_j)$. That is, $v$ is assigned to $P_j$, if $v \in V(P_j)$ and $v \notin \bigcup_{i=1}^{j-1} V(P_i)$. Note that each vertex in $\bigcup_{i=1}^n V(P_i)$ is assigned to a unique path. Consider the edge set $A^* \subseteq \bigcup_{i=1}^n E(P_i)) \cap w^{-1}(1)$ as follows. An edge $e = (u, v)$ belongs to $A^*$ if $w(e) = 1, e \in E(P_j)$, and vertices $u$ and $v$ are assigned to path $P_j$ for some $j$. Observe that each edge $e \in A^*$ has at least one end point in $\text{Green}$. Since each vertex is assigned to exactly one path, each vertex in a path has degree at most 2 and $|\text{Green}| \leq 2k$, we have that $|A^*| \leq 4k$.

Now we show that there exists sets $\emptyset = B_1 \subseteq B_2 \subseteq \ldots \subseteq B_n$ such that $(\bigcup_{i=1}^n E(P_i)) \cap w^{-1}(1) \subseteq A^* \cup B_1$ and $|B_j| \leq j$. We prove the statement using induction on $j$. For $j = 1$, we know that $(\bigcup_{i=1}^n E(P_i)) \cap w^{-1}(1) \subseteq A^*$. Thus the statement is true. Now suppose the statement is true for $j - 1$. Consider any path $P_j$. If the vertices in $P_j$ are disjoint from $\bigcup_{i=1}^{j-1} V(P_i)$, then all the weight one edges in $E(P_j)$ are counted in $A^*$. So we can set $B_j = B_{j-1}$ and the statement is true. Otherwise by the construction of $P_j$, we have that $P_j = P'_j P''_j$ and there exists $r < j$ such that $P_r = P'_r P''_r$. Let $(u_1, u_2)$ be the last edge in $P'_j$. Note that all the weight one edges in $E(P'_j)$ are counted in $A^* \cup B_{j-1}$ and all the weight one edges in $E(P''_j) \setminus \{(u_1, u_2)\}$ are counted in $A^*$. In this case we set $B_j = B_{j-1}$ if $w((u_1, u_2)) = 0$ and $B_j = B_{j-1} \cup \{(u_1, u_2)\}$ otherwise. This implies that $|(\bigcup_{i=1}^n E(P_i)) \cap w^{-1}(1)| \leq 6k$. This concludes the proof. □

Recall that $E_r = E(G[\text{Red}])$ and $E_g = E(G) \setminus E_r$. Note that in Lemma 11, the weight of each edge in $E_g$ is 1 and the weight of each edge in $E_r$ is 0. By Lemma 11, we have that if $D$ is a nice deletion set, then there exists $E' \subseteq E_g$ of cardinality at most $6k$ such that $E'$ witnesses that each connected component of $G - D$ containing at least one vertex from $\text{Green}$, will also contain a vertex from $\text{def}(G - D, f)$. We call such an edge set $E'$ as certificate of $D$. Now we explain how Lemma 11 helps us to satisfy property (iv) of nice deletion sets for components containing at least one vertex from $\text{Green}$. Let $\text{Green} = \{v_1, \ldots, v_n\}$ and $D_1 \cup D'$ be a deletion set corresponding to a solution. By Lemma 11 we know that there are paths $P_1, \ldots, P_n$ such that the total number of edges from $E_g$ among these paths is bounded by $6k$, and each path $P_i$ is from $v_i$ to a vertex in $\text{def}(G - (D_1 \cup D'), f)$. Suppose we color the edges in $E_g$ with black and orange such that the coloring guarantees that all the edges in $E_g \cap (\bigcup_{i=1}^n E(P_i))$ are colored black and all the edges in $E_g \cap (D_1 \cup D')$ are colored orange. Assume that we are going to find a nice deletion set which does not contains black color edges. Let $D_2$ be a deletion set corresponding to a partial solution. Also for a vertex $v_i \in \text{Green}$, there is path from $v_i$ to a vertex in $\text{def}(G - D_1, f)$ in the graph $G - D_1$ which does not contain any orange colored edge if and only if there is path from $v_i$ to a vertex in $\text{def}(G - D_2, f)$ in the graph $G - D_2$ which does not contain any orange colored edge. We can show that any connected component in $G - (D_2 \cup D')$ containing a vertex from $\text{Green}$ will contain a vertex from $\text{def}(G - (D_2 \cup D'), f)$. Essentially by Lemma 11 we get the following. Suppose we take all partial solutions corresponding to a DP table entry (or a subset of it) and now we partition these partial solutions based on which all green vertices have found
their deficient vertex currently (there are \(2^{\text{Green}}\) such partitions), then it is enough to keep a partial solution from each class. Furthermore, suppose \(\mathcal{A}\) corresponds to partial solutions with respect to one particular subset of \(\text{Green}\) and we have kept a set \(D_1\) in \(\mathcal{A}\) and deleted rest of the partial solutions from \(\mathcal{A}\) (say one of the partial solution we threw out was \(D_2\)). Then, if there is \(D'\) such that \(D_2 \cup D'\) is a solution, then all the connected components in \(G - (D_1 \cup D')\) containing at least one green vertex will have a deficient vertex. Just a word of caution that in our actual algorithm in fact we keep a subset of \(\mathcal{A}\) of size \(2^{O(k)\tilde{\eta}O(1)}\) so that we can also take care of all other properties of a nice deletion set.

We have explained how we will ensure each of the individual properties of a nice deletion set. Now we design a randomized FPT algorithm for the problem. Later we derandomize the algorithm. The algorithm is a DP algorithm in which we have DP table entries indexed exactly in the same way as in the case of the XP algorithm. But instead of keeping \(\mathcal{D}[T_m', T_g', T_r', k_1', k_2', i, X, Y]\), we store a small representative family of \(\mathcal{D}[T_m', T_g', T_r', k_1', k_2', i, X, Y]\) which is enough to maintain the correctness of the algorithm. The algorithm uses both color coding and representative family techniques. We have explained that we use color coding to separate the proposed deletion set from its certificate mentioned in Lemma 11. Now our algorithm works with the edge colored graph (edges in \(E_g\) are colored black or orange) and output a nice deletion set \(D\), with the property that \(D \cap E_g \subseteq E_o\), if there exists such a deletion set. Note that the edges in \(E_r\) is uncolored.

Recall that \(\mathcal{C}\) is the set of connected components in \(G\) such that for each vertex \(v\) in the component, \(d_C(v) = f(v)\). Now we define a family \(\mathcal{J}\) of functions as,

\[\mathcal{J} = \{g : \text{Green} \cup \mathcal{C} \to \{0, 1\}\} .\]

Now we explain how to reduce the size of \(\mathcal{D}[T_g', T_r', k_1', k_2', i, X, Y]\). We say a partial solution \(B \in \mathcal{D}[T_g', T_r', k_1', k_2', i, X, Y]\) is properly colored, if \(B \cap E_b = \emptyset\). Since our objective is to find out a nice deletion set disjoint from \(E_b\), we delete all partial solutions which contains an edge from \(E_b\). That is, if \(B \in \mathcal{D}[T_g', T_r', k_1', k_2', i, X, Y]\) and \(B \cap E_b \neq \emptyset\), then we delete \(B\) from \(\mathcal{D}[T_g', T_r', k_1', k_2', i, X, Y]\). So now onwards we assume that for each \(B \in \mathcal{D}[T_g', T_r', k_1', k_2', i, X, Y]\), \(B \cap E_b = \emptyset\). Further pruning of the DP table entry \(\mathcal{D}[T_g', T_r', k_1', k_2', i, X, Y]\) is discussed below.

For each valid tuple \((T_m', T_g', T_r', k_1', k_2', i, X, Y)\) we compute a representative partial solutions for \(\mathcal{D}[T_m', T_g', T_r', k_1', k_2', i, X, Y]\) in the increasing order of \(i\) and store it instead of \(\mathcal{D}[T_m', T_g', T_r', k_1', k_2', i, X, Y]\). Now we explain how to compute it. First we compute a subfamily \(S[T_m', T_g', T_r', k_1', k_2', i, X, Y]\) of \(\mathcal{D}[T_m', T_g', T_r', k_1', k_2', i, X, Y]\) using the DP table entries computed for value \(i - 1\) and deleting all partial solutions which contain edges from \(E_b\). Now we partition \(S[T_m', T_g', T_r', k_1', k_2', i, X, Y]\) according to the refinement of each function in \(\mathcal{J}\). That is \(S[T_m', T_g', T_r', k_1', k_2', i, X, Y] = \bigcup_{g \in \mathcal{J}} \mathcal{A}_g\) where \(\mathcal{A}_g\) is defined as follows. For each \(g \in \mathcal{J}\) and \(S \cup R \in S[T_m', T_g', T_r', k_1', k_2', i, X, Y]\) where \(S \in E(G)\) and \(R \in \overline{E(G)}\), \(S \cup R \in \mathcal{A}_g\) if the following happens.

(i) For any \(v \in \text{Green}\), \(g(v) = 1\) if and only if there exists a path from \(v\) to a vertex in \(\text{def}(G - S, f)\) in \(G[E_o \cup (E_r \setminus S)]\) (checking whether there is a witness path that do not use edges in \(E_o\)).

(ii) For any \(C \in \mathcal{C}\), \(g(C) = 1\) if and only if \(S \cap E(C) \neq \emptyset\).

Recall that any set \(S \cup R \in S[T_m', T_g', T_r', k_1', k_2', i, X, Y]\) is an independent set of size \(i\) in \(M\). Now we compute \(\mathcal{A}_g \subseteq \bigcup_{i \leq r \leq i} \mathcal{A}_g\) using Theorem 5. Then we set

\[\mathcal{D}[T_m', T_g', T_r', k_1', k_2', i, X, Y] = \bigcup_{g \in \mathcal{J}} \mathcal{A}_g\]
and store it instead of $D[T_m, T_g, T_r, k', k_1', k_2', i, X, Y]$. We can show the correctness of algorithm even after pruning the DP table entries and our algorithm runs in time $2^{O(k)} n^{O(1)}$ with success probability at least $1 - \frac{1}{e}$. Our algorithm can be derandomized using $(n, 7k)$-universal sets [16].
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Abstract
It has long been known, since the classical work of (Arora, Karger, Karpinski, JCSS 99), that Max-CUT admits a PTAS on dense graphs, and more generally, Max-k-CSP admits a PTAS on “dense” instances with \(\Omega(n^k)\) constraints. In this paper we extend and generalize their exhaustive sampling approach, presenting a framework for \((1-\varepsilon)\)-approximating any Max-k-CSP problem in sub-exponential time while significantly relaxing the denseness requirement on the input instance.

Specifically, we prove that for any constants \(\delta \in (0, 1]\) and \(\varepsilon > 0\), we can approximate Max-k-CSP problems with \(\Omega(n^{k-1+\delta})\) constraints within a factor of \((1-\varepsilon)\) in time \(2^{O(n^{1-\delta}/\ln n/\varepsilon^2})\).

The framework is quite general and includes classical optimization problems, such as Max-CUT, Max-DICUT, Max-k-SAT, and (with a slight extension) k-DENSEST SUBGRAPH, as special cases. For Max-CUT in particular (where \(k = 2\)), it gives an approximation scheme that runs in time sub-exponential in \(n\) even for “almost-sparse” instances (graphs with \(n^{1+\delta}\) edges).

We prove that our results are essentially best possible, assuming the ETH. First, the density requirement cannot be relaxed further: there exists a constant \(r < 1\) such that for all \(\delta > 0\), Max-k-SAT instances with \(O(n^{k-1})\) clauses cannot be approximated within a ratio better than \(r\) in time \(2^{O(n^{1-\delta})}\). Second, the running time of our algorithm is almost tight for all densities. Even for Max-CUT there exists \(r < 1\) such that for all \(\delta' > \delta > 0\), MAX-CUT instances with \(n^{1+\delta}\) edges cannot be approximated within a ratio better than \(r\) in time \(2^{n^{1-\delta'}}\).
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1 Introduction

The complexity of Constraint Satisfaction Problems (CSPs) has long played a central role in Theoretical Computer Science and it quickly became evident that almost all interesting CSPs are NP-complete [27]. Thus, since approximation algorithms are one of the standard tools for dealing with NP-hard problems, the question of approximating the corresponding optimization problems (Max-CSP) has attracted significant interest over the years [28]. Unfortunately, most CSPs typically resist this approach: not only are they APX-hard [23], but quite often the best polynomial-time approximation ratio we can hope to achieve for them is that guaranteed by a trivial random assignment [21]. This striking behavior is often called approximation resistance.

Approximation resistance and other APX-hardness results were originally formulated in the context of polynomial-time approximation. It would therefore seem that one conceivable way for working around such barriers could be to consider approximation algorithms running in super-polynomial time, and indeed super-polynomial approximation for NP-hard problems is a topic that has been gaining more attention in the literature recently [10, 7, 6, 11, 12, 13]. Unfortunately, the existence of quasi-linear PCPs with small soundness error, first given in the work of Moshkovitz and Raz [24], established that approximation resistance is a phenomenon that carries over even to sub-exponential time approximation, essentially “killing” this approach for CSPs. For instance, we now know that, for any $\varepsilon > 0$, there exists an algorithm for Max-3-SAT with ratio $7/8 + \varepsilon$ running in time $2^{n^{1-\varepsilon}}$; this would imply the existence of a sub-exponential exact algorithm for 3-SAT, disproving the Exponential Time Hypothesis (ETH). It therefore seems that sub-exponential time does not improve the approximability of CSPs, or put another way, for many CSPs obtaining a very good approximation ratio requires almost as much time as solving the problem exactly.

Despite this grim overall picture, many positive approximation results for CSPs have appeared over the years, by taking advantage of the special structure of various classes of instances. One notable line of research in this vein is the work on the approximability of dense CSPs, initiated by Arora, Karger and Karpinski [4] and independently by de la Vega [14]. The theme of this set of results is that the problem of maximizing the number of satisfied constraints in a CSP instance with arity $k$ (Max-$k$-CSP) becomes significantly easier if the instance contains $\Omega(n^k)$ constraints. More precisely, it was shown in [4] that Max-$k$-CSP admits a polynomial-time approximation scheme (PTAS) on dense instances, that is, an algorithm which for any constant $\varepsilon > 0$ can in time polynomial in $n$ produce an assignment that satisfies $(1 - \varepsilon)OPT$ constraints. Subsequent work produced a stream of positive [16, 5, 2, 9, 8, 20, 3, 19, 22] (and some negative [15, 1]) results on approximating CSPs which are in general APX-hard, showing that dense instances form an island of tractability where many optimization problems which are normally APX-hard admit a PTAS.

Our contribution. The main goal of this paper is to use the additional power afforded by sub-exponential time to extend this island of tractability as much as possible. To demonstrate the main result, consider a concrete CSP such as Max-3-SAT. As mentioned, we know that sub-exponential time does not in general help us approximate this problem: the best ratio achievable in, say, $2^{\sqrt{n}}$ time is still $7/8$. On the other hand, this problem admits a PTAS on instances with $\Omega(n^3)$ clauses. This density condition is, however, rather strict, so the question we would like to answer is the following: Can we efficiently approximate a larger (and more sparse) class of instances while using sub-exponential time?

In this paper we provide a positive answer to this question, not just for Max-3-SAT, but also for any Max-$k$-CSP problem. Specifically, we show that for any constants $\delta \in (0, 1]$,
$\varepsilon > 0$ and integer $k \geq 2$, there is an algorithm which achieves a $(1 - \varepsilon)$ approximation of Max-$k$-CSP instances with $\Omega(n^{k-1+\delta})$ constraints in time $2^{O(n^{1-\delta} \ln n/\varepsilon^3)}$. A notable special case of this result is for $k = 2$, where the input instance can be described as a graph. For this case, which contains classical problems such as Max-CUT, our algorithm gives an approximation scheme running in time $2^{O(\Delta \ln n/\varepsilon^3)}$ for graphs with average degree $\Delta$. In other words, this is an approximation scheme that runs in time \textit{sub-exponential in } $n$ even for almost sparse instances where the average degree is $\Delta = n^\delta$ for some small $\delta > 0$. More generally, our algorithm provides a trade-off between the time available and the density of the instances we can handle. For graph problems ($k = 2$) this trade-off covers the whole spectrum from dense to almost sparse instances, while for general Max-$k$-CSP, it covers instances where the number of constraints ranges from $\Theta(n^k)$ to $\Theta(n^{k-1})$.

Techniques. The algorithms in this paper are an extension and generalization of the \textit{exhaustive sampling} technique given by Arora, Karger and Karpinski [4], who introduced a framework of smooth polynomial integer programs to give a PTAS for dense Max-$k$-CSP. The basic idea of that work can most simply be summarized for Max-CUT. This problem can be recast as the problem of maximizing a quadratic function over $n$ boolean variables. This is of course a hard problem, but suppose that we could somehow “guess” for each vertex how many of its neighbors belong in each side of the cut. This would make the quadratic problem linear, and thus much easier. The main intuition now is that, if the graph is dense, we can take a sample of $O(\log n)$ vertices and guess their partition in the optimal solution. Because every non-sample vertex will have “many” neighbors in this sample, we can with high confidence say that we can estimate the fraction of neighbors on each side for all vertices. The work of de la Vega [14] uses exactly this algorithm for Max-CUT, greedily deciding the vertices outside the sample. The work of [4] on the other hand pushed this idea to its logical conclusion, showing that it can be applied to degree-$k$ polynomial optimization problems, by recursively turning them into linear programs whose coefficients are estimated from the sample. The linear programs are then relaxed to produce fractional solutions, which can be rounded back into an integer solution to the original problem.

On a very high level, the approach we follow in this paper retraces the steps of [4]: we formulate Max-$k$-CSP as a degree-$k$ polynomial maximization problem; we then recursively decompose the degree-$k$ polynomial problem into lower-degree polynomial optimization problems, estimating the coefficients by using a sample of variables for which we try all assignments; the result of this process is an integer linear program, for which we obtain a fractional solution in polynomial time; we then perform randomized rounding to obtain an integer solution that we can use for the original problem.

The first major difference between our approach and [4] is of course that we need to use a larger sample. This becomes evident if one considers Max-CUT on graphs with average degree $\Delta$. In order to get the sampling scheme to work we must be able to guarantee that each vertex outside the sample has “many” neighbors inside the sample, so we can safely estimate how many of them end up on each side of the cut. For this, we need a sample of size at least $n \log n/\Delta$. Indeed, we use a sample of roughly this size, and exhausting all assignments to the sample is what dominates the running time of our algorithm. As we argue later, not only is the sample size we use essentially tight, but more generally the running time of our algorithm is essentially optimal (under the ETH).

Nevertheless, using a larger sample is not in itself sufficient to extend the scheme of [4] to non-dense instances. As observed in [4] “to achieve a multiplicative approximation for dense instances it suffices to achieve an additive approximation for the nonlinear integer...
programming problem”. In other words, one of the basic ingredients of the analysis of [4] is that additive approximation errors of the order $\varepsilon n^k$ can be swept under the rug, because we know that in a dense instance the optimal solution has value $\Omega(n^k)$. This is not true in our case, and we are therefore forced to give a more refined analysis of the error of our scheme, independently bounding the error introduced in the first step (coefficient estimation) and the last (randomized rounding).

A further, more serious complication arises when considering $\text{Max}-k$-$\text{CSP}$ for $k > 2$. Indeed, the idea of using a larger sample size to handle non-dense instances of $\text{Max-CUT}$ was already considered in [17], which for $k = 2$ gives an algorithm of similar performance to the one we present in this paper. The main obstacle to extending such an algorithm to the general case of $k > 2$ is that the scheme of [4] recursively decomposes dense instances into lower-order polynomials which roughly retain the same “denseness”. This property seems much harder to transfer to the non-dense case, because intuitively if we start from a non-dense instance the decomposition could end up producing some dense and some sparse sub-problems. Here we present a scheme that approximates $\text{Max}-k$-$\text{CSP}$ with $\Omega(n^{k-1} + \delta)$ constraints, but does not seem to extend to instances with fewer than $n^{k-1}$ constraints. As we will see, there seems to be a fundamental complexity-theoretic justification explaining exactly why this decomposition method cannot be extended further.

**Hardness.** What makes the results of this paper more interesting is that we can establish that in many ways they are essentially best possible, if one assumes the ETH. In particular, there are at least two ways in which one may try to improve on these results further: one would be to improve the running time of our algorithm, while another would be to extend the algorithm to the range of densities it cannot currently handle. In Section 6 we show that both of these approaches would face significant barriers. Our starting point is the fact that (under ETH) it takes exponential time to approximate $\text{Max-CUT}$ arbitrarily well on sparse instances, which is a consequence of the existence of quasi-linear PCPs. By manipulating such $\text{Max-CUT}$ instances, we are able to show that for any average degree $\Delta = n^\delta$ with $\delta < 1$ the time needed to approximate $\text{Max-CUT}$ arbitrarily well almost matches the performance of our algorithm. Furthermore, starting from sparse $\text{Max-CUT}$ instances, we can produce instances of $\text{Max}-k$-$\text{SAT}$ with $O(n^{k-1})$ clauses while preserving hardness of approximation. This gives a complexity-theoretic justification for our difficulties in decomposing $\text{Max}-k$-$\text{CSP}$ instances with less than $n^{k-1}$ constraints. We note that the hardness results we present here refute (subject to the ETH) a conjecture made in [17] that a better time-density trade-off can be achieved for $\text{Max-CUT}$.

## 2 Notation and Preliminaries

An $n$-variate degree-$d$ polynomial $p(\vec{x})$ is $\beta$-smooth [4], for some constant $\beta \geq 1$, if for every $\ell \in \{0, \ldots, d\}$, the absolute value of each coefficient of each degree-$\ell$ monomial in the expansion of $p(\vec{x})$ is at most $\beta n^{d-\ell}$. An $n$-variate degree-$d$ $\beta$-smooth polynomial $p(\vec{x})$ is $\delta$-bounded, for some constant $\delta \in (0, 1]$, if for every $\ell$, the sum, over all degree-$\ell$ monomials in $p(\vec{x})$, of the absolute values of their coefficients is $O(\beta n^{d-1+\delta})$. Therefore, for any $n$-variate degree-$d$ $\beta$-smooth $\delta$-bounded polynomial $p(\vec{x})$ and any $\vec{x} \in \{0, 1\}^n$, $|p(\vec{x})| = O(\beta n^{d-1+\delta})$.

Our algorithms for $\text{Max-CUT}$, $\text{Max}-k$-$\text{SAT}$, and $\text{Max}-k$-$\text{CSP}$ are obtained by reducing to the following problem: Given an $n$-variate $d$-degree $\beta$-smooth $\delta$-bounded polynomial $p(\vec{x})$, we seek a binary vector $\vec{x}^* \in \{0, 1\}^n$ that maximizes $p$.

As in [4, Lemma 3.1], our general approach is motivated by the fact that any $n$-variate
d-degree $\beta$-smooth polynomial $p(\vec{x})$ can be naturally decomposed into a collection of $n$ polynomials $p_j(\vec{x})$. Each of them has degree $d-1$ and at most $n$ variables and is $\beta$-smooth.

\textbf{Lemma 1} ([4]). Let $p(\vec{x})$ be any $n$-variate degree-$d$ $\beta$-smooth polynomial. Then, there exist a constant $c$ and degree-$(d-1)$ $\beta$-smooth polynomials $p_j(\vec{x})$ such that $p(\vec{x}) = c + \sum_{j=1}^{n} x_j p_j(\vec{x})$.

Let $G(V, E)$ be a (simple) graph with $n$ vertices and $m$ edges. For each vertex $i$ in $V$, $N(i)$ denotes $i$’s neighborhood in $G$, i.e., $N(i) = \{j \in V : \{i, j\} \in E\}$. We let $\text{deg}(i) = |N(i)|$ be the degree of $i$ in $G$ and $\Delta = 2|E|/n$ denote the average degree of $G$. We say that a graph $G$ is $\delta$-almost sparse, for some constant $\delta \in (0, 1]$, if $m = \Omega(n^{1+\delta})$ (and thus, $\Delta = \Omega(n^\delta)$).

In MAX-CUT, we seek a partitioning of the vertices of $G$ into two sets $S_0$ and $S_1$ so that the number of edges with endpoints in $S_0$ and $S_1$ is maximized. If $G$ has $m$ edges, the number of edges in the optimal cut is at least $m/2$.

In $k$-Densest Subgraph, given an undirected graph $G(V, E)$, we seek a subset $C$ of $k$ vertices so that the induced subgraph $G[C]$ has a maximum number of edges.

An instance of (boolean) MAX-$k$-CSP with $n$ variables consists of $m$ boolean constraints $f_1, \ldots, f_m$, where each $f_j : \{0, 1\}^k \rightarrow \{0, 1\}$ depends on $k$ variables and is satisfiable, i.e., $f_j$ evaluates to 1 for some truth assignment. We seek a truth assignment to the variables that maximizes the number of satisfied constraints. MAX-$k$-SAT is a special case of MAX-$k$-CSP where each constraint $f_j$ is a disjunction of $k$ literals. An averaging argument implies that the optimal assignment of a MAX-$k$-CSP (resp. MAX-$k$-SAT) instance with $m$ constraints satisfies at least $2^{-k}m$ (resp. $(1-2^{-k})m$) of them. We say that an instance of MAX-$k$-CSP is $\delta$-almost sparse, for some constant $\delta \in (0, 1]$, if the number of constraints is $m = \Omega(n^{k-1+\delta})$.

Using standard arithmetization techniques (see e.g., [4, Sec. 4.3]), we can reduce any instance of MAX-$k$-CSP with $n$ variables to an $n$-variate degree-$k$ polynomial $p(\vec{x})$ so that the optimal truth assignment for MAX-$k$-CSP corresponds to a maximizer $\vec{x}^* \in \{0, 1\}^n$ of $p(\vec{x})$ and the value of the optimal MAX-$k$-CSP solution is equal to $p(\vec{x}^*)$. Such a polynomial $p(\vec{x})$ is $\beta$-smooth, for an appropriate constant $\beta$ that may depend on $k$, and has at least $m$ and at most $4^km$ monomials. Moreover, if the instance of MAX-$k$-CSP has $m = \Theta(n^{k-1+\delta})$ constraints, then $p(\vec{x})$ is $\delta$-bounded and its maximizer $\vec{x}^*$ has $p(\vec{x}^*) = \Omega(n^{k-1+\delta})$.

Since each $k$-tuple of variables can appear in at most $2^k$ different constraints, $p(\vec{x})$ is $\beta$-smooth, for $\beta \in [1, 4^k]$, and has at least $m$ and at most $4^km$ monomials. Moreover, if the instance of MAX-$k$-CSP has $m = \Theta(n^{k-1+\delta})$ constraints, then $p(\vec{x})$ is $\delta$-bounded and its maximizer $\vec{x}^*$ has $p(\vec{x}^*) = \Omega(n^{k-1+\delta})$.

An algorithm has approximation ratio $\rho \in (0, 1]$ (or is $\rho$-approximate) if for all instances, the value of its solution is at least $\rho$ times the value of the optimal solution. For graphs with $n$ vertices or CSPs with $n$ variables, we say that an event $E$ happens with high probability (or whp.), if $E$ happens with probability at least $1 - 1/n^c$, for some constant $c \geq 1$. For brevity and clarity, we sometimes write $\alpha \in (1 \pm \epsilon_1)\beta \pm \epsilon_2 \gamma$, for some constants $\epsilon_1, \epsilon_2 > 0$, to denote that $(1 - \epsilon_1)\beta - \epsilon_2 \gamma \leq \alpha \leq (1 + \epsilon_1)\beta + \epsilon_2 \gamma$.

\section{Approximating Max-CUT in Almost Sparse Graphs}

In this section, we apply our approach to MAX-CUT, which serves as a convenient example and allows us to present the intuition and the main ideas.

The MAX-CUT problem in a graph $G(V, E)$ is equivalent to maximizing, over all binary vectors $\vec{x} \in \{0, 1\}^n$, the following $n$-variate degree-2 2-smooth polynomial

\[ p(\vec{x}) = \sum_{\{i,j\} \in E} (x_i(1-x_j) + x_j(1-x_i)) . \]
Setting a variable \( x_i \) to 0 indicates that the corresponding vertex \( i \) is assigned to the left side of the cut, i.e., to \( S_0 \), and setting \( x_i \) to 1 indicates that vertex \( i \) is assigned to the right side of the cut, i.e., to \( S_1 \). We assume that \( G \) is \( \delta \)-almost sparse and thus, has \( m = \Omega(n^{1+\delta}) \) edges and average degree \( \Delta = \Omega(n^\delta) \). Moreover, if \( m = \Theta(n^{1+\delta}) \), \( p(\bar{\pi}) \) is \( \delta \)-bounded, since for each edge \( \{i,j\} \in E \), the monomial \( x_i x_j \) appears with coefficient \(-2\) in the expansion of \( p \), and for each vertex \( i \in V \), the monomial \( x_i \) appears with coefficient \( \deg(i) \) in the expansion of \( p \). Therefore, for \( \ell \in \{1,2\} \), the sum of the absolute values of the coefficients of all monomials of degree \( \ell \) is at most \( 2m = O(n^{1+\delta}) \).

Next, we extend and generalize the approach of [4] and show how to \((1-\varepsilon)\)-approximate the optimal cut, for any constant \( \varepsilon > 0 \), in time \( 2^{O(n \ln n / (\Delta^\delta)}) \) (see Theorem 5). The running time is subexponential in \( n \), if \( G \) is \( \delta \)-almost sparse.

### 3.1 Outline and Main Ideas

Applying Lemma 1, we can write the smooth polynomial \( p(\bar{\pi}) \) as

\[
p(\bar{\pi}) = \sum_{j \in V} x_j (\deg(j) - p_j(\bar{\pi})) ,
\]

where \( p_j(\bar{\pi}) = \sum_{i \in N(j)} x_i \) is a degree-1 1-smooth polynomial that indicates how many neighbors of vertex \( j \) are in \( S_1 \) in the solution corresponding to \( \bar{\pi} \). The key observation, due to [4], is that if we have a good estimation \( \rho_j \) of the value of each \( p_j \) at the optimal solution \( \bar{x^*} \), then approximate maximization of \( p(\bar{\pi}) \) can be reduced to the solution of the following Integer Linear Program:

\[
\begin{align*}
\max \sum_{j \in V} y_j (\deg(j) - \rho_j) \\
\text{s.t.} \quad (1 - \epsilon_1)\rho_j - \epsilon_2 \Delta &\leq \sum_{i \in N(j)} y_i \leq (1 + \epsilon_1)\rho_j + \epsilon_2 \Delta \quad \forall j \in V \\
y_j &\in \{0,1\} \quad \forall j \in V
\end{align*}
\]

(IP)

The constants \( \epsilon_1, \epsilon_2 > 0 \) and the estimations \( \rho_j \geq 0 \) are computed so that the optimal solution \( \bar{x^*} \) is a feasible solution to (IP). We always assume wlog. that \( 0 \leq \sum_{i \in N(j)} y_i \leq \deg(j) \), i.e., we let the lhs of the \( j \)-th constraint be \( \max\{\rho_j - \epsilon_2 \Delta, 0\} \) and the rhs be \( \min\{1 + \epsilon_1\rho_j + \epsilon_2 \Delta, \deg(j)\} \). Clearly, if \( \bar{x^*} \) is a feasible solution to (IP), it remains a feasible solution after this modification. We let (LP) denote the Linear Programming relaxation of (IP), where each \( y_j \in [0,1] \).

The first important observation is that for any \( \epsilon_1, \epsilon_2 > 0 \), we can compute estimations \( \rho_j \), by exhaustive sampling, so that \( \bar{x^*} \) is a feasible solution to (IP) with high probability (see Lemma 2). The second important observation is that the objective value of any feasible solution \( \bar{y} \) to (LP) is close to \( p(\bar{\pi}) \) (see Lemma 3). Namely, for any feasible solution \( \bar{y} \),

\[
\sum_{j \in V} y_j (\deg(j) - \rho_j) \approx p(\bar{\pi}).
\]

Based on these observations, the approximation algorithm performs the following steps:

1. We guess a sequence of estimations \( \rho_1, \ldots, \rho_n \), by exhaustive sampling, so that \( \bar{x^*} \) is a feasible solution to the resulting (IP) (see Section 3.2 for the details).
2. We formulate (IP) and find an optimal fractional solution \( \bar{y}^* \) to (LP).
3. We obtain an integral solution \( \bar{z} \) by applying randomized rounding to \( \bar{y}^* \) (and the method of conditional probabilities, as in [26, 25]).
To see that this procedure indeed provides a good approximation to \( p(\vec{x}^* ) \), we observe that:

\[
p(\vec{z}) \approx \sum_{j \in V} z_j (\deg(j) - \rho_j) \approx \sum_{j \in V} y^*_j (\deg(j) - \rho_j) \geq \sum_{j \in V} x^*_j (\deg(j) - \rho_j) \approx p(\vec{x}^* ). \tag{2}
\]

The first approximation holds because \( \vec{z} \) is an (almost) feasible solution to (IP) (see Lemma 4), the second approximation holds because the objective value of \( \vec{z} \) is a good approximation to the objective value of \( \vec{y}^* \), due to randomized rounding, the inequality holds because \( \vec{x}^* \) is a feasible solution to (LP) and the final approximation holds because \( \vec{x}^* \) is a feasible solution to (IP).

In Sections 3.3 and 3.4, we make the notion of approximation precise so that \( p(\vec{z}) \geq (1 - \epsilon ) p(\vec{x}^*) \). As for the running time, it is dominated by the time required for the exhaustive-sampling step. Since we do not know \( \vec{x}^* \), we need to run the steps (2) and (3) above for every sequence of estimations produced by exhaustive sampling. So, the outcome of the approximation scheme is the best of the integral solutions \( \vec{z} \) produced in step (3) over all executions of the algorithm. In Section 3.2, we show that a sample of size \( O(n \ln n/\Delta) \) suffices for the computation of estimations \( \rho_j \) so that \( \vec{x}^* \) is a feasible solution to (IP) with high probability. If \( G \) is \( \delta \)-almost sparse, the sample size is sublinear in \( n \) and the running time is subexponential in \( n \).

### 3.2 Obtaining Estimations \( \rho_j \) by Exhaustive Sampling

To obtain good estimations \( \rho_j \) of the values \( p_j(\vec{x}^*) = \sum_{i \in N(j)} x_i^* \), i.e., of the number of \( j \)'s neighbors in \( S_1 \) in the optimal cut, we take a random sample \( R \subseteq V \) of size \( \Theta( n \ln n/\Delta) \) and try exhaustively all possible assignments of the vertices in \( R \) to \( S_0 \) and \( S_1 \). If \( \Delta = \Omega(n^2) \), we have \( 2^{O(n \ln n/\Delta)} = 2^{O(n^{1-\epsilon} \ln n)} \) different assignments. For each assignment, described by a 0/1 vector \( \vec{x} \) restricted to \( R \), we compute an estimation \( \rho_j = (n/|R|) \sum_{i \in N(j) \cap R} x_i \), for each vertex \( j \in V \), and run the steps (2) and (3) of the algorithm above. Since we try all possible assignments, one of them agrees with \( \vec{x}^* \) on all vertices of \( R \). So, for this assignment, the estimations computed are \( \rho_j = (n/|R|) \sum_{i \in N(j) \cap R} x_i^* \). The following shows that for these estimations, we have that \( p_j(\vec{x}^*) \approx \rho_j \) with high probability.

**Lemma 2.** Let \( \vec{x} \) be any binary vector. For all \( \alpha_1, \alpha_2 > 0 \), we let \( \gamma = \Theta(1/(\alpha_1^2 \alpha_2)) \) and let \( R \) be a multiset of \( r = \gamma n \ln n/\Delta \) vertices chosen uniformly at random with replacement from \( V \). For any vertex \( j \), if \( \rho_j = (n/r) \sum_{i \in N(j) \cap R} x_i \) and \( \hat{\rho}_j = \sum_{i \in N(j)} x_i \), with probability at least \( 1 - 2/n^3 \),

\[
(1 - \alpha_1) \rho_j - (1 - \alpha_1) \alpha_2 \Delta \leq \hat{\rho}_j \leq (1 + \alpha_1) \rho_j + (1 + \alpha_1) \alpha_2 \Delta. \tag{3}
\]

We note that \( \rho_j \geq 0 \) and always assume that \( \rho_j \leq \deg(j) \), since if \( \rho_j \) satisfies (3), \( \min\{\rho_j, \deg(j)\} \) also satisfies (3). For all \( \epsilon_1, \epsilon_2 > 0 \), setting \( \alpha_1 = \frac{1}{1+\epsilon_1} \) and \( \alpha_2 = \epsilon_2 \) in Lemma 2, and taking the union bound over all vertices, we obtain that for \( \gamma = \Theta(1/(\epsilon_1^2 \epsilon_2)) \), with probability at least \( 1 - 2/n^2 \), the following holds for all vertices \( j \in V \):

\[
(1 - \epsilon_1) \rho_j - \epsilon_2 \Delta \leq \hat{\rho}_j \leq (1 + \epsilon_1) \rho_j + \epsilon_2 \Delta. \tag{4}
\]

Therefore, with probability at least \( 1 - 2/n^2 \), the optimal cut \( \vec{x}^* \) is a feasible solution to (IP) with the estimations \( \rho_j \) obtained by restricting \( \vec{x}^* \) to the vertices in \( R \).
3.3 The Cut Value of Feasible Solutions

We next show that the objective value of any feasible solution \( \tilde{y} \) to (LP) is close to \( p(\tilde{y}) \). Therefore, assuming that \( \tilde{x}^* \) is feasible, any good approximation to (IP) is a good approximation to the optimal cut.

Lemma 3. Let \( \rho_1, \ldots, \rho_n \) be non-negative numbers and \( \tilde{y} \) be any feasible solution to (LP). Then,

\[
p(\tilde{y}) \leq \sum_{j \in V} y_j (\deg(j) - \rho_j) + 2(\epsilon_1 + \epsilon_2)m. \tag{5}
\]

3.4 Randomized Rounding of the Fractional Optimum

As a last step, we show how to round the fractional optimum \( \tilde{y}^* = (y^*_1, \ldots, y^*_n) \) of (LP) to an integral solution \( \tilde{z} = (z_1, \ldots, z_n) \) that almost satisfies the constraints of (IP).

To this end, we use randomized rounding, as in [26]. In particular, we set independently each \( z_j \) to 1, with probability \( y^*_j \), and to 0, with probability \( 1 - y^*_j \). By Chernoff bounds, we obtain that with probability at least \( 1 - 2/n^k \), for each vertex \( j \),

\[
(1 - \epsilon_1)\rho_j - \epsilon_2 \Delta - 2\sqrt{\deg(j) \ln(n)} \leq \sum_{i \in N(j)} z_i \leq (1 + \epsilon_1)\rho_j + \epsilon_2 \Delta + 2\sqrt{\deg(j) \ln(n)}. \tag{6}
\]

Specifically, the inequality above follows from the Chernoff bound in footnote 1, with \( k = \deg(j) \) and \( t = 2\sqrt{\deg(j) \ln(n)} \), since \( E[\sum_{i \in N(j)} z_i] = \sum_{i \in N(j)} y^*_i \in (1 + \epsilon_1)\rho_j \pm \epsilon_2 \Delta \).

By the union bound, (6) is satisfied with probability at least \( 1 - 2/n^k \) for all vertices \( j \).

By linearity of expectation, \( E[\sum_{j \in V} z_j (\deg(j) - \rho_j)] = \sum_{j \in V} y^*_j (\deg(j) - \rho_j) \). Moreover, since the probability that \( \tilde{z} \) does not satisfy (6) for some vertex \( j \) is at most \( 2/n^k \) and since the objective value of (IP) is at most \( n^2 \), the expected value of a rounded solution \( \tilde{z} \) that satisfies (6) for all vertices \( j \) is least \( \sum_{j \in V} y^*_j (\deg(j) - \rho_j) - 1 \) (assuming that \( n \geq 2 \)). Using the method of conditional expectations, as in [25], we can find in (deterministic) polynomial time an integral solution \( \tilde{z} \) that satisfies (6) for all vertices \( j \) and has \( \sum_{j \in V} z_j (\deg(j) - \rho_j) \geq \sum_{j \in V} y^*_j (\deg(j) - \rho_j) - 1 \). Next, we sometimes abuse the notation and refer to such an integral solution \( \tilde{z} \) (computed deterministically) as the integral solution obtained from \( \tilde{y}^* \) by randomized rounding.

The following is similar to Lemma 3 and shows that the objective value \( p(\tilde{z}) \) of the rounded solution \( \tilde{z} \) is close to the optimal value of (LP).

Lemma 4. Let \( \tilde{y}^* \) be the optimal solution of (LP) and let \( \tilde{z} \) be the integral solution obtained from \( \tilde{y}^* \) by randomized rounding (and the method of conditional expectations). Then,

\[
p(\tilde{z}) \leq \sum_{j \in V} y^*_j (\deg(j) - \rho_j) + 3(\epsilon_1 + \epsilon_2)m. \tag{7}
\]

3.5 Putting Everything Together

Therefore, for any \( \epsilon > 0 \), if \( G \) is \( \delta \)-almost sparse and \( \Delta = n^k \), the algorithm described in Section 3.1, with sample size \( \Theta(n \ln n / (\epsilon^2 \Delta)) \), computes estimations \( \rho_j \) such that the

---

1 We use the following standard Chernoff bound (see e.g., [18, Theorem 1.1]): Let \( Y_1, \ldots, Y_k \) independent random variables in \([0, 1]\) and let \( Y = \sum_{j=1}^k Y_j \). Then for all \( t > 0 \), \( E[|Y - E[Y]|] > t \leq 2 \exp(-2t^2/k) \).
optimal cut \( \bar{x}^* \) is a feasible solution to (IP) whp. Hence, by the analysis above, the algorithm approximates the value of the optimal cut \( p(\bar{x}^*) \) within an additive term of \( O(\varepsilon n) \). Specifically, setting \( \epsilon_1 = \epsilon_2 = \epsilon/16 \), the value of the cut \( \bar{z} \) produced by the algorithm satisfies the following with probability at least \( 1 - 2/n^2 \):

\[
p(\bar{z}) \geq \sum_{j \in V} y_j^*(\deg(j) - \rho_j) - \frac{3\varepsilon m}{8} \geq \sum_{j \in V} x_j^*(\deg(j) - \rho_j) - \frac{3\varepsilon m}{8} \geq p(\bar{x}^*) - \frac{\varepsilon m}{2} \geq (1 - \varepsilon)p(\bar{x}^*).\]

The first inequality follows from Lemma 4, the second inequality holds because \( \bar{x}^* \) is the optimal solution to (LP) and \( \bar{x}^* \) is feasible for (LP), the third inequality follows from Lemma 3 and the fourth inequality holds because the optimal cut has at least \( m/2 \) edges.

**Theorem 5.** Let \( G(V, E) \) be a \( \delta \)-almost sparse graph with \( n \) vertices. Then, for any \( \varepsilon > 0 \), we can compute, in time \( 2^{O(n^{1-\delta}/n/\varepsilon^2)} \) and with probability at least \( 1 - 2/n^2 \), a cut \( \bar{z} \) of \( G \) with value \( p(\bar{z}) \geq (1 - \varepsilon)p(\bar{x}^*) \), where \( \bar{x}^* \) is the optimal cut.

4 Approximate Maximization of Smooth Polynomials

Generalizing the ideas applied to MAX-CUT, we arrive at the main algorithmic result of the paper: an algorithm to approximately optimize \( \beta \)-smooth \( \delta \)-bounded polynomials \( p(\bar{x}) \) of degree \( d \) over all binary vectors \( \bar{x} \in \{0,1\}^n \). The intuition and the main ideas are quite similar to those in Section 3, but the details are significantly more involved because we are forced to recursively decompose degree \( d \) polynomials to eventually obtain a linear program.

**Theorem 6.** Let \( p(\bar{x}) \) be an \( n \)-variate degree-\( d \) \( \beta \)-smooth \( \delta \)-bounded polynomial. Then, for any \( \varepsilon > 0 \), we can compute, in time \( 2^{O(d^2\beta^2n^{4-6}\ln n/\varepsilon^4)} \) and with probability at least \( 1 - 8/n^2 \), a binary vector \( \bar{z} \) so that \( p(\bar{z}) \geq p(\bar{x}^*) - \varepsilon n^{d-1+\delta} \), where \( \bar{x}^* \) is the maximizer of \( p(\bar{x}) \).

**Max-k-CSP.** Using Theorem 6 it is a straightforward observation that for any MAX-k-CSP problem (for constant \( k \)) we can obtain an algorithm which, given a MAX-k-CSP instance with \( \Omega(n^{k-1+\delta}) \) constraints for some \( \delta > 0 \), for any \( \varepsilon > 0 \) returns an assignment that satisfies \( (1 - \varepsilon)\text{OPT} \) constraints in time \( 2^{O(n^{k-1+\delta}/\ln n/\varepsilon^5)} \). This follows from Theorem 6 using two observations: first, the standard arithmetization of MAX-k-CSP described in Section 2 produces a degree-\( k \) \( \beta \)-smooth \( \delta \)-bounded polynomial for \( \beta \) depending only on \( k \). Second, the optimal solution of such an instance satisfies at least \( \Omega(n^{k-1+\delta}) \) constraints, therefore the additive error given in Theorem 6 is \( O(\varepsilon \text{OPT}) \). This algorithm for MAX-k-CSP contains as special cases algorithm for various standard problems such as MAX-CUT, MAX-DICUT and MAX-k-SAT.

5 Approximating the \( k \)-Densest Subgraph in Almost Sparse Graphs

In this section, we present an extension of the algorithms we have presented which can be used to approximate \( k \)-DENSEST SUBGRAPH in \( \delta \)-almost sparse graphs. This is a problem also handled in [4], but only for the case where \( k = \Omega(n) \). Smaller values of \( k \) cannot be handled by the scheme of [4] for dense graphs because when \( k = o(n) \) the optimal solution has objective value much smaller than the additive error of \( \varepsilon n^2 \) inherent in their scheme.

Here we obtain a sub-exponential time approximation scheme that works on graphs with \( \Omega(n^{1+\delta}) \) edges for all \( k \) by judiciously combining two approaches: when \( k \) is relatively large, we use a sampling approach similar to MAX-CUT; when \( k \) is small, we can resort to the naïve algorithm that tries all \( \binom{n}{k} \) possible solutions. We select (with some foresight) the
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threshold between the two algorithms to be \( k = \Omega(n^{1-\delta/3}) \), so that in the end we obtain an approximation scheme with running time of \( 2^{O(n^{1-\delta/3}\ln n)} \), that is, slightly slower than the approximation scheme for MAX-CUT. It is clear that the brute-force algorithm achieves this running time for \( k = \Omega(n^{1-\delta/3}) \), so in the remainder we focus on the case of large \( k \).

The \( k \)-DENSEST SUBGRAPH problem in a graph \( G(V, E) \) is equivalent to maximizing, over all vectors \( \vec{x} \in \{0,1\}^n \), the \( n \)-variate degree-2 1-smooth polynomial \( p(\vec{x}) = \sum_{(i,j) \in E} x_i x_j \), under the linear constraint \( \sum_{j \in V} x_j = k \). Setting a variable \( x_i \) to 1 indicates that the vertex \( i \) is included in the set \( C \) that induces a dense subgraph \( G[C] \) of \( k \) vertices. We assume that \( G \) is \( \delta \)-almost sparse i.e. \( m = \Omega(n^{1+\delta}) \) edges. As usual, \( \vec{x} \) denotes the optimal solution.

The algorithm follows the same general approach and the same basic steps as the algorithm for MAX-CUT in Section 3. In the following, we highlight only the differences.

Obtaining Estimations by Exhaustive Sampling. We first observe that if \( G \) is \( \delta \)-almost sparse and \( k = \Omega(n^{1-\delta/3}) \), a random subset of \( k \) vertices contains \( \Omega(n^{1+\delta/3}) \) edges in expectation. We thus assume that the optimal solution induces at least \( \Omega(n^{1+\delta/3}) \) edges.

Working as in Section 3.2, we use exhaustive sampling and obtain for each vertex \( j \in V \), an estimation \( \rho_j \) of \( j \)'s neighbors in the optimal dense subgraph, i.e., \( \rho_j \) is an estimation of \( \hat{\rho}_j = \sum_{i \in N(j)} x_i^* \). For the analysis, we apply Lemma 2 with \( n^{\delta/3} \), instead of \( \Delta \), or in other words, we use a sample of size \( \Theta(n^{1-\delta/3}\ln n) \). The reason is that we can only tolerate an additive error of \( \epsilon n^{1+\delta/3} \), by the lower bound on the optimal solution observed in the previous paragraph. Then, the running time due to exhaustive sampling is \( 2^{O(n^{1-\delta/3}\ln n)} \).

By Lemma 2 and the discussion following it in Section 3.2, we obtain that for all \( \epsilon_1, \epsilon_2 > 0 \), if we use a sample of the size \( \Theta(n^{1-\delta/3}\ln n/\epsilon_1^2 \epsilon_2^2) \), with probability at least \( 1 - 2/n^2 \), the following holds for all estimations \( \rho_j \) and all vertices \( j \in V \):

\[
(1 - \epsilon_1)\rho_j - \epsilon_2 n^{\delta/3} \leq \hat{\rho}_j \leq (1 + \epsilon_1)\rho_j + \epsilon_2 n^{\delta/3} \tag{8}
\]

Linearizing the Polynomial. Applying Lemma 1, we can write the polynomial \( p(\vec{x}) \) as \( p(\vec{x}) = \sum_{j \in V} x_j \rho_j(\vec{x}) \), where \( \rho_j(\vec{x}) = \sum_{i \in N(j)} x_i \) is a degree-1 1-smooth polynomial that indicates how many neighbors of vertex \( j \) are in \( C \) in the solution corresponding to \( \vec{x} \). Then, using the estimations \( \rho_j \) of \( \sum_{i \in N(j)} x_i^* \), obtained by exhaustive sampling, we have that approximate maximization of \( p(\vec{x}) \) can be reduced to the solution of the following ILP:

\[
\begin{align*}
\max & \sum_{j \in V} y_j \rho_j \\
\text{s.t.} & (1 - \epsilon_1)\rho_j - \epsilon_2 n^{\delta/3} \leq \sum_{i \in N(j)} y_i \leq (1 + \epsilon_1)\rho_j + \epsilon_2 n^{\delta/3} \quad \forall j \in V \\
& \sum_{i \in V} y_i = k
\end{align*}
\]

By (8), if the sample size is \( |R| = \Theta(n^{1-\delta/3}\ln n/\epsilon_1^2 \epsilon_2^2) \), with probability at least \( 1 - 2/n^2 \), the densest subgraph \( \vec{x}^* \) is a feasible solution to \( (\text{IP}') \) with the estimations \( \rho_j \) obtained by restricting \( \vec{x}^* \) to the vertices in \( R \). In the following, we let \( (\text{LP}') \) denote the Linear Programming relaxation of \( (\text{IP}') \), where each \( y_j \in [0,1] \).

The Number of Edges in Feasible Solutions. We next show that the objective value of any feasible solution \( \vec{y} \) to \( (\text{LP}') \) is close to \( p(\vec{y}) \). Therefore, assuming that \( \vec{x}^* \) is feasible, any good approximation to \( (\text{IP}') \) is a good approximation to the densest subgraph.
Lemma 7. Let $\rho_1, \ldots, \rho_n$ be non-negative numbers and $\vec{y}$ be any feasible solution to $\text{(LP}^\ast\text{)}$. Then,
\[ p(\vec{y}) \in (1 \pm \epsilon_1) \sum_{j \in V} y_j \rho_j \pm \epsilon_2 n^{1+\delta/3}. \] (9)

Randomized Rounding of the Fractional Optimum. As a last step, we show how to round the fractional optimum $\vec{y}^* = (y_1^*, \ldots, y_n^*)$ of $\text{(LP}^\ast\text{)}$ to an integral solution $\vec{z} = (z_1, \ldots, z_n)$ that almost satisfies the constraints of $\text{(IP}^\ast\text{)}$. We use randomized rounding, as for MAX-CUT.

Lemma 8. Let $\vec{y}^*$ be the optimal solution of $\text{(LP}^\ast\text{)}$ and let $\vec{z}$ be the integral solution obtained from $\vec{y}^*$ by randomized rounding (and the method of conditional expectations). Then,
\[ p(\vec{z}) \in (1 \pm \epsilon_1)^2 \sum_{j \in V} y_j^* \rho_j \pm 3\epsilon_2 n^{1+\delta/3}. \] (10)

We thus arrive to the main theorem of this section.

Theorem 9. Let $G(V, E)$ be a $\delta$-almost sparse graph with $n$ vertices. Then, for any integer $k \geq 1$ and for any $\epsilon > 0$, we can compute, in time $2^{O(n^{1-\delta/3} \ln n/\epsilon)}$ and with probability at least $1 - 2/n^2$, an induced subgraph $\vec{z}$ of $G$ with $k$ vertices whose number of edges satisfies $p(\vec{z}) \geq (1 - \epsilon)p(\vec{x}^*)$, where $\vec{x}^*$ is the number of edges in the $k$-DENSEST SUBGRAPH of $G$.

6 Lower Bounds

We now give some lower bound arguments showing that the schemes we have presented are, in some senses, likely to be almost optimal. Our complexity assumption will be the ETH, which states that no algorithm can solve instances of 3-SAT of size $n$ in time $2^{o(n)}$.

There are two natural ways in which one may hope to improve or extend the algorithms we have presented so far: relaxing the density requirement or decreasing the running time. First, recall that the algorithm we have given for MAX-$k$-CSP works in the density range between $n^k$ and $n^{k-1}$. Here, we give a reduction establishing that it's unlikely that this can be improved. Our starting point is the following (known) inapproximability result.

Theorem 10. There exist $c, s \in (0, 1)$ with $c > s$ such that for all $\epsilon > 0$ we have: if there exists an algorithm which, given an $n$-vertex 5-regular instance of MAX-CUT, can distinguish between the case where a solution cuts at least a $c$ fraction of the edges and the case where all solutions cut at most an $s$ fraction of the edges in time $2^{n^{1-\epsilon}}$ then the ETH fails.

Theorem 11. There exists $r > 1$ such that for all $\epsilon > 0$ and all (fixed) integers $k \geq 3$ we have the following: if there exists an algorithm which $r$-approximates MAX-$k$-SAT on instances with $\Omega(n^{k-1})$ clauses in time $2^{n^{1-\epsilon}}$ then the ETH fails.

Proof. We reduce a MAX-CUT instance from Theorem 10 to MAX-2-SAT: the set of variables is the set of vertices; for each edge $(u, v)$ we include the clauses $(u \lor v)$ and $(\neg u \lor \neg v)$. The new instance has $n$ variables and $5n$ clauses and there exist constants $c, s$ such that either some assignment satisfies $5cn$ clauses or all assignments satisfy at most $5sn$ of them.

Fix $k$ and add to the instance $(k-2)n$ new variables $x_{i,j}$, $i \in \{1, \ldots, k-2\}$, $j \in \{1, \ldots, n\}$. We perform the following transformation: for each clause $(l_1 \lor l_2)$ and for each tuple $(i_1, i_2, \ldots, i_{k-2}) \in \{1, \ldots, n\}^{k-2}$ we construct $2^{k-2}$ new clauses of size $k$. The first two literals of these clauses are $l_1, l_2$. The rest consist of the variables $x_{(1,i_1)}, x_{(2,i_2)}, \ldots, x_{(k,i_{k-2})}$, but in each clause a different set of variables is negated. In other words, to construct a clause
of the new instance we select a clause of the original instance, one variable from each of the groups of \( n \) new variables, and a subset of these variables to be negated.

First, observe that the new instance has \( 5n^{k-1/2} \) clauses and \((k - 1)n\) variables, which satisfies the density conditions. Consider an assignment of the original formula. Any satisfied clause has now been replaced by \( n^{k-2/2} \) satisfied clauses, while for an unsatisfied clause any assignment to the new variables satisfies exactly \( n^{k-2}(2^k - 1) \) clauses. Thus, for fixed \( k \), there exist constants \( s', c' \) such that either a \( c' \) fraction of the clauses of the new instance is satisfiable or at most a \( s' \) fraction is. If we had an approximation algorithm with ratio better than \( c'/s' \) running in time \( 2^{n^{1-\epsilon}} \), where \( N \) is the number of variables of the new instance, we could use it to decide the original instance in time that would disprove the ETH.

A second possible avenue for improvement may be to consider potential speedups of our algorithms. We give an almost tight answer to such questions via the following theorem.

**Theorem 12.** There exists \( r > 1 \) such that for all \( \epsilon > 0 \) we have the following: if there exists an algorithm which, for some \( \Delta = o(n) \), \( r \)-approximates Max-CUT on \( n \)-vertex \( \Delta \)-regular graphs in time \( 2^{(n/\Delta)^{1-\epsilon}} \) then the ETH fails.

**Proof.** Without loss of generality we prove the theorem for the case when the degree is a multiple of 10. Consider an instance \( G(V,E) \) of Max-CUT as given by Theorem 10. Let \( n = |V| \) and suppose that the desired degree is \( d = 10\Delta \), where \( \Delta \) is a function of \( n \). We construct a graph \( G' \) as follows: for each vertex \( u \in V \) we introduce \( \Delta \) new vertices \( u_1, \ldots, u_\Delta \) as well as \( 5\Delta \) “consistency” vertices \( c_{u1}, \ldots, c_{u\Delta} \). For every edge \( (u,v) \in E \) we add all edges \((u_i, v_j)\) for \( i,j \in \{1, \ldots, \Delta\} \). Also, for every \( u \in V \) we add all edges \((u_i, c_{uj})\), for \( i \in \{1, \ldots, \Delta\} \) and \( j \in \{1, \ldots, 5\Delta\} \). This completes the construction.

The graph we have constructed is \( 10\Delta \)-regular and is made up of \( 6\Delta n \) vertices. Consider an optimal cut and observe that, for a given \( u \in V \) all the vertices \( c_{ui} \) can be assumed to be on the same side of the cut, since they all have the same neighbors. Furthermore, for a given \( u \in V \), all vertices \( u_i \) can be assumed to be on the same side of the cut, namely on the side opposite that of \( c_{ui} \), since the vertices \( c_{ui} \) are a majority of the neighborhood of each \( u_i \). With this observation it is easy to construct a one-to-one correspondence between cuts in \( G \) and locally optimal cuts in \( G' \).

Consider a cut that cuts \( |E| \) edges of \( G \). If we set all \( u_i \) of \( G' \) on the same side as \( u \) is in \( G \) we cut \( c|E|\Delta^2 \) edges of the form \((u_i, v_j)\). Furthermore, by placing the \( c_{ui} \) on the opposite side of \( u_i \) we cut \( 5\Delta^2 |V| \) edges. Thus the max cut of \( G' \) is at least \( c|E|\Delta^2 + 5\Delta^2 |V| \). Using the observations on locally optimal cuts of \( G' \) we can conclude that if \( G' \) has a cut with \( s|E|\Delta^2 + 5\Delta^2 |V| \) edges, then \( G \) has a cut with \( s|E| \) edges. Having \( 2|E| = 5|V| \) (since \( G \) is 5-regular) we get a constant ratio \( r \) between the size of the cut of \( G' \) in the two cases.

Suppose now that we have an approximation algorithm with ratio better than \( r \) which, given an \( N \)-vertex \( d \)-regular graph runs in time \( 2^{(N/d)^{1-\epsilon}} \). Giving our constructed instance as input to this algorithm would allow to decide the original instance in time \( 2^{n^{1-\epsilon}} \). ☐
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Abstract
We consider the complexity of the Hamilton cycle decision problem when restricted to $k$-uniform hypergraphs $H$ of high minimum codegree $\delta(H)$. We show that for tight Hamilton cycles this problem is NP-hard even when restricted to $k$-uniform hypergraphs $H$ with $\delta(H) \geq \frac{n}{2} - C$, where $n$ is the order of $H$ and $C$ is a constant which depends only on $k$. This answers a question raised by Karpiński, Ruciński and Szymańska. Additionally we give a polynomial-time algorithm which, for a sufficiently small constant $\varepsilon > 0$, determines whether or not a 4-uniform hypergraph $H$ on $n$ vertices with $\delta(H) \geq \frac{n}{2} - \varepsilon n$ contains a Hamilton 2-cycle. This demonstrates that some looser Hamilton cycles exhibit interestingly different behaviour compared to tight Hamilton cycles. A key part of the proof is a precise characterisation of all 4-uniform hypergraphs $H$ on $n$ vertices with $\delta(H) \geq \frac{n}{2} - \varepsilon n$ which do not contain a Hamilton 2-cycle; this may be of independent interest. As an additional corollary of this characterisation, we obtain an exact Dirac-type bound for the existence of a Hamilton 2-cycle in a large 4-uniform hypergraph.
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1 Introduction

The study of Hamilton cycles in graphs has been a topic of great significance in graph theory, and continues to be well-studied. For example, the Hamilton cycle decision problem (given a graph, determine whether it contains a Hamilton cycle) was one of Karp’s celebrated 21 NP-complete problems [9], whilst one very well-known classic result is Dirac’s theorem [4], which states that any graph on $n \geq 3$ vertices with minimum degree at least $\frac{n}{2}$ contains a Hamilton cycle.

The problem of generalising these results to the hypergraph setting has been a highly-active area of research over the past several years (see, for example, the recent surveys by Kühn and Osthus [15], Rödl and Ruciński [16] and Zhao [21]). To describe these developments we require the following standard definitions. A $k$-uniform hypergraph, or $k$-graph $H$ consists of a set of vertices $V(H)$ and a set of edges $E(H)$, where each edge consists of $k$ vertices. A 2-graph is a (simple) graph. We say that a $k$-graph $C$ is an $\ell$-cycle if its vertices can be cyclically ordered in such a way that each edge of $C$ consists of $k$ consecutive vertices,
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and so that each edge intersects the subsequent edge in \( \ell \) vertices. This naturally generalises the notion of a cycle in a graph, and is the most commonly-used definition of a hypergraph cycle. However, various other definitions have also been considered, such as a Berge cycle [1]. Note in particular that each edge of an \( \ell \)-cycle \( k \)-graph \( C \) has \( k - \ell \) vertices which were not contained in the previous edge, so the number of vertices of \( C \) must be divisible by \( k - \ell \). We say that a \( k \)-graph \( H \) on \( n \) vertices contains a Hamilton \( \ell \)-cycle if it contains an \( n \)-vertex \( \ell \)-cycle as a subgraph; as before, this is only possible if \( k - \ell \) divides \( n \). We refer to \( (k - 1) \)-cycles as tight cycles, and in the same way refer to tight Hamilton cycles. Given a \( k \)-graph \( H \) and a set \( S \subseteq V(H) \), the degree of \( S \), denoted \( \deg_H(S) \) (or \( \deg(S) \) when \( H \) is clear from the context), is the number of edges of \( H \) which contain \( S \) as a subset. The minimum codegree of \( H \), denoted \( \delta(H) \), is the minimum of \( \deg(S) \) taken over all sets of \( k - 1 \) vertices of \( H \), and the maximum codegree of \( H \), denoted \( \Delta(H) \), is the maximum of \( \deg(S) \) taken over all sets of \( k - 1 \) vertices of \( H \). In the graph case the maximum and minimum codegree are simply the maximum and minimum degree respectively.

An elementary reduction from the graph case demonstrates that for any \( k \geq 3 \) and \( 1 \leq \ell \leq k \) the Hamilton \( \ell \)-cycle decision problem (given a \( k \)-graph \( H \), determine whether it contains a Hamilton \( \ell \)-cycle) is also NP-complete. For this reason, many authors have asked for conditions on \( H \) which render this problem tractable, or which guarantee the existence of a Hamilton \( \ell \)-cycle in \( H \). In particular, since a Hamilton cycle in \( H \) cannot exist if \( H \) has an isolated vertex, it is natural to study minimum degree conditions on \( H \).

1.1 Dirac-Type Results

The following theorem, whose various cases were proved by Rödl, Ruciński and Szemerédi [17, 18], Kühn and Osthus [14], Keevash, Kühn, Osthus and Mycroft [12], Hàn and Schacht [6], and Kühn, Osthus and Mycroft [13], is an approximate hypergraph analogue of Dirac’s theorem; for any \( k \) and \( \ell \) it gives the asymptotically best-possible minimum codegree condition which guarantees the existence of a Hamilton \( \ell \)-cycle in a \( k \)-graph.

\[ \uparrow \textbf{Theorem 1} \ (\cite{6, 12, 13, 14, 17, 18}). \ For any \( k \geq 3 \), \( 1 \leq \ell \leq k - 1 \) and \( \eta > 0 \), there exists \( n_0 \) such that if \( n \geq n_0 \) is divisible by \( k - \ell \) and \( H \) is a \( k \)-graph on \( n \) vertices with

\[
\delta(H) \geq \begin{cases} 
\left( \frac{1}{\ell} + \eta \right) n & \text{if } k - \ell \text{ divides } k, \\
\left( \frac{1}{\ell - \eta} \right) n & \text{otherwise},
\end{cases}
\]

then \( H \) contains a Hamilton \( \ell \)-cycle.

Simple constructions show that for any \( k \) and \( \ell \) this minimum codegree condition is best possible up to the \( \eta \) error term. More recently, the exact threshold (for large \( n \)) has been determined in some cases: for \( k = 3, \ell = 2 \) by Rödl, Ruciński and Szemerédi [19], for \( k = 3, \ell = 1 \) by Cygri now and Molla [2], and for \( k \geq 3 \) and \( \ell < k/2 \) by Han and Zhao [8]. As part of our work on the question of tractability (described in more detail in the next section), we successfully characterised all \( 4 \)-graphs \( H \) with \( \delta(H) \geq \frac{n}{2} - \epsilon n \) which do not contain a Hamilton cycle. As a straightforward consequence of this, we add to the aforementioned results the exact Dirac-type statement for the previously-open case \( k = 4, \ell = 2 \).

\[ \uparrow \textbf{Theorem 2}. \ There exists \( n_0 \) such that if \( n \geq n_0 \) is even and \( H \) is a \( 4 \)-graph on \( n \) vertices with

\[
\delta(H) \geq \begin{cases} 
\frac{n}{2} - 2 & \text{if } n \text{ is divisible by } 8, \\
\frac{n}{2} - 1 & \text{otherwise},
\end{cases}
\]

then \( H \) contains a Hamilton 2-cycle. Moreover, this condition is best-possible for any even \( n \geq n_0 \).\]
1.2 Tractability of the Restricted Hamilton Cycle Decision Problem

We now turn to the primary focus of this paper: minimum degree conditions which render the Hamilton cycle decision problem tractable. In the graph case, Dahlhaus, Hajnal and Karpiński [3] showed that for any fixed \( \varepsilon > 0 \) this problem remains NP-complete when restricted to graphs with minimum degree at least \( (1 - \varepsilon) \frac{n}{2} \). More recently, Karpiński, Ruciński and Szymańska [10] showed that for any \( k \geq 3 \) and any fixed \( \varepsilon > 0 \) the tight Hamilton cycle decision problem remains NP-complete when restricted to \( k \)-graphs with minimum codegree \( (1 - \varepsilon) \frac{n}{k} \). They noted that, combined with Theorem 1, this left a ‘hardness gap’ of \( \left[ \frac{n}{k}, \frac{n}{2} \right] \) for which the hardness of the problem remained unknown. We answer this question with the following theorem.

\[ \text{Theorem 3.} \quad \text{For any} \quad k \geq 3 \quad \text{there exists} \quad C \quad \text{such that the tight Hamilton cycle decision problem remains NP-complete when restricted to} \quad k \text{-graphs} \quad H \quad \text{with} \quad \delta(H) \geq \frac{n}{2} - C \quad \text{(where} \quad n = |V(H)|). \]

Assuming that \( P \neq NP \), Theorems 1 and 3 together imply that the minimum codegree threshold at which the tight Hamilton cycle decision problem becomes tractable is asymptotically equal to the minimum codegree threshold for the existence of a tight Hamilton cycle, mirroring the situation in the graph case. Interestingly, we can demonstrate that the Hamilton 2-cycle problem exhibits significantly different behaviour; our next theorem shows that there is a linear-size gap between the threshold at which the problem becomes tractable and at which the existence of a cycle is guaranteed.

\[ \text{Theorem 4.} \quad \text{There exist a constant} \quad \varepsilon > 0 \quad \text{and an algorithm which, given a} \quad 4 \text{-graph} \quad H \quad \text{on} \quad n \quad \text{vertices with} \quad \delta(H) \geq \frac{n}{2} - \varepsilon n, \quad \text{determines in time} \quad O(n^{25}) \quad \text{whether} \quad H \quad \text{contains a Hamilton 2-cycle}. \]

A slight adaptation of the argument of Karpiński, Ruciński and Szymańska [10] mentioned above shows that for any fixed \( \varepsilon > 0 \) the Hamilton 2-cycle problem remains NP-complete when restricted to 4-graphs with minimum codegree at least \( (1 - \varepsilon) \frac{n}{2} \).

A key result in our proof of Theorem 4, which may be of independent interest, is Theorem 6, which (for sufficiently small \( \varepsilon \) and large \( n \)) precisely characterises all 4-graphs on \( n \) vertices which satisfy \( \delta(H) \geq \frac{n}{2} - \varepsilon n \) but which do not contain a Hamilton 2-cycle. We prove this result using recently developed techniques of extremal graph theory, in particular the so-called ‘absorbing method’ of Rödl, Ruciński and Szemerédi [17]. Establishing this characterisation is the principal difficulty in the proof of Theorem 4, as then the algorithm for Theorem 4 simply checks whether this characterisation is satisfied. Likewise, Theorem 2 follows from Theorem 6 by a case analysis.

1.3 Discussion

In the light of Theorem 4, it would be very interesting to know which other values of \( k \) and \( \ell \) also have the property that there is a linear-size gap between the minimum codegree threshold which renders the \( k \)-graph Hamilton \( \ell \)-cycle problem tractable and the minimum codegree threshold under which the problem becomes trivial. Theorem 3 shows that this is not the case when \( \ell = k - 1 \), whilst a slight adaptation to the arguments of Karpiński, Ruciński and Szymańska [10] demonstrates that this is also not true if \( k - \ell \) does not divide \( k \) (in which case the lower degree threshold of Theorem 1 applies); all other cases remain open.

We also note that Theorem 3 demonstrates an interesting difference between the perfect matching problem and tight Hamilton cycle problem in \( k \)-graphs. Indeed, while the unrestricted versions of both problems are NP-complete, Keevash, Knox and Mycroft [11] and Han [7]
showed that the perfect matching problem can be solved in polynomial time in $k$-graphs $H$ with $\delta(H) \geq n/k$; complementing a previous result of Szymanska [20], who showed that for any $\varepsilon > 0$ the problem remains NP-complete under the restriction $\delta(H) \geq (\frac{1}{2} - \varepsilon)n$. So, assuming $P \neq \text{NP}$, for any $\frac{1}{k} \leq \alpha < \frac{1}{2}$ the two problems lie in distinct complexity classes when restricted to $k$-graphs with minimum codegree $\delta(H) \geq \alpha n$.

Finally, whilst the constant $\varepsilon$ in Theorem 4 is quite small, we conjecture that Theorem 6 (the characterisation of 4-graphs $H$ with $\delta(H) \geq \frac{n}{2} - \varepsilon n$ and no Hamilton 2-cycle) is in fact valid under the weaker condition that $\delta(H) > \frac{n}{2}$. If true, this would imply that Theorem 4 would also hold under this weaker codegree assumption.

1.4 Notation

Given a set $V$, we write $\binom{V}{k}$ for the set of subsets of $V$ of size $k$. Also, we write $x \ll y$ (“$x$ is sufficiently smaller than $y$”) to mean that for any $y > 0$ there exists $x_0 > 0$ such that for any $x \leq x_0$ the subsequent statement holds. Similar statements with more variables are defined accordingly.

2 Hamilton 2-Cycles

In this section we outline the proof of Theorem 4. The key to the proof is Theorem 6, which precisely characterises all large 4-graphs $H$ with $\delta(H) \geq (\frac{1}{2} - \varepsilon)n$ which do not contain a Hamilton 2-cycle. This is presented in Section 2.1. Having established this characterisation, it is fairly straightforward to exhibit a polynomial-time algorithm which tests whether a 4-graph has this property, as shown in Section 2.2. Instead, the difficult part of the proof is to prove Theorem 6; we outline how this is done in Section 2.3. Finally, in Section 2.4 we present the short deduction of Theorem 2 from Theorem 6.

2.1 A Characterisation of Dense 4-graphs with no Hamilton 2-Cycle

For 4-graphs $H$, our characterisation considers partitions of $V(H)$ into two parts $A$ and $B$. Whenever we refer to, for example, ‘a partition $(A, B)$ of $V(H)$’, this should be interpreted as meaning a partition of $V(H)$ into two non-empty parts $A$ and $B$. Given such a partition of $V(H)$, we say that an edge $e \in E(H)$ is odd if $|e \cap A|$ is odd, and even if $|e \cap A|$ is even. We write $H_{\text{even}}$ for the subgraph of $H$ consisting only of even edges of $H$, and similarly write $H_{\text{odd}}$ for the subgraph of $H$ consisting only of odd edges of $H$. Also, we say that a pair $\{x, y\}$ of distinct vertices of $H$ is a split pair if $x \in A$ and $y \in B$ or vice versa, and that $\{x, y\}$ is an equal pair if $x, y \in A$ or $x, y \in B$.

We define an $\ell$-path in a $k$-graph analogously to an $\ell$-cycle: a $k$-graph is an $\ell$-path if its vertices can be linearly ordered $v_1, \ldots, v_\ell$ such that every edge consists of $k$ consecutive vertices and successive edges intersect in precisely $\ell$ vertices. As for cycles we refer to $(k - 1)$-paths as tight paths. The length of an $\ell$-path is the number of edges. Given a 4-graph $H$, we define the total 2-pathlength of $H$ to be the maximum sum of lengths of vertex-disjoint 2-paths in $H$. For example, $H$ having total 2-pathlength 3 could be achieved by 3 disjoint edges (i.e. 2-paths of length 1) in $H$, or a 2-path of length 3 in $H$, or two vertex-disjoint 2-paths in $H$, one of length 1 and one of length 2. Using these definitions we can now give the central definition of our characterisation.

Definition 5. Let $H$ be a 4-graph on $n$ vertices, where $n$ is even. We say that a partition $(A, B)$ of $V(H)$ is even-good if at least one of the following statements holds:
(i) \(|A|\) is even or \(|A| = |B|\).
(ii) \(H\) contains odd edges \(e\) and \(e'\) such that either \(e \cap e' = \emptyset\) or \(e \cap e'\) is a split pair.
(iii) \(|A| = |B| + 2\) and \(H\) contains odd edges \(e\) and \(e'\) with \(e \cap e' \in \binom{H}{2}\).
(iv) \(|B| = |A| + 2\) and \(H\) contains odd edges \(e\) and \(e'\) with \(e \cap e' \in \binom{H}{2}\).

Now let \(m \in \{0, 2, 4, 6\}\) and \(d \in \{0, 2\}\) be such that \(m \equiv n \mod 8\) and \(d \equiv |A| - |B| \mod 4\). Then we say that \((A, B)\) is odd-good if at least one of the following statements holds.

• \((m, d) \in \{(0, 0), (4, 2)\}\).
• \((m, d) \in \{(2, 2), (6, 0)\}\) and \(H\) contains an even edge.
• \((m, d) \in \{(4, 0), (0, 2)\}\) and \(H_{\text{even}}\) has total 2-pathlength at least two.
• \((m, d) \in \{(6, 2), (2, 0)\}\) and either there is an edge \(e \in E(H)\) with \(|e \cap A| = |e \cap B| = 2\) or \(H_{\text{even}}\) has total 2-pathlength at least three.

A key observation is that if \((A, B)\) is a partition of \(V(H)\) which is not even-good, then there exists a set \(X\) of at most four vertices of \(H\) such that every odd edge of \(H\) intersects \(X\). Indeed, if \(H\) contains an odd edge \(e\), then we may take \(X = e\), and otherwise we may take \(X = \emptyset\). Similarly, by choosing \(X\) to be the vertices of at most two disjoint even edges, or of a 2-path of length two in \(H_{\text{even}}\), we find that if \((A, B)\) is a partition of \(V(H)\) which is not odd-good, then there exists a set \(X\) of at most 8 vertices of \(H\) such that every even edge of \(H\) intersects \(X\).

We now give our characterisation of 4-graphs of high minimum codegree with no Hamilton 2-cycle. Recall for this that any 2-cycle 4-graph has an even number of vertices.

\begin{itemize}
  \item Theorem 6. There exist \(\epsilon, n_0 > 0\) such that the following statement holds for any even \(n \geq n_0\). Let \(H\) be a 4-graph on \(n\) vertices with \(\delta(H) \geq (\frac{1}{2} - \epsilon)n\). Then \(H\) admits a Hamilton 2-cycle if and only if every partition \((A, B)\) of \(V(H)\) is both even-good and odd-good.
\end{itemize}

2.2 The Algorithm

Our polynomial-time algorithm for determining the existence of a Hamilton 2-cycle in a 4-graph of high codegree makes use of a special case of a result of Keevash, Knox and Mycroft [11]. This result allows us to efficiently list all partitions \((A, B)\) of \(V(H)\) with no odd edges, or all partitions with no even edges.

\begin{itemize}
  \item Lemma 7 ([11], special case of Lemma 2.2). Let \(H\) be a 4-graph on \(n\) vertices with \(\delta(H) > \frac{n}{4}\), and let \(x \in \{\text{even}, \text{odd}\}\). Then there are at most 64 partitions \((A, B)\) of \(V(H)\) for which no edge of \(H\) has parity \(x\) with respect to \((A, B)\). Moreover, there exists an algorithm \(\text{ListPartitions}(H, x)\) with running time \(O(n^5)\) which, given \(H\) and \(x\), returns all such partitions.
\end{itemize}

We now present an algorithm, Procedure GoodPartition\((H, x)\), which determines whether or not there exists an even-good/odd-good partition \((A, B)\) for a 4-graph \(H\). Note that, given a 4-graph \(H\) and a partition \((A, B)\) of \(V(H)\), the truth of the statements ‘\((A, B)\) is odd-good’ and ‘\((A, B)\) is even-good’ depend only on the values of \(n\) and \(|A|\) and whether or not \(H_{\text{odd}}\) or \(H_{\text{even}}\) contain certain subgraphs with at most 12 vertices. It follows that the validity of these statements (and therefore the condition of the ‘if’ statement in Procedure GoodPartition) can be tested in time \(O(n^{12})\).

\begin{itemize}
  \item Proposition 8. Let \(H\) be a 4-graph on \(n\) vertices with \(\delta(H) > \frac{n}{4}\), where \(n\) is even, and fix a parity \(x \in \{\text{even}, \text{odd}\}\). Then Procedure \(\text{GoodPartition}(H, x)\) will correctly determine whether there exists a partition \((A, B)\) of \(V(H)\) which is not \(x\)-good, with running time \(O(n^{25})\).
\end{itemize}
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We begin by establishing the forward implication of Theorem 6, expressed in the following proposition. In fact, the minimum codegree condition on $H$ is not required for this direction.

**Proposition 9.** If $H$ is a 4-graph which contains a Hamilton 2-cycle, then every partition $(A, B)$ of $V(H)$ is both even-good and odd-good.

---

**Procedure GoodPartition($H, x$)**

**Data:** A 4-graph $H$ with vertex set $V$ and a parity $x \in \{\text{even, odd}\}$.

**Result:** Determines if there is a partition $(A, B)$ of $V$ which is not $x$-good.

```
for each set $X \subseteq V(H)$ with $|X| = 8$ do
  Let $V' = V \setminus X$ and $H' = H[V']$.
  Run Procedure ListPartitions($H', x$) to obtain all partitions $(A', B')$ of $V'$ with no edges not of parity $x$.
  for each such partition $(A', B')$ do
    for each partition $(A, B)$ of $V$ with $A' \subseteq A$ and $B' \subseteq B$ do
      if $(A, B)$ is not $x$-good then
        State ‘$(A, B)$ is not $x$-good’, and terminate.
  State ‘Every partition is $x$-good’, and terminate.
```

**Proof.** We first establish correctness of the algorithm; for this, fix $H$ and $x$ as in the proposition statement. Clearly, if every partition $(A, B)$ of $V := V(H)$ is $x$-good, then GoodPartition($H, x$) will output this fact. So suppose that some partition $(A, B)$ of $V$ is not $x$-good. As noted following Definition 5, we may then choose a set $X$ of at most 8 vertices of $H$ which is intersected by every edge of $H$ which does not have parity $x$. This means that when GoodPartition($H, x$) considers this set $X$, ListPartitions will return the partition $(A', B')$ where $A' = A \setminus X$ and $B' = B \setminus X$, and at this point GoodPartition($H, \text{even}$) will return that $(A, B)$ is not $x$-good, as required.

Finally we consider the running time of the algorithm. For this note that there are $\binom{n}{8}$ choices for $X$ in the outside ‘for loop’, and for each of these Procedure ListPartitions($H', x$) runs in time $O(n^8)$. The inside ‘for loops’ then range over sets of size at most 64 (by Lemma 7) and $2^8 = 256$ respectively. Finally, as noted above we may test whether a partition $(A, B)$ is $x$-good in time $O(n^{12})$; together these bounds combine to give the claimed running time. □

**Proof of Theorem 4.** Let $n_0$ be sufficiently large and $\varepsilon > 0$ sufficiently small for Theorem 6 to apply. Given a 4-graph $H$ on $n$ vertices with $\delta(H) \geq (\frac{1}{4} - \varepsilon)n$, we apply the following algorithm. Firstly, if $n$ is odd, then there can be no Hamilton 2-cycle in $H$, so we output this fact and terminate. Secondly, if $n < n_0$, then we use a brute-force approach, testing each of the at most $n_0!$ orderings of $V(H)$ in turn to determine whether it yields a Hamilton 2-cycle in $H$. We then output the appropriate answer and terminate. Finally, if $n \geq n_0$ is even, then we first run Procedure GoodPartition($H, \text{even}$), and then run Procedure GoodPartition($H, \text{odd}$). If either of these procedures yields a partition $(A, B)$ of $V(H)$ which is not even-good or which is not odd-good, then we return that there is no Hamilton 2-cycle in $H$, otherwise we return that there is such a cycle. Note that in the first two cases this algorithm runs in constant time, whilst in the final case it runs in time $O(n^{25})$ by Proposition 8. Moreover Theorem 6 ensures that this algorithm will always output the correct answer. □

### 2.3 Proof of Theorem 6

We begin by establishing the forward implication of Theorem 6, expressed in the following proposition. In fact, the minimum codegree condition on $H$ is not required for this direction.

**Proposition 9.** If $H$ is a 4-graph which contains a Hamilton 2-cycle, then every partition $(A, B)$ of $V(H)$ is both even-good and odd-good.
Proof. Let $n$ be the order of $H$, let $C = (v_1, v_2, \ldots, v_n)$ be a Hamilton 2-cycle in $H$ and let $(A, B)$ be a partition of $V(H)$. Write $P_i = \{v_{2i-1}, v_{2i}\}$ for each $1 \leq i \leq \frac{n}{2}$, so the edges of $C$ are $e_i := P_i \cup P_{i+1}$ for $1 \leq i \leq \frac{n}{2}$ (with addition taken modulo $\frac{n}{2}$). The key observation is that $e_i$ is even if $P_i$ and $P_{i+1}$ are both split pairs or both equal pairs, and odd otherwise.

We first show that $(A, B)$ is even-good. This holds by (ii) if $H$ contains two disjoint odd edges, so we may assume without loss of generality that all edges of $H$ other than $e_1$ and $e_{n/2}$ are even. It follows that the pairs $P_2, P_3, \ldots, P_{n/2}$ are either all split pairs or all equal pairs. In the former case, if $P_1$ is a split pair then $|A| = |B|$, so (i) holds, whilst if $P_1 \subseteq A$ then (iii) holds, and if $P_1 \subseteq B$ then (iv) holds. In the latter case, if $P_1$ is an equal pair then $|A|$ is even, so (i) holds, whilst if $P_1$ is a split pair then (ii) holds. So in all cases we find that $(A, B)$ is even-good.

To show that $(A, B)$ is odd-good, suppose first that 4 does not divide $n$, and note that by our key observation the number of even edges in $C$ must then be odd. If $C$ contains three or more even edges or an edge with precisely two vertices in $A$, then $(A, B)$ is odd-good by (vi) and (viii), so we may assume without loss of generality that $e_{n/2}$ is the unique even edge in $C$ and that $e_{n/2} \subseteq A$ or $e_{n/2} \subseteq B$. It follows that $P_1, P_3, \ldots, P_{n/2}$ are equal pairs and the remaining pairs are split, so $|A| - |B| \equiv 2(\frac{n}{2}) \mod 4$. We must therefore have $(m, d) \in \{(2, 2), (6, 0)\}$, and $(A, B)$ is odd-good by (vi). On the other hand, if 4 divides $n$, then by our key observation the number of even edges in $C$ is even. If this number is at least two then $(A, B)$ is odd-good by (v) and (vii). If instead every edge of $C$ is odd, then exactly $\frac{n}{4}$ of the pairs $P_i$ are equal pairs, so $|A| - |B| \equiv \frac{n}{2} \mod 4$, and $C$ is odd-good by (v).

To prove Theorem 6 it therefore suffices to prove the backwards implication. Our approach for this is motivated by the observation that if $H$ is a 4-graph and $(A, B)$ is a partition of $V(H)$ which is not odd-good, then $H$ must have very few even edges. Likewise, if $(A, B)$ is not even-good, then $H$ has very few odd edges. We therefore consider three cases for $H$: two `near-extremal’ cases, in which $V(H)$ admits a partition $(A, B)$ with few even edges or with few odd edges, and a `non-extremal’ case, in which there is no such partition. In the `non-extremal case’ we proceed by the so-called `absorbing’ method, introduced by Rödl, Ruciński and Szemerédi [19], in which we rely heavily on the fact that $H$ is not `near-extremal’. On the other hand, in the `near-extremal’ cases we have significant information about the structure of $H$ (specifically that there is a partition of $V(H)$ with few even/odd edges). Making essential use of this structural information, we proceed by ad hoc methods to construct a Hamilton 2-cycle in $H$.

The following definition formalises our two notions of ‘near-extremal’.

\begin{definition}
Let $c_1, c_2 > 0$ and let $H$ be a 4-graph on $n$ vertices.
\begin{enumerate}[label=(\alph*)]
\item We say that $H$ is $c_1$-even-extremal if there exists a partition $(A, B)$ of $V(H)$ such that $(\frac{1}{2} - c_1)n \leq |A| \leq (\frac{1}{2} + c_1)n$ and $H$ contains at most $c_1(n^4)$ odd edges.
\item We say that $H$ is $c_2$-odd-extremal, if there exists a partition $(A, B)$ of $V(H)$ such that $(\frac{1}{2} - c_2)n \leq |A| \leq (\frac{1}{2} + c_2)n$ and $H$ contains at most $c_2(n^4)$ even edges.
\end{enumerate}
\end{definition}

\subsection{2.3.1 Non-Extremal 4-Graphs}
As described above, in the case when $H$ is not near-extremal, we proceed by the `absorbing’ method of Rödl, Ruciński and Szemerédi [19]. To do this we establish three key lemmas. The first of these is a `connecting lemma’, which shows that since $H$ is not even-extremal, we can find a constant-length 2-path connecting any two disjoint pairs of vertices. For this, we say that the \textit{ends} of a 2-path 4-graph $(v_1, \ldots, v_n)$ are the pairs $\{v_1, v_2\}$ and $\{v_{n-1}, v_n\}$.
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Lemma 11 (Connecting lemma). Suppose that $\frac{1}{n} \ll \varepsilon \ll c$ and that $H$ is a 4-graph on $n$ vertices with $\delta(H) \geq (\frac{1}{2} - \varepsilon)n$ which is not $c$-even-extremal. Then for every two disjoint pairs \( \{a_1, a_2\}, \{b_1, b_2\} \in \binom{V}{2} \) there is a 2-path of length at most 3 whose ends are $\{a_1, a_2\}$ and $\{b_1, b_2\}$.

Loosely speaking, our proof of Lemma 11 supposes that we have pairs $\{a_1, a_2\}$ and $\{b_1, b_2\}$ for which no such 2-path exists. It follows that there is no pair $\{x, y\} \in \binom{V(H)}{2}$ for which $\{a_1, a_2, x, y\}$ and $\{b_1, b_2, x, y\}$ are both edges of $H$. Combined with the minimum codegree condition of $H$ this yields significant structural information on $H$, which we use to deduce that $H$ must be $c$-even-extremal and so prove the lemma.

The second key lemma is an ‘absorbing lemma’, which shows that since $H$ is neither even-extremal nor odd-extremal, we can find a short 2-path in $H$ which can ‘absorb’ most small collections of pairs of $H$.

Lemma 12 (Absorbing lemma). Suppose that $\frac{1}{n} \ll \varepsilon \ll \rho \ll \beta \ll \lambda \ll c, \mu$. Let $H$ be a 4-graph on $n$ vertices with $\delta(H) \geq \frac{\lambda}{2} - \varepsilon n$ which is neither $c$-even-extremal nor $c$-odd-extremal. Then there is a 2-path $P$ in $H$ and a graph $G$ on $V(H)$ with the following properties.

(i) $P$ has at most $\mu n$ vertices.

(ii) Every vertex of $V(H) \setminus V(P)$ lies in at least $(1 - \lambda)n$ edges of $G$.

(iii) For any $q \leq \rho n$ and any $q$ disjoint edges $e_1, \ldots, e_q$ of $G$ which do not intersect $P$, there is a 2-path $P^*$ in $H$ with the same ends as $P$ such that $V(P^*) = V(P) \cup \bigcup_{j=1}^{q} e_j$.

Loosely speaking, to prove Lemma 12, we first show that provided $H$ is not $c$-odd-extremal, for almost every pair $\{x, y\} \in \binom{V}{2}$ there are many 2-paths $Q$ of length 3 which can ‘absorb’ $\{x, y\}$, in the sense that there is a 2-path $Q^*$ with vertex set $V(Q) \cup \{x, y\}$ and with the same ends as $Q$. We take $G$ to be the graph of such pairs. We then randomly select a linear number of 2-paths of length 3 and use Lemma 11 to connect these 2-paths into a single short 2-path $P$ (this is where we require that $H$ is not $c$-even-extremal). Next we extend $P$ to include the small number of vertices which lie in fewer than $(1 - \lambda)n$ edges of $G$, so that (ii) holds. Finally, we show that given any set of edges $e_1, \ldots, e_q$ of $G$ as in (iii), we can match these edges to the randomly chosen paths $Q$, and absorb each edge into the corresponding path to obtain $P^*$.

Our final key lemma is a ‘path cover lemma’, which states that we can cover almost all vertices of $H$ by a constant number of vertex-disjoint 2-paths. In fact, we do not actually need the requirement that $H$ is not near-extremal, and can simply cite a result of Kühn, Mycroft and Osthus [13].

Lemma 13 (Path cover lemma [13]). Suppose that $\frac{1}{n} \ll \frac{1}{\varepsilon} \ll \gamma \ll \eta$ and that $H$ is a 4-graph on $n$ vertices with $\delta(H) \geq (\frac{1}{4} + \eta)n$. Then $H$ contains a set of at most $D$ vertex-disjoint 2-paths covering all but at most $\gamma n$ vertices of $H$.

For non-extremal 4-graphs $H$, combining these three lemmas proves the reverse implication of Theorem 6, which we express in the following lemma.

Lemma 14. Suppose that $\frac{1}{n} \ll \varepsilon \ll c$ and that $n$ is even, and let $H$ be a 4-graph of order $n$ with $\delta(H) \geq (\frac{1}{2} - \varepsilon)n$. If $H$ is neither $c$-odd-extremal nor $c$-even-extremal, then $H$ contains a Hamilton 2-cycle.

Proof sketch. Introduce constants with $1/n \ll 1/D, \varepsilon \ll \gamma \ll \rho \ll \beta \ll \lambda \ll c, \mu \ll 1$, and apply Lemma 12 to obtain an absorbing 2-path $P_0$ in $H$ and a graph $G$ on $V(H)$ with the stated properties. Let $V := V(H)$ and $U := V(P_0)$, and now choose uniformly at random a set $R \subseteq V \setminus U$ of size $\rho n$. Next, apply Lemma 13 (with, say, $\eta = 1/10$) to obtain at most $D$
vertex-disjoint 2-paths $P_1, \ldots, P_q$ in $H[V \setminus (U \cup R)]$ covering all but at most $\gamma n$ vertices. By $q$ applications of Lemma 11 we can find vertex-disjoint 2-paths $Q_0, Q_1, \ldots, Q_q$, each of length at most 3, such that $Q_0$ connects the end of $P_0$ to the start of $P_1$, $Q_1$ connects the end of $P_1$ to the start of $P_2$, and so forth, with $Q_q$ connecting the end of $P_q$ to the start of $P_0$. Moreover, all vertices of $Q_i$ except those in the end of $P_i$ or the start of $P_{i+1}$ should be taken from $R$. (The random choice of $R$ ensures that the conditions of Lemma 11 are satisfied for each application.) This yields a 2-cycle $C = P_0Q_0P_1Q_1P_2\ldots P_qQ_q$ in $H$ covering all vertices except the at most $\gamma n$ vertices not covered by $P_1, \ldots, P_q$ and between $pn - 3D$ and $pn$ unused vertices of $R$. So $X := V \setminus V(C)$ has size $pn - 3D \leq |X| \leq \rho n + \gamma n$. Furthermore, $|X|$ is even since $n$ and $|V(C)|$ are both even, and our random choice of $R$ ensures that every vertex $x \in X$ has degree at least $\delta_{G[X]}(x) \geq |X|/2$. So there is a perfect matching $e_1, \ldots, e_{|X|/2}$ in $G[X]$; since $|X|/2 \leq \rho n$ we may ‘absorb’ $X$ into $P_0$ to obtain a 2-path $P^*$. Replacing $P_0$ by $P^*$ in $C$ gives a Hamilton 2-cycle in $H$. ◀

### 2.3.2 Extremal 4-Graphs

Having dealt with the ‘non-extremal’ case, it remains to deal with the two ‘near-extremal’ cases by proving the following two lemmas via an extremal case.

**Lemma 15.** Suppose that $\frac{1}{n} \ll \varepsilon, c \ll 1$ and that $n$ is even, and let $H$ be a 4-graph of order $n$ with $\delta(H) \geq \left(\frac{1}{2} - \varepsilon\right)n$. If $H$ is $c$-even-extremal and every partition of $V(H)$ into two parts $A$ and $B$ is even-good, then $H$ contains a Hamilton 2-cycle.

**Lemma 16.** Suppose that $\frac{1}{n} \ll \varepsilon, c \ll 1$ and that $n$ is even, and let $H$ be a 4-graph of order $n$ with $\delta(H) \geq \left(\frac{1}{2} - \varepsilon\right)n$. If $H$ is $c$-odd-extremal and every partition of $V(H)$ into two parts $A$ and $B$ is odd-good, then $H$ contains a Hamilton 2-cycle.

**Proof sketch.** As is typical of this type of argument, each lemma is proved by a long and detailed extremal case analysis, and so we limit ourselves here to a brief outline of the argument for Lemma 15 (the outline for Lemma 16 is similar with ‘even’ and ‘odd’ reversed). Let $(A', B')$ be a partition of $V(H)$ witnessing that $H$ is $c$-even-extremal. We first observe that the bound on $\delta(H)$ implies that $H$ has density at least $(\frac{1}{2} - \varepsilon)$. Combined with the fact that $H$ has few odd edges, this implies that almost every set $S \subseteq V(H)$ for which $|A' \cap S|$ is even is an edge of $H$. However, it is possible that a small number of vertices may lie in very few even edges, so we begin by ‘tidying up’ the partition: we move a few vertices of $H$ from one side to the other to ensure that, for instance, every vertex of $H$ lies in many even edges. Let $(A, B)$ be the tidied partition. By assumption this partition $(A, B)$ is even-good, and this fact yields some structure in $H$ with respect to this partition (precisely what structure depends on the values of $n$ and $|A|$). For example, we might obtain two disjoint odd edges in $H$. We then form a short 2-path $P$ from the given structure to satisfy the desired parity conditions, and then (using even edges only) extend $P$ to a Hamilton 2-cycle in $H$. ◀

**Proof of Theorem 6.** Fix a constant $c$ small enough for Lemmas 15 and 16. Having done so, choose $\varepsilon$ sufficiently small for us to apply Lemma 14 with this choice of $c$, and $n_0$ sufficiently large that we may apply Lemmas 14, 15 and 16 with these choices of $c$ and $\varepsilon$ and any even $n \geq n_0$. Let $H$ be a 4-graph on $n$ vertices with $\delta(H) \geq (\frac{1}{2} - \varepsilon)n$, and suppose that every partition $(A, B)$ of $V(H)$ is both even-good and odd-good. If $H$ is either $c$-even-extremal or $c$-odd-extremal then $H$ contains a Hamilton 2-cycle by Lemma 15 or 16 respectively. On the other hand, if $H$ is neither $c$-odd-extremal nor $c$-even-extremal then $H$ contains a Hamilton 2-cycle by Lemma 14. This completes the proof of the forwards implication of Theorem 6; the proof of the backwards implication was Proposition 9. ◀
2.4 Proof of Theorem 2

To conclude this section, we show how Theorem 2 can be deduced from Theorem 6. We begin by justifying the claim that the degree bound of Theorem 2 is best-possible. To see this, fix an even integer \( n \geq 6 \), and construct a 4-graph \( H^* \) as follows. Let \( A \) and \( B \) be disjoint sets with \( |A \cup B| = n \) such that \( |A| = \frac{n}{2} - 1 \) if 8 divides \( n \) and \( |A| = \frac{n}{2} \) otherwise. Then the vertex set of \( H^* \) is \( A \cup B \), and the edges of \( H^* \) are all sets \( e \in (A \cup B) \) such that \( |e \cap A| \) is odd. Then it is easily checked that \( \delta(H^*) = \frac{n}{2} - 3 \) if 8 divides \( n \) and \( \frac{n}{2} - 2 \) otherwise. Moreover, since \( H^* \) has no even edges, our choice of size of \( A \) implies that the partition \((A, B)\) of \( V(H^*) \) is not odd-good. By Theorem 6 we conclude that there is no Hamilton 2-cycle in \( H^* \).

**Proof of Theorem 2.** Choose \( \varepsilon, n_0 \) as in Theorem 6. Let \( n \geq n_0 \) be even and large enough that \( \frac{n}{2} - 2 \geq (\frac{1}{2} - \varepsilon)n \), and let \( H \) be a 4-graph on \( n \) vertices which satisfies the minimum codegree condition of Theorem 2. Also let \((A, B)\) be a partition of \( V(H) \), and assume without loss of generality that \( |A| \leq \frac{n}{2} \). By Theorem 6 it suffices to prove that \((A, B)\) is even-good and odd-good. For this, note that if 8 divides \( n \) and \( |A| = \frac{n}{2} \), then \((A, B)\) is even-good by (i) and odd-good by (v). So we may assume that if 8 divides \( n \) then \(|A| \leq \frac{n}{2} - 1 \) and \( \delta(H) \geq \frac{n}{2} - 2 \), whilst otherwise we have \( |A| \leq \frac{n}{2} \) and \( \delta(H) \geq \frac{n}{2} - 1 \). Either way, we must have \( \delta(H) \geq |A| - 1 \). Also, for any distinct \( x, y, z \in V(H) \), let \( N_B(x, y, z) \) denote the set of vertices \( w \in B \) such that \( \{x, y, z, w\} \in E(H) \).

To see that \((A, B)\) must be even-good, arbitrarily choose vertices \( x_1, x_2, y_1, y_2, z_1, z_2 \in A \). Then \(|N_B(x_1, y_1, z_1)|, |N_B(x_2, y_2, z_2)| \geq \delta(H) - (|A| - 3) \geq 2 \), so we may choose distinct \( w_1, w_2 \in B \) with \( w_1 \in N_B(x_1, y_1, z_1) \) and \( w_2 \in N_B(x_2, y_2, z_2) \). The sets \( \{x_1, y_1, z_1, w_1\} \) and \( \{x_2, y_2, z_2, w_2\} \) are then disjoint odd edges of \( H \), so \((A, B)\) is even-good by (ii).

We next show that \((A, B)\) is also odd-good. For this, arbitrarily choose distinct vertices \( a_1, a_2, \ldots, a_9, a_1', a_2', \ldots, a_9' \in A \) and \( b_1, \ldots, b_9 \in B \). For any \( 1 \leq i, j \leq 9 \) we have \(|N_B(a_i, a_i', b_j)| \geq \delta(H) - (|A| - 2) \geq 1 \), so there must be \( b_j' \in B \) such that \( \{a_i, a_i', b_j, b_j'\} \) is an (even) edge of \( H \). If for each \( 1 \leq j \leq 9 \) the vertices \( b_j' \) for \( 1 \leq i \leq 9 \) are all distinct, then there is no set \( X \subseteq V(H) \) with \(|X| \leq 8 \) which intersects every even edge of \( H \). However, as observed immediately after Definition 5, such a set \( X \) must exist if \((A, B)\) is not odd-good. We may therefore assume that \( b_j' = b_i' \) for some \( 1 \leq i, i' \leq 9 \) and \( j \neq i' \). It follows that \( \{a_i, a_i', b_j, b_i'\} \) is an even edge of \( H \) with exactly two vertices in \( A \), whilst \( \{a_i, a_i', b_j, a_i', a_i''\} \) is a 2-path of length 2 in \( H_{even} \). So \((A, B)\) is odd-good by (v), (vi), (vii) or (viii), according to the value of \( n \) modulo 8.

3 Tight Hamilton Cycles

Our aim in this section is to explain the principal ideas of the proof of Theorem 3, which proceeds by a series of reductions. We begin with a full proof of the case \( k = 3 \), in which case we proceed from a theorem of Carey, Johnson and Stockmeyer [5], who proved that the Hamilton cycle problem remains NP-complete when restricted to subcubic graphs (we say that a graph \( G \) is subcubic if \( G \) has maximum degree \( \Delta(G) \leq 3 \)). The following proposition is an immediate corollary of that theorem.

**Proposition 17 ([5]).** The problem of determining whether a subcubic graph admits a Hamilton path is NP-complete.

The next lemma is the \( k = 3 \) case of Theorem 3, which holds with \( C = 9 \).

**Lemma 18.** The 3-graph tight Hamilton cycle decision problem is NP-complete even when restricted to 3-graphs \( H \) on \( n \) vertices with \( \delta(H) \geq \frac{3n}{2} - 9 \).
Proof. Let $G$ be a subcubic graph on $n$ vertices, and write $X := V(G)$. Assume for simplicity that $n$ is even (a very similar argument handles the case where $n$ is odd). Fix disjoint sets $A$ and $B$ with $|A| = \frac{3n}{2}$ and $|B| = \frac{3n}{2} + 1$ such that $X \subseteq A$, and define a 3-graph $H$ with vertex set $A \cup B$ whose edges are

1. all sets $e \in \binom{A \cup B}{2}$ with $|A \cap e| \leq 1$,
2. all sets $e \in \binom{A \cup B}{3}$ with $|A \cap e| = 2$ and $A \cap e \in E(G)$ (note in particular that this requires that $A \cap e \subseteq X$), and
3. all sets $e \in \binom{A}{2}$ for which no $e' \in E(G)$ satisfies $e' \subseteq e$.

Observe first that $H$ has $m := 3n + 1$ vertices and minimum codegree $\delta(H) \geq \frac{n}{2} - 9$. To see this, let $x$ and $y$ be distinct vertices of $H$. If either $x \in B$ or $y \in B$ then $\{x,y,z\}$ is an edge of $H$ for any $z \in B \setminus \{x,y\}$, so $\deg_H(\{x,y\}) \geq |B| - 2 = \frac{3n}{2} - 1$. Exactly the same applies if $x, y \in A$ and $xy \in E(G)$. Finally, if $x, y \in A$ and $xy \notin E(G)$, then $\{x,y,z\}$ is an edge of $H$ for any $z \in A \setminus \{x,y\}$ except for those $z$ such that $xz \in E(G)$ or $yz \in E(G)$. So $\deg_H(\{x,y\}) \geq |A| - 2 - \deg_G(x) - \deg_G(y)$; since $G$ is subcubic this gives $\deg_H(\{x,y\}) \geq \frac{3n}{2} - 8 \geq \frac{n}{2} - 9$, as claimed.

We claim that $H$ contains a tight Hamilton cycle if and only if $G$ contains a Hamilton path. To see this, first suppose that $G$ contains a Hamilton path $(x_1, \ldots, x_n)$. Enumerate the vertices of $A \setminus X$ and $B$ as $a_1, a_2, \ldots, a_{n/2}$ and $b_1, b_2, \ldots, b_{3n/2+1}$ respectively. Then

$$(x_1, x_2, b_1, x_3, x_4, b_2, \ldots, x_{n-1}, x_n, b_2, b_2+1, a_1, b_2+2, b_2+3, a_2, \ldots, a_{n/2}, b_{n/2}, b_{n/2}+1)$$

is a tight Hamilton cycle in $H$.

Now suppose instead that $H$ contains a tight Hamilton cycle $C$. Note that our construction of $H$ ensures that there are no edges $e, e' \in E(H)$ with $|e \cap A| = 3$, $|e' \cap A| = 2$ and $|e \cap e'| = 2$. Since every edge of $C$ intersects the subsequent edge of $C$ in precisely two vertices, and $B \neq \emptyset$, it follows that $C$ cannot contain any edge $e$ with $|e \cap A| = 3$. So there are at least $\frac{n}{2}$ vertices $a \in X$ which are succeeded in $C$ by a vertex of $B$. Now let $A_1$ be the set of vertices of $X$ for which the subsequent vertex of $A$ on $C$ is in $X$ and $A_2$ be the set of vertices of $X$ for which the subsequent vertex of $A$ on $C$ is in $A \setminus X$. Also let $A_3 := A \setminus X$, so $A$ is the disjoint union of $A_1$, $A_2$ and $A_3$. By construction of $H$, any vertex of $A \setminus X$ must be preceded in $C$ by two vertices of $B$ and succeeded in $C$ by two vertices of $B$; it follows that any vertex of $A_1 \cup A_2$ is succeeded in $C$ by two vertices of $B$, and so we obtain

$$|B| \geq \left(\frac{n}{2} - |A_2|\right) + 2(|A_2| + |A_3|) = \frac{n}{2} + |A_2| + 2|A_3| = \frac{3n}{2} + |A_2|.$$

Since $A \setminus X$ is non-empty, we must have $|A_2| \geq 1$. Combined with the fact that $|B| = \frac{3n}{2} + 1$ this implies that $|A_2| = 1$, and all inequalities are in fact equalities. So precisely one vertex of $X$ is succeeded in $C$ by two vertices of $B$, $\frac{n}{2} - 1$ vertices of $X$ are succeeded by one vertex of $B$, and the remaining $\frac{n}{2}$ vertices of $X$ are succeeded by a vertex of $A$ (which must therefore be in $X$). This implies that $C$ contains a tight Hamilton path of the form $(x_1, x_2, b_1, x_3, x_4, b_2, \ldots, b_{n/2-1}, x_{n-1}, x_n)$, where $X = \{x_1, \ldots, x_n\}$ and $b_i \in B$ for $1 \leq i \leq \frac{n}{2} - 1$. By our construction of $H$ it follows that $(x_1, x_2, \ldots, x_n)$ is a Hamilton path in $G$.

Altogether, this shows that any instance of the Hamilton cycle problem for subcubic graphs can be reduced to a single instance of the problem of finding a tight Hamilton cycle in a 3-graph on $m$ vertices with $\delta(H) \geq \frac{n}{2} - 9$, where $m = 3n + 1$. Together with Proposition 17, this proves the lemma.

We conclude by outlining the steps we use to prove Theorem 3 in full generality, using the following notation. For a function $f(n)$, we write $HC(k, f(n))$ (respectively $HP(k, f(n))$)
to denote the $k$-graph tight Hamilton cycle (respectively Hamilton path) decision problem restricted to $k$-graphs $H$ on $n$ vertices with minimum codegree $\delta(H) \geq f(n)$. On the other hand, for an integer $D$, we write $\overline{HC}(k, D)$ (respectively $\overline{HP}(k, D)$) to denote the $k$-graph tight Hamilton cycle (respectively Hamilton path) decision problem restricted to $k$-graphs $H$ with maximum codegree $\delta(H) \leq D$. So, for example, Proposition 17 states that $\overline{HC}(2, 3)$ is NP-complete, whilst Lemma 18 states that $HC(3, \frac{n}{2} - 9)$ is NP-complete. We prove Theorem 3 by exhibiting the following polynomial-time reductions.

(i) For any $k \geq 2$ and $D$ we give polynomial-time reductions from $\overline{HC}(k, D)$ to $\overline{HP}(k, D)$ and from $\overline{HP}(k, D)$ and $\overline{HC}(k, D)$. These reductions are elementary and permit us the convenience of treating the tight Hamilton cycle and tight Hamilton path problems in graphs of low maximum codegree as being interchangeable.

(ii) For any $k \geq 2$ we give polynomial-time reductions from $\overline{HC}(k, D)$ to $\overline{HC}(2k - 1, 2D)$ and from $\overline{HC}(k, D)$ to $\overline{HC}(2k, D)$. In each case, given a $k$-graph $H$ on a vertex set $V$, we take copies $H_1$ and $H_2$ of $H$ with disjoint vertex sets $V_1$ and $V_2$. For the former reduction we define a $(2k - 1)$-graph $H^*$ on $V_1 \cup V_2$ whose edges are those $(2k - 1)$-tuples which consist of an edge $e_1$ from $H_1$ and the copies in $H_2$ of $k - 1$ vertices of $e_1$, or the same with the roles of $H_1$ and $H_2$ reversed. Likewise, for the latter reduction we define a $2k$-graph $H^*$ on $V_1 \cup V_2$ whose edges are those $2k$-tuples $e_1 \cup e_2$ where $e_1$ is an edge of $H_1$, $e_2$ is an edge of $H_2$, and $e_2$ contains the copies of at least $k - 1$ vertices of $e_1$. In either case it is not too hard to show that $H^*$ contains a tight Hamilton cycle if and only if $H$ does, and that $\Delta(H^*) \leq 2\Delta(H)$ in one case and $\Delta(H^*) \leq \Delta(H)$ in the other.

(iii) Finally, for any $k \geq 2$ we present a polynomial-time reduction from $\overline{HP}(k, D)$ to $HC(2k - 1, \lfloor \frac{n}{2} \rfloor - k(D + 1))$ and from $\overline{HC}(k, D)$ to $HC(2k, \frac{n}{2} - k(D + 1))$. These are similar to the reduction given in the proof of Lemma 18, except that $G$ is now a $k$-graph with $\Delta(G) \leq D$, and $H$ is a $(2k - 1)$-graph or $2k$-graph (according to which reduction we are presenting).

By induction on $k$, with Proposition 17 as the base case, the reductions of (i) and (ii) combine to prove the following theorem, which can be seen as a generalisation to $k$-graphs of the aforementioned theorem of Garey, Johnson and Stockmeyer.

**Theorem 19.** For every $k \geq 2$ there exists $D$ such that $\overline{HC}(k, D)$ and $\overline{HP}(k, D)$ are NP-complete.

Theorem 3 follows immediately from Theorem 19 and the reductions of (iii).

---
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Abstract

For $\alpha \geq 1$, an $\alpha$-gapped repeat in a word $w$ is a factor $uvu$ of $w$ such that $|uv| \leq \alpha|u|$; the two occurrences of a factor $u$ in such a repeat are called arms. Such a repeat is called maximal if its arms cannot be extended simultaneously with the same symbol to the right nor to the left. We show that the number of all maximal $\alpha$-gapped repeats occurring in words of length $n$ is upper bounded by $18\alpha n$, allowing us to construct an algorithm finding all maximal $\alpha$-gapped repeats of a word on an integer alphabet of size $n^{O(1)}$ in $O(an)$ time. This result is optimal as there are words that have $\Theta(an)$ maximal $\alpha$-gapped repeats. Our techniques can be extended to get comparable results in the case of $\alpha$-gapped palindromes, i.e., factors $uvu^\top$ with $|uv| \leq \alpha|u|$.
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1 Introduction

Gapped repeats and palindromes are repetitive structures occurring in words that were investigated extensively within theoretical computer science (see, e.g., [11, 3, 14, 15, 16, 4, 6, 5, 10, 7, 17] and the references therein) with motivation coming especially from the analysis of DNA and RNA structures, modelling different types of tandem and interspersed repeats as well as hairpin structures; such structures are important in analysing the structural and functional information of the genetic sequences (see, e.g., [11, 3, 15]).

Besides introducing the definitions of (maximal) $\alpha$-gapped repeats and palindromes, both papers [15, 16] lead to combinatorial and algorithmic problems that extend the classical results obtained for squares and palindromes. In fact, problems like how many maximal $\alpha$-gapped repeats or palindromes can a word of length $n$ contain, how efficiently can we compute the set of maximal $\alpha$-gapped repeats or palindromes in a word, how efficiently can we compute the $\alpha$-gapped repeat or palindrome with the longest arm, were already investigated [15, 3, 16, 10, 17, 5]. In this article we obtain the following results:

- The number of all maximal $\alpha$-gapped repeats in a word of length $n$ is at most $18\alpha n$.
- We can compute the list of all $\alpha$-gapped repeats in $O(an)$ time for integer alphabets.
Our techniques can be extended to show that the number of all maximal $\alpha$-gapped palindromes in a word of length $n$ is upper bounded by $28\alpha n + 7n$; they can be found in $O(\alpha n)$ time. As there are words of length $n$ that contain $\Theta(\alpha n)$ maximal $\alpha$-gapped repeats (see [16]), it follows that our obtained bounds on the number of all maximal $\alpha$-gapped repeats are asymptotically tight, and that we cannot hope for algorithms finding all $\alpha$-gapped repeats faster in the worst case.

Our results improve those of [16] (as well as those existing in the literature before [16]). There, the authors present an algorithm computing all maximal $\alpha$-gapped repeats in $O(\alpha^2 n + \text{occ}(n))$ time for integer alphabets, where $\text{occ}(n)$ is the number of all maximal $\alpha$-gapped repeats occurring in a word of length $n$. Further, they proved that $\text{occ}(n) = O(\alpha^2 n)$.

An alternative proof for the upper bound $\text{occ}(n) = O(\alpha n)$ was given in the very recent paper [5]. However, compared to that paper, we present a more direct proof of the $O(\alpha n)$ upper bound as well as a concrete evaluation of the constant hidden by the $O$-denotation.

The algorithms given in [5, 17] compute all maximal $\alpha$-gapped repeats of a word in $O(\alpha n + \text{occ}(n))$. In the light of the upper bound $O(\alpha n)$ on $\text{occ}(n)$, it follows that these algorithms work in $O(\alpha n)$ time, but only for constant alphabets. Extending the approach in [10], we devise an algorithm for the same problem with integer alphabets. The algorithm requires a deeper analysis than the one developed in [10] for finding the longest $\alpha$-gapped repeat, and uses essentially different techniques and data structures than the ones in [5, 17].

A related problem is the computation of all factors with an exponent less than $\alpha n$. Two subwords $u$ and $v$ of a word $w$ are called aperiodic if they start at the same position in $w$ and as intervals contained in $(u, v)$, i.e., $I = [b(I), e(I)]$. We write $|I|$ to denote the length of $I$; i.e., $|I| = e(I) - b(I) + 1$. A subword $u$ of a word $w$ is a pair $(s, [b, e])$ consisting of a factor $s$ of $w$ and an interval $[b, e]$ in $w$ such that $s = w[b, e]$. While a factor is identified only by a sequence of letters, a subword is also identified by its position in the word. So subwords are always unique, while a word may contain multiple occurrences of the same factor.

Let $\Sigma$ be a finite alphabet; $\Sigma^*$ denotes the set of all finite words over $\Sigma$. The length of a word $w \in \Sigma^*$ is denoted by $|w|$. For $v = xuy$ with $x, u, y \in \Sigma^*$, we call $x$, $u$ and $y$ a prefix, factor, and suffix of $v$, respectively. We denote by $w[i]$ the symbol occurring at position $i$ in $w$, and by $w[i, j]$ the factor of $w$ starting at position $i$ and ending at position $j$, consisting of the concatenation of the symbols $w[i], \ldots, w[j]$, where $1 \leq i \leq j \leq n$; we say that $w[i, j]$ is empty if $i > j$. By $w^T$ we denote the mirror image of $w$. A period of a word $w$ over $\Sigma$ is a positive integer $p$ such that $w[i] = w[j]$ for all $i$ and $j$ with $i \equiv j \pmod{p}$; a word that has period $p$ is also called $p$-periodic. Let $\text{per}(w)$ be the smallest period of $w$. A word $w$ with $\text{per}(w) \leq \frac{|w|}{2}$ is called periodic; otherwise, $w$ is called aperiodic. It is worth noting that the length of the overlap between two consecutive occurrences of an aperiodic factor $v$ in $w$ is upper bounded by $\frac{|v|}{2}$.

By $I = [b, e]$ we represent the set of consecutive integers from $b$ to $e$, for $b \leq e$, and call $I$ an interval. For an interval $I$, we use the notations $b(I)$ and $e(I)$ to denote the beginning and end of $I$; i.e., $I = [b(I), e(I)]$. We write $|I|$ to denote the length of $I$; i.e., $|I| = e(I) - b(I) + 1$. A subword $u$ of a word $w$ is a pair $(s, [b, e])$ consisting of a factor $s$ of $w$ and an interval $[b, e]$ in $w$ such that $s = w[b, e]$. While a factor is identified only by a sequence of letters, a subword is also identified by its position in the word. So subwords are always unique, while a word may contain multiple occurrences of the same factor. For two subwords $u$ and $v$ of a word $w$, we write $u \equiv v$ if they start at the same position in $w$ and have the same length. We write $u \equiv \overline{v}$ if the factors identifying these subwords are the same. We implicitly use subwords both like factors of $w$ and as intervals contained in $[1, |w|]$, e.g., we write $u \subseteq \overline{v}$ if two subwords $u = (s, [b, e]), \overline{v} = (\overline{s}, [\overline{b}, \overline{e}])$ of $w$ satisfy $[b, e] \subseteq [\overline{b}, \overline{e}]$, i.e., $b(\overline{v}) \leq b(u) \leq e(u) \leq e(\overline{v})$. Two subwords $u$ and $\overline{v}$ of the same word $w$ are called consecutive, iff $e(u) + 1 = b(\overline{v})$. 

2 Combinatorics on Words
For a word $w$, we call a triple of consecutive subwords $u, v, w$ a \textit{gapped repeat} with 
\textbf{period} $|u|v$ and \textbf{gap} $|w|$ iff $u \equiv w$. A triple of consecutive subwords $u, v, w$ is called a 
\textit{gapped palindrome} with gap $|v|$ iff $u \equiv w\top$. The subwords $u, v, w$ are called left 
and right \textbf{arm}, respectively. For $\alpha \geq 1$, the gapped repeat (palindrome) $u, v, w$ is called 
\textit{$\alpha$-gapped} iff $|u| + |v| \leq \alpha |w|$. Further, it is called \textbf{maximal} iff its arms cannot be extended 
simultaneously to the right nor to the left. Let $G_\alpha(w)$ (respectively, $G_\alpha^N(w)$) denote the set of 
maximal $\alpha$-gapped repeats (palindromes) in $w$. The representation of a maximal gapped 
repeat (palindrome) by the subword $z := w[u|w|v|w[u]$ is not unique – the same subword $z$ 
can be composed of gapped repeats (palindromes) with different periods (different gaps). 
Instead, a maximal gapped repeat (palindrome) is uniquely determined by its left arm $u$ 
and its period (gap). By fixing $w$, we thus can map $u, v, w$ injectively to the pair of integers 
$(e(u), |u, v|)$ in case of gapped repeats, or to $(e(u), |v|)$ in case of gapped palindromes.

A \textit{repetition} in a word $w$ is a periodic factor; a \textit{run} is a maximal repetition; the \textbf{exponent} 
of a run is the number of times the period fits in that run. For a word $w$, let $E(w)$ denote the 
number of runs and the sum of the exponents of runs in $w$, respectively. The exponent of a run $r$ is denoted by $\exp(r)$. We use the following results from literature:

\begin{itemize}
  \item \textbf{Lemma 1 \cite{2}.} For a word $w$, $E(w) < 3|w|$, and the number of runs is less than $|w|$.
  \item \textbf{Corollary 2 \cite{5, Conclusions}.} The number of maximal 1-gapped repeats is less than $n$.
  \item \textbf{Observation 3.} The mirror image of a gapped repeat (palindrome) is a gapped repeat 
  (palindrome) with the same period. Hence, there exist the bijections $G_\alpha(w) \sim G_\alpha(w^\top)$ and 
  $G_\alpha^N(w) \sim G_\alpha^N(w^\top)$.
\end{itemize}

\section{Point Analysis}

A pair of positive integers is called a \textbf{point}. We use points to bound the cardinality of a 
subset of gapped repeats and gapped palindromes by injectively mapping a gapped repeat 
(palindrome) to a point as stated above. To this end, we show that some vicinity of any 
point generated by a member of this subset does not contain any point that is generated by 
another member. This vicinity is given by

\begin{itemize}
  \item \textbf{Definition 4.} For any $\gamma \in (0, 1]$, we say that a point $(x, y)$ \textbf{\gamma-covers} a point $(x', y')$ iff 
    $x - \gamma y \leq x' \leq x$ and $y - \gamma y \leq y' \leq y$.
  
  It is crucial that the $\gamma$ factor is always multiplied with the $y$-coordinates. In other words, 
  the number of $\gamma$-covers of a point $(\cdot, y)$ correlates with $\gamma$ and the value $y$. The main property 
  of this definition is given by
\end{itemize}

\begin{itemize}
  \item \textbf{Lemma 5.} For any $\gamma \in (0, 1]$, let $S \subseteq [1, n]^2 \subseteq \mathbb{N}^2$ be a set of points such that no two 
    distinct points in $S$ $\gamma$-cover the same point. Then $|S| < 3n/\gamma$.
\end{itemize}

\textbf{Proof.} We estimate the maximal number of points that can be placed in $[1, n]^2 \subseteq \mathbb{N}^2$ such 
that their covered points are disjoint. First, the number of points $(\cdot, y) \in [1, n]^2$ with $y < 1/\gamma$ 
is less than $n/\gamma$. Second, if a point $(\cdot, y)$ satisfies $2^l/\gamma \leq y < 2^{l+1}/\gamma$ for some integer $l \geq 0$, 
the point $(\cdot, y)$ $\gamma$-covers at least $2^l \times 2^l$ points, or to put it differently, this point $\gamma$-covers at 
least $2^l$ points $(\cdot, y')$ with $y - 2^l \leq y' \leq y$. In other words, there are at most $n/(2^l \gamma)$ points 
in $S$ with $2^l/\gamma \leq y < 2^{l+1}/\gamma$. Hence, $|S| < n/\gamma + \sum_{l=0}^\infty n/(2^l \gamma) = 3n/\gamma$. \hfill \blacksquare

Kolpakov et al. \cite{16} split the set of maximal $\alpha$-gapped repeats into three subsets, and 
studied the maximal size of each subset. They analysed maximal $\alpha$-gapped repeats by
partioning them into three subsets: those whose arms are contained in one or two runs, those whose arms contain a periodic prefix or suffix larger than half of the size of the arms, and those belonging to neither of the two subsets.

They showed that the first two subsets contain at most \(\mathcal{O}(\alpha n)\) elements. The point analysis is used as a tool for studying the last subset. By mapping a gapped repeat to a point consisting of the end position of its left arm and its period, they showed that the points created by two different maximal \(\alpha\)-gapped repeats cannot \(\frac{1}{\alpha}\) cover the same point. By this property, they bounded the size of the last subset by \(\mathcal{O}(\alpha^2 n)\). Lemma 5 immediately improves this bound of \(\mathcal{O}(\alpha^2 n)\) to \(\mathcal{O}(\alpha n)\). Consequently, it shows that the number of maximal \(\alpha\)-gapped repeats of a word of length \(n\) is \(\mathcal{O}(\alpha n)\).

### 2.2 Upper Bound for the Number of Maximal \(\alpha\)-gapped Repeats

We optimize the proof technique from [16] and improve the upper bound of the number of maximal \(\alpha\)-gapped repeats in a word of length \(n\) from \(\mathcal{O}(\alpha n)\) to \(18\alpha n\). Unlike [16, 5], we partition the maximal \(\alpha\)-gapped repeats differently. We categorize a gapped repeat depending on whether their left arm contains a periodic prefix or not. The two subsets are treated differently. For the ones having a periodic prefix, we think about the number of runs covering this prefix. The other category is analyzed by using the results of Section 2.1. We begin with a formal definition of both subsets and analyze the former subset.

Let \(0 < \beta < 1\). A gapped repeat \(\sigma = u_\lambda, v, u_\rho\) belongs to \(\beta\mathcal{P}_\alpha(w)\) iff \(u_\lambda\) contains a periodic prefix of length at least \(\beta |u_\lambda|\). We call \(\sigma\) periodic. Otherwise \(\sigma \in \beta\mathcal{P}_\alpha(w)\), where \(\beta\mathcal{P}_\alpha(w) := \mathcal{G}_\alpha(w) \setminus \beta\mathcal{P}_\alpha(w)\); we call \(\sigma\) aperiodic.

**Lemma 6.** Let \(w\) be a word, \(\alpha > 1\) and \(0 < \beta < 1\) two real numbers. Then \(|\beta\mathcal{P}_\alpha(w)|\) is at most \(2\alpha E(w)/\beta\).

**Proof.** Let \(\sigma = (u_\lambda, v, u_\rho) \in \beta\mathcal{P}_\alpha(w)\). By definition, the left arm \(u_\lambda\) has a periodic prefix \(s_\lambda\) of length at least \(\beta |u_\lambda|\). Let \(r_\lambda\) denote the run that generates \(s_\lambda\), i.e., \(s_\lambda \subseteq r_\lambda\) and they both have the common shortest period \(p\). By the definition of gapped repeats, there is a right copy \(s_\rho\) of \(s_\lambda\) contained in \(u_\rho\) with \(s_\rho = w[b(s_\lambda) + |u_\lambda v|, e(s_\lambda) + |u_\lambda v|] \equiv s_\lambda\).

Let \(r_\rho\) be a run generating \(s_\rho\) (it is possible that \(r_\rho\) and \(r_\lambda\) are identical). By definition, \(r_\rho\) has the same period \(p\) as \(r_\lambda\). In the following, we will see that \(\sigma\) is uniquely determined by \(r_\lambda\) and the period \(q := |u_\lambda v|\), if \(q\) is a periodic gapped repeat. We will fix \(r_\lambda\) and pose the question how many maximal periodic gapped repeats can be generated by \(r_\lambda\).

Since \(\sigma\) is maximal, \(b(u_\lambda) = b(r_\lambda)\) or \(b(u_\rho) = b(r_\rho)\) must hold; otherwise we could extend \(\sigma\) to the left. We analyse the case \(b(s_\lambda) = b(r_\lambda)\), the other is treated exactly in the same way by symmetry. The gapped repeat \(\sigma\) is identified by \(r_\lambda\) and the period \(q\). We fix \(r_\lambda\) and count the number of possible values for the period \(q\). Given two different gapped repeats \(\sigma_1\) and \(\sigma_2\) with respective periods \(q_1\) and \(q_2\) such that the left arms of both are generated by \(r_\lambda\), the difference between \(q_1\) and \(q_2\) must be at least \(p\).

Since \(|u_\lambda| \leq |s_\lambda|/\beta\) and \(\sigma\) is \(\alpha\)-gapped, \(1 \leq q \leq |s_\lambda|/\alpha/\beta \leq |r_\lambda|/\alpha/\beta\). Then the number of possible periods \(q\) is bounded by \(|r_\lambda|/\alpha/\beta p = \exp(r_\lambda)\alpha/\beta\). Therefore the number of maximal \(\alpha\)-gapped repeats is bounded by \(\alpha E(w)/\beta\) for the case \(b(u_\lambda) = b(r_\lambda)\). Summing up we get the bound \(2\alpha E(w)/\beta\).

Remembering the results of Section 2.1, we map gapped repeats to their respective points. By using the period as the \(y\)-coordinate, one can show Lemma 7.

**Lemma 7.** Given a word \(w\), and two real numbers \(\alpha > 1\) and \(2/3 \leq \beta < 1\). The points mapped by two different maximal gapped repeats in \(\beta\mathcal{P}_\alpha(w)\) cannot \(\frac{1-\beta}{\alpha}\)-cover the same point.
Proof. Let $\sigma = u_\lambda, v, u_\rho$ and $\overline{\sigma} = \overline{u_\lambda, v, u_\rho}$ be two different maximal gapped repeats in $\beta P_\alpha(w)$. Set $u := |u_\lambda| = |u_\rho|$, $\overline{u} := |\overline{u_\lambda}| = |\overline{u_\rho}|$, $q := |u_\lambda|v$ and $\overline{q} := |\overline{u_\lambda}v|$. We map the maximal gapped repeats $\sigma$ and $\overline{\sigma}$ to the points $(e(u_\lambda), q)$ and $(e(\overline{u_\lambda}), \overline{q})$, respectively. Assume, for the sake of contradiction, that both points cover the same point $(x, y)$.

Let $z := |e(u_\lambda) - e(\overline{u_\lambda})|$ be the difference of the endings of both left arms, and $s_\lambda := w[[b(u_\lambda), e(u_\lambda)] \cap [b(\overline{u_\lambda}), e(\overline{u_\lambda})]]$ be the overlap of $u_\lambda$ and $\overline{u_\lambda}$. Let $s := |s_\lambda|$, and let $s_\rho$ (resp. $\overline{s_\rho}$) be the right copy of $s_\lambda$ based on $\sigma$ (resp. $\overline{\sigma}$).

Sub-Claim: The overlap $s_\lambda$ is not empty, and $s_\rho \neq \overline{s_\rho}$

Sub-Proof. Assume for this sub-proof that $e(u_\lambda) < e(\overline{u_\lambda})$ (otherwise exchange $\sigma$ with $\overline{\sigma}$, or yield the contradiction $\sigma = \overline{\sigma}$). By combining the $(1 - \beta)/\alpha$-cover property with the fact that $\sigma$ is $\alpha$-gapped, we yield $e(\overline{u_\lambda}) - \overline{u} \leq e(u_\lambda) - \overline{q}/\alpha \leq e(u_\lambda) - \overline{q} (1 - \beta)/\alpha \leq x \leq e(u_\lambda) < e(\overline{u_\lambda})$.

So the subword $w[e(u_\lambda)]$ is contained in $\overline{u_\lambda}$. If $s_\rho = \overline{s_\rho}$, then we get a contradiction to the maximality of $\sigma$: By the above inequality, $w[e(u_\lambda)] + 1$ is contained in $\overline{u_\lambda}$, too. Since $\overline{\sigma}$ is a gapped repeat, the character $w[e(u_\lambda) + 1]$ occurs in $\overline{u_\lambda}$, exactly at $w[e(u_\rho) + 1]$.

So $q \neq \overline{q}$. Without loss of generality let $q < \overline{q}$. Then

$$\overline{q} - \frac{\overline{q}(1 - \beta)}{\alpha} \leq y \leq q \leq \overline{q}. \quad (1)$$

So the difference of both periods is $0 < \delta := \overline{q} - q \leq \overline{q} (1 - \beta)/\alpha \leq \overline{u}(1 - \beta)$. \hfill (2)

Eq. (1) also yields that $u \geq q/\alpha \geq \frac{\overline{q}}{\alpha} (1 - \frac{1 - \beta}{\alpha}) \geq \overline{q}\beta/\alpha$. \hfill (3)

Since $s_\rho = [b(s_\lambda) + q, e(s_\lambda) + q]$ and $\overline{s_\rho} = [b(s_\lambda) + \overline{q}, e(s_\lambda) + \overline{q}]$, we have $b(s_\rho) - b(\overline{s_\rho}) = \delta$.

By case analysis, we show that $u_\lambda$ or $\overline{u_\lambda}$ has a periodic prefix, which leads to the contradiction that $\sigma$ or $\overline{\sigma}$ are in $\beta P_\alpha(w)$.

1. Case: $e(u_\lambda) \leq e(\overline{u_\lambda})$. Since $e(\overline{u_\lambda}) - \overline{q}(1 - \beta)/\alpha \leq x \leq e(u_\lambda) \leq e(\overline{u_\lambda})$,

$$z = e(\overline{u_\lambda}) - e(u_\lambda) \leq \overline{q}(1 - \beta)/\alpha \leq \overline{u}(1 - \beta). \quad (4)$$

1a. Sub-Case: $b(u_\lambda) \leq b(\overline{u_\lambda})$. By Eq. (4), we get $s = \overline{u} - z \geq \overline{u}\beta$. It follows from Eq. (2) and $2/3 \leq \beta < 1$ that $s/\delta \geq \overline{u}\beta/\overline{u}(1 - \beta) = \beta/(1 - \beta) \geq 2$, which means that $s_\rho$ and $\overline{s_\rho}$ overlap at least half of their common length, so $s_\lambda$ is periodic. Since $s_\lambda$ is a prefix of $\overline{u_\lambda}$ of length $s \geq \overline{u}\beta$, $\overline{u}$ is in $\beta P_\alpha(w)$, a contradiction.

1b. Sub-Case: $b(u_\lambda) > b(\overline{u_\lambda})$. We conclude that $s_\lambda = u_\lambda$. It follows from Eqs. (2) and (3) and $2/3 \leq \beta < 1$ that $s/\delta \geq \overline{u}\alpha\beta/(\overline{u}\alpha(1 - \beta)) = \beta/(1 - \beta) \geq 2$, which means that $s_\lambda = u_\lambda$ is periodic. Hence $\sigma$ is in $\beta P_\alpha(w)$, a contradiction.
Efficiently Finding All Maximal $\alpha$-gapped Repeats

2. Case: $e(u_\lambda) > e(\pi \lambda)$. Since $e(u_\lambda) - q(1 - \beta)/\alpha \leq x \leq e(\pi \lambda) \leq e(u_\lambda)$,

$$z = e(u_\lambda) - e(\pi \lambda) \leq q(1 - \beta)/\alpha \leq u(1 - \beta). \quad (5)$$

2a. Sub-Case: $b(u_\lambda) \leq b(\pi \lambda)$. We conclude that $s_\lambda = \pi \lambda$. It follows from Eq. (2) and $2/3 \leq \beta < 1$ that $s/\delta \geq 1/(1 - \beta) \geq 2$, which means that $s_\lambda = \pi \lambda$ is periodic. Hence $\pi$ is in $\beta P_\alpha(w)$, a contradiction.

2b. Sub-Case: $b(u_\lambda) > b(\pi \lambda)$. By Eq. (5) we get $z \leq q(1 - \beta)/\alpha \leq u(1 - \beta)$ and hence $s = u - z \geq u\beta$. If $\delta \leq s/2$, $s_\lambda$ and $\pi \lambda$ overlap at least half of their common length, which leads to the contradiction that $u_\lambda$ has a periodic prefix $s_\lambda$ of length at least $u\beta$. Otherwise, let us assume that $s/2 < \delta$. By Eqs. (2) and (3) we get $u/\delta \geq \varphi(1 - \beta)/\beta(1 - \beta) = \beta/(1 - \beta) \geq 2$ with $2/3 \leq \beta < 1$. Hence, $\delta$ is upper bounded by $u/2$; so $u_\lambda$ has a periodic prefix of length at least $2\delta$ (since $2\delta > s \geq u\beta$), a contradiction.

The next lemma follows immediately from Lemmas 5 and 7.

Lemma 8. For $\alpha > 1$, $2/3 \leq \beta < 1$ and a word $w$ of length $n$, $|\beta P_\alpha(w)| \leq 3\alpha n/(1 - \beta)$.

Theorem 9. Given a word $w$ of length $n$, and a real number $\alpha > 1$. Then $|G_\alpha(w)| < 18\alpha n$.

Proof. Combining the results of Lemmas 6 and 8, $|G_\alpha(w)| = |\beta P_\alpha(w)| + |\beta P_\alpha(w)| < 2\alpha E(w)/\beta + 3\alpha n/(1 - \beta)$ for $2/3 \leq \beta < 1$. Applying Lemma 1, the term is upper bounded by $6\alpha n/\beta + 3\alpha n/(1 - \beta)$. The number is minimal for $\beta = 2/3$, yielding the bound $18\alpha n$. ◀

With Corollary 2 we obtain the result of Theorem 9 for $\alpha \geq 1$.

We can bound the number of maximal $\alpha$-gapped palindromes by similar proofs to $28\alpha n + 7n$. This bound solves an open problem in [15], where Kolpakov and Kucherov...
conjectured that the number of \( \alpha \)-gapped palindromes with \( \alpha \geq 2 \) in a string is linear. We briefly explain the main differences and similarities needed to understand the relationship between gapped repeats and palindromes. Let \( \sigma \) be a maximal \( \alpha \)-gapped repeat (or \( \alpha \)-gapped palindrome). If the gapped repeat (palindrome) has a periodic prefix \( s_1 \) generated by some run, the right arm has a periodic prefix (suffix) \( s_\rho \) generated by a run of the same period. Since \( \sigma \) is maximal, both runs have to obey constraints that are similar in both cases, considering whether \( \sigma \) is a gapped repeat or a gapped palindrome. So it is easy to change the proof of Lemma 6 in order to work with palindromes. Like with aperiodic gapped repeats, we can apply the point analysis to the aperiodic \( \alpha \)-gapped palindromes, too. Our main idea is to map a gapped palindrome \( u_\Lambda, v, u_\rho \) injectively to the pair of integers \( (e(u_\Lambda), |v|) \), exchanging the period with the size of the gap. Details are provided in the full version of the paper [9].

3 Finding All Maximal \( \alpha \)-gapped Repeats

The computational model we use to design and analyse our algorithms is the standard unit-cost RAM with logarithmic word size, which is generally used in the analysis of algorithms. In the upcoming algorithmic problems, we assume that the words we process are sequences of integers. In general, if the input word has length \( n \) then we assume its letters are in \{1, \ldots, n\}, so each letter fits in a single memory-word. This is a common assumption in stringology (see, e.g., the discussion in [12]). For a word \( w \), \( |w| = n \), we build in \( \mathcal{O}(n) \) time the suffix array as well as data structures allowing us to retrieve in constant time the length of the longest common prefix of any two suffixes \( w[i, n] \) and \( w[j, n] \) of \( w \), denoted \( LCP_w(i, j) \) (the subscript \( w \) is omitted when there is no danger of confusion). In what follows, such structures are called \( LCP \) data structures (see, e.g., [12, 11]). We begin with a simple lemma.

**Lemma 10.** Given a word \( w \), \( |w| = n \), we can process it in \( \mathcal{O}(n) \) time such that, for each \( i, p \leq n \), we can return in \( \mathcal{O}(1) \) time the longest factor of period \( p \) starting at position \( i \) in \( w \).

Let \( w \) be a word and \( v \) be a factor of \( w \) with \( \text{per}(v) = p \). Further, let \( z \) be a subword of length \( \ell |v| \) of \( w \). An occurrence of \( v \) in \( z \) is a subword \( (v, [i, i + |v| - 1]) \) of \( z \); we say that \( v \) occurs at position \( i \) in \( z \). For an easier presentation of our algorithm, we distinguish between two types of occurrences of \( v \) in \( z \). On the one hand, we have the so-called single occurrences. If \( v \) is aperiodic, then all its occurrences in \( z \) are single occurrences; there are \( \mathcal{O}(\ell) \) such occurrences (see, e.g., [13]). If \( v \) is periodic, then a subword \( (v, [i, i + |v| - 1]) \) of \( z \) starting at position \( i \) in \( z \) is a single occurrence if \( v \) occurs neither at position \( i - p \) nor at position \( i + p \) in \( z \). On the other hand, we have occurrences of \( v \) within a run of \( z \), whose period is \( p \) = \( \text{per}(v) \). That is, the subword \( (v, [i, i + |v| - 1]) \) starting at position \( i \) in \( z \) is an occurrence of \( v \) within a run if \( v \) occurs either at \( i - p \) or at \( i + p \). We say that \( (v, [i, i + |v| - 1]) \) is the first occurrence of \( v \) in a run of period \( p \) of \( z \) if \( v \) does not occur at \( i - p \) but occurs at \( i + p \). Note that there are \( \mathcal{O}(\ell) \) runs containing occurrences of \( v \) in \( z \), or, equivalently, \( \mathcal{O}(\ell) \) first occurrences of \( v \) in runs of period \( p \).

Consequently, the occurrences of \( v \) in \( z \) can be succinctly represented as follows. For the single occurrences we just store their starting position. The occurrences of \( v \) in a run \( r \) can be represented by the starting position of the first occurrence of \( v \) in \( r \), together with the period of \( v \), since the starting positions of the occurrences of \( v \) in \( r \) form an arithmetic progression of period \( p \).

In our approach, basic factors (i.e., factors of length \( 2^k \), for \( k \geq 1 \)) of the input word are important. For some integer \( c \geq 2 \), the occurrences of the basic factor \( w[i, i + 2^k - 1] \) in a subword of length \( c2^k \) can be represented in a compact manner: \( \mathcal{O}(c) \) positions of the single
occurrences of \(w[i, i + 2^k - 1]\) and \(\mathcal{O}(c)\) first occurrences of \(w[i, i + 2^k - 1]\) in runs, together with the period of \(w[i, i + 2^k - 1]\). We need the next lemma (see [10, 13]).

Lemma 11. Given a word \(w\) of length \(n\) and an integer \(c \geq 2\), we can process \(w\) in time \(\mathcal{O}(n \log n)\) such that given any basic factor \(y = w[i, i + 2^k - 1]\) and any subword of \(w\) \((z, [j, j + c2^k - 1])\), with \(k \geq 0\), we can compute in \(\mathcal{O}(\log \log n + c)\) time the representation of all the (single and within runs) occurrences of \(y\) in \(z\).

We now focus on short basic factors of words. The constant 16 occurring in the following considerations can be replaced by any other constant; we just use it here so that we can apply these results directly in the main proofs of this section.

Given a word \(v\) and some integer \(\beta \geq 16\) with \(|v| = \beta \log n\), as well as a basic factor \(y = v[i2^k + 1, (i + 1)2^k]\), with \(i, k \geq 0\) and \(i2^k + 1 > (\beta - 16) \log n\) (so occurring in the suffix of length \(16 \log n\) of \(v\)), the occurrences of \(y\) in \(v\) can be represented as \(\mathcal{O}(\beta)\)-bit-sets, each containing \(\mathcal{O}(\log n)\) bits, the 1-bits marking the starting positions of the occurrences of \(y\) in \(v\). The next result can be shown using tools developed in [8] (see also [10]).

Lemma 12. Given a word \(v\) and an integer \(\beta > 16\), with \(|v| = \beta \log n\), we can process \(v\) in \(\mathcal{O}(\beta \log n)\) time such that given any basic factor \(y = v[i2^k + 1, (i + 1)2^k]\) with \(i, k \geq 0\) and \(i2^k + 1 > (\beta - 16) \log n\), we can find in \(\mathcal{O}(\beta)\) time the \(\mathcal{O}(\beta)\) bit-sets, each storing \(\mathcal{O}(\log n)\) bits, characterizing all the occurrences of \(y\) in \(v\).

In the context of the previous lemma, once the occurrences of \(y\) in \(v\) are computed, given a subword \(z\) of \(v\) of length \(|z| = c|y|\), for some \(c \geq 1\), we can obtain in \(\mathcal{O}(c)\) time both the single occurrences of \(y\) in \(z\) and the occurrences of \(y\) within runs of \(z\). We just have to select (by bitwise operations on the bit-sets encoding the factors of \(v\) that overlap \(z\)) the positions where \(y\) occurs (so the positions of the 1-bits in those bit-sets). For each two consecutive such occurrences of \(y\) we detect whether they are part of a run in \(v\) and then skip over all the occurrences of \(y\) from that run (and the corresponding parts of the bit-sets) before looking again for 1-bits in the bit-sets; for the positions that form a run we store the first occurrence of \(y\) and its period, while for the single occurrences we store the position of that occurrence.

Now we can begin the presentation of the algorithm finding all the maximal \(\alpha\)-gapped repeats of a word. We first show how to find maximal repeats with short arms.

Lemma 13. Given a word \(w\) and \(\alpha \geq 1\), we can find all the maximal \(\alpha\)-gapped repeats \(u_\lambda, w', u_\rho\) occurring in \(w\), with \(|u_\rho| \leq 16 \log n\), in time \(\mathcal{O}(cn)\).

Proof. If a maximal \(\alpha\)-gapped repeat \(u_\lambda, w', u_\rho\) (where we denote by \(u\) the underlying factor of both arms) has \(|u| \leq 16 \log n\), we get that \(u_\rho\) must be completely contained in a subword \((w', [m \log n + 1, (m + 17) \log n])\), for some \(m\) with \(\frac{2n}{\log n} - 17 \geq m \geq 0\). By fixing the interval where \(u_\rho\) may occur (that is, fix \(m\)), we also fix the place where \(u_\lambda\) may occur. Indeed, the entire subword \(u_\lambda, w', u_\rho\) is completely contained in the factor \(x_m = (w', [(m - 16\alpha) \log n + 1, (m + 17) \log n])\) (or, in the factor \(x_m = (w', [1, (m + 17) \log n])\) if \((m - 16\alpha) \log n + 1 < 1\).

Hence, we look for maximal \(\alpha\)-gapped repeats \(u_\lambda, w', u_\rho\) completely contained in \(x_m\) with \(u_\rho\) completely contained in the suffix of length \(16 \log n\) of \(x_m\); then we repeat this process for all \(m\). To begin with, we process \(x_m\) as in Lemma 12, and construct \(LCP\)-structures for it.

Now, once we fixed the subword \(x_m\) of \(w\) where we search the maximal \(\alpha\)-gapped repeats, we try to fix also their length. That is, we find all maximal \(\alpha\)-gapped repeats \(u_\lambda, w', u_\rho\) with \(2^{k+1} \leq |u| \leq 2^{k+2}\) completely contained in \(x_m\) with \(u_\rho\) completely contained in the suffix of length \(16 \log n\) of \(x_m\); we execute this process for all \(0 \leq k \leq \log(16 \log n)\). Note that all the
maximal $\alpha$-gapped repeats with arms shorter than 2 (occurring anywhere in the word $u$) can be trivially found in $O(\alpha n)$ time.

Since we can find occurrences of basic factors in $x_m$ efficiently, we try to build a maximal gapped repeat by extending gapped repeats whose arms contain a basic factor. To this end, we analyse some subwords of $x_m$: If $2^{k+1} \leq |u| \leq 2^{k+2}$ then $u_\rho$ contains at least one subword $(y, [j2^k + 1, (j + 1)2^k])$ starting within its first $2^k$ positions. A copy of the factor $y$ occurs also within the first $2^k$ positions of $u_\lambda$ (with the same offset with respect to the starting position of $u_\lambda$ as the offset of the occurrence of $y$ with respect to the starting position of $u_\rho$). So, finding the respective copy of $y$ from $u_\lambda$ helps us discover the place where $u_\lambda$ actually occurs. Indeed, assume that we identified the copy of $y$ from $u_\lambda$, and assume that this copy is $(y, [\ell + 1, \ell + |y|])$; we try to build $u_\lambda$ and $u_\rho$ around these two occurrences of $y$, respectively. Hence, in order to identify $u_\lambda$ and $u_\rho$, we compute the longest factor $p$ of $x_m$ that ends both at $j2^k$ and at $\ell$ and the longest factor $s$ that starts both at $(j + 1)2^k + 1$ and at $\ell + |y| + 1$. Now, if $\ell + |y| + |s| \leq j2^k - |y|$ then $u_\lambda$ is obtained by concatenating $p$ and $s$ around $x_m[\ell + 1, \ell + |y|]$ while $u_\rho$ is obtained by concatenating $p$ and $s$ to the left and, respectively, right of $x_m[j2^k + 1, (j + 1)2^k]$; otherwise, the two occurrences of $y$ do not determine a maximal repeat. Moreover, the repeat we determined is a valid solution of our problem only if its right arm contains position $j2^k + 1$ of $x_m$ within its first $2^k$ positions.

Now we explain how to determine efficiently the copy of $y$ around which we try to build $u_\lambda$. As $|u| < 2^{k+2}$ and $|y| = 2^k$ we get that the copy of $y$ that corresponds to $u_\lambda$ should be completely contained in the subword of $x_m$ of length $\alpha 2^{k+2}$ ending at position $j2^k$. As said above, we already processed $x_m$ to construct the data structures from Lemma 12. Therefore, we can obtain in $O(\alpha)$ time a representation of all the occurrences of $y$ inside the factor of length $\alpha 2^{k+2}$ ending at position $j2^k$. These occurrences can be single occurrences and occurrences within runs. There are $O(\alpha)$ single occurrences, and we can process each of them individually, as explained, to find the maximal $\alpha$-gapped repeat they determine together with the occurrence of $y$ from $u_\rho$. However, it is not efficient to do the same for the occurrences of $y$ within runs. For these (which are also $O(\alpha)$ many) we proceed as follows.

Assume we have a repetition of $y$’s inside the factor of $x_m$ of length $\alpha 2^{k+2}$ ending at position $j2^k$. Let $\ell$ be the starting position of the first occurrence of $y$ in this repetition and let $p$ be the period of $y$. Now, using Lemma 10 we can determine the maximal $p$-periodic subword (a run of period $p$) $r_\lambda$ of $x_m$ containing this repetition of $y$-occurrences. Similarly, we can determine the maximal $p$-periodic subword (a run of period $p$) $r_\rho$ that contains the occurrence of $y$ from $u_\rho$ (i.e., $x_m[j2^k + 1, (j + 1)2^k]$). To determine efficiently the $\alpha$-gapped repeats that contain $x_m[j2^k + 1, (j + 1)2^k]$ in the right arm and a corresponding occurrence of $y$ from $r_\lambda$ in the left arm we analyse several cases.

Assume $u_\rho$ starts at a position of $r_\rho$, other than its first one. Then $u_\lambda$ should also start at the first position of $r_\lambda$ (or we could extend both arms to the left, a contradiction to the maximality of the repeat). If $u_\rho$ ends at a position to the right of $r_\rho$, then $u_\lambda$ also ends at a period to the right of $r_\lambda$, and, moreover, the suffix of $u_\lambda$ occurring after the end of $r_\lambda$ and the suffix of $u_\rho$ occurring after the end of $r_\rho$ are equal, and can be computed by a longest common prefix query on $x_m$. This means that $u_\lambda$ can be determined exactly (we know where it starts and where it ends) so $u_\rho$ can also be determined exactly (we know where it ends), and we can check if the obtained repeat is indeed a maximal $\alpha$-gapped repeat, and the arms fulfill the required length conditions (i.e., their length is between $2^{k+1}$ and $2^{k+2}$, the right arm contains position $j2^k + 1$ of $x_m$ within its first $2^k$ positions). If $u_\rho$ ends exactly at the same position as $r_\rho$, then $u_\rho$ is periodic of period $p$. We compute the longest $p$-periodic prefix $u'$ of $r_\lambda$ which is also a suffix of $r_\rho$. Since $u_\lambda$ is longer than $p$, the $\alpha$-gapped repeats under consideration have
the left arm \( u_\lambda := r_\lambda[1..|u'| - p_i] \) and the right arm \( u_\rho := r_\rho[|r_\rho| - (|u'| - p_i) + 1..|r_\rho|] \) for \( i \geq 0 \) such that the gap \( v := (w,[b(u_\lambda) + 1, b(u_\rho) - 1]) \) respects the condition \(|u_\lambda v| \leq \alpha |u_\lambda|\).

Clearly, we can output in \( O(1) \) time each such repeat.

The final case is when \( u_\rho \) ends at a position of \( r_\rho \), other than its last position. In that case, we get that \( u_\lambda = r_\lambda \) (or, otherwise, we could extend both arms to the right). Essentially, this means that we know exactly where \( u_\lambda \) is located and its length (and we continue only if this length is between \( 2^k + 1 \) and \( 2^{k+2} \)); so \( u_\lambda \) denotes a factor \( z^h z' \) for some \( z \) of length \( p \).

Now, looking at the run \( r_\rho \), we can get easily the position of the first occurrence of \( z \) in that run, and the position of its last occurrence. If the first occurrence is \( \ell' \), then the occurrences of \( z \) have their starting positions \( \ell', \ell' + p, \ldots, \ell' + tp \) for some \( t \). As we know the length of \( u_\lambda \) and the fact that \( u_\lambda, u', u_\rho \) is \( \alpha \)-gapped, we can determine in constant time the values \( 0 \leq i \leq t \) such that \( u_\rho \) may start at position \( \ell' + ip \), the repeat we obtain is \( \alpha \)-gapped, and \( u_\rho \) contains position \( j \cdot 2^k + 1 \) of \( x_m \) within its first \( 2^k \) positions. If \( u_\rho \) is a prefix of \( r_\rho \) we also have to check that we cannot extend simultaneously \( u_\rho \) and \( u_\lambda \) to the left; if \( u_\rho \) is a suffix of \( r_\lambda \) we have to check that we cannot extend simultaneously \( u_\rho \) and \( u_\lambda \) to the right. Then we can return the maximal \( \alpha \)-gapped repeats we constructed.

The cases when \( u_\rho \) starts at the first position of \( r_\rho \) or when it starts at a position to the left of \( r_\rho \) can be treated similarly, and as efficiently.

This concludes our algorithm. Its correctness follows from the explanations above. Moreover, we can ensure that our algorithm finds and outputs each maximal \( \alpha \)-gapped repeat exactly once; this clearly holds when we analyse the repeats of \( x_m \) for each \( m \) separately. However, when moving from \( x_m \) to \( x_{m+1} \) we must also check that the right arm of each repeat we find is not completely contained in \( x_m \) (so, already found). This condition can be easily imposed in our search: when constructing the arms determined by a single occurrence of \( y \), we check the containment condition separately; when constructing a repeat determined by a run of \( y \)-occurrences, we have to impose the condition that the right arm extends out of \( x_m \) when searching the starting positions of the possible arms.

Next, we compute the complexity of the algorithm. Once we fix \( m, k, \) and \( j \), our process takes \( O(\alpha + N_{j,m,k}) \) time, where \( N_{j,m,k} \) is the number of maximal \( \alpha \)-gapped repeats determined for the fixed \( m, j, k \). So, the time complexity of the algorithm is:

\[
O(n + \sum_{0 \leq m \leq n / \log n} 16 \log n + \sum_{0 \leq k \leq \log(16 \log n)} \left( \sum_{j \leq \log(16 \log n) / 2^k} (\alpha + N_{j,m,k}) \right)) = O(\alpha n),
\]

as the total number of maximal \( \alpha \)-gapped repeats is \( O(\alpha n) \) and we need \( O(|x_m|) \) preprocessing time for each \( x_m \) and \( O(n) \) preprocessing time for \( w \).

Next, we find all maximal \( \alpha \)-gapped repeats with longer arms.

\[\textbf{Lemma 14.} \quad \text{Given a word } w \text{ and } \alpha \geq 1, \text{ we can find all the maximal } \alpha \text{-gapped repeats } u_\lambda, u', u_\rho \text{ occurring in } w, \text{ with } |u_\rho| > 16 \log n, \text{ in time } O(\alpha n).\]

\[\textbf{Proof.} \quad \text{The general approach in proving this lemma is similar to that used in the proof of the previous result. Essentially, when identifying a new maximal } \alpha \text{-gapped repeat, we try to fix the place and length of the right arm } u_\rho \text{ of the respective repeat, which restricts the place where the left arm } u_\lambda \text{ occurs. This allows us to fix some long enough subword of } w \text{ as being part of the right arm, detect its occurrences that are possibly contained in the left arm, and, finally, to efficiently identify the actual repeat. The main difference is that we cannot use the result of Lemma 12, as we have to deal with repeats with arms longer than } 16 \log n. \text{ Instead, we will use the structures constructed in Lemma 11. However, to get the stated complexity, we cannot apply this lemma directly to the word } w, \text{ but rather to an encoded variant of } w.\]

Thus, the first step of the algorithm is to construct a word \( w' \), of length \( \frac{n}{\log n} \), whose symbols, called \textit{blocks}, encode \log n consecutive symbols of \( w \) grouped together. That is, the
first block of the new word corresponds to \(w[1, \log n]\), the second one to \(w[\log n + 1, 2 \log n]\), and so on. Hence, we have two versions of the word \(w\): the original one, and the one where it is split in blocks. It is not hard to see that the blocks can be encoded into numbers between 1 and \(n\) in linear time. Indeed, we build the suffix array and LCP-data structures for \(w\), and then we cluster together the suffixes of the suffix array that share a common prefix of length at least \(\log n\). Then, all the suffixes of a cluster are given the same number (between 1 and \(n\)), and a block is given the number of the suffix starting with the respective block.

We can now construct in \(O(n)\) time the suffix arrays and LCP-data structures for both \(w\) and \(w'\), as well as the data structures of Lemma 11 for the word \(w'\).

Now, we guess the length of the arms of the repeat. We try to find the maximal \(\alpha\)-gapped repeats \(u_\lambda, u', u_\rho\) of \(w\) with \(2^{k+1} \log n \leq |u_\lambda| \leq 2^{k+2} \log n\), \(k \leq \log^2 n - 2\). We fix \(k\) and split again the word \(w\), this time in factors of length \(2^k \log n\), called \(k\)-blocks. Assume that each split is exact (padding the word with some new symbols ensures this).

Now, if a maximal \(\alpha\)-gapped repeat \(u_\lambda, u', u_\rho\) with \(2^{k+1} \log n \leq |u_\lambda| \leq 2^{k+2} \log n\) exists, then it contains an occurrence of a \(k\)-block within its first \(2^k \log n\) positions. So, let \(z\) be a \(k\)-block and assume that it is the first \(k\)-block occurring in \(u_\rho\) (in this way fixing a range where \(u_\rho\) may occur). Obviously, if \(u_\rho\) contains \(z\), then \(u_\lambda\) also contains an occurrence of \(z\); however, this occurrence is not necessarily starting at a position \(j \log n + 1\) for some \(j \geq 0\) (so, it is not necessarily a sequence of blocks). But, at least one of the factors of length \(2^{k-1} \log n\) starting in the first \(\log n\) positions of \(z\) (which are not necessarily sequences of blocks) must correspond, in fact, to a sequence of blocks from the left arm \(u_\lambda\). So, let us fix now a factor \(y\) of length \(2^{k-1} \log n\) that starts within the first \(\log n\) positions of \(z\) (we try all of them in the algorithm, one by one). As said, the respective occurrence of \(y\) from \(u_\rho\) is not necessarily a sequence of blocks (so it cannot be mapped directly to a factor of \(w'\)). But, we look for an occurrence of \(y\) starting at one of the \(2^k \log n\) positions of the left arm \(u_\lambda\), corresponding to a sequence of blocks, and assume that the respective occurrence is exactly the occurrence of \(y\) from \(u_\lambda\).

By binary searching the suffix array of \(w'\) (using LCP-queries on \(w\) to compare the factors of \(\log n\) symbols of \(y\) and the blocks of \(w'\), at each step of the search) we try to detect a factor of \(w'\) that encodes a word equal to \(y\). Assume that we can find such a sequence \(y'\) of \(2^{k-1}\) blocks of \(w'\) (otherwise, \(y\) cannot correspond to a sequence of blocks from \(u_\lambda\), so we should try other factors of \(z\) instead). Using Lemma 11 for \(w'\), we get in \(O(\log \log |w'| + \alpha)\) time a representation of the occurrences of \(y'\) in the range of \(2^k \log n\) blocks of \(w'\) occurring before the blocks of \(z\); this range corresponds to an interval of \(w\) with a length of \(2^{k+2} \log n\).

Further, we process these occurrences of \(y'\) just like in the previous lemma. Namely, the occurrences of \(y'\) in that range are either single occurrences or occurrences within runs. Looking at their corresponding factors from \(w\), we note that each of these factors fixes a possible left arm \(u_\lambda\); this arm, together with the corresponding arm \(u_\rho\), can be constructed just like before. In the case of single occurrences (which are at most \(O(\alpha)\), again), we try to extend both the respective occurrence and the occurrence of \(y\) from \(u_\rho\) both to the left and, respectively, to the right, simultaneously, and see if we can obtain in this way the arms of a valid maximal \(\alpha\)-gapped repeat. Note that we must check also that the length of the arm of the repeat is between \(2^{k+1}\) and \(2^{k+2}\), and that \(z\) is the first \(k\)-block of the right arm. As before, complications occur when the occurrences of \(y'\) are within runs. In this case, the run of occurrences of \(y'\) does not necessarily give us the period of \(y\), but a multiple of this period that can be expressed also as a multiple of \(\log n\) (or, in other words, the minimum period of \(y\) is a multiple of the block-length). This, however, does not cause any problems, as the factor \(y\) from \(u_\rho\) should always correspond to a block sequence from \(u_\lambda\), so definitely to one of the factors encoded in the run of occurrences of \(y'\).
Therefore, by determining the maximal factor that contains $y$, we have the same period as the repetition of $y'$-occurrences (with the period measured within $w$), and we can perform a very similar analysis to the corresponding one from the case when we searched maximal $\alpha$-gapped repeats with arms shorter than $16\log n$.

It remains to prove that each maximal gapped repeat is counted only once. Essentially, the reason for this is that for two separate factors $y_1$ and $y_2$ (of length $2^{k-1}\log n$) occurring in the first $\log n$ symbols of $z$ we cannot get occurrences of the corresponding factors $y'_1$ and $y'_2$ that define the same repeat; in that case, the distance between $y'_1$ and $y'_2$ should be at least one block, so the distance between $y_1$ and $y_2$ should be at least $\log n$, a contradiction. Similarly, if we have a factor $y$ occurring in the first $\log n$ symbols of some $k$-block $z_1$ such that this factor determines an $\alpha$-gapped maximal repeat, then the same maximal repeat cannot be determined by a factor of another $k$-block, since $z_1$ is the first $k$-block of $u_\rho$.

The correctness of the algorithm described above follows easily from the explanations given in the proofs of the last two lemmas. Let us evaluate its complexity. The preprocessing cannot be determined by a factor of another $\alpha$-factor that this factor determines an $\alpha$-block of $z$. Similarly, if we have a factor $\lambda \alpha \lambda \alpha \rho$ of length $2^{k-1}\log n$ starting within the first $\log n$ positions of the chosen $k$-block $z$. For each such factor $y$ we find in $O(\log n + \log n + \alpha)$ time the representation of the occurrences of the block encoding the occurrence of $y$ from $u_\lambda$. From each of the $O(\alpha)$ single occurrences we check whether it is possible to construct a maximal $\alpha$-gapped repeat in $O(1)$ time. We also have $O(\alpha)$ occurrences of the block encoding $y$ in runs, and each of them is processed in $O(N_{z,y})$ time, where $N_{z,y}$ is the number of maximal $\alpha$-gapped repeats we find for some $z$ and $y$. Overall, this adds up to a total time of $O(n\log n + \alpha n)$, as the total number of maximal $\alpha$-gapped repeats in $w$ is upper bounded by $O(\alpha n)$. If $\alpha \geq \log n$, the statement of the lemma follows. If $\alpha < \log n$, we proceed as follows.

Initially, we run the algorithm only for $k > \log \log n$ and find the maximal $\alpha$-gapped repeats $u_\lambda u' \alpha u_\rho$, with $2^{\log \log n} \log n \leq |u_\lambda|$, in $O(\alpha n)$ time. Further, we search maximal $\alpha$-gapped repeats with shorter arms. Now, $|u_\lambda|$ is upper bounded by $2^{\log \log n + 1} \log n = 2(\log n)^2$, so $|u_\lambda u' \alpha u_\rho| \leq \ell_0$, for $\ell_0 = \alpha \cdot (2(\log n)^2 + 2(\log n))^2 = (\alpha + 1)(\log n)^2$. Such an $\alpha$-gapped repeat $u_\lambda u' \alpha u_\rho$ is, thus, contained in (at least) one factor of length $2\ell_0$ of $w$, starting at a position of the form $1 + m\ell_0$ for $m \geq 0$. So, we take the factors $w[1 + m\ell_0, (m + 2)\ell_0]$ of $w$, for $m \geq 0$, and apply for each such factor, separately, the same strategy as above to detect the maximal $\alpha$-gapped repeats contained completely in each of them. To this end, we first encode the factors $w[1 + m\ell_0, (m + 2)\ell_0]$ of $w$ so that each of them corresponds to an integer in $[0, 2\ell_0]$; we attain the encoding of the factors $w[1 + m\ell_0, (m + 2)\ell_0]$ by sorting the symbols of $w$ in linear time, and then using their order. The total time needed to do that is $O(n + \alpha \ell_0 \log n + N_{\ell_0}) = O(\alpha n)$, where $N_{\ell_0}$ is the number of repeats we find; moreover, we can easily ensure that a maximal repeat is not output twice (that is, ensure always that the gapped repeats we produce were not already contained in a previously processed interval).

Hence, we find all maximal $\alpha$-gapped repeats $u_\lambda u' \alpha u_\rho$ with $2^{\log \log (2\ell_0)} \log (2\ell_0) \leq |u|$. This means we find all the maximal $\alpha$-gapped repeats with $|u| \geq 2^{\log \log (2\ell_0) + 1} \log (2\ell_0)$. Since $2^{\log \log (2\ell_0) + 1} \log (2\ell_0) \leq 16 \log n$ (for $n$ large enough, as $\alpha \leq \log n$), we can apply Lemma 13 for gapped repeats with an arm-length smaller than $2^{\log \log (2\ell_0) + 1} \log (2\ell_0)$.

Putting together the results of Lemmas 13 and 14 we get the following theorem.

\textbf{Theorem 15.} Given a word $w$ and $\alpha \geq 1$, we can compute $G_\alpha(w)$ in time $O(\alpha n)$.  

By a completely similar approach we can compute $G^\top_\alpha(w)$, generalizing the algorithm of [15]. To this end, we construct LCP-structures for $ww^\top$ (allowing us to test efficiently whether a factor $w[i,j]^\top$ occurs at some position in $w$). When we search the $\alpha$-gapped palindromes $u_\lambda, v, u_\rho$ (with $u_\rho \equiv u_\lambda^\top$), we split again $w$ in blocks and $k$-blocks, for each $k \leq \log |w|$, to check whether there exists such an $u_\lambda, v, u_\rho$ with $2^k \leq |u_\lambda| \leq 2^{k+1}$. This search is conducted pretty much as in the case of repeats, only that now when we fix some factor $y$ of $u_\rho$, we have to look for the occurrences of $y^\top$ in the factor of length $O(\alpha|u_\rho|)$ preceding it; the LCP-structures for $ww^\top$ are useful for this, because, as explained above, they allow us to efficiently search the mirror images of factors of $w$ inside $w$. Thus, given a word $w$ and $\alpha \geq 1$, we can compute $G^\top_\alpha(w)$ in time $O(\alpha n)$.
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Abstract

John Tromp introduced the so-called ’binary lambda calculus’ as a way to encode lambda terms in

terms of 0−1-strings. Later, Grygiel and Lescanne conjectured that the number of binary lambda
terms with \(m\) free indices and of size \(n\) (encoded as binary words of length \(n\)) is \(o\left(n^{-3/2}\tau^{-n}\right)\)

for \(\tau \approx 1.96344\). We generalize the proposed notion of size and show that for several classes

of lambda terms, including binary lambda terms with \(m\) free indices, the number of terms of

size \(n\) is \(\Theta\left(n^{-3/2}\rho^{-n}\right)\) with some class dependent constant \(\rho\), which in particular disproves the

above mentioned conjecture. A way to obtain lower and upper bounds for the constant near the

leading term is presented and numerical results for a few previously introduced classes of lambda

terms are given.
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1 Introduction

The objects of our interest are lambda terms which are a basic object of lambda calculus. A lambda term is a formal expression which is described by the grammar \(M ::= x \mid \lambda x.M \mid (M N)\) where \(x\) is a variable, the operation \((M N)\) is called application, and using the quantifier \(\lambda\) is called abstraction. In a term of the form \(\lambda x.M\) each occurrence of \(x\) in \(M\) is called a bound variable. We say that a variable \(x\) is free in a term \(M\) if it is not in the scope of any abstraction. A term with no free variables is called closed, otherwise open. Two terms are considered equivalent if they are identical up to renaming of the variables, i.e., more formally speaking, they can be transformed into each other by \(\alpha\)-conversion.

In this paper we are interested in counting lambda terms whose size corresponds to their De Bruijn representation (i.e. nameless expressions in the sense of [3]).

Definition 1. A De Bruijn representation is a word described by the following specification:

\[
M ::= n \mid \lambda M \mid M M
\]
where \( n \) is a positive integer, called a De Bruijn index. Each occurrence of a De Bruijn index is called a variable and each \( \lambda \) an abstraction. A variable \( n \) of a De Bruijn representation \( w \) is bound if the prefix of \( w \) which has this variable as its last symbol contains at least \( n \) times the symbol \( \lambda \), otherwise it is free. The abstraction which binds a variable \( n \) is the \( n \)th \( \lambda \) before the variable when parsing the De Bruijn representation from that variable backwards to the first symbol.

For the purpose of the analysis we will use the notation consistent with the one used in [1]. This means that the variable \( n \) will be represented as a sequence of \( n \) symbols, namely as a string of \( n-1 \) so-called ‘successors’ \( S \) and a so-called ‘zero’ \( 0 \) at the end. Obviously, there is a one to one correspondence between equivalence classes of lambda terms (as described in the first paragraph) and De Bruijn representations. For instance, the De Bruijn representation of the lambda-term \( \lambda x.\lambda y.xy \) (which is e.g. equivalent to \( \lambda a.\lambda b.ab \) or \( \lambda y.\lambda x.yx \)) is \( \lambda\lambda_{21} \); using the notation with successors this becomes \( \lambda\lambda_{((S)0)} \).

In this paper we are interested in counting lambda terms of given size where we use a general notion of size which covers several previously studied models from the literature. We count the building blocks of lambda terms, zeros, successors, abstractions and applications, with size \( a, b, c \) and \( d \), respectively. Formally, if \( M \) and \( N \) are lambda terms, then

\[
0 = a, \quad |Sn| = |n| + b, \quad |\lambda M| = |M| + c, \quad |MN| = |M| + |N| + d.
\]

Thus we have for the example given above \( |\lambda\lambda_{((S)0)}| = 2a + b + 2c + d \). Assigning sizes for the symbols like above covers several previously introduced notions of size:

- so called ‘natural counting’ (introduced in [1]) where \( a = b = c = d = 1 \),
- so called ‘less natural counting’ (introduced in [1]) where \( a = 0, b = c = 1, d = 2 \).
- binary lambda calculus (introduced in [8]) where \( b = 1, a = c = d = 2 \).

Assumption 1. Throughout the paper we will make the following assumptions about the constants \( a, b, c, d \):

1. \( a, b, c, d \) are nonnegative integers,
2. \( a + d \geq 1 \),
3. \( b, c \geq 1 \),
4. \( \gcd(b, c, a + d) = 1 \).

If the zeros and the applications both had size 0 (i.e. \( a + d = 0 \)), then we would have infinitely many terms of the given size, because one could insert arbitrarily many applications and zeros into a term without increasing its size. If the successors or the abstractions had size 0 (i.e. \( b \) or \( c \) equals to 0), then we would again have infinitely many terms of given size, because one could insert arbitrarily long strings of successors or abstractions into a term without increasing its size. The last assumption is more technical in its nature. It ensures that the generating function associated with the sequence of the number of lambda-terms will have exactly one singularity on the circle of convergence, which is on the positive real line. The case of several singularities is not only technically more complicated, but it is for instance not even a priori clear which singularities are important and which are negligible. So we cannot expect that it differs from the single singularity case only by a multiplicative constant.

We mention that in [6] lambda terms with size function corresponding to \( a = b = 0 \) and \( c = d = 1 \) were considered, but another restriction was imposed on the terms.
Notations. We introduce some notations which will be frequently used throughout the paper: If $p$ is a polynomial, then \( \text{RootOf} \{ p \} \) will denote the smallest positive root of $p$. Moreover, we will write \( [z^n] f(z) \) for the $n$th coefficient of the power series expansion of $f(z)$ at $z = 0$ and $f(z) < g(z)$ (or $f(z) \preceq g(z)$) to denote that \( [z^n] f(z) < [z^n] g(z) \) (or \( [z^n] f(z) \leq [z^n] g(z) \)) for all integers $n$.

Plan of the Paper. The primary aim of this paper is the asymptotic enumeration of closed lambda terms of given size with the size tending to infinity. In the next section we define several classes of lambda terms as well as the generating function associated with them, present our main results and prove several auxiliary results which will be important in the sequel. We derive the asymptotic equivalent of the number of closed terms of given size up to a constant factor. This is established by construction of upper and lower bounds for the coefficients of the generating functions. These constructions are done in Sections 3 and 4.

To get fairly accurate numerical bounds we present a method for improving the previously obtained bounds in Section 5. Finally, Section 6 is devoted to the derivation of very accurate results for classes of lambda terms which have been previously studied in the literature.

2 Main Results

In order to count lambda terms of a given size we set up a formal equation which is then translated into a functional equation for generating functions. For this we will utilise the symbolic method developed in [5].

Let us introduce the following atomic classes: the class of zeros $\mathcal{Z}$, the class of successors $\mathcal{S}$, the class of abstractions $\mathcal{U}$ and the class of applications $\mathcal{A}$. Then the class $\mathcal{L}_\infty$ of lambda terms can be described as follows:

$$\mathcal{L}_\infty = \text{SEQ}(\mathcal{S}) \times \mathcal{Z} + \mathcal{U} \times \mathcal{L}_\infty + \mathcal{A} \times \mathcal{L}_\infty^2,$$

(1)

The number of lambda terms of size $n$, denoted by $L_{\infty,n}$, is \( |\{ t \in \mathcal{L}_\infty : |t| = n \}|. \) Let $L_{\infty}(z) = \sum_{n \geq 0} L_{\infty,n} z^n$ be the generating function associated with $\mathcal{L}_\infty$. Then specification (1) gives rise to a functional equation for the generating function $L_{\infty}(z)$:

$$L_{\infty}(z) = z^a \sum_{j=0}^{\infty} z^{b_j} + z^c L_{\infty}(z) + z^d L_{\infty}(z)^2. \quad (2)$$

Solving (2) we get

$$L_{\infty}(z) = \frac{1 - z^c - \sqrt{(1 - z^c)^2 - 4z^{a+d}}}{2z^d}, \quad (3)$$

which defines an analytic function in a neighbourhood of $z = 0$.

\[ \triangleright \text{Proposition 2. Let } \rho = \text{RootOf} \{ (1 - z^b)(1 - z^c)^2 - 4z^{a+d} \}. \text{ Then} \]

$$L_{\infty}(z) = a_\infty + b_\infty \left( 1 - \frac{z}{\rho} \right)^{\frac{c}{2}} + O \left( \left| 1 - \frac{z}{\rho} \right| \right), \quad (4)$$

for some constants $a_\infty > 0, b_\infty < 0$ that depend on $a,b,c,d$.

\[ \text{Proof. Let } f(z) = (1-z^b)(1-z^c)^2 - 4z^{a+d}. \text{ Then } \rho \text{ is the smallest positive solution of } f(z) = 0. \]
we can observe that all three terms are negative for $0 < z < 1$. Since $0 < \rho < 1$, the function $f(z)$ does not have a double root at $\rho$ and thus $L_{\infty}(z)$ has an algebraic singularity of type $\frac{1}{2}$ which means that its Newton-Puiseux expansion is of the form (4).

Since $L_{\infty}(z)$ is a power series with positive coefficients, we know that $a_{\infty} = L_{\infty}(\rho) > 0$ and $b_{\infty} < 0$.

**Corollary 3.** The coefficients of $L_{\infty}(z)$ satisfy $[z^n]L_{\infty}(z) \sim C\rho^{-n}n^{-3/2}$, as $n \to \infty$, where $C = -b_{\infty}/(2\sqrt{\pi})$.

Let us define the class of $m$-open lambda terms, denoted $L_m$, as

$$L_m = \{ t \in L_{\infty} : \text{a prefix of } m \text{ abstractions } \lambda \text{ makes } t \text{ a closed term} \}.$$  

We remark that any $m$-open lambda term is obviously $(m+1)$-open as well. The number of $m$-open lambda terms of size $n$ is denoted by $L_{m,n}$ and the generating function associated with the class by $L_m(z) = \sum_{n \geq 0} L_{m,n} z^n$. Similarly to $L_{\infty}$, the class $L_m$ can be specified, and this specification yields the functional equation

$$L_m(z) = z^a + \sum_{j=1}^{m-1} z^b + z^c m_{m+1}(z) + z^d L_m(z)^2$$

(5)

Note that $L_0(z)$ is the generating function of the set $L_0$ of closed lambda terms.

Let $K_m = L_{\infty} \setminus L_m$ and $K_m(z) = L_{\infty}(z) - L_m(z)$. Then using (2) and (5) we obtain

$$K_m(z) = z^a \sum_{j=m}^{\infty} z^b + z^c m_{m+1}(z) + z^d K_m(z)L_m(z) + z^d K_m(z) L_m(z).$$

(6)

which implies

$$K_m(z) = \frac{z^{a+b}m}{(1-z^b)(1-z^d)(L_{\infty}(z) + L_m(z))} + \frac{z^n}{1-z^d(L_{\infty}(z) + L_m(z))} K_{m+1}(z).$$

(7)

Note that $K_m(z)$ as well as $L_m(z)$ define analytic functions in a neighbourhood of $z = 0$.

Let us state the main theorem of the paper:

**Theorem 4.** Let $\rho = \text{RootOf}\{(1-z^b)(1-z^c)^2 - 4z^{a+d}\}$. Then there exist positive constants $\underline{C}$ and $\overline{C}$ (depending on $a, b, c, d$ and $m$) such that the number of $m$-open lambda terms of size $n$ satisfies

$$\lim_{n \to \infty} \frac{[z^n]L_m(z)}{C \rho^{-\frac{n}{2}} n^\frac{n}{2}} \geq 1 \quad \text{and} \quad \lim_{n \to \infty} \frac{[z^n]L_m(z)}{C \rho^{-\frac{n}{2}} n^\frac{n}{2}} \leq 1,$$

(8)

**Remark.** In case of given $a, b, c, d$ and $m$ we can compute numerically such constants $\underline{C}$ and $\overline{C}$. This will be done for some of the models mentioned in the introduction.

Before proving this theorem we will present the key ideas needed for our proof. We introduce the class $L^{(h)}_m$ of lambda terms in $L_m$ where the length of each string of successors is bounded by a constant integer $h$. As before, set $L^{(h)}_{m,n} = |\{ t \in L^{(h)}_m : |t| = n \}|$ and $L^{(h)}_m(z) = \sum_{n \geq 0} L^{(h)}_{m,n} z^n$. Then $L^{(h)}_m(z)$ satisfies the functional equation

$$L^{(h)}_m(z) = \begin{cases} 
    z^a \sum_{j=0}^{m-1} z^b + z^c m^{(h)}_{m+1}(z) + z^d L^{(h)}_m(z)^2 & \text{if } m < h, \\
    z^a \sum_{j=0}^{h-1} z^b + z^c L^{(h)}_h(z) + z^d L^{(h)}_h(z)^2 & \text{if } m \geq h. 
\end{cases}$$

(9)
Notice that for \( m \geq h \) we have a quadratic equation for \( L_m(z) = L_h(z) \) that has the solution

\[
L_h(z) = \frac{1 - z^c - \sqrt{(1 - z^c)^2 - 4z^d \cdot \frac{1 - z^h}{1 - z^c}}}{2z^d}.
\]

For \( m < h \) we have a relation between \( L_h(z) \) and \( L_{m+1}(z) \) which gives rise to a representation of \( L_m(z) \) in terms of nested radicands (cf. [2]) after all. Indeed, for \( m < h \) we have

\[
L_m(z) = \frac{1 - \sqrt{r_m(z) + 2z^c \sqrt{r_{m+1}(z) + 2z^c \sqrt{\cdots r_{h-1}(z) + 2z^c \sqrt{r_h(z)}}}}}{2z^d}
\]

where

\[
r_j(z) = \begin{cases} 
1 - 4z^{a+d} \cdot \frac{1 - z^h}{1 - z^c} - 2z^c & \text{if } m \leq j < h - 1, \\
1 - 4z^{a+d} \cdot \frac{1 - z^{(h-1)b}}{1 - z^c} - 2z^c + 2z^c & \text{if } j = h - 1, \\
(1 - z^c)^2 - 4z^{a+d} \cdot \frac{1 - z^h}{1 - z^c} & \text{if } j = h.
\end{cases}
\]

\begin{lemma}
For all \( m \geq 0 \) the dominant singularity \( \rho_m := \rho_m(h) \) of \( L_m(z) \) is independent of \( m \). Moreover, we have \( \lim_{h \to \infty} \rho_m(h) = \rho \).
\end{lemma}

\textbf{Proof.} One can check that the dominant singularity of \( L_m(h) \) comes from smallest positive root of \( r_h(z) \) and that it is of type \( \frac{1}{2} \) (i.e. \( L_m(h) = a_m(h) + b_m(h) \left( 1 - \frac{z}{p(h)} \right)^{\frac{1}{2}} + O \left( \left| 1 - \frac{z}{p(h)} \right| \right) \)) as \( z \to \rho_m(h) \) for some constants \( a_m(h), b_m(h) \) depending on \( m \) and \( h \). Consequently, \( \rho_m(h) \) is independent of \( m \). Notice that in the unit interval \( r_h(z) \) converges uniformly to \( r(z) \), the radicand in (3). Thus \( \lim_{h \to \infty} \rho_m(h) = \rho \) since \( \rho \) is the smallest positive root of \( r(z) \). \hfill \(|\)

Let us begin with computing the radii of convergence of the functions \( K_m(z) \) and \( L_m(z) \). For the case of binary lambda calculus Lemmas 7 and 8 were already proven in [7]. To extend those results to our more general setting, we will use different techniques.

\begin{lemma}
For all \( m \geq 0 \) the radius of convergence of \( K_m(z) \) equals \( \rho \) (the radius of convergence of \( L_\infty(z) \)).
\end{lemma}

\textbf{Proof.} Inspecting (7) reveals that the key part is \( \frac{1}{\sqrt{z^d (L_\infty(z) + L_m(z))}} \). This is the generating function of a sequence of combinatorial structures associated with the generating function \( z^d (L_\infty(z) + L_m(z)) \). One can check that we are not in the supercritical sequence schema case (i.e. a singularity of considered fraction does not come from the root of its denominator, see [5, pp. 293]) because \( 1 - \rho^d \left( L_\infty(\rho) + L_m(\rho) \right) > 0 \). This follows from

\[
\rho^d \left( L_\infty(\rho) + L_m(\rho) \right) \leq 2\rho^d L_\infty(\rho) = 1 - \rho^c < 1.
\]

The first inequality holds because \( L_\infty(\rho) \geq L_m(\rho) \) for all \( m \geq 0 \) and the second one because \( \rho > 0 \). Moreover, the radius of convergence of \( L_m(z) \) is larger than or equal to the radius of convergence of \( L_\infty(z) \) because \( L_m \subseteq L_\infty \). Therefore, for all \( m \geq 0 \) the radius of convergence of \( K_m(z) \) equals \( \rho \), the radius of convergence of \( L_\infty(z) \). \hfill \(|\)

\begin{lemma}
All the functions \( L_m(z) \), \( m \geq 0 \), have the same radius of convergence.
\end{lemma}
Figure 1 The diagram illustrates the idea how we obtain the upper and the lower bound (in terms of the coefficients) for the function \( L_m(z) \). Starting point is denoted by a blue node, the finish nodes are red.

Proof. Let \( \rho_m \) denote the radius of convergence of the function \( L_m(z) \). From the definition of the function \( L_m(z) \) it is known that for all \( m \geq 0 \) and for all \( n \) we have \( [z^n] L_m(z) \leq [z^n] L_{m+1}(z) \) and therefore \( \rho_m \geq \rho_{m+1} \). Moreover, from (5) we know

\[
L_{m+1}(z) = -z^{a-c} \sum_{j=0}^{m-1} z^j + z^{-c} L_m(z) - z^{d-c} L_m(z)^2.
\]

Notice that \( \rho_m \leq 1 \) because \( \rho_m \leq \rho^{(h)} < 1 \) for \( h \geq m \). Then due to the fact that \( z^{-c} L_m(z) - z^{d-c} L_m(z)^2 \) has radius of convergence bigger or equal \( \rho_m \), we have \( \rho_m \leq \rho_{m+1} \).

Lemma 8. For all \( m \geq 0 \) the radius of convergence of \( L_m(z) \) equals \( \rho \).

Proof. Take \( L^{(m)} \), defined in (9). Recall that \( \rho^{(m)}, \rho_m \) and \( \rho \) denote the radii of convergence of \( L^{(m)}(z), L_m(z) \) and \( L_{\infty}(z) \), respectively. Notice that for all \( m, n \geq 0 \) we have \( [z^n] L^{(m)}(z) \leq [z^n] L_m(z) \leq [z^n] L_{\infty}(z) \) and thus \( \rho^{(m)} \geq \rho_m \geq \rho \). Now, the assertion follows from Lemmas 5 and 7.

In the next sections we will present how to obtain an upper and a lower bound for \( [z^n] L_m(z) \). The idea is to construct auxiliary functions satisfying certain inequalities and to use them to construct further ones until we have the desired bound. The procedure follows the flowchart depicted in Fig. 1.

3 Upper Bound for \( [z^n] L_m(z) \)

Notice that for all integers \( h \) and \( m \) we have \( L^{(h)}_m \subseteq L_m \). Moreover, for all \( m, h \geq 0 \) there exists \( n^{(h)}_m \) such that \( [z^n] L^{(h)}_m(z) = [z^n] L_m(z) \) if \( n < n^{(h)}_m \) and \( [z^n] L^{(h)}_m(z) \leq [z^n] L_m(z) \) else. We will use those properties of \( L^{(h)}_m(z) \) in order to derive a lower bound for the asymptotics of \( [z^n] K_m(z) \).

Note that (6) corresponds to an equation of the form \( K_m = F(K_m, K_{m+1}, L_{\infty}, L_m) \) where \( F \) is obtained from (6) by replacing addition and multiplication by their combinatorial counterparts and generating functions by their corresponding sets. Now, define the new set \( K^{(h)}_m := F \left( K^{(h)}_m, K^{(h)}_{m+1}, L_{\infty}, L^{(h)}_m \right) \). From the construction of \( F \) and the properties of \( L^{(h)} \) we know that \( K^{(h)}_m \subseteq K_m \). Let \( K^{(h)}_{m,n} = \left\{ t \in K^{(h)}_m : |t| = n \right\} \) and \( K^{(h)}_{m,n}(z) = \sum_{n \geq 0} K^{(h)}_{m,n} z^n \).
Then $K_m^{(h)}(z)$ satisfies the functional equation

$$K_m^{(h)}(z) = z^a \sum_{j=m}^{\infty} z^{bj} + z^c K_{m+1}^{(h)}(z) + z^d K_m^{(h)}(z) L_\infty(z) + z^d K_m^{(h)}(z) L_m^{(h)}(z).$$

(11)

In fact, what we did is that we replaced in the application operation every $m$-open lambda term (corresponding to the subterm $z^d K_m(z) L_m(z)$ of (6)) by an $m$-open lambda term where each string of successors has bounded length (corresponding to $z^d K_m(z) L_m^{(h)}(z)$). Solving (11) we get after some computations

$$K_m^{(h)}(z) = \frac{z^{a-cm}}{1-z^b} \sum_{j=m}^{\infty} \prod_{i=m}^{j} \frac{1}{1-z^d (L_\infty(z) + L_i^{(h)}(z))} =: S_{m,\infty}(z).$$

(12)

**Lemma 9.** Let $\rho, a_\infty, b_\infty$ be as in Proposition 2 and $\tilde{c}_i = 1/(1 - \rho^d (a_\infty + L_i^{(h)}(\rho)))$ and $\tilde{d}_i = b_\infty \rho^d / (1 - \rho^d (a_\infty + L_i^{(h)}(\rho)))^2$. Then $K_m^{(h)}(z)$ admits the expansion

$$K_m^{(h)}(z) = c_m^{(h)} + d_m^{(h)} \left(1 - \frac{z}{\rho}\right)^{\frac{1}{h}} + O \left(\frac{1}{|z^{1/h}|}\right), \quad \text{as } z \to \rho,$$

(13)

where

$$c_m^{(h)} = \begin{cases} S_{m,h-1}(\rho) + R_{c_m^{(h)}}^{(h)} & \text{if } m < h, \\ \frac{1}{(1-\rho^h)(1-\rho^{h+c} - \rho^d (a_\infty + L_h^{(h)}(\rho)))} & \text{else,} \end{cases}$$

$$d_m^{(h)} = \begin{cases} \rho^{a-cm} \sum_{j=m}^{\infty} \rho^j \sum_{i=m}^{j} \tilde{d}_i \prod_{k=m}^{j} \tilde{c}_k + R_{d_m^{(h)}}^{(h)} & \text{if } m < h, \\ \frac{1}{(1-\rho^h)(1-\rho^{h+c} - \rho^d (a_\infty + L_h^{(h)}(\rho)))^2} & \text{else,} \end{cases}$$

with

$$R_{c_m^{(h)}}^{(h)} = \frac{\rho^{a+bh+c(h-m)}}{(1-\rho^h)} \left(1 - \rho^{b+c} - \rho^d (a_\infty + L_h^{(h)}(\rho))\right) \prod_{i=m}^{h-1} \tilde{c}_i,$$

$$R_{d_m^{(h)}}^{(h)} = \frac{b_\infty \rho^{a+bh+c(h-m)+d}}{(1-\rho^h)} \left(1 - \rho^{b+c} - \rho^d (a_\infty + L_h^{(h)}(\rho))\right) \prod_{i=m}^{h-1} \tilde{c}_i \times \left(\sum_{i=m}^{h-1} \tilde{c}_i + \frac{1}{1-\rho^{b+c} - \rho^d (a_\infty + L_h^{(h)}(\rho))}\right).$$

**Proof.** Let us recall that for all $m \geq h$ we have $L_m^{(h)}(z) = L_h^{(h)}(z)$. Therefore we can split the infinite sum $S_{m,\infty}(z)$ in (12) into the finite one $S_{m,h-1}(z)$ and the rest $S_{h,\infty}(z)$.

**Case I:** $m < h$. First, consider the finite sum $S_{m,h-1}(z)$. As in the proof of Lemma 6 we identify the key term, show that we are not in the supercritical case, and expand by means of Proposition 2. Eventually, this yields

$$\prod_{i=m}^{h-1} \frac{1}{1-z^d (L_\infty(z) + L_i^{(h)}(z))} = \tilde{c}_{m,j} + \tilde{d}_{m,j} \left(1 - \frac{z}{\rho}\right)^{\frac{1}{h}} + O \left(\frac{1}{|z^{1/h}|}\right).$$
where \( \tilde{c}_{m,j} = \prod_{i=m}^{j} \tilde{c}_i \) and \( \tilde{d}_{m,j} = \sum_{i=m}^{j} \frac{d}{\tilde{c}_i} \prod_{k=m}^{j} \tilde{c}_k \). Since \( \left(1 - \frac{z}{\rho}\right)^{\frac{1}{2}} \) does not depend on \( m \) nor on \( j \) and \( \frac{n-c}{z} \) has poles only on the unit circle, for all \( m \geq 0 \) we have

\[
S_{m,h-1}(z) = \tilde{c}_m + \tilde{d}_m \left(1 - \frac{z}{\rho}\right)^{\frac{1}{2}} + O \left(1 - \frac{z}{\rho}\right)
\]

where \( \tilde{c}_m = \frac{\rho^{c-m}}{1 - \rho^c} \sum_{j=m}^{h-1} \rho^{j+b+c} \tilde{c}_{m,j} \) and \( \tilde{d}_m = \frac{\rho^{c-m}}{1 - \rho^c} \sum_{j=m}^{h-1} \rho^{j+b+c} \tilde{d}_{m,j} \).

Now, let us look on the infinite part of the sum in (12). We will refer to its contributions to the first and second coefficient of the Newton-Puiseux expansion (13) as the remainders \( R_{m,h}^{(b)} \) and \( R_{m,h}^{(h)} \), respectively. Since for all \( m \geq h \) we have \( L_m^{(b)}(z) = L_h^{(b)}(z) \), the sum can be rewritten as

\[
S_{h,\infty}(z) = \left( \prod_{i=m}^{h-1} \frac{1}{1 - z^d} \left(L_\infty(z) + L_i^{(h)}(z)\right) \right) \frac{z^{a+bh+cz(h-m)}}{(1 - z^b) \left(1 - z^{b+c} - z^d \left(L_\infty(z) + L_h^{(b)}(z)\right)\right)}.
\]

We already know how to handle the product part of this expression, so let us consider the fraction \( \frac{1}{(1 - z^b) \left(1 - z^{b+c} - z^d \left(L_\infty(z) + L_h^{(b)}(z)\right)\right)} \). Similarly to before, we have to check that the singularity of this function does not come from the root of the denominator but from \( L_\infty^{(b)}(z) \) (it cannot come from \( L_h^{(b)} \) because it has a bigger radius of convergence than \( L_\infty(z) \)). So, we have to show the inequality \( 1 - \rho^{b+c} - \rho^d \left(L_\infty^{(b)}(\rho) + L_h^{(b)}(\rho)\right) > 0 \). But from \( L_\infty^{(b)}(\rho) \geq L_h^{(b)}(\rho) \) and \( 0 < \rho^{b+c} < \rho^c < 1 \) we obtain \( \rho^d L_\infty^{(b)}(\rho) + L_h^{(b)}(\rho) \leq 2 \rho^d L_\infty^{(b)}(\rho) = 1 - \rho^c < 1 - \rho^{b+c} \) and hence the desired inequality indeed holds. Now, similarly to the previous case we use the Newton-Puiseux expansion of \( L_\infty(z) \) at \( \rho \) to derive an expansion of the infinite part of the sum in (12) and get the asserted result.

**Case II:** \( m \geq h \). This case is easier, because the finite part of the sum in (12) does not exist and the other part can be evaluated to a closed form which can be treated as above.

Using the transfer lemmas of [4] (applied to \( K_m^{(h)}(z) \)) and \( [z^n] K_m^{(h)}(z) \leq [z^n] K_m(z) \), we get

\[
\liminf_{n \to \infty} (\frac{[z^n] L_m(z)}{n^{b_n - d_m^{(h)}}}) \cdot (1 - \frac{1}{2}) n^{b_n/2} \rho^n / (\rho_{m-1}^{(h)}) \geq 1.
\]

**Corollary 10.** The number of \( m \)-open lambda terms of size \( n \) satisfies

\[
\limsup_{n \to \infty} \frac{[z^n] L_m(z)}{C_n n^{-\frac{b_n}{2}}} \leq 1 \text{ where } C = \frac{b_n - d_m^{(h)}}{\Gamma(-\frac{1}{2})}.
\]

## 4 Lower Bound for \([z^n] L_m(z)\)

The idea behind obtaining a lower bound for \([z^n] L_m(z)\) is similar to the one used for the upper bound. First we will find an upper bound for \([z^n] K_m(z)\) using the function

\[
L_m^{(h,H)}(z) = \sum_{n \geq 0} \nu^{(h,H)} L_m^{(h,H)}(z) = \begin{cases} L_\infty(z) - K_m^{(h)}(z) & \text{if } m < H, \\ L_\infty(z) & \text{else}. \end{cases}
\]

Notice that for all \( m, h, H, n \geq 0 \) we have \([z^n] L_m(z) \leq [z^n] L_m^{(h,H)}(z) \). Let \( L_m^{(h,H)} \) denote the class of combinatorial structures associated with \( L_m^{(h,H)}(z) \) and define the new set \( K_m^{(h,H)} := \nu^{(h,H)} K_m^{(h,H)}, L_\infty, L_m^{(h,H)} \). From the construction of \( \nu^{(H)} \) and the above
properties of \( L_{m}^{(b,H)} \) we know that \( K_{m} \subseteq K_{m}^{(b,H)} \). Let \( K_{m,n}^{(b,H)} = \{ t \in K_{m}^{(b,H)} : |t| = n \} \) and 
\[ K_{m}^{(b,H)}(z) = \sum_{n \geq 0} K_{m,n}^{(b,H)} z^{n}. \]
Then \( K_{m}^{(b,H)}(z) \) is given by 
\[ K_{m}^{(b,H)}(z) = \frac{z^{a-cm}}{1 - z^{b}} \sum_{j=0}^{H-1} z^{j(b+c)} \prod_{i=1}^{j} 1 - z^{d} \left( L_{\infty}(z) + L_{m}^{(b,H)}(z) \right). \]
Solving this equation and using (14) we get 
\[ K_{m}^{(b,H)}(z) = \frac{z^{a-cm}}{1 - z^{b}} \sum_{j=0}^{H-1} z^{j(b+c)} \prod_{i=1}^{j} 1 - z^{d} \left( 2L_{\infty}(z) - K_{i}^{(b,H)}(z) \right) + \frac{z^{a+bH+c(H-m)}}{(1 - z^{d})(1 - z^{b+c} - 2z^{d}L_{\infty}(z))} \left( \sum_{i=1}^{H-1} \frac{1}{1 - z^{d} \left( 2L_{\infty}(z) - K_{i}^{(b,H)}(z) \right)} \right). \]

\[ \textbf{Lemma 11.} \quad \text{Let } \rho \text{ be the radius of convergence of the function } L_{\infty}(z). \text{ Then the generating function } K_{m}^{(b,H)}(z) \text{ admits the following expansion} \]
\[ K_{m}^{(b,H)}(z) = c_{m}^{(b,H)} + d_{m}^{(b,H)} \left( 1 - \frac{z}{\rho} \right)^{\frac{1}{2}} + O \left( 1 - \frac{z}{\rho} \right), \]
where 
\[ c_{m}^{(b,H)} = \frac{\rho^{a-cm}}{1 - \rho^{b}} \sum_{j=0}^{H-1} \rho^{j(b+c)} \prod_{i=1}^{j} 1 - \rho^{d} \left( 2a_{\infty} - c_{i}^{(b)} \right) + R_{c_{m}^{(b,H)}}, \]
\[ d_{m}^{(b,H)} = \frac{\rho^{a-cm}}{1 - \rho^{b}} \sum_{j=0}^{H-1} \rho^{j(b+c)} \prod_{i=1}^{j} \frac{\rho^{d} \left( 2b_{\infty} - d_{i}^{(b)} \right)}{1 - \rho^{d} \left( 2a_{\infty} - c_{i}^{(b)} \right)} \prod_{i=1}^{j} 1 - \rho^{d} \left( 2a_{\infty} - c_{i}^{(b)} \right) + R_{d_{m}^{(b,H)}}, \]
\[ a_{\infty}, b_{\infty} \text{ and } c_{i}^{(b)}, d_{i}^{(b)} \text{ come from the expansion of } L_{\infty}(z) \text{ and } K_{i}^{(b,H)}(z), \text{ respectively, at } \rho \text{ (see Proposition 2 and the proof of Lemma 9)} \]
and 
\[ R_{c_{m}^{(b,H)}} = \frac{\rho^{a+bH+c(H-m)}}{(1 - \rho^{d})(1 - \rho^{b+c} - 2\rho^{d}a_{\infty})} \left( \prod_{i=1}^{H-1} \frac{1}{1 - \rho^{d} \left( 2a_{\infty} - c_{i}^{(b)} \right)} \right), \]
\[ R_{d_{m}^{(b,H)}} = \frac{\rho^{a+bH+c(H-m)+d}}{(1 - \rho^{d})(1 - \rho^{b+c} - 2\rho^{d}a_{\infty})} \left( \prod_{i=1}^{H-1} \frac{1}{1 - \rho^{d} \left( 2a_{\infty} - c_{i}^{(b)} \right)} \right) \times \left( \sum_{i=1}^{H-1} \frac{2b_{\infty} \left( 2b_{\infty} - d_{i}^{(b)} \right)}{1 - \rho^{d} \left( 2a_{\infty} - c_{i}^{(b)} \right)} \right). \]

As in the previous section, we apply the transfer lemmas of [4] to \( K_{m}^{(b,H)}(z) \) and use 
\[ [z^{n}] K_{m}^{(b,H)}(z) \geq [z^{n}] K_{m}(z) \] to arrive at the following result:

\[ \textbf{Corollary 12.} \quad \text{The number of } m \text{-open lambda terms of size } n \text{ satisfies} \]
\[ \liminf_{n \to \infty} \frac{[z^{n}] L_{m}(z)}{Cn^{-\frac{3}{2}} \rho^{-n}} \geq 1 \text{ where } C = \frac{b_{\infty} - d_{m}^{(b,H)}}{ \Gamma \left( -\frac{3}{2} \right)}. \]
5 Improvement of the Bounds

The bounding functions $L_m(z) = L_{\infty}(z) - K^{(h,H)}_m(z)$ and $\overline{L}_m(z) = L_{\infty}(z) - K^{(h)}_m(z)$ derived in the previous sections can be used in a straightforward way to compute numerical values for $C$ and $\overline{C}$, given concrete values for $a, b, c, d$. If we choose $h$ and $H$ big enough, then this will give us proper bounds. But in practice they still leave a large gap, at least for values $h$ and $H$ that allow us to perform the computation within a few hours on a standard PC. For instance, in case of the natural counting for $h = H = 15$ we get $C^{(nat)} \approx 0.00404525 \ldots$ and $\overline{C}^{(nat)} \approx 0.18086721 \ldots$.

We show a simple way to improve $C$ and $\overline{C}$. Let us introduce the functions $L^{(h)}_{m,M}(z)$ and $L^{(h,H)}_{m,M}(z)$, defined by the following equations:

$$L^{(h)}_{m,M}(z) = \begin{cases} \frac{z^a}{L_{\infty}(z)} \sum_{j=0}^{m-1} z^b j + z^c L^{(h)}_{m+1,M}(z) + z^d L^{(h)}_{m,M}(z)^2 & \text{if } m < M, \\ L_{\infty}(z) - K^{(h)}_M(z) & \text{if } m = M, \end{cases}$$

$$L^{(h,H)}_{m,M}(z) = \begin{cases} \frac{z^a}{L_{\infty}(z)} \sum_{j=0}^{m-1} z^b j + z^c L^{(h,H)}_{m+1,M}(z) + z^d L^{(h,H)}_{m,M}(z)^2 & \text{if } m < M, \\ L_{\infty}(z) - K^{(h,H)}_M(z) & \text{if } m = M. \end{cases}$$

These two functions admit a representation in terms of nested radicals which is similar to (10):

$$L^{(h)}_{m,M}(z) = \frac{1}{2z^d} \sqrt{1 - \frac{z}{1 - z^{a+d}} \frac{z^{1-m}b}{1-z^b} - 2z^c + z^{d} \sqrt{1 - \frac{z}{1 - z^{a+d}} \frac{z^{1-M-1}b}{1-z^b} - 2z^c + 2z^d \sqrt{L_{\infty}(z) - K^{(h)}_M(z)}}},$$

$$L^{(h,H)}_{m,M}(z) = \frac{1}{2z^d} \sqrt{1 - \frac{z}{1 - z^{a+d}} \frac{z^{1-m}b}{1-z^b} - 2z^c + z^{d} \sqrt{1 - \frac{z}{1 - z^{a+d}} \frac{z^{1-M-1}b}{1-z^b} - 2z^c + 2z^d \sqrt{L_{\infty}(z) - K^{(h,H)}_M(z)}}}. $$

So, in $L^{(h)}_{m,M}(z)$ and $L^{(h,H)}_{m,M}(z)$ we are using exact expressions for $L_m(z)$ up to some constant $M$ and then replace $L_M(z)$ by a function that is its upper and lower bound, respectively. Numerical results for some previously studied notions of size (see Sections 6.1 and 6.2) reveal a significant improvement in closing the gap between the constants $C, \overline{C}$ obtained by utilising the functions $L^{(h)}_{m,M}(z), L^{(h,H)}_{m,M}(z)$.

6 Results for Some Previously Introduced Notions of Size

6.1 Natural Counting

Lemma 13. The following bounds hold

$$\liminf_{n \to \infty} \frac{[z^n]}{L^{(nat)}_{m} (z)} n^{-\frac{3}{2}} \rho^{-n} \geq 1 \quad \text{and} \quad \limsup_{n \to \infty} \frac{[z^n]}{L^{(nat)}_{m} (z)} n^{-\frac{3}{2}} \rho^{-n} \leq 1 \quad (17)$$

where $\rho = \text{RootOf} \{-1 + 3x + x^2 + x^3\} \approx 0.295598\ldots$ and $C^{(nat)}, \overline{C}^{(nat)}$ are computable constants with numerical values $C^{(nat)} \approx 0.00404525 \ldots$ and $\overline{C}^{(nat)} \approx 0.18086721 \ldots$. 
We can also easily get negative numbers because in this case we have $a = 13$ and $10$ yield $\rho = \text{RootOf}\{-1 + 3x + x^3 + x^3\} \approx 0.295598 \ldots$. We can also easily get $L_0^{(\text{nat})}(z)$ equals $\rho = \text{RootOf}\{-1 + 3x + x^3\} \approx 0.295598 \ldots$.

Table 1 Numbers rounded up to 7 digits.

<table>
<thead>
<tr>
<th>$h, H$</th>
<th>$c^{(h)}_0$</th>
<th>$d^{(h)}_0$</th>
<th>$c^{(h)}_0$</th>
<th>$d^{(h)}_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.855448</td>
<td>-1.153959</td>
<td>1.086200</td>
<td>-3.803686</td>
</tr>
<tr>
<td>2</td>
<td>0.898032</td>
<td>-1.313246</td>
<td>0.979519</td>
<td>-2.581823</td>
</tr>
<tr>
<td>3</td>
<td>0.917305</td>
<td>-1.397536</td>
<td>0.958215</td>
<td>-2.324953</td>
</tr>
<tr>
<td>4</td>
<td>0.927248</td>
<td>-1.444672</td>
<td>0.950295</td>
<td>-2.236290</td>
</tr>
<tr>
<td>5</td>
<td>0.932849</td>
<td>-1.472308</td>
<td>0.946185</td>
<td>-2.192353</td>
</tr>
<tr>
<td>6</td>
<td>0.936128</td>
<td>-1.488826</td>
<td>0.943824</td>
<td>-2.167379</td>
</tr>
<tr>
<td>7</td>
<td>0.938055</td>
<td>-1.498647</td>
<td>0.942443</td>
<td>-2.152790</td>
</tr>
<tr>
<td>8</td>
<td>0.939174</td>
<td>-1.504385</td>
<td>0.941643</td>
<td>-2.144335</td>
</tr>
<tr>
<td>9</td>
<td>0.939813</td>
<td>-1.507673</td>
<td>0.941187</td>
<td>-2.139511</td>
</tr>
<tr>
<td>10</td>
<td>0.940172</td>
<td>-1.509525</td>
<td>0.940931</td>
<td>-2.136799</td>
</tr>
<tr>
<td>11</td>
<td>0.940372</td>
<td>-1.510556</td>
<td>0.940788</td>
<td>-2.135291</td>
</tr>
<tr>
<td>12</td>
<td>0.940482</td>
<td>-1.511125</td>
<td>0.940710</td>
<td>-2.134460</td>
</tr>
<tr>
<td>13</td>
<td>0.940543</td>
<td>-1.511438</td>
<td>0.940667</td>
<td>-2.134004</td>
</tr>
<tr>
<td>14</td>
<td>0.940576</td>
<td>-1.511608</td>
<td>0.940643</td>
<td>-2.133755</td>
</tr>
<tr>
<td>15</td>
<td>0.940594</td>
<td>-1.511701</td>
<td>0.940630</td>
<td>-2.133619</td>
</tr>
</tbody>
</table>

Proof. For ‘natural counting’ we have $a = b = c = d = 1$. From Theorem 4 we know that the radius of convergence of $L_0^{(\text{nat})}(z)$ equals $\rho = \text{RootOf}\{-1 + 3x + x^3\} \approx 0.295598 \ldots$. We can also easily get $L_\infty(z) \sim a_\infty + b_\infty \sqrt{1-z}/\rho$ with

$$a_\infty = 1 - \rho/2\rho \approx 1.19149 \ldots \quad \text{and} \quad b_\infty = 1/\rho - 1/\sqrt{1 + \rho + \rho^2 - \rho^3/2\rho} \approx 2.15093 \ldots,$$

and from the transfer lemmas of [4] we obtain $[z^n]L_\infty(z) \sim b_\infty n^{-3/2} \rho^{-n}/\Gamma(-1/2) \approx (0.606767 \ldots) \cdot n^{-3/2} (3.8298 \ldots)^n$, as $n \to \infty$.

Since we are most interested in the enumeration of closed lambda terms, we examine the multiplicative constants in the leading term of the asymptotical lower and upper bound for $[z^n]L_0(z)$. From the formulas in Lemmas 9 and 11 we have computed the values for $c^{(h)}_0$, $d^{(h)}_0$ and $e^{(h)}_0$, $d^{(h)}_0$ for different constants $h$ and $H$ (see Table 1).

As expected, the bigger $h$ and $H$ are, the more accurate is the bound we get (in this case for $[z^n]K_0(z)$). Taking the values of $d^{(h)}_0$ and $e^{(h)}_0$ for $h = H = 15$, Corollaries 12 and 10 yield $C^{(\text{nat})} \approx 0.00404525 \ldots$ and $C^{(\text{nat})} \approx 0.18086721 \ldots$. Notice that using the values of $d^{(h)}_0$ to compute $C^{(\text{nat})}$ gives non-trivial values only for $h > 7$ (for $1 \leq h \leq 7$ we get negative numbers because in this case we have $d^{(h)}_0 > |b_\infty|$).

Figure 2 illustrates the bounds we obtained and the exact values of the coefficients $[z^n]L_0^{(\text{nat})}(z)$ for $10 \leq n \leq 150$. Applying the approach discussed in Section 5 for $h = H = 13$ we get the following improvement.

Lemma 14. The following bounds hold

$$\liminf_{n \to \infty} [z^n]L_0^{(\text{nat})}(z) \geq 1 \quad \text{and} \quad \limsup_{n \to \infty} [z^n]L_0^{(\text{nat})}(z) \leq 1$$

(18)

where $\rho = \text{RootOf}\{-1 + 3x + x^2 + x^3\} \approx 0.295598 \ldots$ and $C^{(\text{nat})}, C^{(\text{nat})}$ are computable constants with numerical values $C^{(\text{nat})} \approx 0.07790995266 \ldots$ and $C^{(\text{nat})} \approx 0.07790998229 \ldots$. 

STACS 2016
Figure 2 Plot of the exact value of \( \frac{[z^n]^{(nat)}}{n \cdot \frac{3}{2} \rho^{-n}} \) and computed lower and upper bound for \( h = H = 15 \) and \( 10 \leq n \leq 150 \).

Figure 3 Plot of the numerical values for the constants \( C^{(nat)} \) for \( 8 \leq h = H = M \leq 13 \).
Figure 3 illustrates how the improvement discussed in Section 5 allows to reduce the gap between the constants $C^{(\text{nat})}$ for the lower and the upper bound.

6.2 Binary Lambda Calculus

Lemma 15. The following bounds hold

$$\lim_{n \to \infty} \frac{[z^n] L_0^{(\text{bin})}(z)}{C^{(\text{bin})} n^{-\frac{3}{2}} \rho^{-n}} \geq 1 \quad \text{and} \quad \lim_{n \to \infty} \frac{[z^n] L_0^{(\text{bin})}(z)}{C^{(\text{bin})} n^{-\frac{3}{2}} \rho^{-n}} \leq 1$$

(19)

where $\rho = \text{RootOf}[-1 + x + 2x^2 - 2x^3 + 3x^4 + x^5] \approx 0.509308 \ldots$ and $C^{(\text{bin})}$ are computable constants with numerical values $C^{(\text{bin})} \approx 0.01252417 \ldots$ and $C^{(\text{bin})} \approx 0.01254593 \ldots$.

In order to prove this lemma it is enough to recall that in case of binary lambda calculus the size defining constants are $b = 1$ and $a = c = d = 2$. Then we used the functions $L_{13,13}^{(\text{bin})}(z)$ to obtain the numerical constants stated in Lemma 15.
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Abstract

Given two finite-state automata, are the Parikh images of the languages they generate equivalent? This problem was shown decidable in \(\text{coNEXP}\) by Huynh in 1985 within the more general setting of context-free commutative grammars. Huynh conjectured that a \(\Pi_2^p\) upper bound might be possible, and Kopczyński and To established in 2010 such an upper bound when the size of the alphabet is fixed. The contribution of this paper is to show that the language equivalence problem for regular and context-free commutative grammars is actually \(\text{coNEXP}\)-complete. In addition, our lower bound immediately yields further \(\text{coNEXP}\)-completeness results for equivalence problems for regular commutative expressions, reversal-bounded counter automata and communication-free Petri nets. Finally, we improve both lower and upper bounds for language equivalence for exponent-sensitive commutative grammars.
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1 Introduction

Language equivalence is one of the most fundamental decision problems in formal language theory. Classical results include \(\text{PSPACE}\)-completeness of deciding language equivalence for regular languages generated by non-deterministic finite-state automata (NFA) [4, p. 265], and the undecidability of language equivalence for languages generated by context-free grammars [12, p. 318]. Equivalence problems for formal languages which are undecidable over the free monoid may become decidable in the commutative setting. The problem then is to decide whether the Parikh images of two languages coincide. Given a word \(w\) over an alphabet \(\Sigma\) consisting of \(m\) alphabet symbols, the Parikh image of \(w\) is a vector in \(\mathbb{N}^m\) counting in its \(i\)-th component how often the \(i\)-th alphabet symbol occurs in \(w\). This definition can then be lifted to languages, and the Parikh image of a language consequently becomes a subset of \(\mathbb{N}^m\), or, equivalently, a subset of \(\Sigma^\circ\), the free commutative monoid generated by \(\Sigma\). Parikh’s theorem states that Parikh images of context-free languages are semi-linear sets. Since the latter are closed

* Supported by Labex Digicosme, Univ. Paris-Saclay, project VERICONISS.
under all Boolean operations [5], deciding equivalence between Parikh images of context-free languages is decidable.

When dealing with Parikh images of formal languages, it is technically more convenient to directly work with commutative grammars, which were introduced by Huynh in his seminal paper [13] and are "generating devices for commutative languages [that] use [the] free commutative monoid instead of [the] free monoid." In [13], Huynh studied the uniform word problem for various classes of commutative grammars; the complexity of equivalence problems for commutative grammars was subsequently investigated in a follow-up paper [14]. One of the main results in [14] is that the equivalence problem for regular and context-free commutative grammars is $\Sigma^P_2$-hard and in coNEXP. Huynh remarks that a better upper bound might be possible and states as an open problem the question whether the equivalence problem for context-free commutative grammars is $\Sigma^P_2$-complete [14, p. 117]. Some progress towards answering this question was made by Kopczyński and To, who showed that inclusion and a fortiori equivalence for regular and context-free commutative grammars are coNP-complete respectively $\Pi^P_2$-complete when the size of the alphabet is fixed [18, 17]. One of the main contributions of this paper is to answer Huynh’s question negatively: we show that already for regular commutative grammars the equivalence problem is coNEXP-complete.

Our coNEXP lower bound is established by showing how to reduce validity in the coNEXP-complete $\Pi^P_2$-fragment of Presburger arithmetic [7, 8] (i.e. its $\forall^*\exists^*$-fragment) to language inclusion for regular commutative grammars. A reduction from this fragment of Presburger arithmetic has recently been used in [9] in order to show coNEXP-completeness of inclusion for integer vector addition systems with states (Z-VASS), and this reduction is our starting point. Similarly to the standard definition of vector addition systems with states, Z-VASS comprise a finite-state controller with a finite number of counters which, however, range over the integers. Consequently, counters can be incremented and decremented, may drop below zero, and the order in which transitions in Z-VASS are taken may commute along a run—those properties are crucial to the hardness proof in [9]. The corresponding situation is different and technically challenging for regular commutative grammars. In particular, alphabet symbols can only be produced but not deleted, and, informally speaking, we cannot produce negative quantities of alphabet symbols.

A further contribution of our paper is to establish a new upper bound for the equivalence problem for exponent-sensitive commutative grammars, a generalisation of context-free commutative grammars where the left-hand sides of productions may contain an arbitrary number of some non-terminal symbol. Exponent-sensitive commutative grammars were recently introduced by Mayr and Weihmann in [21], who showed PSPACE-completeness of the word problem and membership in 2-EXPSPACE of the equivalence problem. Our hardness result implies that the equivalence problem is coNEXP-hard, and we also improve the 2-EXPSPACE-upper bound to co-2NEXP.

Finally, commutative grammars are closely related to Petri nets, cf. [13, 3, 27, 23]. We also discuss implications of our results to equivalence problems for various classes of Petri nets as well as regular commutative expressions [2] and reversal-bounded counter automata [16].

Due to space constraints, we only sketch some of the proofs in this paper. Full proofs can, however, be found in a technical report accompanying this paper which can be obtained from the authors’ homepages.¹

2 Preliminaries

2.1 Commutative Grammars

Let $\Sigma = \{a_1, \ldots, a_m\}$ be a finite alphabet. The free monoid generated by $\Sigma$ is denoted by $\Sigma^*$, and we denote by $\Sigma^\circ$ the free commutative monoid generated by $\Sigma$. We interchangeably use different equivalent ways in order to represent a word $w \in \Sigma^\circ$. For $1 \leq j \leq m$, let $i_j$ be the number of times $a_j$ occurs in $w$, we equivalently write $w$ as $w = a_1^{i_1}a_2^{i_2} \cdots a_m^{i_m}$, $w = (i_1, i_2, \ldots, i_m) \in \mathbb{N}^m$ or $w : \Sigma \rightarrow \mathbb{N}$ with $w(a_j) = i_j$, whatever is most convenient. By $|w| = \sum_{1 \leq j \leq m} i_j$ we denote the length of $w$, and the representation size $\#w$ of $w$ is $\sum_{1 \leq j \leq m} \lceil \log i_j \rceil$. Given $v, w \in \Sigma^\circ$, we sometimes write $v + w$ in order to denote the concatenation $v \cdot w$ of $v$ and $w$. The empty word is denoted by $\epsilon$, and as usual $\Sigma^+ \defeq \Sigma^* \setminus \{\epsilon\}$ is the free semi-group and $\Sigma^\circ \defeq \Sigma^\circ \setminus \{\epsilon\}$ the free commutative semi-group generated by $\Sigma$.

For $\Gamma \subseteq \Sigma$, $\pi_\Gamma(w)$ denotes the projection of $w$ onto alphabet symbols from $\Gamma$.

A commutative grammar (sometimes just grammar in the following) is a tuple $G = (N, \Sigma, S, P)$, where
- $N$ is the finite set of non-terminal symbols;
- $\Sigma$ is a finite alphabet, the set of terminal symbols, such that $N \cap \Sigma = \emptyset$;
- $S \in N$ is the axiom; and
- $P \subseteq N^\circ \times (N \cup \Sigma)^\circ$ is a finite set of productions.

The size of $G$, denoted by $\#G$, is defined as

$$\#G \defeq |N| + |\Sigma| + \sum_{(V,W) \in P} |V| + |W|.$$ 

Note that commutative words in $G$ are encoded in unary. Unless stated otherwise, we use this definition of the size of a commutative grammar in this paper.

Subsequently, we write $V \rightarrow W$ whenever $(V,W) \in P$. Let $D, E \in (N \cup \Sigma)^\circ$, we say $D$ directly generates $E$, written $D \Rightarrow_G E$, if there are $F \in (N \cup \Sigma)^\circ$ and $V \rightarrow W \in P$ such that $D = V + F$ and $E = F + W$. We write $\Rightarrow^*_G$ to denote the reflexive transitive closure of $\Rightarrow_G$, and if $U \Rightarrow^*_G V$ we say that $U$ generates $V$. If $G$ is clear from the context, we omit the subscript $G$. For $U \in N^\circ$, the reachability set $\mathcal{R}(G, U)$ and the language $\mathcal{L}(G, U)$ generated by $G$ starting at $U$ are defined as

$$\mathcal{R}(G, U) \defeq \{ W \in (N \cup \Sigma)^\circ : U \Rightarrow^*_G W \} \quad \text{and} \quad \mathcal{L}(G, U) \defeq \mathcal{R}(G, U) \cap \Sigma^\circ.$$ 

The reachability set $\mathcal{R}(G)$ and the language $\mathcal{L}(G)$ of $G$ are then defined as $\mathcal{R}(G) \defeq \mathcal{R}(G, S)$ and $\mathcal{L}(G) \defeq \mathcal{L}(G, S)$. The word problem is, given a commutative grammar $G$ and $w \in \Sigma^\circ$, is $w \in \mathcal{L}(G)$? The main focus of our paper is on the complexity of deciding language inclusion and equivalence for commutative grammars: Given commutative grammars $G, H$, language inclusion is to decide $\mathcal{L}(G) \subseteq \mathcal{L}(H)$, and language equivalence is to decide $\mathcal{L}(G) = \mathcal{L}(H)$. Since our grammars admit non-determinism, language inclusion and equivalence are logarithmic-space inter-reducible.

By imposing restrictions on the set of productions, we obtain various classes of commutative grammars. Following [13, 21], given $G = (N, \Sigma, S, P)$, we say that $G$ is
- of type-$0$ if there are no restrictions on $P$;
- context-sensitive if $|W| \geq |V|$ for each $V \rightarrow W \in P$;
- exponent-sensitive if $V \in \{ \{U\}^\circ : U \in N \}$ for each $V \rightarrow W \in P$;
- context-free if $V \in N$ for each $V \rightarrow W \in P$;
- regular if $V \in N$ and $W \in (N \cup \{\epsilon\}) \cdot \Sigma^\circ$ for each $V \rightarrow W \in P$. 


Equivalence problems for commutative grammars were studied by Huynh, who showed that it is undecidable for context-sensitive and hence type-0 grammars, and \( \Pi^P_2 \)-hard and in coNEXP for regular and context-free commutative grammars [14]. The main contribution of this paper is to prove the following theorem.

**Theorem 1.** The language equivalence problem for regular and context-free commutative grammars problem is coNEXP-complete.

Exponent-sensitive grammars were only recently introduced by Mayr and Weihmann [21]. They showed that the word problem is PSPACE-hard, and that language equivalence is PSPACE-hard and in 2-EXPSPACE. The lower bounds require commutative words on the left-hand sides of productions to be encoded in binary. The second main contribution of our paper is to improve those results as follows.

**Theorem 2.** The language equivalence problem for exponent-sensitive commutative grammars is coNEXP-hard and in co-2NEXP.

### 2.2 Presburger Arithmetic, Linear Diophantine Inequalities and Semi-Linear Sets

Let \( u = (u_1, \ldots, u_m) \), \( v = (v_1, \ldots, v_n) \) \( \in \mathbb{Z}^m \), the sum of \( u \) and \( v \) is defined component-wise, i.e., \( u + v = (u_1 + v_1, \ldots, u_m + v_n) \). Given \( u \in \mathbb{Z} \), \( \hat{u} \) denotes the vector consisting of \( u \) in every component and any appropriate dimension. Let \( 1 \leq i \leq j \leq m \), we define \( \pi_{i,j}(u) \) \( \text{def} \) \( (u_i, \ldots, u_j) \). By \( \| u \|_\infty \) we denote the maximum norm of \( u \), i.e., \( \| u \|_\infty \text{ def} \max \{|u_i| : 1 \leq i \leq n\} \). Let \( M, N \subseteq \mathbb{Z}^m \) and \( k \in \mathbb{Z} \), as usual \( M + N \) is defined as \( \{m + n : m \in M, n \in N\} \) and \( k \cdot M \) \( \text{def} \) \( \{k \cdot m : m \in M\} \). Moreover, \( \|M\|_\infty \text{ def} \max\{\|z\|_\infty : z \in M\} \).

The size \( \#u \) of \( u \) is \( \#u = \sum_{1 \leq i \leq m} \log |u_i| \), i.e., numbers are encoded in binary, and the size of \( M \) is \( \#M \text{ def} \sum_{u \in M} \#u \). For an \( m \times n \) matrix \( A \) consisting of elements \( a_{ij} \in \mathbb{Z} \), \( \|A\|_{1,\infty} \text{ def} \max \{\sum_{1 \leq j \leq n} |a_{ij}| : 1 \leq i \leq m\} \).

Presburger arithmetic is the first-order theory of the structure \( (\mathbb{N}, 0, 1, +, \geq) \). In this paper, atomic formulas of Presburger arithmetic are linear Diophantine inequalities of the form

\[ \sum_{1 \leq i \leq n} a_i \cdot x_i \geq z_i, \]

where \( a_i, z_i \in \mathbb{Z} \) and the \( x_i \) are first-order variables. Formulas of Presburger arithmetic can then be obtained in the usual way via positive Boolean combinations of atomic formulas and existential and universal quantification over first-order variables, i.e., according to the following grammar:

\[ \phi ::= \forall x.\phi \mid \exists x.\phi \mid \phi \land \phi \mid \phi \lor \phi \mid \top \]

Here, the \( x \) range over tuples of first-order variables, and \( \top \) ranges over linear Diophantine inequalities as above. We assume that formulas of Presburger arithmetic are represented as a syntax tree, with no sharing of sub-formulas.

Given a formula \( \phi \) of Presburger arithmetic with no free variables, validity is to decide whether \( \phi \) holds with respect to the standard interpretation in arithmetic. By \( |\phi|_\infty \) we denote the largest constant occurring in \( \phi \), and \( |\phi| \) is the length of \( \phi \), i.e., the number of symbols required to write down \( \phi \), where constants are represented in unary. In analogy to matrices,
we define $\|\phi\|_{1,\infty} \defeq \|\phi\|_{\infty} \cdot |\phi|$. Let $\psi(x)$ be a quantifier-free formula open in $x = (x_1, \ldots, x_m)$ and $x^* = (x_1^*, \ldots, x_m^*) \in \mathbb{N}^m$, we denote by $\psi[x^*/x]$ the formula obtained from $\psi$ by replacing every $x_i$ in $\psi$ by $x_i^*$. Finally, given a quantifier-free Presburger formula $\psi$ containing linear Diophantine inequalities $t_1, \ldots, t_k$ and $b_1, \ldots, b_k \in \{0, 1\}$, $\psi[b_1/t_1, \ldots, b_k/t_k]$ denotes the Boolean formula obtained from $\psi$ by replacing every $t_i$ with $b_i$.

In this paper, we are in particular interested in the $\Pi_2$-fragment of Presburger arithmetic, i.e. the fragment in which formulas are restricted to a form $\phi = \forall x. \exists y. \psi(x, y)$ where $\psi(x, y)$ is quantifier free, for which the following is known.

\begin{theorem}[(7, 8)]
Validity in the $\Pi_2$-fragment of Presburger arithmetic is coNEXP-complete (with hardness under polynomial-time many-one reductions).
\end{theorem}

The sets of natural numbers definable in Presburger arithmetic are semi-linear sets \cite{6}. Let $b \in \mathbb{N}^m$ and $P = \{p_1, \ldots, p_n\}$ be a finite subset of $\mathbb{N}^m$, define

$$\text{cone}(P) \defeq \{\lambda_1 \cdot p_1 + \cdots + \lambda_n \cdot p_n : \lambda_i \in \mathbb{N}, \ 1 \leq i \leq n\}.$$ 

A linear set $L(b, P)$ with base $b$ and periods $P$ is defined as $L(b, P) \defeq b + \text{cone}(P)$. A semi-linear set is a finite union of linear sets. For convenience, given a finite subset $B$ of $\mathbb{N}^m$, we define $L(B, P) \defeq \bigcup_{b \in B} L(b, P)$. The size of a semi-linear set $M = \bigcup_{i \in I} L(B_i, P_i) \subseteq \mathbb{N}^m$ is defined as

$$\#M \defeq \sum_{i \in I} \#B_i + |B_i| \cdot \#P_i.$$ 

In particular, numbers are encoded in binary. Given a semi-linear set $N \subseteq \mathbb{N}^m$, $\#N$ is the minimum over the sizes of all semi-linear sets $M = \bigcup_{i \in I} L(B_i, P_i)$ such that $N = M$.

A system of linear Diophantine inequalities $D$ is a conjunction of linear inequalities over the same first-order variables $x = (x_1, \ldots, x_n)$, which we write in the standard way as $D : A \cdot x \geq c$, where $A$ is an $m \times n$ integer matrix and $c \in \mathbb{N}^m$. The size $\#D$ of $D$ is the number of symbols required to write down $D$, where we assume binary encoding of numbers. The set of solutions of $D$ is denoted by $[D] \subseteq \mathbb{N}^n$. We say that $D$ is feasible if $[D] \neq \emptyset$. In \cite{24, 1}, bounds on the semi-linear representation of $[D]$ are established. The following theorem is a consequence of Corollary 1 in \cite{24} and Theorem 5 in \cite{1}.

\begin{theorem}
Let $D : A \cdot x \geq c$ be a system of linear Diophantine inequalities such that $A$ is an $m \times n$ matrix. Then $[D] = L(B, P)$ for $B, P \subseteq \mathbb{N}^n$ such that $|P| \leq \binom{m+n}{m}$ and

$$\|B\|_{\infty}, |P| \leq (\|A\|_{1,\infty} + |c|_{\infty} + 2)^{m+n}.$$ 

\end{theorem}

## 3 Lower Bounds

In this section, we establish the coNEXP-lower bound of Theorems 1 and 2. For the sake of a clear presentation, we will first describe the reduction for context-free commutative grammars, and then outline how the approach can be adapted to regular commutative grammars.

As stated in the introduction, we reduce from validity in the $\Pi_2$-fragment of Presburger arithmetic. To this end, let $\phi = \forall x. \exists y. \psi(x, y)$ such that $x = (x_1, \ldots, x_m)$, $y = (y_1, \ldots, y_n)$, and $\psi$ is a positive Boolean combination of atomic formulas $t_1, \ldots, t_k$. For our reduction, we write atomic formulas of $\psi$ as

$$t_i : \sum_{1 \leq j \leq m} (a_{i,j}^+ - a_{i,j}^-) \cdot x_j + z_i^+ - z_i^- \geq \sum_{1 \leq j \leq n} (b_{i,j}^+ - b_{i,j}^-) \cdot y_j,$$ 

(1)
where the $a_{i,j}^+, a_{i,j}^- \in \mathbb{N}$ are such that $a_{i,j}^+ = 0$ or $a_{i,j}^- = 0$, and likewise the $b_{i,j}^+, b_{i,j}^- \in \mathbb{N}$ are such that $b_{i,j}^+ = 0$ or $b_{i,j}^- = 0$, and the $z_{i,j}^+, z_{i,j}^- \in \mathbb{N}$ such that $z_{i,j}^+ = 0$ or $z_{i,j}^- = 0$. Moreover, in the following we set $a_{i,j} \defeq a_{i,j}^+ - a_{i,j}^-$, $b_{i,j} \defeq b_{i,j}^+ - b_{i,j}^-$ and $z_i \defeq z_i^+ - z_i^-$.

**Example 5.** Let $\phi = \forall x, y, \psi(x, y)$ with $\psi(x, y) = (t_1 \land t_2) \lor (t_3 \land t_4)$ and

$$
t_1 = x \geq 2 \cdot y \quad t_2 = -x \geq -2 \cdot y \quad t_3 = x + 1 \geq 2 \cdot y \quad t_4 = -x - 1 \geq -2 \cdot y,
$$

which expresses that every natural number is either even or odd. Here, for instance, $a_{2,1}^+ = 0$, $a_{2,1}^- = 1$, $z_1^+ = z_1^- = 0$, $b_{2,1}^+ = 0$ and $b_{2,1}^- = 2$. Hence $a_{2,1} = -1$, $z_2 = 0$ and $b_{2,1} = -2$.

With no loss of generality and due to unary encoding of numbers in $\phi$, we may assume that the following inequalities hold:

$$|\phi| \geq 2 + m + n + k \quad |\phi| \geq \|\phi\|_{\infty} \quad (2)$$

We furthermore define a constant $c \in \mathbb{N}$, whose bit representation is polynomial in $|\phi|$, as

$$c \defeq \min\{2^n : n \in \mathbb{N}, 2^n \geq |\phi|^3|\phi|^{1+2} \cdot 2^{|\phi|}\}. \quad (3)$$

Let $\Sigma \defeq \{t_1^+, t_1^-, \ldots, t_k^+, t_k^-\}$, we now show how to construct in logarithmic space context-free commutative grammars $G, H$ over $\Sigma$ such that $L(G) \subseteq L(H)$ iff $\phi$ is valid. The underlying idea is as follows: the language of $G$ consists of all possible values of the left-hand sides of the inequalities $t_i$ for every choice of $x$, where the value of some $t_i$ is represented by a word $w \in \Sigma^\circ$ via the difference $w(t_i^+) - w(t_i^-)$. For every $w \in \Sigma^\circ$ and $1 \leq i \leq k$, we misuse notation and define $w(t_i) \defeq w(t_i^+) - w(t_i^-) \in \mathbb{Z}$; note that in particular $t_i \notin \Sigma$. The grammar $H$ can then be defined in an analogous way and produces the values of the right-hand sides of $H$ for a choice of $y$, but can in addition simulate the Boolean structure of $\psi$ in order to tweak those $t_i$ for which, informally speaking, it cannot obtain a good value.

Before we define $G$, we remark that in context-free commutative grammars we can assume commutative words to be encoded in binary. This is not possible in regular grammars.

**Remark.** For any class of commutative grammars containing context-free commutative grammars, it is with no loss of generality possible to assume binary encoding of commutative words, which has, for instance, been observed in [26]. For example, given a production $V \rightarrow a^2^n$, $n > 0$, we can introduce fresh non-terminal symbols $V_1, \ldots, V_n$ and replace $V \rightarrow a^2^n$ by $V \rightarrow V_1V_n, V_a \rightarrow a$ and $V_i \rightarrow V_{i+1}V_{i+1}$ for every $1 \leq i < n$. Clearly, the grammar obtained by this procedure generates the same language and only results in a sub-quadratic blow-up of the size of the resulting grammar.

Recall that we may represent commutative words of $\Sigma^\circ$ as vectors of natural numbers. We define:

$$u \defeq (z_1^+, z_1^-, \ldots, z_k^+, z_k^-) \in \Sigma^\circ \quad v_i \defeq (a_{1,i}^+, a_{1,i}^-, \ldots, a_{k,i}^+, a_{k,i}^-) \in \Sigma^\circ \quad (1 \leq i \leq m) \quad (4)$$

where $a_{j,i}^+, a_{j,i}^-, z_{j,i}^+, z_{j,i}^-$ are defined in Equation (1).

The grammar $G$ is constructed as $G \defeq (N_G, \Sigma, S_G, P_G)$, where $N_G \defeq \{S, X\}$ and $P_G$ is defined as follows:

$$S_G \rightarrow X \epsilon u \quad X \rightarrow \epsilon \quad X \rightarrow X \epsilon v_i \quad (1 \leq i \leq m)$$

Here, $c$ is the constant from (3) whose addition ensures that the values of the $t_i^+$ and $t_i^-$ generated by $G$ are large. Clearly, $G$ can be constructed in logarithmic space even though $c$ is exponential in $|\phi|$. The following lemma captures the essential properties of $G$. 

---

**41:6 Tightening the Complexity of Equivalence Problems for Commutative Grammars**
Lemma 6. Let $G$ be as above. The following hold:

(i) For every $\mathbf{x} \in \mathbb{N}^m$ there exists $w \in \mathcal{L}(G)$ such that for all $1 \leq i \leq k$,
\[
w(t_i) = \sum_{1 \leq j \leq m} (a_{i,j}^+ - a_{i,j}^-) \cdot x_j + z_i^+ - z_i^-.
\]

(ii) For every $w \in \mathcal{L}(G)$ there exists $\mathbf{x} \in \mathbb{N}^m$ such that for all $1 \leq i \leq k$,
\[
w(t_i^+) \geq c + z_i^+ + \sum_{1 \leq j \leq m} c \cdot x_j \geq c \cdot (1 + \|\mathbf{x}\|_{\infty})
\]
\[
w(t_i^-) \geq c + z_i^- + \sum_{1 \leq j \leq m} c \cdot x_j \geq c \cdot (1 + \|\mathbf{x}\|_{\infty}).
\]

We now turn towards the construction of $H \overset{\text{def}}{=} (N_H, \Sigma, S_H, P_H)$ and define the set of non-terminals $N_H$ and productions $P_H$ of $H$ in a step-wise fashion. Starting in $S_H$, $H$ branches into three gadgets starting at the non-terminal symbols $Y, F_\psi$ and $I$:
\[S_H \rightarrow Y F_\psi I\]

Here, $Y$ is an analogue to $X$ in $G$. Informally speaking, it allows for obtaining the right-hand sides of the inequalities $t_i$ for a choice of $\mathbf{y} \in \mathbb{N}^n$. In analogy to $G$, we define
\[w_i \overset{\text{def}}{=} (b_{i,1}^+, b_{i,1}^-, \ldots, b_{i,k}^+, b_{i,k}^-) \in \Sigma^\oplus \quad (1 \leq i \leq n)\]
\[Y \rightarrow Y w_i \quad (1 \leq i \leq n)\]
\[Y \rightarrow \epsilon\]

In contrast to $X$ from $G$, note that $Y$ does not add $\hat{c}$ every time it loops. The following lemma is the analogue of $H$ to Lemma 6 and can be shown along the same lines.

Lemma 7. Let $Y$ be the non-terminal of $H$ as defined above. The following hold:

(i) For every $\mathbf{y} \in \mathbb{N}^n$ there exists $w \in \mathcal{L}(H, Y)$ such that for all $1 \leq i \leq k$, $w(t_i^+) = \sum_{1 \leq j \leq n} b_{i,j}^+ \cdot y_j$, $w(t_i^-) = \sum_{1 \leq j \leq n} b_{i,j}^- \cdot y_j$, and
\[
w(t_i) = \sum_{1 \leq j \leq n} (b_{i,j}^+ - b_{i,j}^-) \cdot y_j.
\]

(ii) For every $w \in \mathcal{L}(H, Y)$ there exists $\mathbf{y} \in \mathbb{N}^n$ such that for all $1 \leq i \leq k$,
\[
w(t_i) = \sum_{1 \leq j \leq n} (b_{i,j}^+ - b_{i,j}^-) \cdot y_j.
\]

It is clear that the $w_Y$ generated by $Y$ may not be able to generate all $t_i$ in a way that match all $w$ generated by $G$ (i.e., all choices of $\mathbf{x}$ made through $G$). For now, let us even assume that $w(t_i^+) \geq w_Y(t_i^+)$ and $w(t_i^-) \geq w_Y(t_i^-)$ holds for every $1 \leq i \leq k$. Later, we will show that if there is a good choice for $\mathbf{y}$, we can find a good $w_Y \in \mathcal{L}(H, Y)$ with this property. After generating $w_Y$, informally speaking, $H$ should produce $t_i^+$ and $t_i^-$ in order match $w$, provided that $\psi$ is valid.

In particular, the Boolean structure of $\psi$ enables us to produce arbitrary quantities of some $t_i$. This is the duty of the gadget $F_\psi$ which allows for assigning arbitrary values to some
atomic formulas \( t_i \) via gadgets \( R_i \) defined below. The gadget \( F_\psi \) recursively traverses the matrix formula \( \psi \) and invokes some \( R_i \) whenever a disjunction is processed and a disjunct \( \gamma \) is evaluated to false:

\[
F_{t_1} \rightarrow \epsilon \quad F_{a \land \beta} \rightarrow F_a F_\beta \quad F_{a \lor \beta} \rightarrow F_a R_\beta \quad F_{a \lor \beta} \rightarrow R_a F_\beta \quad F_{a \lor \beta} \rightarrow F_a R_\beta
\]

The definition of \( R_i \) for every subformula \( \gamma \) of \( \psi \) occurring in the syntax tree of \( \psi \) is now not difficult: we traverse \( \gamma \) until we reach a leaf \( t_i \) of the syntax tree of \( \gamma \) and then allow for generating an arbitrary number of alphabet symbols \( t_i^+ \) and \( t_i^- \). Let \( 1 \leq i \leq k \), we define the following productions:

\[
R_{t_i} \rightarrow \epsilon \quad R_{t_i} \rightarrow R_{t_i}^{+} \quad R_{t_i} \rightarrow R_{t_i}^{-} \quad R_{a \land \beta} \rightarrow R_a R_\beta \quad R_{a \lor \beta} \rightarrow R_a \beta \quad R_{a \lor \beta} \rightarrow R_a R_\beta
\]

Finally, it remains to provide a possibility to increase \( w_\gamma(t_i) \) for those \( t_i \) that were not processed by some \( R_{t_i} \), in order to match \( w \). For a good choice of \( w_\gamma \), we certainly should have that for those \( t_i \), the number of \( t_i \) generated by \( w_\gamma \) in \( H \) is at least as much as the number generated by \( G \). Hence, in order to make \( w_\gamma \) agree with \( w \) on \( t_i \), all we have to do is to non-deterministically increment, i.e., produce, \( t_i^+ \) at least as often as \( t_i^- \). This is the task of the gadget \( I \) of \( H \), whose production rules are as follows:

\[
I \rightarrow \epsilon \quad I \rightarrow H_i^+ \quad I \rightarrow H_i^- \quad (1 \leq i \leq k)
\]

The subsequent lemma, whose proof is immediate, states the properties of \( I \) formally.

**Lemma 8.** \( \mathcal{L}(H, I) = \{(n_1^+, n_1^-, \ldots, n_k^+, n_k^-) \in \Sigma^\oplus : n_i^+ \geq n_i^-, \; 1 \leq i \leq k\} \).

This completes the construction of \( H \). We now prove the correctness of our construction.

**Lemma 9.** Suppose \( \mathcal{L}(G) \subseteq \mathcal{L}(H) \), then \( \phi = \forall x. \exists y. \psi(x, y) \) is valid.

**Proof.** The idea underlying the proof is to show how to construct for every choice of \( x \in \mathbb{N}^m \) some \( y \in \mathbb{N}^n \) such that \( \psi(x, y) \) evaluates to true. By Lemma 6(i), for any \( x \in \mathbb{N}^m \) there exists some corresponding \( w \in \mathcal{L}(G) \) and by assumption \( w \in \mathcal{L}(H) \). In particular, \( w \) is composed of some \( w_\gamma \in \mathcal{L}(H, Y) \) from which by Lemma 7(ii) some suitable \( y \in \mathbb{N}^n \) can be obtained.

The converse direction is slightly more involved. Informally speaking, on the first sight one might be worried that \( H \) produces more \( t_i^+ \) or \( t_i^- \) than \( G \) which cannot be "erased." However, the addition of \( c \) in every component for every production applied by \( G \) together with Theorem 4 allows us to overcome this obstacle.

**Lemma 10.** Suppose \( \phi = \forall x. \exists y. \psi(x, y) \) is valid, then \( \mathcal{L}(G) \subseteq \mathcal{L}(H) \).

**Proof.** Let \( w \in \mathcal{L}(G) \), by Lemma 6(ii) there exists \( x^* \in \mathbb{N}^m \) such that (5), (6) and (7) hold. By assumption, there is \( y^* \in \mathbb{N}^n \) such that \( \psi(x^*, y^*) \) holds. Hence, there is \( \xi : \{1, \ldots, k\} \rightarrow \{0, 1\} \) such that for all \( i \) where \( \xi(i) = 1 \),

\[
\sum_{1 \leq j \leq m} a_{i,j} \cdot x_j^* + z_i \geq \sum_{1 \leq j \leq n} b_{i,j} \cdot y_j^*
\]

and \( \psi[\xi(1)/t_1, \ldots, \xi(k)/t_k] \) evaluates to true. With no loss of generality, write \( \{i : \xi(i) = 1\} = \{1, \ldots, h\} \) for some \( 1 \leq h \leq k \). Consider the system \( D : A \cdot (x, y) \geq z \) of linear Diophantine inequalities over the unknowns \( x \) and \( y \), where

\[
A \overset{\text{def}}{=} \begin{pmatrix} a_{1,1} & \cdots & a_{1,m} & -b_{1,1} & \cdots & -b_{1,n} \\
: & \ddots & \vdots & \ddots & \ddots & \vdots \\
a_{h,1} & \cdots & a_{h,m} & -b_{h,1} & \cdots & -b_{h,n} \end{pmatrix} \quad z \overset{\text{def}}{=} \begin{pmatrix} -z_1 \\
\vdots \\
-z_h \end{pmatrix}
\]
By assumption, \( D \) has a non-empty solution set. We have that \( A \) is a \( h \times (m + n) \) matrix with \( \| M \|_{1, \infty} \leq \| v \|_{1, \infty} \) and \( \| x \|_{\infty} \leq \| v \|_{\infty} \). By Theorem 4, there are \( B, P \subseteq \mathbb{N}^{m+n} \) such that \( |D| = B + \text{cone}(P) \). Consequently, \( x^* = \pi_{1,m} (b + \lambda_1 \cdot p_1 + \cdots + \lambda_\ell \cdot p_\ell) \) for some \( b \in B, p_i \in P \) and \( \lambda_i \in \mathbb{N} \). In particular, since \( |P| \leq \binom{h+m+n}{h} \leq 2^{|P|} \) we have

\[
0 \leq \sum_{1 \leq i \leq \ell} \lambda_i \leq \| x^* \|_\infty \cdot \ell \leq \| x^* \|_\infty \cdot 2^{|P|}.
\] (8)

Now let

\[
y^* \overset{\text{def}}{=} \pi_{[m+1,m+n]}(b + \lambda_1 \cdot p_1 + \cdots + \lambda_\ell \cdot p_\ell).
\]

We have \((x^*, y^*)\) is a solution of \( D \) and henceforth \( \psi[x^*/x, y^*/y] \) evaluates to true. In fact, it is not difficult to show that

\[
\| y^* \|_\infty \leq (1 + \| x^* \|_\infty) \cdot \frac{c}{|P|^2}.
\]

Combining the estimation of \( \| y^* \|_\infty \) with (6) and (7) of Lemma 6, for every \( 1 \leq i \leq k \) we obtain

\[
w(t_i^+), w(t_i^-) \geq c \cdot (1 + \| x^* \|_\infty) \geq \| y^* \|_\infty \cdot \| \phi \|^2 \geq \| y^* \|_\infty \cdot \| \phi \|_\infty \cdot \| \phi \|.
\] (9)

By Lemma 7(i) there is \( w_Y \in \mathcal{L}(H, Y) \) such that (9) yields

\[
w(t_i^+) \geq \sum_{1 \leq j \leq n} \| y^* \|_\infty \cdot \| \phi \|_\infty \geq \sum_{1 \leq j \leq n} b_{ij}^+ \cdot y_j^+ = w_Y(t_i^+)
\]

\[
w(t_i^-) \geq \sum_{1 \leq j \leq n} \| y^* \|_\infty \cdot \| \phi \|_\infty \geq \sum_{1 \leq j \leq n} b_{ij}^- \cdot y_j^- = w_Y(t_i^-).
\]

Moreover, the construction of \( F_\psi \) is such that

\[
\{ w_F \in \Sigma_0^0 : w_F(t_i^+) = w_F(t_i^-) = 0, \xi(i) = 1, 1 \leq i \leq k \} \subseteq \mathcal{L}(H, F_\psi).
\]

Hence, we can find some \( w_F \in \mathcal{L}(H, F_\psi) \) which allows us to adjust those \( t_i \) for which \( \xi(i) = 0 \).

More formally, for \( 1 \leq i \leq k \) such that \( \xi(i) = 0 \),

\[
(w_Y + w_F)(t_i^+) = w(t_i^+), \quad (w_Y + w_F)(t_i^-) = w(t_i^-).
\]

On the hand, for all \( 1 \leq i \leq k \) such that \( \xi(i) = 1 \),

\[
(w_Y + w_F)(t_i^+) = w_Y(t_i^+), \quad (w_Y + w_F)(t_i^-) = w_Y(t_i^-),
\]

i.e., those \( t_i \) remain untouched by \( w_F \).

Consequently, it remains to show that there is a suitable \( w_I \in \mathcal{L}(H, I) \) such that we can adjust those \( t_i \) which were left untouched by \( w_F \) above. For all \( 1 \leq i \leq k \) such that \( \xi(i) = 1 \), since \( y^* \) is a solution of \( D \), we have

\[
w(t_i) = w(t_i^+) - w(t_i^-) = w_Y(t_i^+) - w_Y(t_i^-) = w_Y(t_i)
\]

\[
\iff w(t_i^+) - w_Y(t_i^+) \geq w(t_i^-) - w_Y(t_i^-)
\]

\[
\iff \text{there are } m_i, n_i \in \mathbb{N} \text{ such that } w(t_i^+) = w_Y(t_i^+) + m_i + n_i \text{ and } w(t_i^-) = w_Y(t_i^-) + m_i.
\]

But then Lemma 8 yields the required \( w_I \in \mathcal{L}(H, I) \) such that \( w_I(t_i^+) = m_i + n_i, w_I(t_i^-) = m_i, \) and \( w_I(t_j^+) = w_I(t_j^-) = 0 \) for all \( j \) such that \( \xi(j) = 0 \).

Summing up, we have \( w = w_Y + w_I + w_F \), and hence \( w \in \mathcal{L}(H) \) as required. \( \blacksquare \)
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\[
G : p_0 \ | \ p_1 \ | \ p_1 \ | \ p_2 \ | \ \cdots \ | \ p_{i-1} \ | \ p_i \\
H : p_0 \ | \ p_1 \ | \ p_1 \ | \ p_2 \ | \ \cdots \ | \ p_{i-1} \ | \ p_i
\]

**Figure 1**: Illustration of the pairing of alphabet symbols. In \( G \), we require that in each cell \( w(p_{j+1}) = 2 \cdot \overline{p_j} \), and in \( H \) that \( w(p_j) = w(\overline{p_j}) \). Any word fulfilling these conditions has the property that \( w(p_i) = 2^i \cdot w(p_0) \).

Lemmas 9 and 10 together with Theorem 3 yield the \( \text{coNEXP} \)-lower bound of Theorems 1 and 2 of the language inclusion problem for context-free and exponent-sensitive grammars, and hence \( \text{coNEXP} \)-hardness of the equivalence problem.

**Remark.** It is not difficult to see that one can derive from \( G \) and \( H \) commutative context-free grammars \( G^c \) and \( H^c \) such that an even stronger statement holds:

\[ \phi \text{ is valid } \iff \mathcal{R}(G^c) = \mathcal{R}(H^c). \]

### 3.1 Hardness for Regular Commutative Grammars

It remains to show how our reduction can be adapted in order to prove \( \text{coNEXP} \)-hardness of the equivalence problem for regular commutative grammars. Due to space constraints, we only sketch the main ideas, full details can be found in the technical report accompanying this paper.

As constructed above, neither \( G \) nor \( H \) are regular, the main problem being the following rules of \( G \):

\[ S_G \rightarrow X\hat{\epsilon}u \quad X \rightarrow X\hat{\epsilon}v_i \quad (1 \leq i \leq m). \]

Here, \( \hat{\epsilon} \) is a word of exponential length, cf. Equation (3), and, informally speaking, we cannot force a regular commutative grammar to generate an exponential quantity of an alphabet symbol. However, the interplay between \( G \) and \( H \) allows us to do so. The main idea is that in order to generate \( \hat{\epsilon} \) we use additional alphabet symbols \( p_0, \ldots, p_i \) such that we require that number of occurrences of \( p_{j+1} \) is twice as much as \( p_j \) in a word \( w \) accepted by \( G \) for all \( 0 \leq j < i \), or otherwise this word is trivially accepted by \( H \). With this approach we get that that if \( w \) witnesses \( L(G) \not\subseteq L(H) \) then \( w(p_i) = 2^i \cdot w(p_0) \), which is exactly what we need. In more detail, the construction actually uses further additional alphabet symbols \( \overline{p_1}, \ldots, \overline{p_i} \). Then, we enforce in \( G \) that \( w(p_{j+1}) = 2 \cdot w(\overline{p_j}) \), and in \( H \) that \( w(p_j) = w(\overline{p_{j+1}}) \). This can be achieved by accepting any word \( w \) in \( H \) for which \( w(p_j) \neq w(\overline{p_{j+1}}) \). Figure 1 illustrates this technique of pairing alphabet symbols \( p_j \) and \( \overline{p_j} \).

Finally, the gadget \( F_\psi \) of \( H \) is also not regular. However, we can alternatively simulate \( \psi \) by a regular grammar in which conjunction in \( \psi \) corresponds to sequential composition and disjunction to branching.

### 4 Exponent-Sensitive Commutative Grammars

We now turn towards the equivalence problem for exponent-sensitive commutative grammars and sketch the proof of Theorem 2, i.e., show that language inclusion is \( \text{coNEXP} \)-hard and in \( \text{co-2NEXP} \). The lower bound immediately follows from Theorem 1. Hence, it remains to provide a \( \text{co-2NEXP} \) upper bound, thereby improving the \( 2\text{EXPSPACE} \) upper bound from [21]. All formal details can be found in the technical report accompanying this paper.

It is sufficient to show that language inclusion between exponent-sensitive commutative grammars can be decided in \( \text{co-2NEXP} \). To this end, we adapt an approach proposed by
Huynh used to show that language inclusion between context-free commutative grammars is in \( \text{coNEXP} \) [14]. Let \( G \) and \( H \) be exponent-sensitive commutative grammars. The starting point of Huynh's approach is to derive bounds on the size of a commutative word witnessing non-inclusion via the semi-linear representation of the reachability sets of \( G \) and \( H \). For exponent-sensitive commutative grammars, in [22] \( R(G) \) and \( R(H) \) are shown semi-linear with a representation size doubly exponential in \( \#G \) and in \( \#H \), respectively, and this representation is also computable in doubly-exponential time. Given semi-linear sets \( M \) and \( N \) such that \( M \setminus N \) is non-empty, Huynh shows in [15] that there is some \( v \in M \setminus N \) whose bit-size is polynomial in \( \#M + \#N \). Consequently, if \( L(G) \not\subseteq L(H) \) then the binary representation of some word \( w \in L(G) \setminus L(H) \) has size bounded by \( 2^{2^{p(\#G + \#H)}} \) for some polynomial \( p \). Since the word problem for exponent-sensitive commutative grammars is in \( \text{PSPACE} \), deciding \( L(G) \not\subseteq L(H) \) is in \( 2\text{-EXPSPACE} \), as observed in [22, Thm. 5.5]. Now comes the second part of Huynh's approach into play. In [14], a Carathéodory-type theorem for semi-linear sets is established: given a linear set \( M = L(b, P) \subseteq \mathbb{N}^m \), Huynh shows that \( M = \bigcup_{i \in I} L(b_i, P_i) \), where \( b_i \in L(b, P) \), each \( b_i \) has bit-size polynomial in \( \#M \), and \( P_i \subseteq P \) has full column rank and hence in particular \( |P_i| \leq m \). The key point is that deciding membership in a linear set with such properties is obviously in \( \text{P} \) using Gaussian elimination, and that we can show that a semi-linear representation of \( R(G) \) and \( R(H) \) in which every linear set has those properties is computable in deterministic doubly-exponential time in \( \#G \) and in \( \#H \), respectively. Consequently, a \( \text{co-2NEXP} \) algorithm to decide \( L(G) \not\subseteq L(H) \) can initially guess a word \( w \) whose representation is doubly-exponential in \( \#G + \#H \), then compute the semi-linear representations of \( R(G) \) and \( R(H) \) in the special form of Huynh, and check in time polynomial in \( \#w \) that \( w \) belongs to \( L(G) \) and not to \( L(H) \).

5 Applications to Further Equivalence Problems

Here, we discuss immediate corollaries of Theorem 1 for various other equivalence problems in formal language and automata theory. Due to space constraints, we cannot provide formal definitions of the objects we consider; they can be found in the references in the respective paragraphs.

In [2], Eilenberg and Schützenberger studied properties of regular languages in commutative monoids which are generated by regular commutative expressions. Such regular expressions are the same as standard regular expression which use the free commutative monoid instead of the free monoid. From Theorem 1, we obtain the following statement.

\textbf{Theorem 11.} Language equivalence between regular commutative expressions is \( \text{coNEXP-complete} \).

The upper bound can easily be obtained via a reduction to equivalence between regular commutative grammars. The lower bound follows from the observation that the construction outlined in Section 3.1 can be adjusted in a way such that the directed graph underlying the constructed regular commutative grammar does not contain nested cycles, and can hence be translated into an equivalent regular commutative expression of linear size.

Regular commutative grammars can also be viewed as 0-reversal-bounded counter automata in which every counter corresponds to an alphabet symbol. Reversal-bounded counter automata were introduced by Ibarra [16]. Along a run of a \( k \)-reversal bounded counter automaton, every counter may only change from incrementing to decrementing mode at most \( k \) times. Given two reversal-bounded counter automata with the same number of counters, equivalence is to decide whether their sets of counter values occurring in a final configuration is the same.
Table 1 Complexity of the word and the equivalence problem for classes of commutative grammars.

<table>
<thead>
<tr>
<th>commutative grammar</th>
<th>word problem</th>
<th>language equivalence</th>
</tr>
</thead>
<tbody>
<tr>
<td>type-0</td>
<td>(\text{EXPSPACE})-h. [20], (\in\ \mathcal{F}_{\omega}^3) [19]</td>
<td>undecidable [10]</td>
</tr>
<tr>
<td>context-sensitive</td>
<td>(\text{PSPACE})-complete [13]</td>
<td>undecidable [14]</td>
</tr>
<tr>
<td>exponent-sensitive</td>
<td>(\text{PSPACE})-complete [21]</td>
<td>(\text{coNEXP})-h., (\in\ \text{co-2NEXP})</td>
</tr>
<tr>
<td>context-free regular</td>
<td>(\text{NP})-complete [13, 3]</td>
<td>(\text{coNEXP})-complete</td>
</tr>
</tbody>
</table>

Theorem 12. The equivalence problem for reversal-bounded counter automata is \(\text{coNEXP}\)-complete.

The lower bound immediately follows from Theorem 1. For the upper bound, Hague and Lin [11] have shown that the set of counter values occurring in a final configuration is definable in existential Presburger arithmetic. Consequently, given two reversal-bounded counter automata whose reachability sets are defined by existential Presburger formulas \(\varphi(x)\) and \(\psi(x)\), respectively, they are equivalent if \(\phi \equiv \forall x.\varphi(x) \leftrightarrow \psi(x)\) is valid. Since \(\phi\) is a \(\Pi_2\)-sentence of Presburger arithmetic, Theorem 3 yields a \(\text{coNEXP}\)-upper bound for the equivalence problem.

Finally, it has, for instance, been observed in [3, 27, 23] that context-free commutative grammars can be seen as notational variants of communication-free Petri nets and basic parallel process nets (BPP-nets). In particular, language equivalence is logarithmic-space interreducible with reachability equivalence for such nets. Hence, Theorem 1 together with Remark 3 yields the following theorem.

Theorem 13. The equivalence problem for communication-free Petri nets and BPP-nets is \(\text{coNEXP}\)-complete.

Conclusion

We showed that language inclusion and equivalence for regular and context-free commutative grammars are \(\text{coNEXP}\)-complete, resolving a long-standing open question posed by Huynh [14]. Our lower bound also carries over to the equivalence problem for exponent-sensitive commutative grammars, for which we could also improve the \(2\cdot\text{EXPSPACE}\)-upper bound [21] to \(\text{co-2NEXP}\). The precise complexity of this problem remains an open problem of this paper. An overview over the complexity of word and equivalence problems for commutative grammars together with references to the literature is provided in Table 1.

One major open problem related to the problems discussed in this paper is weak bisimilarity between basic parallel processes. This problem is not known to be decidable and \(\text{PSPACE}\)-hard [25]. Unfortunately, it does not seem possible to adjust the construction of our \(\text{coNEXP}\)-lower bound to also work for weak bisimulation.

References

Tightening the Complexity of Equivalence Problems for Commutative Grammars


Abstract

We study the polynomial-time autoreducibility of NP-complete sets and obtain separations under strong hypotheses for NP. Assuming there is a p-generic set in NP, we show the following:

- For every $k \geq 2$, there is a $k$-T-complete set for NP that is $k$-T autoreducible, but is not $k$-tt autoreducible or $(k-1)$-T autoreducible.
- For every $k \geq 3$, there is a $k$-tt-complete set for NP that is $k$-tt autoreducible, but is not $(k-1)$-tt autoreducible or $(k-2)$-T autoreducible.
- There is a tt-complete set for NP that is tt-autoreducible, but is not btt-autoreducible.

Under the stronger assumption that there is a p-generic set in NP ∩ coNP, we show:

- For every $k \geq 2$, there is a $k$-tt-complete set for NP that is $k$-tt autoreducible, but is not $(k-1)$-T autoreducible.

Our proofs are based on constructions from separating NP-completeness notions. For example, the construction of a 2-T-complete set for NP that is not 2-tt-complete also separates 2-T-autoreducibility from 2-tt-autoreducibility.

1998 ACM Subject Classification F.1.3 Complexity Measures and Classes

Keywords and phrases computational complexity, NP-completeness, autoreducibility, genericity

1 Introduction

Autoreducibility measures the redundancy of a set. For a reducibility $R$, a set $A$ is $R$-autoreducible if there is a $R$-reduction from $A$ to $A$ where the instance is never queried [15]. Understanding the autoreducibility of complete sets is important because of applications to separating complexity classes [5]. We study the polynomial-time autoreducibility [1] of NP-complete sets.

Natural problems are paddable and easily shown to be $m$-autoreducible. In fact, Glaßer et al. [8] showed that all nontrivial $m$-complete sets for NP and many other complexity classes are $m$-autoreducible. Beigel and Feigenbaum [4] showed that T-complete sets for NP and the levels of the polynomial-time hierarchy are T-autoreducible. We focus on intermediate reducibilities between many-one and Turing.

Previous work has studied separations of these autoreducibility notions for larger complexity classes. Buhrman et al. [5] showed there is a 3-tt-complete set for EXP that is not btt-autoreducible. For NEXP, Nguyen and Selman [13] showed there is a 2-T-complete set that is not 2-tt-autoreducible and a tt-complete set that is not btt-autoreducible. We investigate whether similar separations hold for NP.

Since all NP sets are 1-tt-autoreducible if $P = NP$, it is necessary to use a hypothesis at least as strong as $P \neq NP$ to separate autoreducibility notions. We work with the Genericity
**Hypothesis** that there is a p-generic set in NP \([3, 2]\). This is stronger than \(P \neq NP\), but weaker than the **Measure Hypothesis** \([12, 10]\) that there is a p-random set in NP. Under the Genericity Hypothesis, we separate many autoreducibility notions for NP-complete sets. Our main results are summarized in Table 1.

Previous work has used the measure and genericity hypotheses to separate completeness notions for NP. Consider the set

\[
C = G \cup (G \cap \text{SAT}) \cup (G \cup \text{SAT}),
\]

where \(G \in NP\) and \(\cup\) is disjoint union. Then \(C\) is 2-T-complete for NP, and if \(G\) is p-generic, \(C\) is not 2-\(tt\)-complete \([12, 2]\). There is a straightforward 3-T (also 5-\(tt\)) autoreduction of \(C\) based on padding SAT.\(^1\) However, since \(C\) is 2-T-honest-complete, we indirectly obtain a 2-T (also 3-\(tt\)) autoreduction by first reducing through SAT (Lemma 2.1). In Theorem 3.1 we show \(C\) is not 2\(tt\)-autoreducible.

It turns out this idea works in general. We show that many sets which separate completeness notions also separate autoreducibility notions. Ambos-Spies and Bentzien \([2]\) also separated both \(k\)-T-completeness and \((k + 1)\)-\(tt\)-completeness from both \(k\)-\(tt\)-completeness and \((k - 1)\)-T-completeness for every \(k \geq 3\) under the Genericity Hypothesis. We show that the same sets also separate \(k\)-\(T\)-autoreducibility and \((k + 1)\)-\(tt\)-autoreducibility from \(k\)-\(tt\)-autoreducibility and \((k - 1)\)-T-autoreducibility (Theorems 3.4 and 3.5). We also obtain that there is a tt-complete set for NP that is \(tt\)-autoreducible and not btt-autoreducible (Theorem 3.6), again using a construction of Ambos-Spies and Bentzien.

In the aforementioned results, there is a gap – we only separate \(k\)-\(tt\)-autoreducibility from \((k - 2)\)-\(T\)-autoreducibility (for \(k \geq 3\)), where we can hope for a separation from \((k - 1)\)-\(T\)-autoreducibility. The separation of \(k\)-\(tt\) from \((k - 1)\)-T is also open for completeness under the Genericity Hypothesis (or the Measure Hypothesis). To address this gap, we use a stronger hypothesis on the class \(NP \cap \text{coNP}\). Pavan and Selman \([14]\) showed that if \(NP \cap \text{coNP}\) contains a \(\text{DTIME}(2^n)\)-bi-immune set, then 2-\(tt\)-completeness is different from 1-\(tt\)-completeness for NP. We show that if \(NP \cap \text{coNP}\) contains a p-generic set, then \(k\)-\(tt\)-completeness is different from \((k - 1)\)-T-completeness for all \(k \geq 3\) (Theorem 4.2). We then show these constructions also separate autoreducibility: if there is a p-generic set in \(NP \cap \text{coNP}\), then for every \(k \geq 2\), there is a \(k\)-\(tt\)-complete set for NP that is \(k\)-\(tt\) autoreducible, but is not \((k - 1)\)-T autoreducible (Theorems 4.1 and 4.3).

This paper is organized as follows. Preliminaries are in Section 2. The results using the Genericity Hypothesis are presented in Section 3. We use the stronger hypothesis on \(NP \cap \text{coNP}\) in Section 4. Section 5 concludes with some open problems.

## 2 Preliminaries

We use the standard enumeration of binary strings, i.e \(s_0 = \lambda, s_1 = 0, s_2 = 1, s_3 = 00, \ldots\) as an order on binary strings. All languages in this paper are subsets of \(\{0, 1\}^*\) identified with their characteristic sequences. In other words, every language \(A \in \{0, 1\}^*\) is identified with \(\chi_A = A[s_0]A[s_1]A[s_2], \ldots\). If \(X\) is a set, equivalently a binary sequence, and \(x \in \{0, 1\}^*\) then

\(^1\) Given an instance \(x\) of \(C\), pad \(x\) to an instance \(y\) such that \(\text{SAT}[x] = \text{SAT}[y]\). We query \(G[y]\) and then query either \(G \cap \text{SAT}[y]\) if \(G[y] = 1\) or \(G \cup \text{SAT}[y]\) if \(G[y] = 0\) to learn \(\text{SAT}[y]\). Finally, if our instance is \(G[x]\) the answer is obtained by querying \(G \cap \text{SAT}[x]\) if \(\text{SAT}[y] = 1\) or by querying \(G \cup \text{SAT}[x]\) if \(\text{SAT}[y] = 0\). If our instance is \(G \cup \text{SAT}[x]\) or \(G \cap \text{SAT}[x]\), we query \(G[x]\) and combine that answer with \(\text{SAT}[y]\).
Table 1 If $C$ contains a $p$-generic set, then there is a $S$-complete set in \( \text{NP} \) that is $S$-autoreducible but not $R$-autoreducible.

<table>
<thead>
<tr>
<th>$C$</th>
<th>$S$</th>
<th>$R$</th>
<th>notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{NP}$</td>
<td>$k$-T</td>
<td>$k$-tt</td>
<td>Theorem 3.1 ($k = 2$), Theorem 3.4 ($k \geq 3$)</td>
</tr>
<tr>
<td>$\text{NP}$</td>
<td>$k$-T</td>
<td>$(k - 1)$-T</td>
<td>Theorem 3.1 ($k = 2$), Theorem 3.5 ($k \geq 3$)</td>
</tr>
<tr>
<td>$\text{NP}$</td>
<td>$k$-tt</td>
<td>$(k - 1)$-tt</td>
<td>Corollary 3.2 ($k = 3$), Theorem 3.4 ($k \geq 4$)</td>
</tr>
<tr>
<td>$\text{NP}$</td>
<td>$k$-tt</td>
<td>$(k - 2)$-T</td>
<td>Corollary 3.3 ($k = 3$), Theorem 3.5 ($k \geq 4$)</td>
</tr>
<tr>
<td>$\text{NP}$</td>
<td>$tt$</td>
<td>$btt$</td>
<td>Theorem 3.6</td>
</tr>
<tr>
<td>$\text{NP} \cap \text{coNP}$</td>
<td>$k$-tt</td>
<td>$(k - 1)$-T</td>
<td>Theorem 4.1 ($k = 2$), Theorem 4.3 ($k \geq 3$)</td>
</tr>
</tbody>
</table>

$X \upharpoonright x$ is the initial segment of $X$ for all strings before $x$, i.e. the subset of $X$ that contains every $y \in X$ such that $y < x$.

All reductions in this paper are polynomial-time reductions, therefore we may not emphasize this every time we define a reduction. We use standard notions of reducibilities [11].

Given $A, B, \text{and } R \in \{m, \text{T}, \text{tt}, k$-$\text{T}, k$-$\text{tt}, btt\}$, $A$ is polynomial-time $R$-honest reducible to $B$ ($A \leq^p_R B$) if $A \leq^p_R$ and there exist a constant $c$ such that for every input $x$, every query $q$ asked from $B$ has the property $|x|^{1/c} < |q|$. In particular, a reduction $R$ is called length-increasing if on every input the queries asked from the oracle are all longer than the input.

For any reduction $R \in \{m, \text{T}, \text{tt}, k$-$\text{T}, k$-$\text{tt}, btt\}$ a language $A$ is $R$-autoreducible if $A \leq^p_R$ via a reduction where on every instance $x$, $x$ is not queried.

The following lemma states that any honest-complete set for \( \text{NP} \) is also autoreducible under the same type of reduction. This follows because \( \text{NP} \) has a paddable, length-increasing complete set.

Lemma 2.1. Let $R \in \{m, \text{T}, \text{tt}, k$-$\text{T}, k$-$\text{tt}, btt, \ldots \}$ be a reducibility. Then every $R$-honest-complete set for \( \text{NP} \) is $R$-autoreducible.

Proof. Let $A \in \text{NP}$ be $R$-honest-complete. Then there is an $R$-honest reduction $M$ from \( \text{SAT} \) to $A$. There exists $m \geq 1$ such that every query $q$ output by $M$ on an instance $x$ satisfies $|q| \geq |x|^{1/m}$.

Since \( \text{SAT} \) is $\text{NP}$-complete via length-increasing many-one reductions, $A \leq^p_R \text{SAT}$ via a length-increasing reduction $g$. Since \( \text{SAT} \) is paddable, there is a polynomial-time function $h$ such that for any $y$, \( \text{SAT}[h(y)] = \text{SAT}[y] \) and $|h(y)| > |y|^m$.

To obtain our $R$-autoreduction of $A$, we combine $g$, $h$, and $M$. On instance $x$ of $A$, compute the instance $h(g(x))$ of \( \text{SAT} \) and use $M$ to reduce $h(g(x))$ to $A$. Since $|h(g(x))| > |g(x)|^m > |x|^m$, every query $q$ of $M$ has $|q| > |h(g(x))|^{1/m} > |x|$. Therefore all queries are different than $x$ and this is an autoreduction. △

Most of the results in this paper are based on a non-smallness hypothesis for \( \text{NP} \) called the Genericity Hypothesis that \( \text{NP} \) contains a $p$-generic set [3, 2]. In order to define genericity first we need to define what a simple extension function is. For any $k$, a simple $n^k$-extension function is a partial function from $\{0, 1\}^*$ to $\{0, 1\}$ that is computable in $O(n^k)$. Given a set $A$ and an extension function $f$ we say that $f$ is dense along $A$ if $f$ is defined on infinitely many initial segments of $A$. A set $A$ meets a simple extension function $f$ at $x$ if $f(A \upharpoonright x)$ is defined and equal to $A[x]$. We say $A$ meets $f$ if $A$ meets $f$ at some $x$. A set $G$ is called $p$-generic if it meets every simple $n^k$-extension function for any $k \geq 1$ [2]. A partial function
Autoreducibility of NP-Complete Sets

\[ f : \{0,1\}^* \to (\{0,1\}^* \times \{0,1\})* \] is called a \( k \)-bounded extension function if whenever \( f(X \mid x) \) is defined, \( f(X \mid x) = (y_0, i_0) \ldots (y_m, i_m) \) for some \( m < k \), and \( x \leq y_0 < y_1 < \ldots < y_m \), where \( y_i \)'s are strings and \( i_j \)'s are either 0 or 1. A set \( A \) meets \( f \) at \( x \) if \( f(A \mid x) \) is defined, and \( A \) agrees with \( f \) on all \( y_i \)'s, i.e. if \( f(A \mid x) = (y_0, i_0) \ldots (y_m, i_m) \) then \( A[y_j] = i_j \) for all \( j \leq m \) [2].

We will use the following routine extension of a lemma in [2].

**Lemma 2.2.** Let \( l, c \geq 1 \) and let \( f \) be an \( l \)-bounded partial extension function defined on initial segments \( \alpha = X \mid 0^n \) of length \( 2^n \) \((n \geq 1)\). Whenever \( f(\alpha) \) is defined we have

\[ f(\alpha) = (y_{\alpha,1}, i_{\alpha,1}), \ldots, (y_{\alpha,l}, i_{\alpha,l}), \]

where \( l_\alpha \leq l \), \( \text{pos}(\alpha) = (y_{\alpha,1}, \ldots, y_{\alpha,l}) \) is computable in \( 2^{cn} \) steps and \( i_{\alpha,j} \) is computable in \( 2^{3m_\alpha} \) steps. Then for every \( p \)-generic set \( G \), if \( f \) is dense along \( G \) then \( G \) meets \( f \).

### 3 Autoreducibility Under the Genericity Hypothesis

We begin by showing the Genericity Hypothesis implies there is a 2-T-complete set that separates 2-T-autoreducibility from 2-tt-autoreducibility. The proof utilizes the construction of [12, 2] that of a set that separates 2-T-completeness from 2-tt-completeness.

**Theorem 3.1.** If NP contains a \( p \)-generic language, then there exists a 2-T-complete set in NP that is 2-T-autoreducible, but not 2-tt-autoreducible.

**Proof.** Let \( G \in \text{NP} \) be \( p \)-generic and define \( C = G \cup (G \cap \text{SAT}) \cup (G \cup \text{SAT}) \), where \( \cup \) stands for disjoint union [12, 2]. Disjoint union can be implemented by adding a unique prefix to each set and taking their union. To be more clear, let \( C = 0G \cup 10(G \cap \text{SAT}) \cup 11(G \cup \text{SAT}) \). It follows from closure properties of NP that \( C \in \text{NP} \).

To see that \( C \) is 2-T-complete, consider an oracle Turing machine \( M \) that on input \( x \) first queries \( 0x \) from \( C \). If the answer is positive, i.e. \( x \in G \), \( M \) queries \( 10x \) from \( C \), and outputs the result. Otherwise, \( M \) queries \( 11x \) from \( C \), and outputs the answer. This Turing machine always makes two queries from \( C \), runs in polynomial time, and \( M^C(x) = \text{SAT}[x] \). This completes the proof that \( C \) is also 2-T-completeness. Since all queries from \( \text{SAT} \) to \( C \) are length-increasing, it follows from Lemma 2.1 that \( C \) is 2-T-autoreducible.

The more involved part of the proof is to show that \( C \) is not 2-tt-autoreducible. To get a contradiction assume that \( C \) is 2-tt-autoreducible. This means there exist polynomial-time computable functions \( h, g_1 \), and \( g_2 \) such that for every \( x \in \{0,1\}^* \),

\[ C[x] = h(x, C[g_1(x)], C[g_2(x)]) \]

and moreover \( g_i(x) \neq x \) for \( i = 1, 2 \). Note that W.L.O.G. we can assume that \( g_1(x) < g_2(x) \). For \( x = 0z, 10z, \) or \( 11z \) define the value of \( x \) to be \( z \), and let \( x = 0z \) for some string \( z \). We have:

\[ C[x] = G[z] = h(x, C[g_1(x)], C[g_2(x)]) \]

To get a contradiction, we consider different cases depending on whether some of the queries have the same value as \( x \) or not, and the Boolean function \( h(x, \ldots) \). For some of these cases we show they can happen only for finitely many \( z \)'s, and for the rest we show that \( \text{SAT}[z] \) can be decided in polynomial time. As a result \( \text{SAT} \) is decidable in polynomial time a.e., which contradicts the assumption that \( \text{NP} \) contains a \( p \)-generic language.

The complete proof will appear in the full version of the paper. ▶
Corollary 3.2. If NP contains a p-generic language, then there exists a 3-tt-complete set for NP that is 3-tt-autoreducible, but not 2-tt-autoreducible.

Proof. This follows immediately from Theorem 3.1 and the fact that every 2-T reduction is a 3-tt reduction.

Corollary 3.3. If NP contains a p-generic language, then there exists a 3-tt-complete set for NP that is 3-tt-autoreducible, but not 1-T-autoreducible.

Our next theorem separates $(k + 1)$-tt-autoreducibility from $k$-tt-autoreducibility and $k$-T-autoreducibility from $k$-tt-autoreducibility under the Genericity Hypothesis. The proof uses the construction of Ambos-Spies and Bentzien [2] that separates the corresponding completeness notions.

Theorem 3.4. If NP contains a p-generic language, then for every $k \geq 3$ there exists a set that is

- $(k + 1)$-tt-complete for NP and $(k + 1)$-tt-autoreducible,
- $k$-T-complete for NP and $k$-T-autoreducible, and
- not $k$-tt-autoreducible.

Proof. Let $G \in$ NP be a p-generic language, and $z_1, ..., z_{k+1}$ be the first $k + 1$ strings of length $k$. For $m = 1, ..., k - 1$ define

$$G_m = \{x | xz_m \in G\}$$  \hspace{1cm} (1)

$$\hat{G} = \bigcup_{m=1}^{k-1} G_m$$  \hspace{1cm} (2)

$$A = \bigcup_{m=1}^{k-1} \{xz_m | x \in \hat{G}\} \bigcup \{xz_k | x \in \hat{G} \cap SAT\} \bigcup \{xz_k+1 | x \in \hat{G} \cup SAT\}$$  \hspace{1cm} (3)

Here are some properties of the sets defined above:

- For every $x$, $x \in \hat{G}$ if and only if $\exists i \leq k - 1. xz_i \in G$.
- $A$ contains strings in $G$ that end with $z_1, ..., z_{k-1}$, i.e. $A(xz_i) = G(xz_i)$ for every $x$ and $1 \leq i \leq k - 1$.
- $xz_k \in A$ if and only if $x \in SAT \land (\exists i \leq k - 1. xz_i \in G)$.
- $xz_{k+1} \in A$ if and only if $x \in SAT \lor (\exists i \leq k - 1. xz_i \in G)$.
- $xz_j \notin A$ for $j > k + 1$.

It is easy to show that $SAT \leq_{(k+1)-tt} A$. On input $x$, make queries $xz_1, ..., xz_{k+1}$ from $A$. If at least one of the answers to the first $k - 1$ queries is positive, then $SAT[x]$ is equal to the $k$th query, i.e. $SAT[x] = A[xz_k]$. Otherwise $SAT[x]$ is equal to $A[xz_{k+1}]$. As a result, $A$ is $(k + 1)$-tt-complete for NP. If the queries are allowed to be dependent, we can choose between $xz_k$ and $xz_{k+1}$ based on the answers to the first $(k - 1)$ queries. Therefore $A$ is also $k$-T-complete for NP. Since all these queries are honest, in fact length-increasing, it follows from Lemma 2.1 that $A$ is both $(k + 1)$-tt-autoreducible and $k$-T-autoreducible.

To get a contradiction, assume $A$ is $k$-tt-autoreducible via $h, g_1, ..., g_k$. In other words, assume that for every $x$:

$$A[x] = h(x, A[g_1(x)], ..., A[g_k(x)])$$  \hspace{1cm} (4)

and $\forall 1 \leq i \leq k. g_i(x) \neq x$. In particular, we are interested in the case where $x = 0^n z_1 = 0^{n+k}$, and we have:

$$A(0^n x) = h(0^n x, A[g_1(0^n x)], ..., A[g_k(0^n x)])$$  \hspace{1cm} (5)

and all $g_i(0^n x)$’s are different from $0^n x$ itself.
We will use these facts to force the value of $\alpha(p)$ in (6). The idea is that if $G(w) = 1$ for some $w$, then $G$ in Lemma 2.2 the value forced for $G(x)$ depends on the value of $G(x)$ on $w$. Therefore at least one of the strings $G(x) = 0$ and $G(x) = 1$.

Moreover, $G(x)$ is a query, by using $G(x)$ to force values in $G$. This is done based on the strings that have been queried, and their indices as follows.

- If $w = v_{z_1}$ for some $1 \leq i \leq k - 1$ then $A[w] = G[w]$. Therefore we can force $A[w]$ to 0 or 1 by forcing the same value for $G[w]$.
- If $w = v_{z_k}$ then $A[w] = SAT[v] \land (\bigvee_{i=1}^{k-1} G[v_{z_i}])$, so by forcing all $G[v_{z_i}]$'s to 0 we can make $A[w] = 0$.
- If $w = v_{z_{k+1}}$ then $A[w] = SAT[v] \lor (\bigvee_{i=1}^{k-1} G[v_{z_i}])$. In this case by forcing one of the $G[v_{z_i}]$'s to 1 we can make $A[w] = 1$.

We will use these facts to force the value of $A$ on queries on input $0^{n+k}$ on the left hand side of (5), and then force a value for $A[0^{n+k}]$ such that (5) fails. The first problem that we encounter is the case where we have both $v_{z_k}$ and $v_{z_{k+1}}$ among our queries. If this happens for some $v$ then the strategy described above does not work. To force $A[v_{z_k}]$ and $A[v_{z_{k+1}}]$ to 0 and 1 respectively, we need to compute SAT[v]. If SAT[v] = 0 then $A[v_{z_k}] = 0$, and $A[v_{z_{k+1}}]$ can be forced to 1 by forcing $G[v_{z_1}] = 1$ for some $1 \leq l \leq k - 1$. On the other hand, if SAT[v] = 1 then $A[v_{z_{k+1}}] = 1$, and forcing all $G[v_{z_i}]$'s to 0 makes $A[v_{z_k}] = 0$. This process depends on the value of SAT[v], and $v$ can be much longer that $0^{n+k}$.

Because of the time bounds in Lemma 2.2 the value forced for $A[0^{n+k}]$ cannot depend on SAT[v]. But note that we have $k$ queries, and two of them are $v_{z_k}$ and $v_{z_{k+1}}$. Therefore at least one of the strings $v_{z_1}, ..., v_{z_{k-1}}$ is not among the queries. We use this string as $v_{z_1}$, and make $G[v_{z_1}] = 1$ when SAT[v] = 0.

Now we define an auxiliary function $\alpha$ from the set of queries, called QUERY, to 0 or 1. The idea is that $\alpha$ computes the value of $A$ on queries without computing $G[v]$, given that $G$ meets the extension function. $\alpha$ is defined in two parts based on the length of the queries.

For queries $w = v_{z_p}$ that are shorter than $0^{n+k}$, i.e. $|w| < n + k$, we define:

$$
\alpha(w) = \begin{cases} 
X[w] & \text{if } 1 \leq p \leq k - 1 \\
1 & \text{if } p = k \land v \in SAT \land \exists 1 \leq l \leq k - 1. v_{z_l} \in X \\
1 & \text{if } p = k + 1 \land (v \in SAT \lor \exists 1 \leq l \leq k - 1. v_{z_l} \in X) \\
0 & \text{otherwise}
\end{cases}
$$
This means that if \( X \upharpoonright 0^{n+k} = G \upharpoonright 0^{n+k} \) then \( \alpha(w) = A(w) \) for every query \( w = vz_p \) with \( |w| < n + k \).

On the other hand, for queries \( w = vz_p \) that \( |w| \geq n + k \), \( \alpha \) is defined as:

\[
\alpha(w) =
\begin{cases}
1 & \text{if } v = 0^n \land p = 2 \\
\text{SAT}[v] & \text{if } v = 0^n \land p = k \\
1 & \text{if } v = 0^n \land p = k + 1 \\
1 & \text{if } v \neq 0^n \land p = k + 1 \\
1 & \text{if } v \neq 0^n \land p = k - 1 \land \forall l \in \{1, \ldots, k - 1, k + 1\}. vz_l \in \text{QUERY} \\
0 & \text{otherwise}
\end{cases}
\]

For this part of \( \alpha \), our definition of the extension function, which is provided below, guarantees that \( \alpha(w) = A[w] \) if (6) holds. Note that the first case in the definition above implies that \( k \) must be greater than or equal to 3, and that is the reason this proof does not work for separating 3-tt-autoreducibility from 2-tt-autoreducibility.

Now we are ready to define the extension function \( f \). For any string \( v \) which is the value for some query, i.e. \( 31 \leq p \leq k + 1.vz_p \in \text{QUERY} \), we define pairs of strings and 0 or 1’s. These pairs will be part of our extension function. Fix some value \( v \), and let \( r \) be the smallest index that \( vz_r \notin \text{QUERY} \), or \( k - 1 \) if such index does not exist, i.e.

\[
r = \min\{s \geq 1|vz_s \notin \text{QUERY} \lor s = k - 1\}
\]

We will have one of the following cases:

1. If \( v = 0^n \) then pairs \((vz_2, 1), (vz_3, 0), ..., (vz_{k-1}, 0)\) must be added to \( f \).
2. If \( v \neq 0^n \) and \( vz_{k+1} \notin \text{QUERY} \) then add pairs \((vz_1, 0), ..., (vz_{k-1}, 0)\) to \( f \).
3. If \( v \neq 0^n \) and \( vz_{k+1} \in \text{QUERY} \) and \( vz_k \notin \text{QUERY} \) add pairs \((vz_i, j)\) for \( 1 \leq i \leq k - 1 \) where \( j = 0 \) for all \( i \)'s except \( i = r \) where \( j = 1 \).
4. If \( v \neq 0^n \) and \( vz_{k+1} \in \text{QUERY} \) and \( vz_k \in \text{QUERY} \) add pairs \((vz_i, j)\) for \( 1 \leq i \leq k - 1 \) where \( j = 0 \) for all \( i \)'s except \( i = r \) where \( j = 1 - \text{SAT}[v] \).

This process must be repeated for every \( v \) that is the value of some query. Finally, we add \((0^{n+k},1 - h(0^{n+k}), \alpha(G_1(0^{n+k})), ..., \alpha(G_k(0^{n+k})))\) to \( f \) in order to refute the autoreduction. It is worth mentioning that in the fourth case above, since both \( vz_k \) and \( vz_{k+1} \) are among queries, at least one of the strings \( vz_1, ..., vz_{k-1} \) is not queried. Therefore by definition of \( r \), \( vz_r \notin \text{QUERY} \). This is important, as we describe in more detail later, because we forced \( G[vz_r] = 1 - \text{SAT}[v] \), and if \( vz_r \in \text{QUERY} \) then \( \alpha(vz_r) = G[vz_r] = 1 - \text{SAT}[v] \). But \( \alpha \) must be computable in \( O(2^n) \) steps, which is not possible if \( v \) is much longer than \( 0^{n+k} \).

Now that the extension function is defined completely, we need to show that it has the desired properties. First, we will show that if \( G \) meets \( f \) at \( 0^{n+k} \), i.e. (6) holds, then \( \alpha \) and \( A \) agree on every query \( w \) with \( |w| \geq n + k \), i.e. \( \alpha(w) = A[w] \).

Let \( w = vz_p \), and \( |w| \geq n + k \).

- If \( v = 0^n \) and \( p = 2 \) then \( \alpha(w) = 1 \) and \( A[w] = G[w] = 1 \).
- If \( v = 0^n \) and \( p = k \) then \( \alpha(w) = \text{SAT}[v] \) and \( A[w] = \text{SAT}[v] \land (\lor_{i=1}^{k-1} G[vz_i]) \). Since \( G[vz_2] = 1 \) is forced, \( A[w] = \text{SAT}[v] \).
- If \( v = 0^n \) and \( p = k + 1 \) then \( \alpha(w) = 1 \) and \( A[w] = \text{SAT}[v] \lor (\lor_{i=1}^{k-1} G[vz_i]) \) is 1 since \( G[vz_2] = 1 \).
- If \( v = 0^n \) and \( p = 2, k, k + 1 \) then \( \alpha(w) = A[w] = 0 \).
- If \( v \neq 0^n \) and \( p < k - 1 \) then \( \alpha(w) = 0 \). Since \( p < k - 1 \), and \( vz_p \in \text{QUERY} \), by definition of \( r, r \neq p \). Therefore \( G[vz_p] \) is forced to 0 by \( f \). As a result, \( A[w] = A[vz_p] = G[vz_p] = 0 = \alpha(w) \).
If \( v \neq 0^n \), \( p = k - 1 \), and \( v_{z1},...,v_{zk-1},v_{zk+1} \in \text{QUERY} \) then \( \alpha(w) = 1 \). In this case \( r = k - 1 \), so it follows from definition of \( f \) that \( G[v_{zk-1}] = 1 \). As a result, 
\[ A[w] = A[v_{zk-1}] = G[v_{zk-1}] = 1 = \alpha(w). \]

If \( v \neq 0^n \), \( p = k - 1 \), and at least one of the strings \( v_{z1},...,v_{zk-1},v_{zk+1} \) is not queried then we consider two cases. If \( v_{zk+1} \notin \text{QUERY} \) then \( f \) forces \( G[v_{zk+1}] \) to 0. On the other hand, if \( v_{zk+1} \in \text{QUERY} \), then at least one of \( v_{z1},...,v_{zk-1} \) is not a query. Therefore by definition of \( r, r \neq k - 1 \). This implies that \( G[v_{zk-1}] = 0 \) by \( f \).

If \( v \neq 0^n \), \( p = k \) then \( \alpha(w) = 0 \). Consider two cases. If \( v_{zk+1} \notin \text{QUERY} \) then \( G[v_{zk}] = 0 \) for every \( 1 \leq i \leq k - 1 \). Therefore \( A[w] = \text{SAT}[v] \cap (\bigvee_{i=1}^{k-1} G[v_{zi}]) = 0 \).

Otherwise, when \( v_{zk+1} \in \text{QUERY} \), since we know that \( v_{zk} \) also belongs to \( \text{QUERY} \), \( f \) forces \( G[v_{zk}] = 1 - \text{SAT}[v] \), and \( G[v_{zi}] = 0 \) for every other \( 1 \leq i \leq k - 1 \). Therefore 
\[ A[w] = \text{SAT}[v] \cap (\bigvee_{i=1}^{k-1} G[v_{zi}]) = \text{SAT}[v] \cap (1 - \text{SAT}[v]) = 0. \]

If \( v \neq 0^n \), \( p = k + 1 \) then \( \alpha(w) = 1 \). If \( v_{zk} \notin \text{QUERY} \) then \( G[v_{zk}] = 1 \) by \( f \). Therefore 
\[ A[w] = \text{SAT}[v] \cup (\bigvee_{i=1}^{k-1} G[v_{zi}]) = 1. \]

On the other hand, if \( v_{zk} \in \text{QUERY} \) then \( f \) forces 
\[ G[v_{zk}] = 1 - \text{SAT}[v]. \]

As a result, \( A[w] = \text{SAT}[v] \cup (\bigvee_{i=1}^{k-1} G[v_{zi}]) = 1. \)

This shows that in any case, \( \alpha(w) = A[w] \) for \( w \in \text{QUERY} \), given that (6) holds, i.e \( G \) meets \( f \). By combining this with (5) we have 
\[
A(0^{n+k}) = h(0^{n+k}), A(g_1(0^{n+k})), ..., A(g_k(0^{n+k}))
\]
\[
= h(0^{n+k}, \alpha(g_1(0^{n+k})), ..., \alpha(g_k(0^{n+k})))
\]

On the other hand, we forced \( A[0^{n+k}] = 1 - h(0^{n+k}, \alpha(g_1(0^{n+k})), ..., \alpha(g_k(0^{n+k}))) \) which gives us the desired contradiction.

The last part of our proof is to show that \( f \) satisfies the conditions in Lemma 2.2. For every value \( v \) which is the value of some query we added \( k - 1 \) pairs to \( f \), and there are \( k \) queries, which means at most \( k \) different values. Therefore, the number of pairs in \( f \) is bounded by \( k^2 \), i.e. \( f \) is a bounded extension function.

If \( f(X | \overline{0^{n+k}}) = (y_0,j_0), ..., (y_m,j_m) \) then \( y_i \)'s are computable in polynomial ime in \( n \), and \( j_i \)'s are computable in \( O(2^{n+1}) \) because the most time consuming situation is when we need to compute \( \text{SAT}[v] \) which is doable in \( O(2^n) \). For the condition forced to the left hand side of (5), i.e \( G[0^{n+k}] = 1 - h(0^{n+k}, \alpha(g_1(0^{n+k})), ..., \alpha(g_k(0^{n+k}))) \), note that \( \alpha(w) \) can be computed in at most \( O(2^n) \) steps for \( w \in \text{QUERY} \), and \( h \) is computable in polynomial time.

Next we separate \((k+1)\)-tt-autoreducibility and \(k\)-T-autoreducibility from \((k-1)\)-T-autoreducibility. The proof uses the same construction from the previous theorem, which Ambos-Spies and Bentzen [2] showed separates these completeness notions.

**Theorem 3.5.** If \( \text{NP} \) contains a \( p \)-generic language, then for every \( k \geq 3 \) there exists a set that is

- \((k+1)\)-tt-complete for \( \text{NP} \) and \((k+1)\)-tt-autoreducible,
- \(k\)-T-complete for \( \text{NP} \) and \( k\)-T-autoreducible, and
- not \((k-1)\)-T-autoreducible.

The proof of Theorem 3.5 will appear in the full version of the paper.

We now separate unbounded truth-table autoreducibility from bounded truth-table autoreducibility under the Genericity Hypothesis. This is based on the technique of Ambos-Spies and Bentzen [2] separating the corresponding completeness notions.

**Theorem 3.6.** If \( \text{NP} \) has a \( p \)-generic language, then there exists a tt-complete set for \( \text{NP} \) that is tt-autoreducible, but not btt-autoreducible.

The proof of Theorem 3.6 will appear in the full version of the paper.
4 Stricter Separations Under a Stronger Hypothesis

Our results so far only separate \(k\)-tt-autoreducibility from \((k - 2)\)-T-autoreducibility for \(k \geq 3\) under the genericity hypothesis. In this section we show that a stronger hypothesis separates \(k\)-tt-autoreducibility from \((k - 1)\)-T-autoreducibility, for all \(k \geq 2\). We note that separating \(k\) nonadaptive queries from \(k - 1\) adaptive queries is an optimal separation of bounded query reducibilities.

First we consider 2-tt-autoreducibility versus 1-tt-autoreducibility (equivalently, 1-T-autoreducibility). Pavan and Selman [14] showed that if \(NP \cap coNP\) contains a \(\text{DTIME}(2^n)\)-bi-immune set, then 2-tt-completeness is different from 1-tt-completeness for \(NP\). We show under the stronger hypothesis that \(NP \cap coNP\) contains a \(p\)-generic set, we can separate the autoreducibility notions.

**Theorem 4.1.** If \(NP \cap coNP\) has a \(p\)-generic language, then there exists a 2-tt-complete set for \(NP\) that is 2-tt-autoreducible, but neither 1-tt-complete nor 1-tt-autoreducible.

**Proof.** Assume \(G \in NP \cap coNP\) is \(p\)-generic, and let \(A = (G \cap SAT) \cup (G \cap SAT)\), where \(G\) is \(G\)'s complement, and \(\cup\) stands for disjoint union. We implement disjoint union as \(A = (G \cap SAT) \cup (G \cap SAT)\). It follows from closure properties of \(NP\) and the fact that \(G \in NP \cap coNP\) that \(A \in NP\). It follows from definition of \(A\) that for every \(x\), \(x \in SAT \iff (x,0) \in A \lor x \in A\). This means \(SAT \leq_{2}^{T} \text{A}\). Therefore \(A\) is 2-tt-complete for \(NP\). Since both queries in the above reduction are honest, in fact length increasing, it follows from Lemma 2.1 that \(A\) is 2-tt-autoreducible. To get a contradiction assume that \(A\) is 1-tt-autoreducible via polynomial-time computable functions \(h\) and \(g\). In other words,

\[
\forall x. A(x) = h(x, A[g(x)])
\]

and \(g(x) \neq x\). Let \(x = y0\) for some string \(y\), then (9) turns into

\[
\forall y. G \cap SAT[y] = h(y0, A[g(y0)])
\]

and \(g(y0) \neq y0\). We define a bounded extension function \(f\) whenever \(SAT[y] = 1\) as follows.

- Consider the case where \(g(y0) = z0\) or \(z1\) and \(z > y\). If \(g(y0) = z0\) then \(f\) forces \(G[z] = 0\), and if \(g(y0) = z1\) then \(f\) forces \(G[z] = 1\). \(f\) also forces \(G[y] = 1 - h(y0,0)\). Since \(g\) and \(h\) are computable in polynomial time, so is \(f\).

- On the other hand, if \(g(y0) = z0\) or \(z1\) and \(z < y\) then define \(f\) such that it forces \(G[y] = 1 - h(y0,0, A[g(y)])\). Then \(f\) polynomial-time computable in this case as well because \(A\) may be computed on \(g(y0)\) by looking up \(G[z]\) from the partial characteristic sequence and deciding \(SAT[z]\) in \(2^{O(|z|)}\) time.

- If \(g(y0) = y1\) and \(h(y0,0) = c\) is a constant function, then define \(f\) such that it forces \(G[y] = 1 - c\).

If \(g(y0) \neq y1 \land SAT[y] = 1\) for infinitely many \(y\), it follows from the \(p\)-genericity of \(G\) that \(G\) has to meet \(f\), but this refutes the autoreduction. Similarly, \(g(y0) = y1 \land h(y0,0) = \text{const} \land SAT[y] = 1\) cannot happen for infinitely many \(y\)’s. As a result, \((g(y0) = y1 \lor SAT[y] = 0)\) and \(h(y0,0)\) is not constant for all but finitely many \(y\)’s. If \(g(y0) = y1\) then \(h\) says either \(G \cap SAT[y] = G \cap SAT[y] \lor G \cap SAT[y]\) or \(G \cap SAT[y] = \neg(G \cap SAT[y])\). It is easy to see this implies \(SAT[y]\) has to be 0 or 1, respectively. Based on the facts above, we define Algorithm 1 that decides \(SAT\) in polynomial time. This contradicts the assumption that \(NP \cap coNP\) has a \(p\)-generic language.

It is proved in [8] that every nontrivial 1-tt-complete set for \(NP\) is 1-tt-autoreducible, so it follows that \(A\) is not 1-tt-complete.
input y;
if \( g(y0) \neq y1 \lor h(y0, \cdot) \) is constant then
| Output NO;
else
| if \( h(y0, \cdot) \) is the identity function then
| Output YES;
else
| Output NO;
end
end

Algorithm 1. A polynomial-time algorithm for SAT

We will show the same hypothesis on \( \mathsf{NP} \cap \mathsf{coNP} \) separates \( k \)-tt-autoreducibility from \((k - 1)\)-T-autoreducibility for all \( k \geq 3 \). First, we show the corresponding separation of completeness notions.

\textbf{Theorem 4.2.} If \( \mathsf{NP} \cap \mathsf{coNP} \) contains a p-generic set, then for every \( k \geq 3 \) there exists a \( k \)-tt-complete set for \( \mathsf{NP} \) that is not \((k - 1)\)-T-complete.

The proof of Theorem 4.2 will appear in the full version of the paper.

Now we show the same sets separate \( k \)-tt-autoreducibility from \((k - 1)\)-T-autoreducibility.

\textbf{Theorem 4.3.} If \( \mathsf{NP} \cap \mathsf{coNP} \) contains a p-generic set, then for every \( k \geq 3 \) there exists a \( k \)-tt-complete set for \( \mathsf{NP} \) that is \( k \)-tt-autoreducible, but is not \((k - 1)\)-T-autoreducible.

\textbf{Proof.} Assume \( G \in \mathsf{NP} \cap \mathsf{coNP} \) is p-generic, and let \( G_m = \{ x \mid x z_m \in G \} \) for \( 1 \leq m \leq k \) where \( z_1, ..., z_k \) are the first \( k \) strings of length \( k \) as before. Define

\[
A = \bigcup_{m=1}^{k-1} \{xz_m \mid x \in G_m \cap \mathsf{SAT} \} \cup \{xz_k \mid x \in \left[ \bigcap_{m=1}^{k-1} \overline{G_m} \right] \cap \mathsf{SAT} \} \tag{11}
\]

We showed that \( \mathsf{SAT} \leq_{k-\text{tt}} A \) via length-increasing queries, therefore by Lemma 2.1 \( A \) is \( k \)-tt-autoreducible. For a contradiction, assume that \( A \) is \((k - 1)\)-T-autoreducible. This means there exists an oracle Turing machine \( M \) such that

\[
\forall x. A[x] = M^A(x) \tag{12}
\]

\( M \) runs in polynomial time, and on every input \( x \) makes at most \( k - 1 \) queries, none of which is \( x \). Given \( n \) and \( X \upharpoonright 0^n \), we define a function \( \alpha \) as follows.

If \( w = vz_p \) and \( |w| < n + k \) then

\[
\alpha(w) = \begin{cases} 
X[w] \land \mathsf{SAT}[v] & \text{if } 1 \leq p \leq k - 1 \\
\left[ \bigwedge_{l=1}^{k-1} (1 - X[vz_l]) \right] \land \mathsf{SAT}[v] & \text{if } p = k \\
0 & \text{otherwise}
\end{cases}
\]

It is easy to see that if \( X \upharpoonright 0^n = G \upharpoonright 0^n \) then \( \alpha(w) = A[w] \).

If \( w = vz_p \) and \( |w| \geq n + k \), \( \alpha \) is defined as:

\[
\alpha(w) = \begin{cases} 
1 & \text{if } v = 0^n \land 2 \leq p \leq k - 1 \\
0 & \text{if } v = 0^n \land p = k \\
0 & \text{otherwise}
\end{cases}
\]
Note that $\alpha$ is not defined on $0^{n+k}$, but that is fine because we are using $\alpha$ to compute $A[w]$ for $w$’s that are queried when the input is $0^{n+k}$, therefore $0^{n+k}$ will not be queried. Later we will define the extension function $f$ in a way that if $G$ meets $f$ at $0^n$ then $\alpha(w) = A[w]$ for all queries.

Before defining $f$, we run $M$ on input $0^{n+k}$ with $\alpha$ as the oracle instead of $A$, and define QUERY to be the set of all queries made in this computation. We know that $M$ makes at most $k - 1$ queries, therefore $|\text{QUERY}| \leq k - 1$. This implies that for every $v \neq 0^n$ which is the value of some element of QUERY one of the following cases must happen:

1. $v_{zk} \notin \text{QUERY}$
2. $v_{zk} \in \text{QUERY}$ and $\exists 1 \leq l \leq k - 1. v_{zl} \notin \text{QUERY}$

Given $n$ and $X \upharpoonright 0^n, f(X \upharpoonright 0^n)$ is defined as follows if SAT[$0^n$] = 1.

For every $v$ which is the value of some element of QUERY,

1. If $v = 0^n$, then add $(v_{z2}, 1), \ldots, (v_{zk-1}, 1)$ to $f$. In other words, $f$ forces $G[0^n, z_i] = 1$ for $2 \leq i \leq k - 1$.
2. If $v \neq 0^n$ and $v_{zk} \notin \text{QUERY}$, then add $(v_{z1}, 0), \ldots, (v_{zk-1}, 0)$ to $f$.
3. If $v \neq 0^n$ and $v_{zk} \in \text{QUERY}$, then there must be some $1 \leq l \leq k - 1$ such that $v_{zl} \notin \text{QUERY}$. In this case $f$ forces $G[v_{zl}] = 0$ for every $1 \leq i \leq k - 1$ except when $i = l$ for which we force $G[v_{zl}] = 1$.

To complete the diagonalization we add one more pair to $f$ which is $(0^{n+k}, 1 - M^\alpha(0^n))$. It is straightforward, and similar to what has been done in the previous theorem, to show that if $G$ meets $f$ at $0^n$ for some $n$ then $\alpha$ and $A$ agree on every element of QUERY. Therefore $M^\alpha(0^n) = M^A(0^n)$, which results in a contradiction. It only remains to show that $G$ meets $f$ at $0^n$ for some $n$. This depends on the details of the encoding used for SAT. If SAT[$0^n$] = 1 for infinitely many $n$’s, then $f$ satisfies the conditions in Lemma 2.2. Therefore $G$ has to meet $f$ at $0^n$ for some $n$. On the other hand, if SAT[$0^n$] = 0 for almost all $n$, then we redefine $A$ as:

$$A = \bigcup_{m=1}^{k-1} \{xz_m \mid x \in G_m \cup \text{SAT}\} \cup \{xz_k \mid x \in \bigcup_{m=1}^{k-1} \overline{G_m} \cup \text{SAT}\}$$ (13)

It can be proved, in a similar way and by using the assumption that SAT[$0^n$] = 0 for almost all $n$, that $A$ is $k$-tt-complete, $k$-tt-autoreducible, but not $(k - 1)$-T-autoreducible.

## 5 Conclusion

We conclude with a few open questions.

For some $k$, is there a $k$-tt-complete set for NP that is not btt-autoreducible? We know this is true for EXP [5], so it may be possible to show under a strong hypothesis on NP. We note that by Lemma 2.1 any construction of a $k$-tt-complete set that is not $k$-tt-autoreducible must not be honest $k$-tt-complete. In fact, the set must be complete under reductions that are neither honest nor dishonest. On the other hand, for any $k \geq 3$, proving that all $k$-tt-complete sets for NP are btt-autoreducible would separate NP $\neq$ EXP.

Are the 2-tt-complete sets for NP 2-tt-autoreducible? The answer to this question is yes for EXP [7], so in this case a negative answer for NP would imply NP $\neq$ EXP. We believe that it may be possible to show the 2-tt-complete sets are nonuniformly 2-tt-autoreducible under the Measure Hypothesis – first show they are nonuniformly 2-tt-honest complete as an extension of [9, 6].

Nguyen and Selman [13] showed there is T-complete set for NEXP that is not tt-autoreducible. Can we do this for NP as well? Note that Hitchcock and Pavan [9] showed there is a T-complete set for NP that is not tt-complete.
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Abstract

The subset feedback vertex set problem generalizes the classical feedback vertex set problem and asks, for a given undirected graph \( G = (V, E) \), a set \( S \subseteq V \), and an integer \( k \), whether there exists a set \( X \) of at most \( k \) vertices such that no cycle in \( G - X \) contains a vertex of \( S \). It was independently shown by Cygan et al. (ICALP ’11, SIDMA ’13) and Kawarabayashi and Kobayashi (JCTB ’12) that subset feedback vertex set is fixed-parameter tractable for parameter \( k \). Cygan et al. asked whether the problem also admits a polynomial kernelization.

We answer the question of Cygan et al. positively by giving a randomized polynomial kernelization for the equivalent version where \( S \) is a set of edges. In a first step we show that edge subset feedback vertex set has a randomized polynomial kernel parameterized by \(|S| + k\) with \( O(|S|^2 k) \) vertices. For this we use the matroid-based tools of Kratsch and Wahlström (FOCS ’12). Next we present a preprocessing that reduces the given instance \((G, S, k)\) to an equivalent instance \((G', S', k')\) where the size of \( S' \) is bounded by \( O(k^4) \). These two results lead to a polynomial kernel for subset feedback vertex set with \( O(k^{9}) \) vertices.

1998 ACM Subject Classification F.2.2 Nonnumerical Algorithms and Problems

Keywords and phrases parameterized complexity, kernelization, subset feedback vertex set

1 Introduction

In the subset feedback vertex set (subset fvs) problem we are given an undirected graph \( G = (V, E) \), a set of vertices \( S \subseteq V \), and an integer \( k \), and have to determine whether there is a set \( X \) of at most \( k \) vertices that intersects all cycles that contain at least one vertex of \( S \). Clearly, because we can choose \( S = V \), this is a generalization of the well-studied feedback vertex set (fvs) problem where, given \( G \) and \( k \), we have to determine whether some set \( X \) of at most \( k \) vertices intersects all cycles in \( G \). Feedback vertex set has been extensively studied in parameterized complexity: It is known to be fixed-parameter tractable (FPT) with parameter \( k \), i.e., solvable in time \( f(k) \cdot |V|^c \), and after a series of improvements the fastest known algorithms take deterministic time \( O^*(3.619^k) \) [11] and randomized time \( O^*(3^k) \) [2]. It is also known to admit a polynomial kernelization [1], i.e., there is an efficient algorithm that reduces any instance \((G, k)\) of fvs to an equivalent instance of size polynomial in \( k \); the best known kernelization creates an equivalent instance with \( O(k^2) \) vertices [19].

In 2011, Cygan et al. [3] and Kawarabayashi and Kobayashi [10] independently showed that subset fvs is FPT. The algorithm of Cygan et al. runs in time \( 2^{O(k \log k)} n^{O(1)} \), while the one of Kawarabayashi and Kobayashi runs in time \( O(f(k) \cdot n^2 m) \). Wahlström [21] then gave the first single-exponential algorithm with running time \( 4^k \cdot n^{O(1)} \); an algorithm with
subexponential dependence on $k$ is ruled out under the Exponential-Time Hypothesis (e.g., because SUBSET FVS generalizes VERTEX COVER). More recently, Lokshtanov et al. [13] gave algorithms with deterministic time $2^O(k \log k) \cdot (n + m)$ and randomized time $O(25.6^k \cdot (n + m))$.

Cygan et al. [3] ask whether the SUBSET FVS problem also admits a polynomial kernelization and suggest that the matroid-based tools of Kratsch and Wahlström [12] could be applicable. The latter work uses representative sets of independent sets in matroids to obtain, amongst others, polynomial kernels for $s$-MULTIWAY CUT and DELETABLE TERMINAL MULTIWAY CUT (DTMWC) with $O(k^{a+1})$ and $O(k^3)$ vertices, respectively. In MULTIWAY CUT we are given a graph $G = (V,E)$, a set $T \subseteq V$ of terminals, and an integer $k$ and have to determine whether deletion of at most $k$ non-terminal vertices separates all terminals. In $s$-MULTIWAY CUT the terminal set has size at most $s$, and in DTMWC we are also allowed to delete terminals (which is essentially the same as restricting terminals to be degree one).

Interestingly, Cygan et al. [3] also provide a polynomial-time reduction from MULTIWAY CUT to SUBSET FVS that does not change the parameter value and, hence, is known to imply that SUBSET FVS is at least as hard as MULTIWAY CUT regarding existence of polynomial kernels. Accordingly, MULTIWAY CUT would be the natural next target problem for attempting to find a polynomial kernelization (after $s$-MULTIWAY CUT and DELETABLE TERMINAL MULTIWAY CUT). It appears, however, that the reduction of Cygan et al. is from DELETABLE TERMINAL MULTIWAY CUT rather than from the more general MULTIWAY CUT, and it is not obvious whether similar ideas could yield a reduction from MULTIWAY CUT to SUBSET FVS.

We apply the matroid-based tools of Kratsch and Wahlström [12] and develop a randomized polynomial kernelization that reduces instances $(G, S, k)$ of SUBSET FVS to equivalent instances with at most $O(k^9)$ vertices; this is our main result. Like Cygan et al. [3] we also work on EDGE SUBSET FVS where $S$ is a set of edges of $G$ and $X$ needs to intersect all cycles that contain at least one edge of $S$; EDGE SUBSET FVS and SUBSET FVS are equivalent [5]. The result is obtained in two parts. In the first part (Section 3) we establish a randomized polynomial kernelization for EDGE SUBSET FVS parameterized by $|S| + k$ that reduces to equivalent instances with at most $O(|S|^2k)$ vertices. Note that nontrivial instances have $k < |S|$ since one could otherwise remove $S$ by deleting one endpoint of each edge in $S$. Thus, parameter $|S|$ suffices, but $O(|S|^2k)$ gives a tighter overall bound than $O(|S|^3)$.

At high level, this part is similar to the polynomial kernelization for DELETABLE TERMINAL MULTIWAY CUT. We show that certain solutions $X$, later called dominant solutions, allow particular path packings in the underlying graph $G$. For DTMWC this is achieved by a fairly simple replacement argument for solutions $X$ that are not sufficiently well connected to connected components of $G - X$. For EDGE SUBSET FVS the endpoints $T = V(S)$ of edges in $S$ can be regarded as terminals, but this gives a different separation property: Solutions $X$ need not generate many connected components in $G - X$ since only $S$-cycles need to be prevented, and components may contain many vertices of $T$. Rather, in $G - X$ there must be a tree-like (or forest-like) structure with components without $S$-edges playing the role of nodes and with edges given by $S$. Nevertheless, using the tree-like structure, a replacement argument can be found, implying that dominant solutions must create many components in $(G - X) - S$ containing vertices of $T$ and be well connected to them. This allows to set up a gammoid on $G - S$ with sources $T$ and apply, as in [12], a result of Lovász [14] on representative sets in (linear) matroids that is then guaranteed to generate a superset of $X$. Randomization is only needed to generate a matrix representation for the gammoid.

In the second part (Section 4) we give a (deterministic) polynomial-time preprocessing that, given an instance $(G, S, k)$ of EDGE SUBSET FVS, returns an equivalent instance $(G', S', k')$ with $k' \leq k$ and $|S'| \in O(k^2)$. Together with the randomized kernelization from the first part this implies the claimed randomized kernelization to $O(k^9)$ vertices.
A reduction of the number of S-edges is also a crucial ingredient in the FPT algorithm for \textsc{edge subset fvs} by Cygan et al. [3]. They achieve $|S| \in \mathcal{O}(k^3)$, but it is in a slightly more favorable setting: Using iterative compression, it suffices to solve the task of finding a solution $X'$ of size $k$ when given a solution $X$ of size $k + 1$. (This is well known in parameterized complexity, and we prefer not to repeat it here.) Considering some unknown solution $X'$ of size $k$, one can guess the intersection $D$ of $X'$ with $X$, by trying all $\mathcal{O}(2^{k+1})$ possibilities. For the correct guess $D = X' \cap X$, the remaining problem is to find for $(G - D, S \setminus D, k - |D|)$ a solution $Z'$ of size at most $k - |D|$ that is disjoint from $Z = X \setminus D$, since $Z' = X' \setminus D$ would be such a solution; here $S \setminus D$ denotes the set of edges in $S$ with no endpoint in $D$. Cygan et al. make the nice observation that the guessing also allows to assume that there is no other solution $X'$ with an even larger intersection with $X$.

In contrast, we cannot afford to run iterative compression for a kernelization to get a starting solution of size $k + 1$ and, as is common, we have to start with an approximate solution $Z$, which can be assumed to be of size at most $8k$ using an $8$-approximation algorithm of Even et al. [6]. The idea of guessing the intersection of an optimal solution with $Z$ is infeasible regarding both time and the number of created instances. Thus, while several structures like $z$-flowers or disjoint $x,y$-paths containing $S$-edges appear in both approaches, many things have to be handled differently. For example, having $k + 2$ disjoint $x,y$-paths containing $S$-edges for $x, y \in Z$ implies that one of $x$ and $y$ must be in every solution of size $k$; Cygan et al. can stop here because the solution would not be disjoint from $Z$; we need to instead store the information about $x$ and $y$ to later detect $S$-edges that can be safely removed. Like Cygan et al., we also use Gallai’s $A$-path Theorem but we avoid the 2-expansion lemma by using the properties of a blocking set of size at most $2k$ differently. Moreover, we observe that $z$-flowers can be found by solving a matroid parity instance on an appropriate gammoid; this can be done in deterministic polynomial time using a specialized matroid parity algorithm by Tong et al. [20].

Proofs omitted in this extended abstract can be found in Hols and Kratsch [9].

2 Preliminaries

We use standard graph notation, mostly following Diestel [5]. All graphs are undirected and may contain multi-edges and loops; accordingly, they may contain cycles of length one and two (formed by loops and multi-edges, respectively.) An edge $e \in E$ is called a bridge if $(V, E \setminus \{e\})$ has more connected components than $G$. For a set $X \subseteq V$, let $G[X]$ denote the subgraph of $G$ induced by $X$ and let $N_G(X)$ denote the neighborhood of $X$ in $G$, i.e., $N_G(X) = \{v \in V \setminus X \mid \exists u \in X : \{u, v\} \in E\}$. Given two sets $X, Y \subseteq V$, by $E(X, Y)$ we denote the set of edges that have one endpoint in $X$ and one endpoint in $Y$. For a set $E' \subseteq E$ of edges let $V(E')$ be the set of vertices that are incident with at least one edge in $E'$. For $X \subseteq V$ and $F \subseteq E$ we shorthand $G - X$ for $G[V \setminus X]$ and $G - F$ for $(V(G), E(G) \setminus F)$; if $X \subseteq \{x\}$ then we may also write $G - x$ instead of $G - \{x\}$. Note that the graph $(G - X) - F$ is the same graph as the graph $(G - F) - X$ and we will drop the parentheses.

For $A \subseteq V$ a path with endpoints in $A$ and internal vertices not in $A$ is called an $A$-path. The following theorem about $A$-paths was already used by Cygan et al. [3] for \textsc{subset fvs} and in the quadratic kernelization for \textsc{feedback vertex set} by Thomassé [19].

\textbf{Theorem 1 (Gallai [8]).} Let $A \subseteq V$ and $k \in \mathbb{N}$. If the maximum number of vertex-disjoint $A$-paths is strictly less than $k + 1$, then there exists a set $B \subseteq V$ of at most $2k$ vertices that intersect every $A$-path.
In particular it is possible to find either \((k+1)\)-disjoint \(A\)-paths or a set \(B\) that intersects all \(A\)-paths in polynomial time. This follows from Schrijver’s proof of Gallai’s theorem [18].

Let \((G, S, k)\) be an instance of the edge subset fvs problem. We call a cycle \(C\) an \(S\)-cycle, if at least one edge of \(S\) is contained in \(C\). Let \(x\) be a vertex of \(V\). A set \(\{C_1, C_2, \ldots, C_t\}\) of \(S\)-cycles that contain \(x\) is called an \(x\)-flower of order \(t\), if the sets of vertices \(C_i \setminus \{x\}\) are pairwise disjoint. Note that if there exists an \(x\)-flower of order at least \(k+1\), then the vertex \(x\) must be in every solution for \((G, S, k)\), if one exists. A set \(B \subseteq V \setminus \{x\}\) of size \(t\) is called an \(x\)-blocker of size \(t\), if each \(S\)-cycle through \(x\) also contains at least one vertex of \(B\).

**Matroids, gammoids, and representative sets.** A matroid \(M = (U, \mathcal{I})\) consists of a finite set \(U\) and a family \(\mathcal{I}\) of subsets of \(U\), called independent sets, fulfilling the following properties: (i) \(\emptyset \in \mathcal{I}\); (ii) if \(X \subseteq Y\) and \(Y \in \mathcal{I}\) then also \(X \in \mathcal{I}\); and (iii) if \(X, Y \in \mathcal{I}\) with \(|X| < |Y|\) then there exists \(y \in Y \setminus X\) such that \(X \cup \{y\} \in \mathcal{I}\).

The rank of of a matroid \(M\), denoted by \(r(M)\), is the size of the largest independent set of the matroid \(M\).

Let \(A\) be a matrix over an arbitrary field \(F\). Let \(U\) be the set of columns of \(A\) and let \(\mathcal{I}\) be the family of all sets \(X \subseteq U\) of columns that are linearly independent over \(F\). Then \(M = (U, \mathcal{I})\) is a matroid, called the linear matroid or vector matroid of \(A\), and we say that \(A\) represents \(M\). If \(M = (U, \mathcal{I})\) is representable over some field, then it is also representable by an \(r(M) \times |U|\) matrix; by Gaussian elimination we can always reduce a representing matrix for \(M\) to one with \(r(M)\) many rows (cf. [15]). Let \(M_1 = (U_1, \mathcal{I}_1)\) and \(M_2 = (U_2, \mathcal{I}_2)\) be two matroids with \(U_1 \cap U_2 = \emptyset\). The direct sum \(M_1 \oplus M_2\) is a matroid over \(U = U_1 \cup U_2\) with independent sets \(\mathcal{I} = \{X \subseteq U \mid X \cap U_i \in \mathcal{I}_i, X \cap U_2 \in \mathcal{I}_2\}\). If \(A_1\) and \(A_2\) represent the two matroids over the same field \(F\), then matrix \(A = \text{diag}(A_1, A_2)\) represents \(M_1 \oplus M_2\).

Let \(G = (V, E)\) be a graph that may have both directed and undirected edges and let \(S \subseteq V\). A set \(T \subseteq V\) is linked to \(S\) if there exist |T| vertex-disjoint paths from \(S\) to \(T\). Thus every vertex in \(T\) is endpoint of a different path from \(S\). It holds that \(M = (U, \mathcal{I})\), where \(U \subseteq V\) and \(\mathcal{I}\) contains all sets \(T \subseteq U\) that are linked to \(S\) in \(G\), is a matroid [17]. The matroid \(M\) is also called the gammoid on \(G\) with sources \(S\) and ground set \(U\); if \(U = V\) then \(M\) is also called a strict gammoid. Marx [15] gave a randomized polynomial-time procedure for finding a matrix representation of a strict gammoid. The error probability can be made exponentially small in the size of the graph. (This is the only source of randomness and error in our kernelization.) A matrix representation for a gammoid for graph \(G = (V, E)\) with ground set \(U \subseteq V\) and sources \(S\) can be obtained from one for the strict gammoid for \(G\) and \(S\) by simply deleting columns corresponding to elements of \(V \setminus U\).

Let \(A, B\) be independent sets in a matroid. We say that \(A\) extends \(B\) if \(A \cap B = \emptyset\) and \(A \cup B\) is again an independent set. Note that from the independence of \(A \cup B\) follows the independence of \(A\) and \(B\) due to the second matroid property.

**Definition 2.** Let \(M = (U, \mathcal{I})\) be a matroid, let \(A \subseteq \mathcal{I}\), and let \(q \in \mathbb{N}\). A set \(A' \subseteq A\) is \(q\)-representative for \(A\) if for every independent set \(B\) of size at most \(q\) there is a set \(A \in A\) that extends \(B\) if and only if there is also a set \(A' \in A'\) that extends \(B\).

Observe that if \(A'\) is \(q\)-representative for \(A\) and there exists a set \(A \in A\) that uniquely extends some given independent set \(I\) of size at most \(q\), then this implies that \(A \in A'\).

The following theorem of Lovász [14] proves that for any linear matroid there exist small representative sets. It was made algorithmic by Marx [15] and, thus, permits to find representative sets in polynomial time when given a matrix representation of the matroid. A faster algorithm for this task was developed recently by Fomin et al. [7].
Lemma 3 (Lovász [14], Marx [15]). Let $M$ be a linear matroid of rank $q + p$, and let $T = \{I_1, I_2, \ldots, I_t\}$ be a collection of independent sets, each of size $p$. If $|T| > (q + p)^2$, then there is a set $I \in T$ such that $T \setminus \{I\}$ is $q$-representative for $T$. Furthermore, given a representation $A$ of $M$, we can find such a set $I$ in $f(q, p) \cdot (|A||t|)^{O(1)}$ time.

3 Randomized polynomial kernelization for parameter $|S| + k$

In this section we present a randomized polynomial kernelization for EDGE SUBSET FVS parameterized by $|S| + k$. Because deletion of one endpoint of each edge in $S$ always constitutes a feasible solution, nontrivial instances have $|S| > k$. Thus, our kernelization also works for parameter $|S|$ alone. However, to achieve a better bound for EDGE SUBSET FVS parameterized by $k$ it is beneficial to give the size in terms of $|S|$ and $k$ rather than $|S|$ alone.

We use representative sets of independent sets of matroids to obtain a kernel of size $O(|S|^2k)$. Our approach is similar to the kernelization of DELETABLE TERMINAL MULTIWAY CUT ($k$) [12]. As in that paper we construct path packings such that certain vertices can be shown to be in a representative set. Note that, unlike for multiway cut-type problems, a solution $X \subseteq V$ will not necessarily create many connected components. Rather, as used also in the FPT algorithm of Cygan et al. [3], it creates a particular tree-like structure in $G - X$. Nevertheless, endpoints of edges in $S$, denoted $T := V(S)$, will play the role of terminals that need to be separated in a certain way; hence a vertex $x$ in $T$ is called a terminal. We will focus on the graph $G - S$, i.e., with edges of $S$ deleted, in which a solution $X$ creates a grouping of (not deleted) terminals into connected components. The structure of these components will be crucial for a replacement argument (Lemma 5) that leads to the required path packing; this constitutes one of the key arguments for our result.

The kernelization consists of four steps. In the first step we show that if an instance is YES then there exists a solution $X$ with a certain path packing from $T$ to $X$. Then we define an appropriate gammoid to find in a next step a representative set of size $O(|S|^2k)$ which is (essentially) a superset of $X$ using Lemma 3. Finally we explain how to reduce the graph $G$, using the superset of the last step, to obtain an equivalent instance of EDGE SUBSET FVS.

Analyzing solutions. Let $(G, S, k)$ be a yes-instance of EDGE SUBSET FVS $(k + |S|)$. We say that a solution $X$ for $(G, S, k)$ is dominant, if it has minimum size and contains a maximal number of vertices from $T$ among solutions of minimum size. The vertices in $X \cap T$ correspond to endpoints of edges in $S$ that we delete and the vertices in $X_0 = X \setminus T$ block all $x$-$y$ paths with $\{x, y\} \in S_0 = \{e \in S \mid e \cap X = \emptyset\}$, except the one that consists of the edge $\{x, y\}$. We show that $X$ is linked to $T$ in a strong sense.

Lemma 4. Let $X$ be a dominant solution for $(G, S, k)$ and $x$ any vertex in the set $X_0 = X \setminus T$. There exist $|X| + 2$ paths from $T$ to $X$ in $G - S$ that are vertex-disjoint except for three paths ending in vertex $x$. Moreover, the paths can be chosen in such a way that each connected component of $G - X - S$ is intersected by at most one path.

We use Hall’s Theorem and the lemma below to prove this. For this purpose we consider two graphs $G - X$ and $G - X - S$. We call a connected component $K$ of $G - X - S$ interesting if it contains a terminal, i.e., if $T \cap V(K) = (T \setminus X) \cap V(K) \neq \emptyset$, and we say that $x \in X_0$ sees a connected component $K$ if $x$ is adjacent to a vertex of $K$ in $G$. We extend this definition by saying that $Y \subseteq X_0$ sees an interesting component $K$ if at least one vertex $y \in Y$ sees $K$.

Lemma 5. If $X$ is a dominant solution then every nonempty set $Y \subseteq X_0$ sees at least $|Y| + 2$ interesting components of $G - X - S$. 
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\textbf{Proof.} Assume for contradiction that there exists a nonempty set \( Y \subseteq X_0 \) that sees at most \(|Y| + 1\) interesting components of \( G - X - S \). Let \( C \) denote the set of connected components of \( G - X \), let \( C_i \subseteq C \) denote the set of interesting components seen by \( Y \), and let \( C_o \subseteq C \) denote the other components seen by \( Y \). We will show that there is an alternative solution \( X' = (X \setminus Y) \cup Y' \) that is smaller than \( X \) or that contains more vertices of \( T \), contradicting the choice of \( X \) as a dominant solution. Let us consider the graphs \( G - X \) and \( G - (X \setminus Y) \).

We study the structure of \( G - (X \setminus Y) \) to find a set \( Y' \) that intersects all \( S \)-cycles in \( G - (X \setminus Y) \). Accordingly we are interested in the structure that is induced by the \( S \)-edges in \( G - (X \setminus Y) \). To study them we define, for any subgraph \( G - Z \) of \( G \), the \( S \)-component graph \( H_Z \) which has a vertex for each connected component of \( G - Z - S \) and for every \( S \)-edge \( e \) an edge between two (not necessarily different) vertices which correspond to the connected components that contain the endpoints of \( e \); note that \( H_Z \) can have parallel edges and loops. We say that \( G - Z \) is an \( S \)-forest if the \( S \)-component graph \( H_Z \) is a forest. Observe that a set \( Z \) is a solution if and only if \( G - Z \) is an \( S \)-forest. Note that vertices that correspond to components without terminals in \( G - Z \) are isolated in \( H_Z \) because they are not incident with \( S \)-edges; e.g., this is true in \( H_X \) for non-interesting components of \( G - X - S \).

To construct an alternative solution \( X' \) we compare the \( S \)-component graphs of \( G - X \) and \( G - (X \setminus Y) \); let \( C' \) denote the set of connected components of \( G - (X \setminus Y) - S \). A component in \( C' \) either fully contains some components in \( C_i \cup C_o \) and additionally it may contain vertices of \( Y \) or it is equal to a connected component in \( C \). This follows from the fact that we only delete the subset \( X \setminus Y \) of \( X \) from \( G - S \) instead of \( X \). However, in \( G - (X \setminus Y) \) the set of \( S \)-edges incident with components in \( C' \) is the same as the set of \( S \)-edges incident with \( C \) in \( G - X \), because \( Y \subseteq X_0 = X \setminus T \) and hence there are no additional vertices of \( T \), i.e., \( T \setminus X = T \setminus (X \setminus Y) \). Altogether, \( H_{X \setminus Y} \) is obtained from \( H_X \) by merging vertices in \( H_X \) whose corresponding connected components are connected in \( G - (X \setminus Y) - S \). In general, \( G - (X \setminus Y) \) will not be an \( S \)-forest: The merging of vertices may lead to loops (from \( S \)-edges with both ends in the same component) and longer cycles in \( H_{X \setminus Y} \).

We will see that deleting at most \(|Y|\) edges of \( S \), i.e., deleting a set \( Y' \) of at most \(|Y|\) endpoints of \( S \)-edges, will suffice for \( G - ((X \setminus Y) \cup Y') \) to be an \( S \)-forest, making \((X \setminus Y) \cup Y'\) a valid solution. To see this consider an arbitrary connected component \( C^+ \) in \( G - (X \setminus Y) \) whose corresponding connected component in \( H_{X \setminus Y} \) is not cycle-free. Note that \( C^+ \) is a union of connected components in \( C' \) that are connected by \( S \)-edges. Therefore \( C^+ \) must contain connected components in \( C \) that are seen by \( Y \). Let \( C_{i1}, \ldots, C_{in} \in C_i \) and \( C_{o1}, \ldots, C_{om} \in C_o \) be the connected components in \( C \) that are contained in \( C^+ \) and that are seen by \( Y \).

In \( G - X \) the connected component \( C^+ \) may decompose into several separate connected components because we additionally delete the vertices of \( Y \). Since \( Y \) sees only components in \( C_i \cup C_o \) the set \( C^+ \) decomposes into at most \( a + b \) separate components by deleting \( Y \). Recall that components in \( C_o \) are isolated in \( G - X \) and contain no vertices of \( T \) and, thus, they do not contribute any \( S \)-edges to \( C^+ \). It remains to consider the components \( C_{i1}, \ldots, C_{in} \) that are contained in \( C^+ \).

The connected components \( C_{i1}, \ldots, C_{in} \) are part of at least one connected component in \( G - X \). Thus, they correspond to a subforest \( F \) of \( H_X \) and not deleting \( Y \) corresponds to merging a vertices in this forest into \( d \geq 1 \) new vertices; let \( F' \) be the connected subgraph in \( H_{X \setminus Y} \) that results from \( F \) by this operation. If the subforest \( F \) consists of \( c \) vertices and, thus, at most \( c - 1 \) \( S \)-edges then we obtain \( c - a + d \) vertices that are connected by at most \( c - 1 \) edges for \( F' \). It therefore suffices to delete at most \((c - 1) - ((c - a + d) - 1) = a - d \leq a - 1 \) \( S \)-edges, i.e., to delete one endpoint of each of at most \( a - 1 \) \( S \)-edges, to obtain a forest-structure in \( F' \). (We cannot delete just any \( a - 1 \) edges but we can keep any \( c - a + d - 1 \) \( S \)-edges
spanning the $c - a + d$ components and delete the at most $a - 1$ remaining $S$-edges.)

Overall, we get that a connected component $C^+$ in $G - (X \setminus Y)$ that fully contains $a$ interesting components from $C_i$ requires at most $a - 1$ vertex deletions of endpoints of $S$-edges to obtain an $S$-forest. Since $Y$ sees at most $|Y| + 1$ such components, the worst case is achieved by a single component $C^+$ containing all $|Y| + 1$ interesting components in $C_i$; this still costs at most $(|Y| + 1) - 1 = |Y|$ vertex deletions, as claimed.

Let $Y'$ contain all the endpoints of $S$-edges that we delete to get an $S$-forest. We know that $|Y'| \leq |Y|$ and thus $(|X \setminus Y) \cup Y'| \leq |X|$. Moreover, by the initial considerations, we know that $X' = (X \setminus Y) \cup Y'$ is a feasible solution as $G - X'$ has the required $S$-forest. If $|Y'| < |Y|$, including the case that $Y' = \emptyset$, then $|X'| < |X|$ as $Y \neq \emptyset$; this contradicts optimality of $X$ (required for being a dominant solution). If $|Y'| = |Y|$ then $Y' \neq \emptyset$ and $X'$ is an optimal solution that contains more vertices of $T \supseteq Y'$, contradicting the choice of $X$ as a dominant solution. Thus, every nonempty set $Y$ must see at least $|Y| + 2$ connected components, as claimed. \hfill \qed

Lemma 4 can now be obtained via Hall’s Theorem; the proof is similar to the one for deletable terminal multiway cut [12].

Setting up the gammoid. The gammoid $M$ that we use is the direct sum of two gammoids $M_1$ and $M_2$. To construct gammoid $M_1$ we define a graph $G_1 = (V_1, E_1)$ that is obtained from $G - S$ by adding two so called sink-only copies $v'$ and $v''$ for every vertex $v \in V$. A sink-only copy of a vertex $v$ is a vertex $v'$ (or $v''$) that has a directed edge $(u, v')$ for each edge $(u, v)$; these were already used in previous work [12]. Note that adding sink-only copies of vertices does not affect the possible path packings to other vertices since they can only be endpoints of paths; however, they are convenient to capture multiple vertex-disjoint paths that, intuitively, end in the same vertex. Matroid $M_1$ is defined as the gammoid on $G_1$ with sources $T = V(S)$ and ground set $V_1 = \{v, v', v'' \mid v \in V\}$; note that the sink-only copies of vertices in $T$ are not sources of $M_1$. The rank of matroid $M_1$ is $|T|$, because the set of all trivial paths is independent and at most $|T|$ vertices can be linked to $T$. Matroid $M_2$ is the gammoid on the directed graph $G_2 = K_{k,n} = (S_2 \cup \hat{V}, E_2)$ with sources $S_2$ and ground set $\hat{V} = \{\hat{v} \mid v \in V\}$; the edges in $E_2$ are directed from $S_2$ to $\hat{V}$. In other words, gammoid $M_2$ is a uniform matroid and a (deterministic) matrix representation could also be obtained by using a Vandermonde matrix. The rank of $M_2$ is $k = |S_2|$ as no more than $|S_2|$ vertices can be linked to $S_2$ and every set of at most $k$ vertices of $\hat{V}$ is linked to $S_2$.

For the application of Lemma 3 we will use the matroid $M = M_1 \oplus M_2$, which has rank $|T| + k$. Representations $A_1$ and $A_2$ for both $M_1$ and $M_2$ can be computed by a randomized polynomial-time algorithm with exponentially small error chance [15]; hence we get a representation for $M$ by diag$(A_1, A_2)$, i.e., the block-diagonal matrix with blocks $A_1$ and $A_2$. We may assume that $A_1$ has $|T|$ rows and $A_2$ has $k$ rows (cf. [15]).

Applying the representative set lemma. Let $T := \{(v', v'', \hat{v}) \mid v \in V\}$. For clarity, by the above notation, this means that $v', v'' \in V_1$ and $\hat{v} \in \hat{V}$ for each $v \in V$. Let $T'$ be obtained by applying Lemma 3 to $T$ using the above matrix representation for $M$; we have $|T'| \in O(|T| + k)^3 = O(|S|^3)$. We will see later that we can find a $(|T| + k - 3)$-representative set of size $O(|S|^2 k)$ by a careful look at the proof of Lemma 3, using the fact that $M$ is the direct sum of two gammoids and that all sets $\{v', v'', \hat{v}\}$ in $T$ have two elements from the first and one element from the second gammoid; a similar argument for getting a smaller representative set was already used by Kratsch and Wahlström [12].
We will prove that for each dominant solution $X$ we have $\{x', x'', \hat{x}\} \in T'$ for each $x \in X_0 = X \setminus T$. To this end, we show that for each such set $\{x', x'', \hat{x}\}$ there exists an independent set $I$ of size at most $|T| + k - 3$ such that $\{x', x'', \hat{x}\}$ uniquely extends $I$ among triplets in $T$. Thus, $\{x', x'', \hat{x}\}$ must be in every $([T] + k - 3)$-representative set $T'$ of $T$.

**Lemma 6.** Let $X$ be a dominant solution for $(G, S, k)$ and let $T = V(S)$. For all $x \in X_0 = X \setminus T$ there exists an independent set $I$ of size at most $|T| + k - 3$ in $M$ such that $\{x', x'', \hat{x}\}$ uniquely extends $I$.

We know now that for every vertex $x \in V \setminus T$ that is a vertex in a dominant solution the set $\{x', x'', \hat{x}\}$ is in every $(|T| + k - 3)$-representative set $T'$. If we define $V(T') = \{v | \{v', v'', \hat{v}\} \in T\}$ then this implies that $X_0 \subseteq V(T')$ for each dominant solution $X$. Thus, every dominant solution $X$ is contained in $V(T') \cup T$.

Shrinking the input graph to $O(V(T') \cup T)$ vertices. In the previous parts we have shown that if there exists a solution for $(G, S, k)$, then there exists a solution that is completely contained in $W := V(T') \cup T$. Using this we can make all vertices in $V \setminus W$ undeletable. We achieve this by applying the so-called torso operation to vertex set $V$ in $G$; let $G' = \text{torso}(G, W)$. By definition of torso$(G, W)$, the resulting graph $G'$ has vertex set $W$ and is derived from $G[W]$ by making each pair $\{u, v\} \subseteq W$ adjacent if there is a $u, v$-path in $G$ with internal vertices from $V \setminus W$. Note that we do not create double edges or loops in $G'$ and that all edges of $S$ are preserved in $G'$ because $T \subseteq W$. (The same can be achieved by iteratively selecting a vertex $v \in V \setminus W$, making its neighbors a clique, and deleting $v$.)

**Lemma 7.** $(G', S, k)$ has a solution if and only if $(G, S, k)$ has a solution.

It follows from Lemma 7 that $(G', S, k)$ is an equivalent instance and the graph of this instance contains at most $|W|$ vertices. The correctness of Lemma 7 follows from the fact that the torso operation preserves the separators that are contained in $W$ (cf. [16]).

So far we have a kernelization that creates an equivalent instance $(G', S, k)$ such that $G'$ has $|W|$ vertices. As mentioned above, Lemma 3 guarantees that $|W| \in O(|S|^k)$ and this implies a polynomial kernel for edge subset fvs parameterized by $|S|$. If we use the fact that the gammoid $M$ is the direct sum of two gammoids $M_1$ and $M_2$, and that all sets $\{v', v'', \hat{v}\} \in T$ contain exactly two elements of $M_1$ and one element of $M_2$, then we can prove that $|W| \in O(|S|^2k)$, this is an improvement for all nontrivial instances with $k < |S|$.

**Lemma 8.** Let $M = M_1 \oplus M_2$ be the gammoid of rank $|T| + k$ as defined above and $T = \{I_1, I_2, \ldots, I_r\}$ be the set of independent sets of $M$ that we use for the kernelization. Let $A$ be represented by $\text{diag}(A_1, A_2)$ as above. If $|T| > \binom{|T|}{2} \cdot \binom{k}{1}$, then there exists a set $I \in T$ such that $T \setminus \{I\}$ is $(|T| + k - 3)$-representative for $T$.

The proof of Lemma 8 is similar to Marx [15, Lemma 4.2]. We additionally use the fact that $M$ is the direct sum of two gammoids to get that the vectors in the exterior algebra which represent the sets in $T$ span a space of smaller dimension. As mentioned above, Marx [15] showed that one can find in randomized polynomial-time a matrix with $r(M)$ rows that represents a given gammoid $M$. We can make this proof algorithmic in the same way. Combined with Lemma 8 it follows that we can find a $(|T| + k - 3)$-representative subset $T'$ of $|T|$ of size at most $\binom{|T|}{2} \cdot \binom{k}{1} \in O(|S|^2k)$. This implies a randomized polynomial kernel with $O(|S|^2k)$ vertices for edge subset fvs parameterized by $|S|$ and $k$.

### 4 Reducing the size of $S$

We have seen that edge subset fvs parameterized by $|S|$ and $k$ has a polynomial kernel. Now the goal is to reduce the size of the set $S$ until $|S|$ is polynomially bounded in $k$. This will lead to a polynomial kernel of edge subset fvs parameterized by $k$. 
To begin, we do some initial modifications to ensure that we can always find a solution of size at most \( k \) that contains no vertex of the set \( V(S) \), if one exists. For this we first delete all vertices \( v \in V \) with the property that \( e = \{v, v\} \in S \) is a loop in \( G \) and we decrease the value \( k \) by one. Next we delete all remaining loops. We also reduce the number of edges between two vertices \( v, w \in V(G) \). If no edge that is incident to \( v \) and \( w \) is contained in the set \( S \), then we delete all except one edge. On the other hand, if at least one edge between \( v \) and \( w \) is contained in \( S \), then we delete all except two edges. One of these edges is contained in \( S \) and the other not.

In the next step we add for every edge \( e = \{v, w\} \in S \) two new vertices \( v_e, u_e \) to the graph, subdivide the edge \( e \) into three edges \( \{v, v_e\}, \{v_e, w_e\}, \{w_e, w\} \), and edit \( S \) by replacing edge \( e \) by the edge \( \{v_e, w_e\} \) in \( S \). If a solution \( X \) of \textsc{edge subset fvs} contains a vertex \( x_e \in V(S) \), then we can instead add the vertex \( x \) to \( X \) and delete \( x_e \) from \( X \), because every cycle that contains vertex \( x_e \) also contains vertex \( x \); hence we can always find an optimal solution that is disjoint from \( V(S) \).

Let \((G, S, k)\) be an instance of \textsc{edge subset fvs}, such that \( G \) is a graph with the above properties. Analogous to the paper of Cygan et al. [3] we consider a solution \( Z \) of the \textsc{edge subset fvs}, with the difference that our solution is an 8-approximation of the problem, to reduce the size of \( S \). Even et al. [6] show that there exists an 8-approximation algorithm for \textsc{subset fvs}. Since \textsc{subset fvs} and \textsc{edge subset fvs} are equivalent (cf. [3]), we can compute in polynomial time an 8-approximation for \textsc{edge subset fvs} and we can assume that \( Z \cap V(S) = \emptyset \). If \(|Z| > 8k\), then we can stop immediately because no solution of size at most \( k \) can exist. On the other hand, if \(|Z| \leq k\), then \( Z \) is a solution and we are done.

The set \( Z \) is a feasible solution to \textsc{edge subset fvs} on \((G, S, |Z|)\). This implies that every edge \( e \in S \) is a bridge in \( G - Z \). In a next step we also remove all edges in \( S \) from \( G - Z \). Every connected component in \( G - Z - S \) contains no edge from \( S \) and, following Cygan et al. [3], we call such a component a \textit{bubble}. We denote the set of bubbles by \( \mathcal{D}_S \) and define a graph \( H_Z = (\mathcal{D}_Z, E_{\mathcal{D}_Z}) \) whose vertices are bubbles and with bubbles \( I \) and \( J \) being adjacent, i.e., \( \{I, J\} \in E_{\mathcal{D}_Z} \), if and only if the components \( I \) and \( J \) are connected by an edge from \( S \). The graph \( H_Z \) is a forest, because \( Z \) is a solution for \((G, S, |Z|)\) and a cycle in \( H_Z \) would give rise to an \( S \)-cycle in \( G - Z \). Similarly, no two bubbles can be connected by more than one edge of \( S \). By \( V_I \) we denote the vertices that are contained in bubble \( I \). Since \(|E(V_I, V_J) \cap S| \leq 1\) for all \( I, J \in \mathcal{D}_Z \) and equality holds if and only if \( \{I, J\} \in E_{\mathcal{D}_Z} \), we can associate an edge \( e = \{I, J\} \in E_{\mathcal{D}_Z} \) with the one edge \( e_S = \{v_I, v_J\} \) in \( E(V_I, V_J) \cap S \).

If we add the vertex set \( Z \) and all edges \( \{z, I\} \) with the property that \( z \in Z, I \in \mathcal{D}_Z \) and \( E(z, V_I) \neq \emptyset \) to the graph \( H_Z \), we obtain a graph \( H_Z^+ \) that contains \( S \)-cycles. Note that every \( S \)-cycle must contain a vertex of the set \( Z \). We partition the set of bubbles according to the number of bubbles they are connected with.

**Definition 9.** A bubble \( I \in \mathcal{D}_Z \) is called (i) solitary, if \( \deg_{H_Z}(I) = 0 \); (ii) leaf, if \( \deg_{H_Z}(I) = 1 \); and (iii) inner, if \( \deg_{H_Z}(I) \geq 2 \). By \( \mathcal{D}_Z^0, \mathcal{D}_Z^1, \mathcal{D}_Z^2 \) we denote the corresponding sets of bubbles.

Let \( X \subseteq V \setminus V(S) \) be a superset of \( Z \). We define \( H_X, H_X^+, \mathcal{D}_X \) and \( E_{\mathcal{D}_X} \) analogously to \( H_Z, H_Z^+, \mathcal{D}_Z \) and \( E_{\mathcal{D}_Z} \). Observe that the number of edges in \( S \) is at most \(|\mathcal{D}_Z \setminus \mathcal{D}_Z^2| \), because \( H_Z \) is a forest, any two bubbles are connected by at most one \( S \)-edge, and \( V(S) \cap Z = \emptyset \).

So far our setup is essentially the same as the one used by Cygan et al. [3]. However, instead of an 8-approximate solution they use the framework of iterative compression, which provides a solution \( Z \) of size \( k + 1 \) and leaves them with the task of reducing the number of \( S \)-edges for the problem of finding a solution \( Z^* \) that is disjoint from \( Z \). Moreover, it suffices for them to consider the case that every feasible solution (if one exists) is disjoint from \( Z \). In this setting they are able to reduce to an equivalent instance (or find that some
We call an edge \( e \in E \) of \( G \) a pair-constrained edge subset \( fvs \) of \( G \), if there exists a pair-constraint \( \{x, y\} \in P \) such that \( x, y \in V \) and \( e \) is an edge between \( x \) and \( y \). We store this fact as a pair-constraint. We keep and enforce this information in the final instance, unless we decide earlier to delete \( x \) or \( y \). By \( P \) we denote the set of pair-constraints that we have found so far. We can interpret this set as a set of edges and by definition, \( |P| \) represents the number of pair-constrained edges in the graph. Note that vertices from the set \( V \) are always contained in a pair-constraint. If \( z \) is not contained in a pair-constraint \( \{x, y\} \in P \), then we reduce to some trivial false instance, i.e. \( (G, S, \emptyset, k) \) of the pair-constrained edge subset \( fvs \) problem.

Clearly, instances \((G, S, k)\) of the \( fvs \) problem and \((G, S, \emptyset, k)\) of the pair-constrained edge subset \( fvs \) are equivalent. Our goal is to reduce the size of \( S \) by detecting \( S \)-edges that we can delete from \( S \) without changing the outcome. This leads to the following definition:

**Definition 10.** Let \((G, S, P, k)\) be an instance of the pair-constrained edge subset \( fvs \). We call an edge \( e \in S \) irrelevant, if \( X \subseteq V(G) \) is a solution for \((G, S, P, k)\) if and only if \( X \) is a solution for \((G, S \setminus \{e\}, P, k)\).

Note that if two different \( S \)-edges \( e \) and \( e' \) are irrelevant in \((G, S, P, k)\), then \( e' \) is not necessarily irrelevant in \((G, S \setminus \{e\}, P, k)\). Also, we do not expect to find all irrelevant edges.

**The reduction rules.** We now present our reduction rules; we assume that always the lowest numbered applicable rule is applied first. Correctness and efficiency of the overall reduction process are deferred to the full version. Let \((G, S, P = \emptyset, k)\) be an instance for the pair-constrained edge subset \( fvs \) and let \( Z \) be an \( 8 \)-approximation of this problem with \( k < |Z| \leq 8k \) that is disjoint from \( V(S) \). In the following, the graphs \( G - Z, G - Z - S, H_Z, H^Z \) are always defined with respect to the current instance \((G, S, P, k)\) of the pair-constrained edge subset \( fvs \). Note that \( Z \subseteq V \) and we delete a vertex from \( Z \) if we delete the corresponding vertex in \( V \).

**Rule 1:** If \( k < 0 \), or if \( k = 0 \) and there exists an \( S \)-cycle, then reduce \((G, S, P, k)\) to some trivial false instance, i.e. \( G' := (\{x\}, \{e = \{x, x\}\}), S' := \{e\}, P' = \emptyset \) and \( k' := 0 \).

**Rule 2:** Delete all bridges and all connected components not containing any edge from \( S \).

**Rule 3:** If edge \( e \in S \) is a bridge in \((V, E \setminus \{S \setminus \{e\}\})\), then reduce to \( S' = S \setminus \{e\} \).

**Rule 4:** If vertex \( v \in V(P) \) is contained in at least \( k + 1 \) pair-constraints of \( P \), then we reduce to \( G' = G - v \) and \( k' = k - 1 \).

**Rule 5:** If \( |P| > k^2 \), then reduce to \((G, S, P, k)\) to some trivial false instance.

**Rule 6:** If there exists a \( z \)-flower of order \( k + 1 \) in \( G \) for a vertex \( z \in Z \), then we reduce to \( G' := G - z \) and \( k' := k - 1 \).
We say \( z \) with \( I \)

Rule 7: If at least \( k \) different vertices number of leaf bubbles in \( A \) is never adjacent to a vertex in \( B \), then we introduce the following definition: Let \( e = \{ I, J \} \) be an edge in the matching \( M \).

Rule 8: If there exists an edge \( e \in M \) such that \( e \) sees no single vertex \( z \in Z \) and for every pair \( \{ x, y \} \) seen by \( e \) the pair \( \{ x, y \} \) is a pair-constraint in \( P \), then remove \( e \) from \( S \) and \( e \) from \( M \).

The matching \( M \) is always recomputed if, through application of rules, it does no longer cover every inner bubble or is not maximal when testing whether Rules 7 or 8 apply.

Let \( L = D'_{Z} \setminus V(M) \) be the set of leaf bubbles that are not covered by \( M \). Because the matching covers at least all inner bubbles, we know that \( |S| \leq 2|M| + |L| \). Therefore we have to find a reduction rule that reduces the number of leaf bubbles in \( L \). Every leaf bubble in \( L \) is adjacent to an inner bubble in \( H_{Z} \), because \( M \) covers all leaf bubbles that are not adjacent to an inner bubble. To bound the number of leaf bubbles in \( L \) we define for each \( z \in Z \) a graph \( G_{z} \) with the help of the following two sets. The first one, \( L_{z} = N_{H}^{z}(z) \cap L \), is the set of all leaf bubbles \( I \) that are adjacent to \( z \) in \( H_{Z}^{z} \). The other \( V_{z} = \{ v \in V \mid \exists J \in N_{H}^{z}(L_{z}) \mid v \in V_{J} \} \) consists of all vertices that are contained in an inner bubble that is adjacent to a leaf bubble in \( L_{z} \). Let \( V(G_{z}) = \{ z \} \cup L_{z} \cup V_{z} \) and

\[
E(G_{z}) = E_{H}^{z}(z, L_{z}) \cup \{ \{ I, w \} \mid \exists J \in L_{z}, v \in V_{1}, w \in V_{1} : \{ v, w \} \in S \} \cup (E(G[V_{z}] \setminus S)).
\]

In the graph \( G_{z} \) each leaf bubble \( I \in L_{z} \) is a single vertex. We are not interested in the internal structure of leaf bubbles in \( L_{z} \), whereas we are interested in the structure of the inner bubbles that are adjacent to the leaf bubbles in \( L_{z} \). Thus we add the connected component that corresponds to an inner bubble which is adjacent to a bubble in \( L_{z} \) to \( G_{z} \). In order to apply the concept of flowers and blocking sets in \( G_{z} \), an edge \( e \in E(G_{z}) \) is an \( S \)-edge in \( G_{z} \) if \( e = \{ I, w \} \) with \( I \in L_{z} \) and \( w \in V_{z} \). Note that \( e \) is an edge in \( G_{z} \), because there exists an \( S \)-edge \( e' = \{ v, w \} \) in \( G \) with \( v \in V_{z} \).

Since no previous rule is applicable and a \( z \)-flower in \( G_{z} \) gives rise to a \( z \)-flower in \( G \) of same order, one can show, using Gallai’s A-path Theorem, that there exists a \( z \)-blocker \( B_{z} \subseteq V_{z} \setminus V(S) \) of size at most \( 2k \) for every vertex \( z \in Z \) in \( G_{z} \). Let \( B = \bigcup_{z \in Z} B_{z} \) be the union of all \( z \)-blockers \( B_{z} \) of size at most \( 2k \). Note that the set \( L \) is the union of all sets \( L_{z} \) with \( z \in Z \), because every leaf bubble is adjacent to a vertex in \( Z \), i.e., \( L = \bigcup_{z \in Z} L_{z} \).

Because \( B \subseteq V_{z} \setminus V(S) \) we know that \( L \subseteq D'_{Z \cup B} \); thus we can use \( H_{Z \cup B} \) to bound the number of leaf bubbles in \( L \). Let \( I = \{ J \in D'_{Z \cup B} \mid E(L, J) \neq \emptyset \} \) be the set of inner bubbles in \( H_{Z \cup B} \) that are adjacent to a leaf bubble in \( L \). Clearly the number of edges between \( I \) and \( L \) in \( H_{Z \cup B} \) equals the number \( |L| \). Instead of again using a matching to reduce this number we consider more carefully the properties of these edges (more details in full version). For this we define the property of seeing a pair in a slightly different way. Let \( e = \{ I, J \} \) be an edge with \( I \in I \) and \( J \in L \). We say that \( e = \{ I, J \} \) with \( I \in I \) and \( J \in L \) sees the pair \( \{ x, y \} \) of different vertices \( x \in Z \cup B \) and \( y \in Z \), if \( \{ I, x \}, \{ J, y \} \in E(H_{Z \cup B}) \). Observe that a bubble in \( L \) is never adjacent to a vertex in \( B \) in the graph \( H_{Z \cup B} \), because \( B \subseteq \bigcup_{z \in Z} V_{z} \setminus V(S) \).
We have shown that the instance whether the use of randomization and/or matroids can be avoided. Furthermore, there is quite a gap between the matroid-based tools of Kratsch and Wahlström [12], positively answering the question of Cygan et al. [3]. As in previous work [12] the error-probability can be made exponentially small without increasing the kernel size. Nevertheless, it would of course be very interesting whether the use of randomization and/or matroids can be avoided. Furthermore, there is a directed version of subset fvs, called directed subset feedback vertex set, but it generalizes dfvs, whose kernel status has remained open for quite some time now.

5 Conclusions

We have shown that the subset fvs problem has a randomized polynomial kernelization using the matroid-based tools of Kratsch and Wahlström [12], positively answering the question of Cygan et al. [3]. As in previous work [12] the error-probability can be made exponentially small without increasing the kernel size. Nevertheless, it would of course be very interesting whether the use of randomization and/or matroids can be avoided. Furthermore, there is a directed version of subset fvs, called directed subset feedback vertex set, but it generalizes dfvs, whose kernel status has remained open for quite some time now.

Rule 9: If at least \((k + 2)\) edges \(\{I_1, J_1\}, \ldots, \{I_t, J_t\}\) with \(1 \leq i \leq t\) are different vertices, such that \(x \in Z \cup B\) is adjacent to \(I_1, y \in Z\) is adjacent to \(J_1\) for all \(i \in \{1, \ldots, t\}\), then we add \(\{x, y\}\) to the set of pair-constraints \(\mathcal{P}\).

Rule 10: If there exists an edge \(e = \{I, J\}\) with \(I \in \mathcal{I}\) and \(J \in \mathcal{L}\) such that \(e\) sees no single vertex \(z \in Z\) and for every pair \(\{x, y\}\) seen by \(e\) the pair \(\{x, y\}\) is a pair-constraint in \(\mathcal{P}\), then remove \(e_S\) from \(S\), delete \(J\) from \(L\) and replace \(I\) by \(I \cup J\) in \(\mathcal{I}\).

Note that if we delete an edge \(e = \{I, J\}\) from \(S\) by applying Rule 10, then the consequence is that bubbles \(I\) and \(J\) are now merged into a single bubble.

If no reduction rule is applicable, then \(|M| \in \mathcal{O}(k^3)\) and \(|L| \in \mathcal{O}(k^4)\). (A proof of these results is deferred to the full version.) As mentioned above, \(|S| = |\mathcal{D}_2| + |\mathcal{D}_2'| \leq 2|M| + |L| \in \mathcal{O}(k^4)\), because \(H_Z\) is a forest, because there is at most one edge of \(S\) between any two bubbles, and because \(V(S) \cap Z = \emptyset\).

Finding an equivalent instance for Edge Subset Feedback Vertex Set. Up to now we can only bound the number of edges in \(S\) for the pair-constrained edge subset fvs problem. As mentioned above the instance \((G, S, P = \emptyset, k)\) for pair-constrained edge subset fvs is equivalent to the instance \((G, S, k)\) of edge subset fvs. Therefore we only have to show that we can find in polynomial time an instance of edge subset fvs that is equivalent to the instance \((G, S, P, k)\) of pair-constrained edge subset fvs and has at most \(\mathcal{O}(k^3)\) \(S\)-edges. Let \(\{x, y\} \in P\) be a pair-constraint. If there are two edges between \(x\) and \(y\) of which at least one is contained in \(S\), then \(x\) or \(y\) must be in any solution, because \(xy\) is an \(S\)-cycle. For this reason, the instance \((G', S' = S \cup \mathcal{P}, k)\) of edge subset fvs is equivalent to the instance \((G, S, \mathcal{P}, k)\) of pair-constrained edge subset fvs, where \(G'\) is created from \(G\) by adding one edge \(\{x, y\}\) between every two vertices \(x\) and \(y\) with \(\{x, y\} \in \mathcal{P}\) when \(\{x, y\} \notin E\) and by adding an edge \(\{x, y\}\) between \(x\) and \(y\) that is also contained in \(S'\); hence there are two edges between \(x\) and \(y\) with \(\{x, y\} \in \mathcal{P}\) in graph \(G'\) and we add exactly one edge between \(x\) and \(y\) to \(S'\). Because we cannot apply Rule 4 or 5 to \((G, S, P, k)\), we know that \(|\mathcal{P}| \leq k^2\). This leads to a bound of \(|S| + |\mathcal{P}| \in \mathcal{O}(k^4)\) edges in \(S'\) for the edge subset fvs problem after the reduction. Together with the kernel with \(\mathcal{O}(|S|^2k)\) vertices for edge subset fvs parameterized by \(|S|\) and \(k\), we obtain a kernelized instance with \(\mathcal{O}(k^9)\) vertices for edge subset fvs parameterized by \(k\).

Note that it is no problem that we use in Section 4 the existence of a solution disjoint from \(V(S)\) and that we only preserve dominant solutions in Section 3, because the reduction rules in Section 4 as well as the kernelization in Section 3 lead to equivalent instances and because every instance has a dominant solution (if a solution exists).
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Abstract

We investigate the behavior of the periods and border lengths of random words over a fixed alphabet. We show that the asymptotic probability that a random word has a given maximal border length $k$ is a constant, depending only on $k$ and the alphabet size $\ell$. We give a recurrence that allows us to determine these constants with any required precision. This also allows us to evaluate the expected period of a random word. For the binary case, the expected period is asymptotically about $n - 1.641$. We also give explicit formulas for the probability that a random word is unbordered or has maximum border length one.
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1 Introduction and Notation

A word is a finite sequence of letters chosen from a finite alphabet $\Sigma$. The periodicity of words is a classical and well-studied topic in both discrete mathematics and combinatorics on words, starting with the classic paper of Fine and Wilf [4] and continuing with the works of Guibas and Odlyzko [6, 7, 5]. For more recent work, see, for example, [8, 15, 12].

We say that a word $w$ has period $p$ if $w[i] = w[i+p]$ for all $i$ that make the equation meaningful. (If $|w| = n$ and one indexes beginning at position 1, this would be for $1 \leq i \leq n-p$.) Trivially every word of length $n$ has all periods of length $\geq n$, so we restrict our attention to periods $\leq n$. The least period is sometimes called the period. For example, the French word entente has periods 3, 6, and 7.

Empirically, one quickly discovers that a randomly chosen word typically has a least period that is very close to its length. This readily follows from the fact that the number of words over a given alphabet grows exponentially as the length increases. It can also be seen as a particular case of the fact that most strings are not compressible.

In this paper, we quantify this basic observation and show that the expected least period of a string of length $n$ over an $\ell$-letter alphabet is $n - \alpha_\ell(n)$, where $\alpha_\ell(n)$ is $O(1)$.

Another concept frequently studied in formal language theory is that of border of a word [13, 3, 14]. A word $x$ has border $w$ if $w$ is both a prefix and a suffix of $x$. Normally we do not consider the trivial borders of length 0 or $n = |w|$. Thus, for example, the English word entente has periods 3, 6, and 7.

In this paper, we study the behavior of the periods and border lengths of random words over a fixed alphabet. We show that the asymptotic probability that a random word has a given maximal border length $k$ is a constant, depending only on $k$ and the alphabet size $\ell$. We give a recurrence that allows us to determine these constants with any required precision. This also allows us to evaluate the expected period of a random word. For the binary case, the expected period is asymptotically about $n - 1.641$. We also give explicit formulas for the probability that a random word is unbordered or has maximum border length one.
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ionization has one border: ion. Less trivially, the word alfalfa has two borders: a and alfa. A word with no borders is unbordered.

There is an obvious connection between periods of a word and its borders: if $w$ has a period $p$, then it has a border of length $|w| - p$. For example, the English word abracadabra, of length 11, has periods 7, 10, and 11, while it has borders of length 1 and 4.

Consequently, the least period of a word corresponds to the length of the longest border (and an unbordered word corresponds to least period $n$, the length of the word). The reader should be constantly aware of this duality, since it is often useful and more natural to think about periods in terms of borders. This can be seen from the announced result: it is more compact to speak directly about the expected maximum border length, which is $\alpha(n)$.

If $P$ is a set of integers, we shall write $n - P$ for $\{n - p \mid p \in P\}$, and $P - n$ for $\{p - n \mid p \in P\}$.

By $\text{pref}_i(v)$, we mean the prefix of length $i$ of the word $v$.

## 2 Multiperiodic Words and the Average Border Length

We shall obtain our results by counting words with a given length $n$ and a given finite set of periods $P \subseteq \{1,2,\ldots,n\}$, or equivalently, with a given set of border lengths $n - P$. For technical reasons, in order to be able to deal with unbordered words, we shall always suppose that $n \in P$, that is, we shall say that every word has a border length zero.

There are two basic types of requirements. Let

$$G_\ell(P,n) = \{w \in \Sigma^n \mid \text{for each } p \in P, p \text{ is a period of } w\},$$

and let $G_\ell(P,n)$ be the cardinality of $G_\ell(P,n)$. Similarly, let

$$F_\ell(P,n) = \{w \in G_\ell(P,n) \mid \min P \text{ is the least period of } w\},$$

and let $F(P,n)$ be the cardinality of $F_\ell(P,n)$.

Words with many periods have been amply studied. In particular, there is a fast algorithm constructing a word of length $n$ with periods $P$ and maximal possible number of letters. Such a word, called an FW-word in the literature, is unique up to renaming of the letters. Let $\epsilon(P,n)$ denote the cardinality of the alphabet of the FW-word of length $n$ and periods $P$.

**Example 1.** Let $P = \{p,q\}$ and $d = \gcd(p,q)$. The well-known periodicity lemma (often called the Fine and Wilf theorem, which is the origin of the term FW-word) states that if a word of length at least $p + q - d$ has periods $p$ and $q$, then it also has period $d$. Moreover, the bound $p + q - d$ is sharp: for all $p,q \geq 1$ there are words of length $p + q - d - 1$ with period $p$ and $q$ but not period $d$. This can be stated, using the just-introduced terminology, by the two assertions $\epsilon(\{p,q\},p + q - d) = d$ and $\epsilon(\{p,q\},p + q - d - 1) > d$.

The number $\epsilon(P,n)$ can be computed and the corresponding FW-word constructed using the algorithm of Tijdeman and Zamboni [16] (see [17] for an alternative presentation). The computation is summarized by the following formula:

$$\epsilon(P,n) = \begin{cases} 1, & \text{if } m = 1; \\
, & \text{if } m \geq n; \\
\epsilon(Q,n-m), & \text{if } 2m \leq n; \\
\epsilon(Q,n-m) + 2m - n, & \text{if } m < n < 2m; \\
\end{cases}$$

where $m = \min P$ and $Q = (P - m) \setminus \{0\} \cup \{m\}$. 
Since each word having the periods in $P$ (and possibly others) results from a coding (a
letter-to-letter mapping) of the corresponding FW-word, we obtain

$$G_t(P, n) = t^{e(P, n)},$$

which is the starting point of our computation.

Note that $F_t(\{p\}, n)$ is the set of words from $\Sigma_t^n$ having least period $p$. Equivalently, $F_t(\{n - r\}, n)$ is the set of words with the longest border of length $r$. For $0 \leq r < n$, let

$$\lambda_t(r, n) = \frac{|F(\{n - r\}, n)|}{t^n}$$

denote the relative number of such words. Our goal is to compute

$$\alpha_t(n) = \sum_{r=0}^{n-1} r \cdot \lambda_t(r, n),$$

which is the expected maximum border length for words in $\Sigma_t^n$. We first show that this quantity converges as $n$ approaches infinity. This fact was recently independently proved in [1, Appendix].

**Lemma 2.** For each $\ell \geq 2$ and each $0 \leq r < n$,

$$|\lambda_\ell(r, n + 1) - \lambda_\ell(r, n)| \leq \frac{1}{\ell^{[n/2]}}.$$

**Proof.** Case 1: $r \geq [n/2]$. Then

$$|\lambda_\ell(r, n + 1) - \lambda_\ell(r, n)| = \left| \frac{|F_\ell(\{n + 1 - r\}, n + 1)|}{t^{n+1}} - \frac{|F_\ell(\{n - r\}, n)|}{t^n} \right|.$$

Recall that $F_\ell(\{n + 1 - r\}, n + 1)$ (resp., $F_\ell(\{n - r\}, n)$) counts the words with longest border length $r$ from $\Sigma_t^{n+1}$ (resp., $\Sigma_t^n$). First, note that $F_\ell(\{p\}, n) \leq \ell^p$ for any $p$ and $n$. This implies

$$|\lambda_\ell(r, n + 1) - \lambda_\ell(r, n)| \leq \frac{1}{\ell^r}$$

and we are done.

Case 2: $r < [n/2]$. There is a useful correspondence between $\Sigma_t^n$ and $\Sigma_t^{n+1}$, given by the insertion of a letter in the middle of the shorter word. The basic observation, already used in [9, 11], is that this insertion does not influence borders of length at most $[n/2]$. Define

$$\mathcal{F} = F_\ell(\{n + 1 - r\}, n + 1),$$

$$\mathcal{B} = \{a \cdot w_2 \mid a \in \Sigma_t, |w_1| = [n/2], |w_2| = [n/2], w_1 w_2 \in F_\ell(\{n - r\}, n)\}.$$

Then $|\mathcal{B}| = \ell \cdot F_\ell(\{n - r\}, n)$. Let $w \in \mathcal{F} \setminus \mathcal{B}$ and write $w = w_1 a w_2$ with $a \in \Sigma_t$, $|w_1| = [n/2]$, and $|w_2| = [n/2]$. The words $w$ and $w_1 w_2$ have the same borders up to length $[n/2]$. Since $w_1 w_2 \notin F_\ell(\{n - r\}, n)$, we deduce that $w_1 w_2$ has a border of length at least $[n/2] + 1$, that is, a period at most $[n/2] - 1$. This implies

$$|\mathcal{F} \setminus \mathcal{B}| \leq \ell \cdot \sum_{j=0}^{[n/2] - 1} \ell^j < \ell^{[n/2]+1}.$$  \hspace{1cm} (1)
Similarly, a word \( w \in \mathcal{B} \setminus \mathcal{F} \) has period at most \( \left\lceil \frac{n}{2} \right\rceil \), and so
\[
|\mathcal{B} \setminus \mathcal{F}| \leq \sum_{j=0}^{\left\lceil \frac{n}{2} \right\rceil} \ell^j < \ell^{\left\lceil \frac{n}{2} \right\rceil + 1}.
\] (2)

We thus obtain
\[
|\lambda_\ell(r, n + 1) - \lambda_\ell(r, n)| = \frac{1}{\ell^{n+1}} \left| |\mathcal{B} \setminus \mathcal{F}| - |\mathcal{F} \setminus \mathcal{B}| \right| < \frac{1}{\ell^{n/2}}.
\]

\[\blacktriangleright\textbf{Theorem 3.}\] For each \( \ell \geq 2 \) and \( r \geq 0 \), the limits
\[
\alpha_\ell := \lim_{n \to \infty} \alpha_\ell(n) \quad \text{and} \quad \lambda_\ell := \lim_{n \to \infty} \lambda_\ell(r, n)
\]
define. Furthermore, the convergence is exponential.

\[\blacktriangleright\textbf{Proof.}\] Follows directly from the definition of \( \alpha_\ell(n) \) and Lemma 2.

\[\blacktriangleright\textbf{3 Recurrences}\]

From the estimates of the previous section, we know that \( \alpha_\ell(n) \) and \( \lambda_\ell(r, n) \) both converge quickly to \( \alpha_\ell \) and \( \lambda_\ell \), respectively. Thus, they can be estimated to a few digits by explicit enumeration (see [1, Appendix] for \( \alpha_2 \) and \( \alpha_3 \)).

In order to evaluate \( \alpha_\ell(n) \) to dozens of decimal places, however, we need a more efficient way to calculate \( F_\ell(\{p\}, n) \). This can be done using the recurrence formulas that we derive below. They are reformulations and generalizations of formulas given by Harborth [9] for sets of periods.

We first prove the following auxiliary claim.

\[\blacktriangleright\textbf{Lemma 4.}\] Let a word \( w \) have a period \( p < |w| \) and let \( u \) be the prefix of \( w \) of length \( |w| - p \). Then \( w \) has a period \( q > p \) if and only if \( u \) has a period \( q - p \).

\[\blacktriangleright\textbf{Proof.}\] Note that \( u \) is a border of \( w \). The following conditions are easily seen to be equivalent:
\[=\] \( w \) has a period \( q \),
\[=\] \( w \) has a border of length \( |w| - q \),
\[=\] \( u \) has a border of length \( |w| - q \),
\[=\] \( u \) has a period \( |u| - (|w| - q) \).

Since \( |u| - (|w| - q) = (|w| - p) - (|w| - q) = q - p \), the proof is completed.

\[\blacktriangleright\textbf{Theorem 5.}\] Let \( P \) be a set of periods with \( m = \min P \) and \( \max P < n \). Then
\[
F_\ell(P, n) = G_\ell(P, n) - \sum_{p=\lceil m/2 \rceil}^{m-1} H_\ell(P, p, n),
\]
where
\[
H_\ell(P, p, n) := \begin{cases} 
F_\ell((P - p) \cup \{p\}, n - p), & \text{if } p < \lceil n/2 \rceil; \\
2^{p-n} \cdot F_\ell(P - p, n - p), & \text{if } p \geq \lceil n/2 \rceil.
\end{cases}
\]

\[\blacktriangleright\textbf{Proof.}\] From \( G_\ell(P, n) \) we have to subtract the number of words from \( \Sigma_\ell^n \) that have periods \( P \) but also a period smaller than \( m \). We define, for each \( 1 \leq p < m \), the set
\[
\mathcal{H}_\ell(P, p, n) = \{ w \in \Sigma_\ell^n \mid w \text{ has periods } P \cup \{p\}, \text{ and no period } p' \text{ with } p < p' < m \}.
\]
If $p < \lceil m/2 \rceil$ then $\mathcal{H}_t(P, p, n)$ is empty, since a word $w \in \mathcal{H}_t(P, p, n)$ also has a period $2p$, and $p < 2p < m$ contradicts the definition of $\mathcal{H}_t(P, p, n)$. Moreover, the sets $\mathcal{H}_t(P, p, n)$ are pairwise disjoint, and

$$G_t(P, n) \setminus F_t(P, n) = \bigcup_{p=\lceil m/2 \rceil}^{m-1} \mathcal{H}_t(P, p, n).$$

It remains to show that $H_t(P, p, n)$ is the cardinality of $\mathcal{H}_t(P, p, n)$ for each $\lceil m/2 \rceil \leq p < m - 1$.

Let $p < \lceil n/2 \rceil$. We claim that $w \mapsto \text{pref}_{n-p} w$ is a one-to-one mapping of $\mathcal{H}_t(P, p, n)$ to $F_t((P - p) \cup \{p\}, n - p)$. Let $w \in \mathcal{H}_t(P, p, n)$. By Lemma 4, the word $\text{pref}_{n-p} w$ has periods $P - p$ and no period $p' - p$ with $p < p' < m$, that is, no period less than $m - p$. Since $m - p = \min\{(P - p) \cup \{p\}\}$ and since $\text{pref}_{n-p} w$ also has a period $p$, we have $\text{pref}_{n-p} w \in F_t((P - p) \cup \{p\}, n - p)$. Similarly, one can verify that if $v \in F_t((P - p) \cup \{p\}, n - p)$, then $w_v := (\text{pref}_p v)^n/p \in \mathcal{H}_t(P, p, n)$ and $\text{pref}_{n-p} w_v = v$.

Let $p \geq \lceil n/2 \rceil$. Again, using Lemma 4, it is straightforward to verify that

$$\mathcal{H}_t(P, p, n) = \{uvu \mid v \in F_t(P - p, n - p), u \in \Sigma^{2p-n}\}.\tag{5}$$

If $\min P$ is small, then we can formulate a more explicit formula that uses the Möbius $\mu$-function.

\section*{Lemma 6.} Let $P$ be a set of periods with $m = \min P \leq \lceil n/2 \rceil + 1$. Then

$$F_t(P, n) = \sum_{d|m} \mu\left(\frac{m}{d}\right) G_t(P \cup \{d\}, n).\tag{5}$$

\textbf{Proof.} Let $w$ be a word of length $n$ with a period $m$ and let $p$ be the least period of $w$. Then, by the periodicity lemma, we have that $p$ divides $m$, since $p < m$ implies $p + m - 1 \leq n$. Therefore, for each divisor $p$ of $m$,

$$G_t(P \cup \{p\}, n) = \sum_{d|p} F_t(P \cup \{d\}, n),$$

and the claim follows from Möbius inversion.

\section{Explicit Formulas}

In this section we derive explicit formulas for $\lambda_t(0)$ and $\lambda_t(1)$, which are the asymptotic probabilities that a random word is unbordered, or has longest border of length one, respectively. These are two cases in which Theorem 5 yields a relatively simple expression, since $\lceil m/2 \rceil \geq \lceil n/2 \rceil$.

### 4.1 Unbordered Words

The number of unbordered words satisfies a well known recurrence formula (see, e.g., [9, p. 143, Eq. (34)] for the binary case and [11] for the general case). The formula can be verified using Theorem 5 but we shall give an elementary proof. In this section, let $u_n$ denote $F_t(\{n\}, n)$, and let $t(n)$ denote $\lambda_t(0, n)$. 
Theorem 7.

\[ u_n = \begin{cases} 
\ell, & \text{if } n = 1; \\
\ell(\ell - 1), & \text{if } n = 2; \\
\ell \cdot u_{n-1}, & \text{if } n \geq 3 \text{ is odd}; \\
\ell \cdot u_{n-1} - u_{n/2}, & \text{if } n \geq 4 \text{ is even}. 
\end{cases} \]

Proof. For \( k = 1, 2, \) the verification is straightforward. Let \( x \) and \( y \) be nonempty words with \( |x| = |y| \) and consider words \( xy, yx, \) and \( xaby \) where \( a \) and \( b \) are letters.

Since the shortest border of \( xay \) has length at most \( |x| \), the word \( xy \) is unbordered if and only if \( xay \) is. This proves \( u_n = \ell \cdot u_{n-1} \) if \( n \) is odd.

On the other hand, \( xaby \) can have the shortest border of length \( |x| + 1 \). Therefore, \( xaby \) is unbordered if and only if (i) \( xy \) is unbordered and (ii) \( xa \neq by \). Since the shortest border is itself unbordered, we obtain \( u_n = \ell^2 \cdot u_{n-2} - u_{n/2} = \ell \cdot u_{n-1} - u_{n/2} \) if \( n \) is even. ◀

Theorem 7 directly yields, for each \( n \geq 1 \),

\[ t(2n + 1) = t(2n) = t(2n - 1) - t(n)\ell^{-n}. \]

Therefore

\[ t(2n) = t(1) + \sum_{i=2}^{2n}(t(i) - t(i - 1)) = 1 - \sum_{j=1}^{n} t(j)\ell^{-j}. \]

Defining the generating function \( L_0(x) = \sum_{n \geq 1} t(n)x^n \), we get

\[ \lim_{n \to \infty} \lambda_{\ell}(0, n) = 1 - L_0 \left( \frac{1}{\ell} \right). \tag{6} \]

The next step is to obtain a functional equation for \( L_0(x) \):

\[ L_0(x)(1 - x) = t(1)x + \sum_{k \geq 2}(t(k) - t(k - 1))x^k = \\
= t(1)x + \sum_{j \geq 1}(t(2j) - t(2j - 1))x^{2j} = \\
= t(1)x - \sum_{j \geq 1} t(j)\ell^{-j}x^{2j} = x - L_0(x^2/\ell). \]

Therefore

\[ L_0(x) = \frac{x}{1 - x} - \frac{L_0(x^2/\ell)}{1 - x}. \]

Successively substituting \( x = 1/\ell, \, x = 1/\ell^3, \, x = 1/\ell^7, \ldots \), we get

\[ L_0 \left( \frac{1}{\ell^7} \right) = \frac{1}{\ell^7 - 1} - \left( 1 + \frac{1}{\ell^3 - 1} \right) L_0 \left( \frac{1}{\ell^3} \right), \]

\[ L_0 \left( \frac{1}{\ell^3} \right) = \frac{1}{\ell^3 - 1} - \left( 1 + \frac{1}{\ell^9 - 1} \right) L_0 \left( \frac{1}{\ell^9} \right), \]

\[ \vdots \]

\[ L_0 \left( \frac{1}{\ell^{2^n-1}} \right) = \frac{1}{\ell^{2^n-1} - 1} - \left( 1 + \frac{1}{\ell^{2^n-1} - 1} \right) L_0 \left( \frac{1}{\ell^{2^n-1}} \right). \]
In this section, we let $(x,y,z)$ denote nonempty words with $|x|=|y|>1$, $|z|=1$, and $(i)$ $x\neq y$. It is relatively simple to see that
\[
\lim_{n \to \infty} \frac{1}{\ell^{2^n-1}} \prod_{i=1}^{n-1} \left( 1 + \frac{1}{\ell^{2^i-1} - 1} \right) L_0 \left( \frac{1}{\ell^{2^n-1}} \right) = 0,
\]
we obtain
\[
L_0 \left( \frac{1}{7} \right) = \sum_{n \geq 1} \left( \frac{(-1)^{n+1}}{\ell^{2^n-1} - 1} \prod_{i=1}^{n-1} \left( 1 + \frac{1}{\ell^{2^i-1} - 1} \right) \right).
\]
A similar analysis was given previously by [2], although our analysis is slightly cleaner.

### 4.2 Words With Longest Border of Length One

There is also a relatively simple recurrence for $F_{\ell}(\{n-1\},n)$, that is, for words with the longest border of length 1. The particular case $\ell = 2$ was previously given by Harborth [9, p. 143, Eq. (36)]. In this section, we let $v_n$ denote $F_{\ell}(\{n-1\},n)$, and let $s(n)$ denote $\lambda_{\ell}(1,n)$.

#### Theorem 8.

\[
v_n = \begin{cases} 
0, & \text{if } n = 1; \\
\ell, & \text{if } n = 2; \\
\ell \cdot v_{n-1} - v_{(n+1)/2}, & \text{if } n \geq 3 \text{ is odd;} \\
\ell \cdot v_{n-1} - (\ell - 1)v_{n/2}, & \text{if } n \geq 4 \text{ is even.}
\end{cases}
\]

**Proof.** Verify that $v_1 = 0$ and $v_2 = \ell$, and let $x$ and $y$ be nonempty words with $|x| = |y|$. Consider words $cxyc$, $cxyac$ and $cxabc$ where $a, b, c$ are (not necessarily distinct) letters.

The letter $c$ is the longest border of the word $cxyc$ if and only if (i) $c$ is the longest border of $cxyc$ and (ii) $cxabac$ $\neq ayca$. Moreover, (i') $c$ is the shortest border of $cxyc$, and (ii') $cxabac = ayca$ ($= cxac$) if and only if $c$ is the shortest border of $cxac$. This implies $v_n = \ell \cdot v_{n-1} - v_{(n+1)/2}$ for $n \geq 3$ odd.

Similarly, $c$ is the shortest border of $cxabc$ if and only if (i) $c$ is the longest border of $cxyc$ and (ii) $cxabac \neq byca$. As above, we have to subtract the number of words $xyc$ with the longest border $c$. It follows that $v_n = \ell^2 \cdot v_{n-2} - v_{n/2} = \ell v_{n-1} + (\ell - 1)v_{n/2}$ for $n \geq 4$ even.

From Theorem 8, we deduce
\[
s(2n) - s(2n - 2) = -s(n)\ell^{-n}, \quad n \geq 2, \quad (7)
\]
\[
s(2n) - s(2n - 1) = (\ell - 1)s(n)\ell^{-n}, \quad n \geq 2, \quad (8)
\]
\[
s(2n + 1) - s(2n) = -s(n + 1)\ell^{-n}, \quad n \geq 1. \quad (9)
\]

Using (7), we obtain
\[
s(2n) = s(2) + \sum_{j=1}^{n} (s(2j) - s(2j - 2)) = 1/\ell - \sum_{j=1}^{n} s(j)\ell^{-j}.
\]

Defining the generating function $L_1(x) = \sum_{k \geq 1} s(k)x^k$, we then get
\[
\lambda_{\ell}(1) = \frac{1}{\ell} - L_1 \left( \frac{1}{7} \right).
\]
A functional equation for $L_1$ is obtained as follows:

$$L_1(x)(1-x) = s(1)x + \sum_{k \geq 2}(s(k) - s(k-1))x^k =$$

$$= \frac{1}{\ell}x^2 - \sum_{i \geq 1}s(i+1)\ell^{-i}x^{2i+1} + \sum_{i \geq 2}(s(2i) - s(2i-1))x^{2i} =$$

$$= \frac{1}{\ell}x^2 - \frac{\ell}{x}L_1\left(\frac{x^2}{\ell}\right) + (\ell - 1)L_1\left(\frac{x^2}{\ell}\right).$$

We have

$$L_1(x) = \frac{x^2}{\ell(1-x)} + \frac{\ell - 1 - \ell/x}{1-x}L_1\left(\frac{x^2}{\ell}\right),$$

and

$$L_1\left(\frac{1}{\ell^{2i-1}}\right) = \frac{1}{\ell^{2i} (\ell^{2i-1} - 1)} - \ell^{2i-1} \ell^{2i} - \ell + 1 \frac{L_1\left(\frac{1}{\ell^{2i+1-1}}\right)}{\ell^{2i-1} - 1}.$$ 

From here, we deduce

$$L_1\left(\frac{1}{\ell}\right) = \sum_{n \geq 1} \frac{(-1)^{n+1}}{\ell^{n+1}} \prod_{i=1}^{j} \frac{\ell^{2i-1} - \ell + 1}{\ell^{2i-1} - 1}. $$

We do not know how to obtain similar expressions for other border lengths.

### 5 Particular Values

Theorem 5, as well as explicit formulas from the previous section allow fast computer evaluation of $\alpha_\ell(n)$ and $\lambda_\ell(r,n)$ for large $n$, and therefore also evaluation of $\lambda_\ell(r)$ and $\alpha_\ell$ with high precision. We list some rounded values in the following tables.

<table>
<thead>
<tr>
<th>$\ell$</th>
<th>$\alpha_\ell$</th>
<th>$r$</th>
<th>$\lambda_\ell(r)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.64116491178296695613</td>
<td>0</td>
<td>0.2677864021788911238</td>
</tr>
<tr>
<td>3</td>
<td>0.68587617299708343978</td>
<td>1</td>
<td>0.30042007151830329926</td>
</tr>
<tr>
<td>4</td>
<td>0.42195659003603599699</td>
<td>2</td>
<td>0.19891874779036546145</td>
</tr>
<tr>
<td>5</td>
<td>0.30201601806282253073</td>
<td>3</td>
<td>0.11216079483159342642</td>
</tr>
<tr>
<td>10</td>
<td>0.122333444445364555354</td>
<td>5</td>
<td>0.03044609816129782975</td>
</tr>
<tr>
<td>50</td>
<td>0.0208164897972449000</td>
<td>10</td>
<td>0.00097577734413168807</td>
</tr>
</tbody>
</table>

And some values of $\lambda_\ell(r)$ rounded to four decimal digits:

<table>
<thead>
<tr>
<th>$\lambda_\ell(r)$</th>
<th>$\ell = 3$</th>
<th>$\ell = 4$</th>
<th>$\ell = 5$</th>
<th>$\ell = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r = 0$</td>
<td>0.55698</td>
<td>0.68775</td>
<td>0.76006</td>
<td>0.89000</td>
</tr>
<tr>
<td>$r = 1$</td>
<td>0.28270</td>
<td>0.23024</td>
<td>0.19034</td>
<td>0.09890</td>
</tr>
<tr>
<td>$r = 2$</td>
<td>0.10547</td>
<td>0.06126</td>
<td>0.03961</td>
<td>0.00999</td>
</tr>
<tr>
<td>$r = 3$</td>
<td>0.03641</td>
<td>0.01555</td>
<td>0.00798</td>
<td>0.00100</td>
</tr>
</tbody>
</table>

For example, we see that a long binary word chosen randomly has about 27% chance to be unbordered. A bit more probable, at 30%, is that such a word will have its longest border of
length one. Over a five-letter alphabet, more than three words out of four are unbordered, on average.

Figure 1 shows the distribution of lengths of the shortest period for binary words of length \( n = 18 \).

Our original motivation was a question about the average period of a binary word. The answer is, that the border of a binary word has asymptotically constant expected length, namely

\[
\alpha_2 = 1.6411649117829669561277441694008255406595360878257771543\ldots.
\]

6 Final Remarks

Recently there has been some interest in computing the expected value of the largest unbordered factor of a word [10]. This is a related, but seemingly much harder, problem.
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Abstract
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1 Introduction

Motivation. Vertex Cover is a classic problem in combinatorial optimization. It has served as a testbed for a myriad of different techniques in the field of parameterized algorithmics. In this paper we study a variant of this problem on bipartite graphs:

The Constrained Bipartite Vertex Cover problem asks, for a bipartite graph $G$ with partite sets $A$ and $B$, and integers $k_A$ and $k_B$, whether there is a vertex cover for $G$ containing at most $k_A$ vertices from $A$ and $k_B$ vertices from $B$. The problem has an easy kernel with $2k_A \cdot k_B$ edges and $4k_A \cdot k_B$ vertices, based on the fact that every vertex in $A$ of degree more than $k_B$ has to be included in the solution, together with every vertex in $B$ of degree more than $k_A$. We show that the number of vertices and edges in this kernel are asymptotically essentially optimal in terms of the product $k_A \cdot k_B$. We prove that if there is a polynomial-time algorithm that reduces any instance $(G, A, B, k_A, k_B)$ of Constrained Bipartite Vertex Cover to an equivalent instance $(G', A', B', k'_A, k'_B)$ such that $k'_A \in O(1)$, $k'_B \in O(1)$, and $|V(G')| \in O((k_A \cdot k_B)^{1-\varepsilon})$, for some $\varepsilon > 0$, then $\text{NP} \subseteq \text{coNP}/\text{poly}$ and the polynomial-time hierarchy collapses. Using a different construction, we prove that if there is a polynomial-time algorithm that reduces any $n$-vertex instance into an equivalent instance (of a possibly different problem) that can be encoded in $O(n^2 - \varepsilon)$ bits, then $\text{NP} \subseteq \text{coNP}/\text{poly}$.

1 Introduction

Motivation. Vertex Cover is a classic problem in combinatorial optimization. It has served as a testbed for a myriad of different techniques in the field of parameterized algorithmics. In this paper we study a variant of this problem on bipartite graphs:

Constrained Bipartite Vertex Cover

Input: A bipartite graph $G$ with partite sets $A$ and $B$, and integers $k_A$ and $k_B$.

Question: Is there a vertex cover $S$ for $G$ such that $|S \cap A| \leq k_A$ and $|S \cap B| \leq k_B$?

While Vertex Cover is in $\text{P}$ for bipartite graphs, this constrained variant is $\text{NP}$-complete [17]. It is motivated by work in reconfigurable VLSI, since it can be used to model the Sparse Allocation Problem. We refer to the recent paper by Bai and Fernau [1] for a detailed overview of the history of the problem and its applications. This paper deals with the limits of efficient preprocessing procedures for Constrained Bipartite Vertex Cover.

Let us call a vertex cover $S$ of a bipartite graph $(k_A, k_B)$-constrained if it satisfies $|S \cap A| \leq k_A$ and $|S \cap B| \leq k_B$. Observe that if an instance contains a vertex $v \in A$ of degree more than $k_B$, then any $(k_A, k_B)$-constrained vertex cover includes $a$. If $a$ is not used, then all
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neighbors of \( a \) are in the cover. However, all such neighbors belong to \( B \) and there are more than \( k_B \) of them. This suggests a simple reduction rule for the problem: if there is a vertex \( a \in A \) of degree more than \( k_B \), then remove vertex \( a \) and decrease \( k_A \) by one. Symmetrically, if there is a vertex \( b \in B \) of degree more than \( k_A \), remove it and decrease \( k_B \).

If \( S \) is a \((k_A, k_B)\)-constrained vertex cover of an exhaustively reduced graph, the \( k_A \) vertices in \( A \) cover at most \( \max_{a \in A} \deg(a) \leq k_B \) edges each, and the \( k_B \) vertices in \( B \) each cover at most \( k_A \) edges each. To be able to cover all the edges, the number of edges must therefore be bounded by \( 2(k_A \cdot k_B) \) and the instance can be rejected if this is not the case. After removing isolated vertices (which do not affect the answer) from the graph, the number of vertices can be bounded by \( 4(k_A \cdot k_B) \), since each edge contributes at most two vertices.

This simple kernelization strategy for \textsc{Constrained Bipartite Vertex Cover} has been known for over thirty years [10]. It is notably less effective than the well-known kernelization schemes for the classic \textsc{Vertex Cover} problem, which can efficiently reduce any instance \((G, k)\) to an equivalent one with at most \( 2k \) vertices [5] (cf. [11, Section 4]). It is therefore natural to ask whether a similar size bound can be attained for \textsc{Constrained Bipartite Vertex Cover}. This was posed as an open problem by Marcin Pilipczuk [18].

**Our Results.** We show that, under the assumption that \( \textsf{NP} \not\subseteq \textsf{coNP}/\textsf{poly} \), neither the number of vertices nor the number of edges in the simple kernel for \textsc{Constrained Bipartite Vertex Cover} can be significantly improved below \( \Theta(k_A \cdot k_B) \). The simple preprocessing procedure outlined above is therefore close to optimal in terms of the product \( k_A \cdot k_B \).

Concretely, our first result shows that if there is an \( \varepsilon > 0 \) and a polynomial-time algorithm that reduces any instance \((G, A, B, k_A, k_B)\) of \textsc{Constrained Bipartite Vertex Cover} to an equivalent instance \((G', A', B', k'_A, k'_B)\) such that \( k'_A \in (k_A)^{\mathcal{O}(1)} \), \( k'_B \in (k_B)^{\mathcal{O}(1)} \), and \( |V(G')| \in \mathcal{O}(k_A \cdot k_B)^{1-\varepsilon} \), then \( \textsf{NP} \not\subseteq \textsf{coNP}/\textsf{poly} \) and the polynomial-time hierarchy collapses to its third level [19]. This result is obtained using the complementary witness lemma of Dell and van Melkebeek [8]. The lemma shows that \( \textsf{NP} \not\subseteq \textsf{coNP}/\textsf{poly} \) follows if the following type of polynomial-time compression algorithm exists for some \( c \in \mathbb{N} \): The input is a sequence \( x_1, \ldots, x_{nc} \) of size-\( n \) inputs to an \textsf{NP}-hard problem. The output is a single instance \( x^* \) of \textsc{Constrained Bipartite Vertex Cover} whose truth status is the logical or of the answers to the inputs, with \( |x^*| \in \mathcal{O}(n^c \log n^c) \). We present a construction (Lemma 2) that allows us to obtain precisely such a compression algorithm from a kernelization procedure for \textsc{Constrained Bipartite Vertex Cover} that satisfies the constraints set out above. The key in this construction is to embed the \( n^c \) inputs \( x_i \) into a \textsc{Constrained Bipartite Vertex Cover} instance on a graph that is \emph{lopsided}: one partite set has size \( \mathcal{O}(n^c \log n) \), while the other set has size \( \mathcal{O}(n^{c+1}) \). The produced graph is fairly sparse as the number of edges is at most the number of vertices times the size of the smaller partite set, \( \mathcal{O}(n^2 c \log n) \), whose dependence on the number \( n^c \) of embedded instances is minimal. For sufficiently large \( c \), the number of edges in the graph is therefore roughly equal to the number of vertices. If a hypothetical kernel can reduce the order of the composed instance of \textsc{Constrained Bipartite Vertex Cover} substantially, then the relation between the vertex and edge count yields the following: after an application of the simple kernelization, the number of edges reduces substantially as well (since the parameter values \( k_A \) and \( k_B \) do not increase too much). A kernel with \( \mathcal{O}((k_A \cdot k_B)^{1-\varepsilon}) \) vertices would therefore give a compression algorithm satisfying the requirements of the complementary witness lemma and imply \( \textsf{NP} \not\subseteq \textsf{coNP}/\textsf{poly} \).

Our second result deals with sparsification, i.e., reducing the number of edges in the graph to make it less dense. We prove that unless \( \textsf{NP} \not\subseteq \textsf{coNP}/\textsf{poly} \), there is no polynomial-time algorithm that reduces any \( n \)-vertex instance of \textsc{Constrained Bipartite Vertex Cover}
to an equivalent instance, of a possibly different problem, that can be encoded in $O(n^{2-\varepsilon})$ bits for $\varepsilon > 0$. For this result we can use the framework of cross-composition to avoid invoking the complementary witness lemma directly. The key is to find a construction that embeds a series of $t$ inputs of an NP-hard problem, each of size at most $n$, into an instance of Constrained Bipartite Vertex Cover where both partite sets have roughly $n \cdot \sqrt{t}$ vertices. In sharp contrast to Lemma 2, this second construction produces a very dense graph whose partite sets are balanced in size.

After discarding isolated vertices (which play no role in this problem), the number of vertices in an instance is at most twice the number of edges. The lower bound on the number of vertices in the kernel given by the first result therefore implies a similar lower bound on the number of edges. This lower bound holds against kernelizations that incur a bounded increase in the budget values $k_A$ and $k_B$. The sparsification lower bound yields a more general edge lower bound (Corollary 14): even the existence of a kernelization for Constrained Bipartite Vertex Cover with $O((k_A \cdot k_B)^{1-\varepsilon})$ edges that increases the budget values $k_A$ and $k_B$ arbitrarily, implies $\text{NP} \subseteq \text{coNP}/\text{poly}$.

Related Work. There is another problem in the literature, called Constrained Minimum Bipartite Vertex Cover, which is similar to ours but behaves differently. Its inputs also consist of a graph $G$ with partite sets $A$ and $B$, along with integers $k_A$ and $k_B$. However, the question is now whether there is a $(k_A, k_B)$-constrained vertex cover that is also a minimum vertex cover in $G$, i.e., for which there is no (unconstrained) vertex cover of $G$ that is strictly smaller. This minimal requirement can make it possible to infer that a vertex must belong to any valid solution, while this conclusion is not valid if a vertex cover is allowed whose size is not globally minimum. Chen and Kanj [4, Section 2] showed that the Dulmage-Mendelsohn decomposition of bipartite graphs can be exploited to reduce an instance of Constrained Minimum Bipartite Vertex Cover to an equivalent instance with at most $2(k_A + k_B)$ vertices. Their result does not carry over to the more general problem considered here.

Let us return to Constrained Bipartite Vertex Cover. It has received considerable attention and was studied using a number of different algorithmic paradigms. Fernau and Niedermeier [12] first used the framework of parameterized complexity to attack the Constrained Bipartite Vertex Cover problem. They developed a moderately exponential FPT branching algorithm, aided by the simple problem kernel. Bai and Fernau [1] simplified their algorithm a decade later and report on experimental results.


Organization. Section 2 contains preliminaries on parameterized complexity. In Section 3 we develop the lower bound on the number of vertices in kernels for Constrained Bipartite Vertex Cover. Section 4 uses a different construction to give a lower bound on the number of edges. We conclude in Section 5.

2 Preliminaries

A parameterized problem $Q$ is a subset of $\Sigma^* \times \mathbb{N}$, where $\Sigma$ is a finite alphabet. The second component of a tuple $(x, k) \in \Sigma^* \times \mathbb{N}$ is called the parameter [6, 9]. A parameterized problem $Q$ is (strongly uniformly) fixed-parameter tractable if there is an algorithm that
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decides whether \((x, k) \in \mathcal{Q}\) that runs in time \(f(k)|x|^{O(1)}\) for some computable function \(f\).

The set \(\{1, 2, \ldots, n\}\) is abbreviated as \([n]\). All logarithms are base 2. For a set \(S\) and integer \(k\) we denote by \(\binom{S}{k}\) the collection of all \(k\)-size \(\mathcal{S}\) subsets of \(S\).

We say that a set \(S\) avoids a set \(T\) if \(S \cap T = \emptyset\). Two vertices \(x, y\) in a graph are false twins if they are not adjacent to each other, but have exactly the same (open) neighborhood.

Two disjoint vertex sets \(A, B\) in a graph are adjacent if there is an edge of the form \([a, b]\) with \(a \in A\) and \(b \in B\). The sets are fully adjacent if all members of \(A\) are adjacent to all members of \(B\).

Definition 1 (Generalized kernelization). Let \(\mathcal{Q}, \mathcal{Q}' \subseteq \Sigma^* \times \mathbb{N}\) be parameterized problems and let \(h:\mathbb{N} \rightarrow \mathbb{N}\) be a computable function. A generalized kernelization for \(\mathcal{Q}\) into \(\mathcal{Q}'\) of size \(h(k)\) is an algorithm that, on input \((x, k) \in \Sigma^* \times \mathbb{N}\), takes time polynomial in \(|x| + k\) and outputs an instance \((x', k')\) such that:

1. \(|x'|\) and \(k'\) are bounded by \(h(k)\).
2. \((x', k') \in \mathcal{Q}'\) if and only if \((x, k) \in \mathcal{Q}\).

The algorithm is a kernelization, or in short a kernel, for \(\mathcal{Q}\) if \(\mathcal{Q}' = \mathcal{Q}\). It is a polynomial (generalized) kernelization if \(h(k)\) is a polynomial.

The notion of generalized kernelization, a term first used by Bodlaender et al. [2], is closely related to the notion of compression (cf. [3]). In both cases an instance is reduced to a small but equivalent instance of a different problem. In generalized kernelization the output is a parameterized instance, whereas in compression the output is a classical instance.

Vertex Lower Bound

The goal of this section is to prove a lower bound on the number of vertices in kernels for Constrained Bipartite Vertex Cover. Lemma 2 is the key ingredient.

Lemma 2. Let \(n \in \mathbb{N}\) be even and \(t \in \mathbb{N}\) be a power of two. There is an algorithm that, given \(t\) graphs \(G_1, \ldots, G_t\), with exactly \(n\) vertices each, outputs a bipartite graph \(G'\) with partite sets \(A'\) and \(B'\), along with integers \(k'_A\) and \(k'_B\), such that:

1. There is an index \(i \in [t]\) such that \(G_i\) contains a clique of size \(n/2\) if and only if \(G'\) has a \((k'_A, k'_B)\)-constrained vertex cover.
2. \(k'_A \in \Theta(n^2 \log t)\) and \(k'_B \in \Theta(n \cdot t)\).

The running time is polynomial in \(t\) and \(n\).

Proof. We describe the construction carried out by the algorithm. It will be easy to see that it can be done in polynomial time. Let the input consist of graphs \(G_1, \ldots, G_t\) where \(t\) is a power of two, and let each graph have \(n\) vertices. For each graph \(G_i\), we identify its vertex set with the integers in the range \([n]\). Construct the bipartite graph \(G'\), whose partite sets we will denote by \(A'\) and \(B'\), as follows:

1. Add a canonical set \(B'_i\) consisting of \(n\) vertices \(b_1, \ldots, b_n\) to \(B'\). Add a canonical set \(A'_i\) consisting of \(\binom{n}{2}\) vertices \(a_{i,j}\) for \(1 \leq i < j \leq n\) to \(A'\). Add an edge between \(b_i\) and \(a_{i,j}\) if \(i = \ell\) or \(j = \ell\). This ensures that the graph \(G'[A'_i \cup B'_i]\) is the vertex-edge incidence graph of an \(n\)-vertex clique, which contains the vertex-edge incidence graphs of all \(n\)-vertex graphs as induced subgraphs. This is why the vertex sets are called canonical.
2. For \(i \in [t]\) add a vertex set \(B'_i\) to \(B'\) consisting of \(n\) vertices. These vertices will be false twins in the graph, with identical open neighborhoods. The adjacency between \(B'_i\) and the canonical set \(A'_i\) encodes the structure of the input graph \(G_i\). For each pair \(1 \leq i < j \leq n\) such that \(i, j\) is not an edge in \(G_i\), make all vertices of \(B'_i\) adjacent to \(a_{i,j}\).
3. For \( i \in [\log t] \), add two vertex sets \( A'_{0,i} \) and \( A'_{1,i} \) to \( A' \), of \( \binom{n}{2} \) vertices each. The vertices in \( A'_{0,i} \) will be false twins, as will the vertices in \( A'_{1,i} \). The adjacencies between the sets \( A'_{0/1,j} \) and the sets \( B'_i \) are based on the binary encoding of the number \( i \). As \( t \) is a power of two, the integers in the range \([t]\) can be uniquely identified by \((\log t)\)-bit strings, treating the number \( t \) as the all-zero string. For each \( j \in [\log t] \), for each \( i \in [t] \), do the following. If the \( j \)-th bit of the number \( i \) is a zero, then make all vertices in \( B'_i \) adjacent to all vertices in \( A'_{0,j} \). If the bit is a one, make \( B'_i \) fully adjacent to \( A'_{1,j} \) instead.

To conclude the construction, set \( k'_A := \left( \binom{n}{2} - \left( \frac{n}{2} \right) \right) + \binom{n}{2} \log t \) and \( k'_B := \frac{n}{2} + (t - 1) \cdot n \). It is easy to see that the construction can be carried out in time polynomial in \( n \) and \( t \), and that \( k'_A \) and \( k'_B \) satisfy the claimed bounds. It remains to prove the connection between cliques in the input graphs and constrained bipartite vertex covers of \( G' \).

\textbf{Claim 3.} \textit{If there is an index \( i^* \in [t] \) such that \( G_{i^*} \) has a clique of size \( n/2 \), then \( G' \) has a \((k'_A, k'_B)\)-constrained vertex cover.}

\textbf{Proof.} Suppose \( G_{i^*} \) contains a clique \( D \subseteq [n] \) of size \( n/2 \). We construct a constrained vertex cover \( S \) of \( G' \) as follows.

- Add all vertices \( b_j \) to \( S \) for which \( j \in D \). This contributes \( n/2 \) vertices to \( S \).
- Add all vertices \( a_{i,j} \) to \( S \) for which \( i \notin D \) or \( j \notin D \), contributing \( \binom{n}{2} - \left( \frac{n}{2} \right) \) vertices to \( S \).
- For each \( i \in [t/2] \setminus \{i^*\} \), add all vertices in \( B'_i \) to \( S \). This contributes \( (t - 1) \cdot n \) vertices to \( S \).
- For each \( j \in [\log t] \), if the \( j \)-th bit of \( i^* \) is a zero then add all vertices of \( A'_{0,j} \) to \( S \).
- Otherwise add all vertices of \( A'_{1,j} \) to \( S \). This contributes \( \frac{n}{2} \log t \) vertices to \( S \).

It is easy to verify that \( S \) contains \( k'_A \) vertices from \( A' \) and \( k'_B \) vertices from \( B' \). It remains to check that \( S \) is a vertex cover of \( G' \).

1. To see that all edges of \( G'[A'_{0} \cup B'_{0}] \) are covered by \( S \), consider an edge between \( b_{\ell} \) and \( a_{i,j} \), which exists only if \( i = \ell \) or \( j = \ell \). If \( i \in D \) then \( b_{\ell} \in S \) covers the edge. Otherwise, \( a_{i,j} \) is contained in \( S \) by the second step, and covers the edge.

2. To see that the edges between sets \( B'_i \) and \( A'_{1} \) are covered, observe that this trivially holds for all \( i \neq i^* \) since \( B'_i \) is contained entirely in \( S \). For \( i^* \) note that \( B'_i \) is only adjacent to vertices \( a_{i,j} \) with \( 1 \leq i < j \leq n \) if \( \{i,j\} \) is not an edge of \( G_{i^*} \). In this case, we know that \( i \) and \( j \) are not both contained in the clique \( D \) in graph \( G_{i^*} \), and therefore \( a_{i,j} \) was added to \( S \) to cover such edges during the construction of \( S \) above.

3. To see that the edges between sets \( B'_i \) and \( A'_{0/1,j} \) are covered, observe that this trivially holds for all \( i \neq i^* \) as \( B'_i \) is contained in \( S \). For \( i^* \) note that the adjacency between \( B'_i \) and \( A'_{0/1,j} \) follows the binary encoding of the number \( i^* \). As we added the sets \( A'_{0/1,j} \) to \( S \) that match the bit values of \( i^* \), all such edges are covered.

Since all edges of \( G' \) are covered by \( S \), this proves Claim 3.

The next claim establishes several properties of constrained vertex covers in \( G' \), leading to a proof that a \((k'_A, k'_B)\)-constrained vertex cover implies the existence of a clique of size \( n/2 \) in one of the input graphs.

\textbf{Claim 4.} \textit{For any \((k'_A, k'_B)\)-constrained vertex cover \( S \) of \( G' \), the following holds.}

1. For every \( j \in [\log t] \) the set \( S \) contains all vertices of \( A'_{0,j} \) or all vertices of \( A'_{1,j} \).
2. There is an index \( i^* \in [t] \) such that \( S \) contains all vertices of \( B'_i \) for all \( i \in [t] \setminus \{i^*\} \).
3. There are at least \( \binom{n}{2} \) distinct vertices \( a_{i,j} \in A'_{c} \) for which \( a_{i,j} \notin S \).
4. Let \( D \) contain the integers \( \ell \in [n] \) for which there is a vertex \( a_{i,j} \notin S \) with \( i = \ell \) or \( j = \ell \). Then \( |D| = n/2 \).
5. For every \( \{i,j\} \in \binom{[2]}{2} \) we have \( a_{i,j} \notin S \).
6. The set \( D \) forms a clique of size \( n/2 \) in the graph \( G_{i^*} \), with \( i^* \) as in (2).
Proof. Let $S$ be a vertex cover of $G'$ with $|S \cap A'| \leq k_A'$ and $|S \cap B'| \leq k_B'$.

(1) Suppose there is a bit position $j^* \in [\log t]$ such that $S$ avoids both a vertex in $A_{0,j^*}'$ and in $A_{1,j^*}'$. Since every set $B_i'$ for $i \in [t]$ is fully adjacent to one of the sets $A_{0,j^*}'$ or $A_{1,j^*}'$, it follows that to cover such edges the set $S$ contains all vertices of $B_i'$ for all $i \in [t]$. Hence $|S \cap B'| \geq t \cdot n > k_B'$, which is a contradiction.

(2) Suppose there are two indices $i_1, i_2 \in [t]$ such that $S$ avoids both a vertex of $B_{i_1}'$ and of $B_{i_2}'$. Since the numbers $i_1$ and $i_2$ differ, there is an index $j^*$ where their binary representations differ. Since $B_{i_1}'$ is fully adjacent to one of the sets $(A_{0,j^*}', A_{1,j^*})$, and $B_{i_2}'$ is fully adjacent to the other set, the fact that $S$ avoids a vertex from both $B_{i_1}'$ and $B_{i_2}'$ implies that the vertex cover $S$ contains all vertices of both $A_{0,j^*}'$ and of $A_{1,j^*}'$, contributing $2\binom{n}{2}$ vertices to $S \cap A'$. By (1), we know that for all $j \in [\log t] \setminus \{j^*\}$ the set $S$ contains at least $2\binom{n}{2}$ vertices from $A_{0,j} \cup A_{1,j}$. But then $S$ contains at least $2\binom{n}{2} + ((\log t) - 1)\binom{n}{2} > k_A'$ vertices from $A'$, a contradiction.

(3) Since $|S \cap A'| \leq k_A' = \left(\binom{n}{2} - \binom{n}{2}^2\right) + \binom{n}{2} \log t$ and (1) shows that $S$ fully contains at least one of the sets $A_{0,j}', A_{1,j}'$ for every $j \in [\log t]$, it follows that $|S \cap (A' \setminus A)| \geq \left(\binom{n}{2} - \binom{n}{2}^2\right) + \binom{n}{2} \log t$ and therefore that $S$ contains at most $\binom{n}{2} - (\binom{n}{2}^2)$ vertices from $A_c'$. As $|A_c'| = \binom{n}{2}$, set $S$ avoids at least $\binom{n}{2}$ vertices from $A_c'$. The two claims give the equivalence between the existence of an $n/2$-clique in the complete $n$-vertex graph. For every vertex $a_{i,j} \notin S$, corresponding to an edge $\{i, j\}$, the vertex cover $S$ contains both vertices $b_i$ and $b_j$, since those vertices are adjacent to $a_{i,j}$. Any $\binom{n}{2}$ edges span at least $n/2$ endpoints, and there are at least $\binom{n}{2}$ pairs represented by members of $A_i' \setminus S$ by (3). It follows that the set $D$ defined in the claim statement has size at least $n/2$, and consequently that $S$ contains at least $n/2$ vertices from $B_i'$. Assume for a contradiction that $|D| > n/2$, implying that $S$ contains more than $n/2$ vertices from $B_i'$. Since $S$ also contains at least $(t - 1) \cdot n$ vertices from $\bigcup_{i=1}^t B_i'$ by (2), it follows that $|S \cap B'| > k_B'$, a contradiction. Hence $|D| = n/2$.

(5) The definition of $D$ implies that for every $i \in [n] \setminus D$, we have $a_{i,j} \in S$ for all $i < j \leq n$. Put differently, for each $i \notin D$ we know that for each pair $\{i, j\}$ involving $i$ the corresponding vertex $a_{i,j}$ is contained in $S$. Since $|D| = n/2$, there are $\binom{n}{2} - \binom{n}{2}$ unordered pairs over $[n]$ involving a vertex not in $D$, and the corresponding $a_{i,j}$ vertices are in $S$ for all these pairs. Since at least $\binom{n}{2}$ vertices from $A_c'$ are not in $S$ by (3), it follows that for each pair $\{i, j\} \in \binom{D}{2}$ we must have $a_{i,j} \notin S$.

(6) Assume for a contradiction that $\{i, j\} \in \binom{D}{2}$ with $i < j$ is a pair that is not connected by an edge in $G_c'$. By (5) we have $a_{i,j} \notin S$. Since $\{i, j\}$ is not an edge of $G_c'$, the construction of $G'$ has made all vertices in $B_i'$ adjacent to vertex $a_{i,j}$. Since $a_{i,j}$ is not in $S$, all vertices of $B_i'$ must be. But by the choice of $i^*$, all vertices $B_i'$ for $i \in [t] \setminus \{i^*\}$ are also in $S$. Hence $|S \cap B'| \geq t \cdot n > k_B'$, a contradiction. It follows that every pair of vertices in $D$ is connected by an edge in $G_c'$. Since $|D| = n/2$, graph $G_c'$ contains a clique of size $n/2$. ▶

The two claims give the equivalence between the existence of an $n/2$-clique in an input graph and constrained bipartite vertex covers of $G'$. This completes the proof of Lemma 2. ▶

Using Lemma 2 we can prove a lower bound for the number of vertices in kernels for CONstrained Bipartite VERTEX COVER. We also need the following simplified version of the complementary witness lemma due to Dell and van Melkebeek [8, Lemma 4].

**Lemma 5.** Let $L, L' \subseteq \Sigma^*$ be two languages. If there is a constant $c$ and a polynomial-time algorithm that, given a list of $t := s^c$ strings $x_1, \ldots, x_t$, each of length at most $s$, outputs a string $x^*$ such that:
\[ x^* \in L' \iff \exists i \in [t] : x_i \in L, \text{ and} \]
\[ |x^*| \in O(t \log t), \]
then \( L \in \text{coNP/poly}. \)

As our terminology differs from that of Dell and van Melkebeek, let us point out how the statement above follows from their complementary witness lemma. Dell and van Melkebeek formulate their lemma in terms of (possibly co-nondeterministic) oracle communication protocols. These are two-player protocols in which the player holding the inputs is restricted to polynomial-time computation and the other player is computationally unbounded but does not know the input. The goal is for the first player to correctly decide whether there is at least one input that belongs to \( L \), using as little communication as possible to the second player. The connection comes from the fact that a polynomial-time algorithm as described in Lemma 5 easily gives such a protocol: the first player runs the algorithm on its inputs to obtain the instance \( x^* \) that expresses the logical OR of its inputs, sends this small instance to the oracle, which sends back one bit that tells whether or not \( x^* \) is contained in \( L' \). Using Lemmata 2 and 5 we now prove the vertex lower bound for Constrained Bipartite Vertex Cover kernelization.

\[ \textbf{Theorem 6.} \text{ Let } \varepsilon > 0 \text{ be a real number. If there is a polynomial-time algorithm that reduces any instance } (G, A, B, k_A, k_B) \text{ of Constrained Bipartite Vertex Cover to an equivalent instance } (G', A', B', k'_A, k'_B) \text{ of the same problem, such that } k'_A \in (k_A)^{O(1)}, k'_B \in (k_B)^{O(1)}, \text{ and } |V(G')| \in O((k_A \cdot k_B)^{1-\varepsilon}), \text{ then } \text{NP} \subseteq \text{coNP/poly}. \]

\textbf{Proof.} Assume such a kernelization algorithm exists and call it \( K \). Let \( \frac{1}{2} \text{CLIQUE} \) be the problem of deciding whether a graph of even order has a clique containing exactly half of its vertices. An easy padding argument proves that \( \frac{1}{2} \text{CLIQUE} \) is \( \text{NP} \)-complete. We will show that, using \( K \) and the construction of Lemma 2, we can make an algorithm that compresses the logical OR of a series of \( \frac{1}{2} \text{CLIQUE} \) instances into an equivalent instance of Constrained Bipartite Vertex Cover whose size satisfies the requirements of Lemma 5. This will show that \( \frac{1}{2} \text{CLIQUE} \) is contained in \( \text{coNP/poly} \) and yield \( \text{NP} \subseteq \text{coNP/poly} \).

Let \( L \) be the language over alphabet \( \{0, 1\} \) such that a string \( x \) is contained in \( L \) if and only if it encodes the adjacency matrix of a graph with an even number \( n \) of vertices that has a clique of size \( n/2 \). We construct an algorithm \( R \) that satisfies the conditions of Lemma 5 with this \( L \), while \( L' \) is the (classical) language encoding Constrained Bipartite Vertex Cover. The value of \( \epsilon \) depends on \( \varepsilon \) and will be specified later. On input a list of strings \( x_1, \ldots, x_t \), where each string has length at most \( s \) and \( t = n^s \), algorithm \( R \) proceeds as follows. It first checks which strings encode adjacency matrices of undirected graphs and throws away the others. If the resulting number of instances is not a power of two, it duplicates one instance until the nearest power of two is reached. After this step the input consists of \( t' \leq 2t = 2s^c \) strings \( x_1, \ldots, x_{t'} \) that encode graphs \( G_1, \ldots, G_{t'} \) of at most \( n := \lfloor \sqrt{s} \rfloor \) vertices each. As the next step, we pad the instances to ensure they all have the same size. For each input, while it has less than \( n \) vertices, add both an isolated vertex and a universal vertex to the graph. This increases the maximum clique size by exactly one, and the graph size by two, so that the new graph has a clique of half its vertices if and only if the original graph has one. We obtain a series of \( t' \) graphs \( G_1, \ldots, G_{t'} \), each on exactly \( n \) vertices, in which the goal is to detect a clique of size \( n/2 \).

We invoke the construction of Lemma 2 to the graphs \( G_1, \ldots, G_{t'} \) and obtain an instance \((G, A, B, k_A, k_B)\) of Constrained Bipartite Vertex Cover of size polynomial in \( t' \) and \( n \), such that \( k_A \in O(n^2 \log t') \) and \( k_B \in O(n \cdot t') \), which is a yes-instance if and
only if one of the inputs contains a clique of size \( n/2 \). Now we apply the hypothetical kernel \( K \) on the instance \((G, A, B, k_A, k_B)\) to obtain an equivalent instance \((G', A', B', k_A', k_B')\) of Constrained Bipartite Vertex Cover in which the two parameters have grown only polynomially, i.e., \( k_A' \in O((n^2 \log t')^{\alpha_1}) \) and \( k_B' \in O((n \cdot t')^{\alpha_1}) \), such that \(|V(G')|\) is bounded by \( O((k_A \cdot k_B)^{1-\varepsilon}) \) for some fixed \( \varepsilon > 0 \). The crucial following step is to apply the reduction rule from the simple kernel on this reduced instance: while there is a vertex in \( B' \) of degree more than \( k_A' \), we delete it from the graph and decrease the budget by one. Similarly, remove all isolated vertices. Let \((G'^*, A'^*, B'^*, k_A'^*, k_B'^*)\) be the resulting exhaustively reduced instance. Since the number of vertices does not increase by this step, we know that \(|V(G'^*)| \in O((k_A' \cdot k_B')^{1-\varepsilon})\). More importantly, we also get a bound on the number of edges. The edges of a bipartite graph can be counted by summing the degrees of all vertices in one partite set. The reduction rule ensures that all vertices of \( B'^* \) have degree at most \( k_A'^* \leq k_A' \). We therefore find that the number of edges in \( G'^* \) is bounded by:

\[
O(|V(G'^*)| \cdot k_A'^*) \in O((k_A \cdot k_B)^{1-\varepsilon} \cdot (n^2 \log t')^{\alpha_1})
\]

\[
\in O((n^2 \log t' \cdot n \cdot t')^{1-\varepsilon} \cdot (n^2 \log t')^{\alpha_1})
\]

\[
\in O((s \log(2s^c) \cdot \sqrt{s} \cdot (2s^c))^{1-\varepsilon} \cdot (s \log(2s^c))^{\alpha_1})
\]

\[
t' \leq 2s^c, \ n \leq \sqrt{s}.
\]

\[
\in O((s^{5+c} \cdot c \cdot \log s)^{1-\varepsilon} \cdot (s^{\alpha_1} \cdot e^{\alpha_1} \cdot \log^{\alpha_1} s))
\]

\[
\in O((s^{(1-c)(1.5+c)+\alpha_1}) \cdot e^{1+\alpha_1} \cdot \log^{(1-c)+\alpha_1} s).
\]

The derivation shows that if we choose \( c : = [2.5 + \alpha_1]/\varepsilon \) (implying that \( s^{(1-c)(1.5+c)+\alpha_1} < s^{c-1} \)), the number of edges in the final graph is \( O(s^{c-1} \cdot \log^{O(1)} s) \). As \( G'^* \) has no isolated vertices, the same bound applies to the number of vertices. The instance of Constrained Bipartite Vertex Cover that results from the procedure can be encoded as a string \( x^* \) using an adjacency list, which requires \( O(|E(G'^*|) \cdot \log |V(G'^*)|) \) bits. The string \( x^* \) is given as the output. Tracing back the chain of equivalences, we know that \( x^* \) is a YES-instance of Constrained Bipartite Vertex Cover if and only if there is string \( x_1 \) that is a YES-instance of 2\(\frac{n}{2}\)-Clique. It is easy to verify that the suggested algorithm \( R \) takes polynomial time. Using the bounds obtained above we find that \(|x^*| \in O(s^{c-1} \cdot \log s)^{O(1)} \), which is \( O(s^c) \). Hence our choice of \( c \) makes algorithm \( R \) satisfy all requirements of Lemma 5, proving that 2\(\frac{n}{2}\)-Clique is in coNP/poly and therefore that NP \(\subseteq\) coNP/poly. Theorem 6 follows.

## 4 Sparsification Lower Bound

We establish a sparsification lower bound for the parameterization of Constrained Bipartite Vertex Cover by the total number of vertices in the graph. From this, a general lower bound on the number of edges (which also holds against kernels that increase the budget values arbitrarily) will follow as an easy corollary. We employ the cross-composition framework by Bodlaender et al. [3], which builds on earlier work by several authors [2, 8, 13]. The following two definitions form the core of the framework.

**Definition 7** (Polynomial equivalence relation). An equivalence relation \( R \) on \( \Sigma^* \) is called a polynomial equivalence relation if the following conditions hold:

1. There is an algorithm that, given two strings \( x, y \in \Sigma^* \), decides whether \( x \) and \( y \) belong to the same equivalence class in time polynomial in |x| + |y|.

2. For any finite set \( S \subseteq \Sigma^* \) the equivalence relation \( R \) partitions the elements of \( S \) into a number of classes that is polynomially bounded in the size of the largest element of \( S \).
Definition 8 (Cross-composition). Let $L \subseteq \Sigma^*$ be a language, let $\mathcal{R}$ be a polynomial equivalence relation on $\Sigma^*$, let $Q \subseteq \Sigma^* \times \mathbb{N}$ be a parameterized problem, and let $f: \mathbb{N} \to \mathbb{N}$ be a function. An or-cross-composition of $L$ into $Q$ (with respect to $\mathcal{R}$) of cost $f(t)$ is an algorithm that, given $t$ instances $x_1, x_2, \ldots, x_t \in \Sigma^*$ of $L$ belonging to the same equivalence class of $\mathcal{R}$, takes time polynomial in $\sum_{i=1}^t |x_i|$ and outputs an instance $(y, k) \in \Sigma^* \times \mathbb{N}$ such that:

- The parameter $k$ is bounded by $O(f(t) \cdot (\max_i |x_i|)^c)$, where $c$ is some constant independent of $t$.
- $(y, k) \in Q$ if and only if there is an $i \in [t]$ such that $x_i \in L$.

The following theorem shows how these concepts give kernelization lower bounds.

Theorem 9 ([3, Theorem 6]). Let $L \subseteq \Sigma^*$ be a language, let $Q \subseteq \Sigma^* \times \mathbb{N}$ be a parameterized problem, and let $d, \varepsilon$ be positive reals. If $L$ is NP-hard under Karp reductions, has an or-cross-composition into $Q$ with cost $f(t) = t^{1/d+o(1)}$, where $t$ denotes the number of instances, and $Q$ has a polynomial (generalized) kernelization with size bound $O(k^{d-\varepsilon})$, then NP $\subseteq$ coNP/poly.

We use a restricted version of Constrained Bipartite Vertex Cover as the source problem in a cross-composition:

**Equally Constrained Bipartite Vertex Cover**

**Input:** A bipartite graph $G$ with partite sets $A$ and $B$ such that $|A| = |B|$ is even.

**Question:** Is there a vertex cover $S$ for $G$ such that $|S \cap A| \leq |A|/2$ and $|S \cap B| \leq |B|/2$?

Proposition 10. **Equally Constrained Bipartite Vertex Cover is NP-complete.**

Proposition 10 follows from a simple padding argument.

Theorem 11. Constrained Bipartite Vertex Cover parameterized by the number of vertices $n$ does not have a generalized kernel of bitsize $O(n^{2-\varepsilon})$, for any $\varepsilon > 0$, unless NP $\subseteq$ coNP/poly.

**Proof.** With the aim of giving a cross-composition, we start by defining a polynomial equivalence relation $\mathcal{R}$ on inputs of Equally Constrained Bipartite Vertex Cover. We define any two strings that do not encode valid instances of Equally Constrained Bipartite Vertex Cover to be equivalent. Two well-formed instances $(G_1, A_1, B_1)$ and $(G_2, A_2, B_2)$ are equivalent if and only if $|A_1| = |B_1| = |A_2| = |B_2|$. It is easy to verify that this is a polynomial equivalence relation. We proceed to give a cross-composition of cost $O(\sqrt{t} \cdot \log t) \in O(t^{1/2+o(1)})$ from Equally Constrained Bipartite Vertex Cover into Constrained Bipartite Vertex Cover parameterized by the number of vertices $n$. Strings that do not encode valid inputs can be recognized in polynomial time, and can be reduced to a trivial no-instance. In the remainder, we focus on the case that the input encodes a list of instances $(G_1, A_1, B_1), \ldots, (G_t, A_t, B_t)$ such that all partite sets of all input graphs have the same number of $n$ vertices. If $t$ is not equal to $2^r$ for some integer $r$, then we can repeatedly duplicate an instance until this holds. This only blows up the size of the input by a constant factor and does not change whether there is at least one yes-instance in the inputs. In the remainder we can assume that $t = 2^r$ for some $r$, implying that both $\sqrt{t}$ and $\log \sqrt{t}$ are integers. We can therefore index the inputs as $(G_{i,j}, A_{i,j}, B_{i,j})$ for $i, j \in [\sqrt{t}]$. For ease of presentation, the vertices in each partite set are identified with the integers in the range $[n]$. We can assume $n \geq 3$, as the instances are trivially solvable otherwise. We construct an instance $(G', A', B', k'_A, k'_B)$ of Constrained Bipartite Vertex Cover that expresses the logical OR of the input instances, as follows.
1. For each $i \in [\sqrt{t}]$, add a vertex set $A'_i$ consisting of $n$ vertices $a_{i,1}, \ldots, a_{i,n}$ to $A'$.
2. For each $i \in [\sqrt{t}]$, add a vertex set $B'_i$ consisting of $n$ vertices $b_{i,1}, \ldots, b_{i,n}$ to $B'$.
3. The adjacency information of the input graphs is embedded into $G'$. For $i,j \in [\sqrt{t}]$, for $p,q \in [n]$, do the following. If $(p,q) \in E(G_{i,j})$, then make vertex $a_{i,p}$ adjacent to $b_{j,q}$.
4. Afterward we have for every $i,j \in [\sqrt{t}]$ that the graph $G'[A'_i \cup B'_j]$ is isomorphic to $G_{i,j}$.
5. Define $w := \sqrt{t} \cdot n^2$. For each $j \in [\log \sqrt{t}]$, for each $x \in \{0,1\}$, add a vertex set $B'_{x,j}$ to the partite set $B'$ consisting of $w$ vertices. For all $i \in [\sqrt{t}]$, make all vertices of $B'_{x,j}$ adjacent to all vertices of $A'_i$ if the $j$-th bit of the binary representation of number $i$ is an $x$.

This concludes the description of the graph $G'$. It is easy to verify that $n' := |V(G')| = 2n\sqrt{t} + (n/2 - 1)\sqrt{t} + 2w \log \sqrt{t} \in \mathcal{O}(n^2 \sqrt{t} \log t)$. The construction can be performed in polynomial time. Define $k'_A := n\sqrt{t} - 1$ and $k'_B := n/2 + (\sqrt{t} - 1) \cdot n + w \cdot \log \sqrt{t}$. We will prove that $(G', A', B', k'_A, k'_B)$ is a yes-instance of Constrained Bipartite Vertex Cover if and only if one of the inputs is a yes-instance.

> **Claim 12.** If there are indices $i^*, j^* \in [\sqrt{t}]$ such that $G_{i^*, j^*}$ has an $(n/2, n/2)$-constrained vertex cover, then $G'$ has a $(k'_A, k'_B)$-constrained vertex cover.

**Proof.** Suppose there are sets $A^* \subseteq A_{i^*, j^*}$ and $B^* \subseteq B_{i^*, j^*}$, each of size at most $n/2$, which together form a vertex cover of $G_{i^*, j^*}$. We build a $(k'_A, k'_B)$-constrained vertex cover $S$ for $G'$.

1. Add all vertices $a_{i^*, \ell}$ to $S$ for which $\ell \in A^*$. This contributes $n/2$ vertices to $S \cap A'$.
2. Add all vertices $b_{j, \ell}$ to $S$ for which $\ell \in B^*$. This contributes $n/2$ vertices to $S \cap B'$.
3. Add all vertices of all sets $A'_i$ with $i \in [\sqrt{t}] \setminus \{i^*\}$ to $S$. This contributes $(\sqrt{t} - 1)n$ vertices to $S \cap A'$.
4. Add all vertices of all sets $B'_j$ with $j \in [\sqrt{t}] \setminus \{j^*\}$ to $S$. This contributes $(\sqrt{t} - 1)n$ vertices to $S \cap B'$.

It is easy to verify that $S$ contains $k'_A$ vertices from $A'$ and $k'_B$ vertices from $B'$. It remains to check that $S$ is a vertex cover of $G'$. We discuss the edges of $G'$ in the order in which they were added to the graph by the construction.

1. The edges of the induced subgraph $G'[A'_i \cup B'_j]$ are covered since $S$ includes the vertices corresponding to $A^*$ and $B^*$, which form a vertex cover for $G_{i^*, j^*}$. Recall that $G_{i^*, j^*}$ is isomorphic to $G'[A'_i \cup B'_j]$. Edges between $A'_i$ and $B'_j$ for $i \neq i^*$ or $j \neq j^*$ are covered because $S$ includes all vertices of $A'_i$ for $i \neq i^*$, and all vertices of $B'_j$ for $j \neq j^*$.
2. The edges between the checking vertices $C'_{i^*, j}$ and $B'_j$ are covered because $S$ includes $C'_{i^*, j}$.
3. The edges between $C'_{i^*, j}$ and $B'_j$ for $j \neq j^*$ are covered because $S$ contains $B'_j$.
4. The edges between $A'_{i^*}$ and sets $B'_{x,j}$ for $x \in \{0,1\}$, $j \in [\log \sqrt{t}]$ are covered because $S$ contains all sets $B'_{x,j}$ whose bit value matches that of the binary representation of $i^*$.

For $i \neq i^*$, the edges between $A'_i$ and sets $B'_{x,j}$ are covered because $S$ contains $A'_i$.

As $S$ covers all edges of $G'$, the claim follows.

> **Claim 13.** For any inclusionwise-minimal $(k'_A, k'_B)$-constrained vertex cover $S$ of $G'$, the following holds.
1. For every $j \in [\log \sqrt{t}]$ the set $S$ contains all vertices of $B'_{0,j}$ or all vertices of $B'_{1,j}$.
2. For every $j \in [\log \sqrt{t}]$ we have $S \cap B'_{0,j} = \emptyset$ or $S \cap B'_{1,j} = \emptyset$.
3. There is an index $\ell \in [\sqrt{t}]$ such that $B'_\ell \setminus S \neq \emptyset$.
4. The set $S$ avoids at least $n/2$ vertices from the set $\bigcup_{i \in [\sqrt{t}]} A'_i$. 

5. There is an index \( i^* \in [\sqrt{n}] \) such that \( S \) contains \( A'_i \) for all \( i \in [\sqrt{n}] \setminus \{i^*\} \).

6. There is an index \( j^* \in [\sqrt{n}] \) such that \( S \) contains \( B'_j \) for all \( j \in [\sqrt{n}] \setminus \{j^*\} \).

7. Let \( i^* \) and \( j^* \) be as defined in (5) and (6). Then the graph \( G_{i^*, j^*} \) has a vertex cover containing at most \( n/2 \) vertices from each partite set.

**Proof.** Let \( S \) be an inclusionwise-minimal \((k'_A, k'_B)\)-constrained vertex cover of \( G' \).

(1) Assume for a contradiction that there is an index \( j \in [\log \sqrt{n}] \) such that \( S \) avoids both a vertex of \( B'_{0,j} \) and of \( B'_{1,j} \). To cover all the edges between \( B'_{0,j} \) and sets \( A'_i \) for \( i \in [\sqrt{n}] \), the set \( S \) must contain all sets \( A'_i \) for which the \( j \)-th bit of \( i \) is a zero. Similarly, \( S \) contains all sets \( A'_i \) for which the \( j \)-th bit is a one, to cover the edges between \( B'_{0,j} \) and the \( A'_i \)'s. So \( S \supseteq \bigcup_{i \in [\sqrt{n}]} A'_i \), showing that \( |S \cap A'| \geq n \cdot \sqrt{n} > k'_A \), a contradiction.

(2) Assume for a contradiction that there is an index \( j \in [\log \sqrt{n}] \) such that \( S \cap B'_{0,j} \neq \emptyset \) and \( S \cap B'_{1,j} \neq \emptyset \). Observe that all vertices in \( B'_{x,j} \) are false twins for \( x \in \{0, 1\} \). Hence if one vertex \( v \) of \( B'_{x,j} \) is contained in the inclusionwise-minimal vertex cover \( S \), then there is a neighbor \( u \) of \( v \) that is not in \( S \), implying that all other vertices of \( B'_{x,j} \) are also adjacent to \( u \). Therefore all vertices of \( B'_{0,j} \) and \( B'_{1,j} \) are contained in \( S \). Together with the fact that \( S \) contains at least one of the sets \( B'_{0,j}, B'_{1,j} \) fully for all \( j \in [\log \sqrt{n}] \), we find that \( |S \cap B'| \geq (\log \sqrt{n})w + 2w = w \cdot \log \sqrt{n} = n^2 \sqrt{n} + w \cdot \log \sqrt{n} > k'_B \), a contradiction.

(3) Suppose that \( B'_j \subseteq S \) for all \( j \in [\sqrt{n}] \), contributing \( n \cdot \sqrt{n} \) vertices to \( S \cap B' \). By (1) we know that \( S \) contains at least \( w \cdot \log \sqrt{n} \) vertices from the sets \( B'_{x,j} \). Hence \( |S \cap B'| \geq n \cdot \sqrt{n} + w \cdot \log \sqrt{n} > k'_B \), a contradiction.

(4) Suppose that \( |\bigcup_{i \in [\sqrt{n}]} A'_i \setminus S| < n/2 \). Then \( |\bigcup_{i \in [\sqrt{n}]} A'_i \cap S| > n \cdot \sqrt{n} - n/2 \). By (3) we know that there is an index \( i^* \in [\sqrt{n}] \) such that \( S \) avoids at least one vertex from \( B'B_i \). Since all vertices of \( C'_i \) are adjacent to all vertices of \( B', \) this implies that \( S \) contains all \( n/2 - 1 \) vertices of \( C'_i \). Since \( C'_i \) also belongs to the \( A' \) partite set, this shows that \( |S \cap A'| > (n \sqrt{n} - n/2) + (n/2 - 1) = n \sqrt{n} - 1 = k'_A \), a contradiction.

(5) Consider the number \( i^* \) whose \( j \)-th bit is a one if \( S \) avoids \( B'_{0,j} \) and is a zero otherwise. By (2), in the second case \( S \) avoids \( B'_{1,j} \). For each \( i \neq i^* \), the binary representation of \( i \) differs from that of \( i^* \) at least one bit. Suppose that the \( j \)-th bit of \( i \) is a zero, and the \( j \)-th bit of \( i^* \) is a one. Then \( S \) avoids \( B'_{0,j} \) and \( A'_i \) is adjacent to \( B'_{0,j} \) by construction. Consequently, all vertices of \( A'_i \) are contained in \( S \). Similarly, if the \( j \)-th bit of \( i \) is a one and the \( j \)-th bit of \( i^* \) is a zero, then \( S \) avoids \( B'_{1,j} \) while \( B'_{1,j} \) is adjacent to \( A'_i \); hence \( A'_i \) is fully contained in \( S \). It follows that for every index \( i \neq i^* \) the set \( A'_i \) is contained in \( S \).

(6) Suppose that there are two indices \( j^*, j'' \) such that \( S \) avoids a vertex of both \( B'_{j^*} \) and \( B'_{j''} \). Then \( S \) contains all vertices of \( C'_{j^*} \) and \( C'_{j''} \). By (5) we know that there is an index \( i^* \in [\sqrt{n}] \) such that \( S \) contains \( \bigcup_{i \in [\sqrt{n}] \setminus \{i^*\}} A'_i \). Hence \( |S \cap A'| \geq 2(n - 1) + (\sqrt{n} - 1) \cdot n > k'_A \), a contradiction. The last step uses the fact that \( n \geq 3 \).

(7) Let \( i^* \) and \( j^* \) be as defined in (5) and (6), implying that \( S \) contains all sets \( A'_i \) for \( i \in [\sqrt{n}] \setminus \{i^*\} \) and all sets \( B'_j \) for \( j \in [\sqrt{n}] \setminus \{j^*\} \). By (4) the set \( S \) avoids at least \( n/2 \) vertices from \( \bigcup_{i \in [\sqrt{n}] \setminus \{i^*\}} A'_i \), which implies that \( |S \cap A'_i| \leq n/2 \), since \( S \) fully contains the other sets \( A'_i \). We proceed to show that \( |S \cap B'_j| \leq n/2 \). To see that, observe that \( S \) fully contains \( (\sqrt{n} - 1) \cdot n \) vertices from \( \bigcup_{j \in [\sqrt{n}] \setminus \{j^*\}} B'_j \). In addition, \( S \) contains at least \( w \cdot \log \sqrt{n} \) vertices from \( \bigcup_{j \in [\log \sqrt{n}], x \in \{0, 1\}} B'_{x,j} \), by (1). Since the total size of \( S \cap B' \) is at most \( k'_B = n/2 + (\sqrt{n} - 1) \cdot n + w \cdot \log \sqrt{n} \) we find that \( |S \cap B'_j| \leq n/2 \). Now define \( S^* := S \cap (A'_i \cup B'_j) \). It follows that \( S^* \) is a vertex cover of the graph \( G'\left[A'_i \cup B'_j \right] \) containing at most \( n/2 \) vertices from each partite set. Since \( G'[A'_i \cup B'_j] \) is isomorphic to the input graph \( G_{i^*, j^*} \), by construction of \( G' \), the claim follows.
The last item of Claim 13 shows that if there is a \((k'_A, k'_B)\)-constrained vertex cover of \(G'\), then one of the input instances has answer \textsc{yes}: if a vertex cover with such size constraints exists, then there is also an inclusionwise-minimal vertex cover satisfying the same size bounds, causing one of the input graphs to have a vertex cover containing at most \(n/2\) vertices from each partite set. By the definition of \textsc{Equally Constrained Bipartite Vertex Cover}, this certifies the \textsc{yes}-answer for that input. Together with the first claim, we have therefore established that the composed instance acts as the logical or of the inputs. The construction thus satisfies all requirements of a cross-composition of \textsc{Equally Constrained Bipartite Vertex Cover} into \textsc{Constrained Bipartite Vertex Cover} parameterized by the number of vertices. The parameter of the composed instance is \(n' \in O(n^2\sqrt{\log t}) \in O((n^{O(1)} \cdot t^{2+o(1)}))\), showing that the cross-composition has cost \(f(t) = O(t^{2+o(1)})\). As the starting problem is \textsc{NP}-complete (Proposition 10), Theorem 11 now follows from Theorem 9.

\begin{corollary}
Let \(\varepsilon > 0\) be a real number. If there is a polynomial-time algorithm that reduces any instance \((G, A, B, k_A, k_B)\) of \textsc{Constrained Bipartite Vertex Cover} to an equivalent instance of the same problem with \(O((k_A \cdot k_B)^{1-\varepsilon})\) edges, then \textsc{NP} \(\subseteq \text{coNP/poly}\).
\end{corollary}

\textbf{Proof.} Suppose such a kernelization algorithm exists and call it \(\mathcal{K}\). Using \(\mathcal{K}\) we create a generalized kernelization \(\mathcal{A}\) of subquadratic size for \textsc{Constrained Bipartite Vertex Cover} parameterized by the number of vertices \(n\). Presented with an instance \((G, A, B, k_A, k_B)\), the algorithm does the following. Let \(n\) be the number of vertices in \(G\). If \(k_A \geq n\) or \(k_B \geq n\), then the answer is trivially \textsc{yes} as we may take all of \(A\) or all of \(B\) to form the desired constrained vertex cover. We can therefore output a constant-size \textsc{yes}-instance as the output of the compression. In the remaining cases we know \(k_A, k_B < n\). The algorithm then invokes \(\mathcal{K}\) on the input, obtaining an equivalent instance \((G', A', B', k'_A, k'_B)\) where \(|E(G')| \in O((k_A \cdot k_B)^{1-\varepsilon}) \in O((n \cdot n^{1-\varepsilon}) \in O(n^{2-2\varepsilon})\). After removing isolated vertices from the graph, which do not affect the answer, the number of vertices in \(G'\) is at most twice the number of edges, which is \(O(n^{2-2\varepsilon})\). This instance is encoded using an adjacency list representation. In general, an adjacency list encoding of a graph uses \(O(|V| + |E| \log |V|)\) bits. In this case, we find that \(G'\) can be encoded in \(O(n^{2-2\varepsilon} \log(n^{2-2\varepsilon})) \in O(n^{2-\varepsilon})\) bits. After encoding the values of \(k'_A\) and \(k'_B\) in binary, which does not exceed this space bound, the algorithm outputs the resulting instance. Since it is equivalent to the input instance, this is a generalized kernel for \textsc{Constrained Bipartite Vertex Cover}. As the size is \(O(n^{2-\varepsilon})\) for some positive \(\varepsilon\), by Theorem 11 we now obtain \textsc{NP} \(\subseteq \text{coNP/poly}\).

\section{Conclusion}

In this paper we presented two kernelization lower bounds for \textsc{Constrained Bipartite Vertex Cover}. We proved that it is unlikely that the \(\Theta(k_A \cdot k_B)\) bound on the number of vertices and edges from the easy kernel can be significantly improved. The easy kernel is therefore close to optimal when bounding the kernel size in terms of the product \(k_A \cdot k_B\). Our results do not rule out the existence of kernels for \textsc{Constrained Bipartite Vertex Cover} with \(O(k_A + k_B)\) vertices, which we leave as an open problem.

\textbf{Acknowledgments.} The author is grateful to Marcin and Michał Pilipczuk for bringing the problem to his attention.
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Abstract

We show an exponential separation between two well-studied models of algebraic computation, namely read-once oblivious algebraic branching programs (ROABPs) and multilinear depth three circuits. In particular we show the following:

1. There exists an explicit \(n\)-variate polynomial computable by linear sized multilinear depth three circuits (with only two product gates) such that every ROABP computing it requires \(2^{\Omega(n)}\) size.

2. Any multilinear depth three circuit computing IMM\(_{n,d}\) (the iterated matrix multiplication polynomial formed by multiplying \(d\) \(n \times n\) symbolic matrices) has \(n^{\Omega(d)}\) size. IMM\(_{n,d}\) can be easily computed by a poly\((n,d)\) sized ROABP.

3. Further, the proof of 2 yields an exponential separation between multilinear depth four and multilinear depth three circuits: There is an explicit \(n\)-variate, degree \(d\) polynomial computable by a poly\((n,d)\) sized multilinear depth four circuit such that any multilinear depth three circuit computing it has size \(n^{\Omega(d)}\). This improves upon the quasi-polynomial separation result by Raz and Yehudayoff [2009] between these two models.

The hard polynomial in 1 is constructed using a novel application of expander graphs in conjunction with the evaluation dimension measure used previously in Nisan [1991], Raz [2006,2009], Raz and Yehudayoff [2009], and Forbes and Shpilka [2013], while 2 is proved via a new adaptation of the dimension of the partial derivatives measure used by Nisan and Wigderson [1997]. Our lower bounds hold over any field.
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1 Introduction

Proving lower bounds and separating complexity classes lie at the heart of complexity theory. In algebraic complexity, separating classes VP and VNP (the algebraic analogues of P and NP) equates to proving super-polynomial lower bounds for arithmetic circuits. Another prominent and pertinent problem is polynomial identity testing (PIT). Here we are given an arithmetic circuit computing a multivariate polynomial over some field and the problem is
to determine whether the polynomial is identically zero. Polynomial time randomized PIT follows easily from [6, 33, 37]. PIT is one of the very few natural problems in BPP (in fact, in co-RP) not known to be in P. Showing arithmetic circuit lower bounds and derandomizing PIT are closely related: [17] showed that a polynomial time PIT over integers implies a super-polynomial arithmetic circuit lower bound for the family of permanent polynomials or $\text{NEXP} \not\subseteq \text{P/poly}$. [15, 1] showed that a polynomial time blackbox PIT (meaning, we are only allowed to evaluate the circuit at points from $\mathbb{F}_n$, where $n$ is the number of inputs and $\mathbb{F}$ the underlying field) implies exponential lower bounds for circuits computing polynomials whose coefficients can be computed in PSPACE. Conversely, [17] also showed that a super-polynomial (exponential) circuit lower bound for any family of exponential-time computable multilinear polynomials implies a sub-exponential (quasi-polynomial) time algorithm for PIT, in fact blackbox PIT, using Nisan-Wigderson generators [24] and Kaltofen’s [18] polynomial factorization algorithm. [8] showed a similar connection between lower bounds and PIT for low depth circuits. They proved lower bounds for bounded depth circuits imply efficient PIT for bounded depth circuits computing polynomials with low individual degree. So, in this certain sense the complexity of proving strong lower bounds and devising efficient PIT algorithms are quite similar. Derandomizing PIT is also interesting in its own right. It is well-known that such a derandomization would imply the problem of checking existence of a perfect matching in a given graph is in NC [35].

Research over the past several years has made notable progress on both lower bounds and PIT for interesting special cases of arithmetic circuits and helped identify the frontiers of our current knowledge. In particular, we understand better the reason why super-polynomial lower bounds and poly-time PIT have remained elusive even for depth three circuits: An exponential lower bound (similarly, a poly-time blackbox PIT) for depth three circuits over fields of characteristic zero implies an exponential lower bound (similarly, quasi-polynomial-time PIT) for general circuits [12]. For more on arithmetic circuit lower bounds and PIT refer to the surveys [34], [4], [30, 21], [31, 32].

A potentially useful and interesting restriction to consider at depth three is multilinearity (meaning, every product gate computes a multilinear polynomial). Most of the hard polynomials used in the literature are multilinear, e.g. determinant, permanent, iterated matrix multiplication, Nisan-Wigderson polynomials etc. So, it is worthwhile to develop a fuller understanding of multilinear models [27, 26, 28, 29, 7]. We do know of strong lower bounds for multilinear depth three circuits due to [29] and also this paper (Theorem 9), but as yet no efficient (meaning, quasi-polynomial) PIT is known for this model. One reason for this is the absence of hardness versus randomness tradeoff results for bounded depth multilinear circuits. Recently, [5] has given a sub-exponential time blackbox PIT algorithm for multilinear depth three circuits using recently found quasi-polynomial blackbox PIT for another model, namely read-once oblivious algebraic branching programs (ROABPs) [10, 2] (Definition 2), thereby connecting these two interesting models of computation. Could there be a more efficient reduction from multilinear depth three circuits to ROABPs? If so then that would readily imply an efficient PIT algorithm for multilinear depth three circuits. This question has lead us to this work.

**Related work and motivation.** The model ROABP (see Definition 2) has been studied intensely in the recent years in the context of black-box PIT, equivalently hitting-set generators (Definition 20). This has resulted in deterministic, quasi-polynomial time hitting-set generators for ROABPs [2, 10] and other associated models like set-multilinear algebraic branching programs [9, 10] (a special case of which is set-multilinear depth three circuits [3, 10], see
also Definition 4), non-commutative algebraic branching programs [10] and diagonal depth-3 circuits [3, 10]. Quite recently, [5] has given a $2^{O(\frac{n^2}{\log n})}$ time hitting-set generator for multilinear depth three circuits of size at most $2^n$ by ‘reducing’ a multilinear depth three circuit to a collection of ROABPs and ‘putting together’ the hitting-sets of the ROABPs. This ‘putting together’ process raises the hitting-set complexity from quasi-polynomial (for a single ROABP) to sub-exponential (for a composition of several ROABPs). Had it been the case that a multilinear depth three circuit can be directly reduced to a single small size ROABP, an efficient hitting set for the former would have ensued immediately from [2, 10].

One of the results in the paper (Theorem 7), rules out this possibility. In fact, Theorem 7 shows something stronger as described below.

A closer look at [2] and [5] reveals an interesting, and potentially useful, intermediate model that we call superposition of (two or more) set-multilinear depth three circuits (see Definition 5). An example of superposition of two set-multilinear depth three circuits is,

$$C(X, Y) = (1 + 3x_1 + 5y_2)(4 + x_2 + y_1) + (6 + 9x_1 + 4y_1)(2 + 5x_2 + 3y_2).$$

The variable sets $X = \{x_1, x_2\}$ and $Y = \{y_1, y_2\}$ are completely disjoint and are called the base sets of $C(X, Y)$. When projected on $X$ variables (i.e after putting the $Y$ variables to zero), $C(X, Y)$ is a set-multilinear depth three circuit in the $X$ variables. A similar thing is true for the $Y$ variables. Thus, every base set is associated with a set-multilinear depth three circuit and vice versa. Any multilinear depth three circuit can be trivially viewed as a superposition of $n$ set-multilinear depth three circuits with single variable in every base set, where $n$ is the number of variables. A crucial observation in [5] is that every multilinear depth three circuit is “almost” a superposition of $n^\epsilon$ set-multilinear depth three circuits for some $\epsilon < 1$, and further the associated $n^\epsilon$ base sets can be found in sub-exponential time using $k$-wise independent hash functions. Once we know the $r = n^\epsilon$ base sets corresponding to $r$ set-multilinear depth three circuits whose superposition forms a circuit of size $s$, finding a hitting set for the circuit in time $s^{\epsilon \log s}$ follows easily by taking a direct product of hitting sets for $r$ many ROABPs (in fact, set-multilinear depth three circuits). We think a useful model to consider at this juncture is superposition of constantly many set-multilinear depth three circuits with unknown base sets. In this case knowing the $r = O(1)$ base sets readily gives us a quasi-polynomial time hitting set, but finding these base sets from a given circuit is NP-hard for $r \geq 3$ (as we show in Observation 6), which rules out the possibility of knowing the base-sets even if we are allowed to see the circuit (as in the white-box case). Indeed, even in this special case where the given multilinear depth three circuit is promised to be a superposition of constantly many (say, 2) set-multilinear depth three circuits, the algorithm in [5] finds and works with many base sets and the resulting hitting set complexity grows to roughly $\exp(\sqrt{n})$. Could it be that superposition of constantly many set-multilinear depth three circuits efficiently reduce to ROABPs? Unfortunately, the answer to this also turns out to be negative as Theorem 7 gives an explicit example of a superposition of two set-multilinear depth three circuit computing an $n$-variate polynomial $f$ such that any ROABP computing $f$ has width $2^{\Omega(n)}$.

While comparing two models (here multilinear depth three circuits and ROABPs), it is desirable to show a separation in both directions whenever an efficient reduction from one to the other seems infeasible. In this sense, we show a complete separation between the models under consideration by giving an explicit polynomial computable by a polynomial sized ROABP such that every multilinear depth three circuit computing it requires exponential size. In fact, this explicit polynomial is simply the Iterated Matrix Multiplication IMM$_{n,d}$ – the (1, 1)-th entry of a product of $d$ $n \times n$ symbolic matrices (Theorem 9). IMM$_{n,d}$ can
be easily computed by a polynomial-sized ROABP (see Observation 10). Although, a $2^{\Omega(n)}$ lower bound for multilinear depth three circuit computing $\text{Det}_d$ is known [29], this does not imply a lower bound for $\text{IMM}_{n,d}$ (despite the fact that $\text{Det}$ and $\text{IMM}$ are both complete for algebraic branching programs (ABPs) [22]) as the projection from $\text{IMM}$ to $\text{Det}$ can make the circuit non-multilinear. Another related work by [7] showed a separation between multilinear ABPs and multilinear formulas by exhibiting an explicit polynomial (namely, an arc-full-rank polynomial) that is computable by a linear size multilinear ABP but requires super-polynomial size multilinear formulas. But again multilinearity of a circuit can be lost when $\text{IMM}$ is projected to arc-full-rank polynomials, and hence this result too does not imply a lower bound for $\text{IMM}$. An extension of Theorem 9 to a super-polynomial lower bound for multilinear formulas computing $\text{IMM}$ will have interesting consequences in separating noncommutative formulas and noncommutative ABPs. In a contemporary work [20], some of the authors of this work and Sébastien Tavenas have been able to show an $n^{\Omega(n/d^d)}$ lower bound for multilinear depth four circuits computing $\text{IMM}_{n,d}$ by significantly extending a few of the ideas present in this work and building upon (thereby improving) the work of [11]. Thus, in summary the models poly-sized ROABPs and poly-sized multilinear depth three circuits have provably different computational powers, although they share a non-trivial intersection as poly-sized set-multilinear depth three circuits is harbored in both.

An interesting outcome of the proof of the lower bound for multilinear depth three circuits computing $\text{IMM}$ is an exponential separation between multilinear depth three and multilinear depth four circuits. Previously, [29] showed a super-polynomial separation between multilinear constant depth $h$ and depth $h + 1$ circuits, which when applied to the depth three versus four setting gives a quasi-polynomial separation between the two models. In comparison, Theorem 11 gives an exponential separation.

The models and our results. We define the relevant models and state our results now.

**Definition 1** (Algebraic Branching Program). An Algebraic Branching Program (ABP) in the variables $X = \{x_1, x_2, ..., x_n\}$ is a directed acyclic graph with a source vertex $s$ and a sink vertex $t$. It has $(d + 1)$ sets or layers of vertices $V_1, V_2, ..., V_{d+1}$, where $V_1$ and $V_{d+1}$ contain only $s$ and $t$ respectively. The width of an ABP is the maximum number of vertices in any of the $(d + 1)$ layers. All the edges in an ABP are such that an edge starts from a vertex in $V_i$ and is directed to a vertex in $V_{i+1}$, where $V_i$ belongs to the set $\{V_1, V_2, ..., V_d\}$. The edges in an ABP are labelled by polynomials over a base field $F$. The weight of a path between any two vertices $u$ and $v$ in an ABP is computed by taking the product of the edge labels on the path from $u$ to $v$. An ABP computes the sum of the weights of all the paths from $s$ to $t$.

Note that in another standard definition of an ABP, the edges are labeled by linear polynomials over a base field $F$. A special kind of ABP, namely ROABP, is defined in [10].

**Definition 2** (Read-Once Oblivious Algebraic Branching Program). A Read-Once Oblivious Algebraic Branching Program (ROABP) over a field $F$ has an associated permutation $\pi : [n] \rightarrow [n]$ of the variables in $X$. The number of variables is equal to the number of layers of vertices minus one, i.e. $n = (d + 1) - 1 = d$. The layer associated with an edge from a vertex in $V_i$ to a vertex in $V_{i+1}$ is an univariate polynomial over $F$ in the variable $x_{\pi(i)}$.

**Definition 3** (Multilinear depth 4 and depth 3 circuits). A circuit $C = \sum_{i=1}^s \prod_{j=1}^{d_i} Q_{ij}(X_j)$ is a multilinear depth four ($\Sigma \Pi \Sigma \Pi$) circuit in $X$ variables over a field $F$, if $X = \cup_{j=1}^{d_i} X_j$ and $Q_{ij} \in F[X_j]$ is a multilinear polynomial for every $i \in [s]$ and $j \in [d_i]$. If $Q_{ij}$’s are linear polynomials then $C$ is a multilinear depth three ($\Sigma \Pi \Sigma$) circuit. The parameter $s$ is the top fan-in of $C$. 
Definition 4 (Set-multilinear depth three circuit). A circuit $C = \sum_{i=1}^{t} \prod_{j=1}^{d} l_{ij}(X_j)$ is a set-multilinear depth three circuit in $X$ variables over a field $\mathbb{F}$, if $X = \rho_{i=1}^{t} X_j$ and $l_{ij} \in \mathbb{F}[X]$ is a linear polynomial for every $i \in [s]$ and $j \in [d]$. The sets $X_1, X_2, \ldots, X_t$ are called the colors of $X$. If $|X_j| = 1$ for every $j \in [d]$ then we say $X$ has singleton colors and $C$ is a set-multilinear depth three circuit with singleton colors.

As a bridge between multilinear and set-multilinear depth three circuits we define a model called superposition of set-multilinear depth three circuits.

Definition 5 (Superposition of set-multilinear depth three circuits). A multilinear depth three circuit $F$ over a field $\mathbb{F}$ is a superposition of $t$ set-multilinear depth three circuits over variables $X = \rho_{i=1}^{t} Y_i$, if for every $i \in [t]$, $C$ is a set-multilinear depth three circuit in $Y_i$ variables over the field $\mathbb{F}(X \setminus Y_i)$. The sets $Y_1, \ldots, Y_t$ are called the base sets of $C$. Further, we restrict the $Y_i$ to have singleton colors for every $i \in [t]$.

Although the notion of superposition makes sense even if $Y_i$’s do not have singleton colors, we restrict to singletons as this model itself captures multilinear depth three circuits. We make the following observation for superposition of set-multilinear depth three circuits.

Observation 6. Given a circuit $C$ which is a superposition of $t$ set-multilinear circuits on unknown base sets $Y_1, Y_2, \ldots, Y_t$, finding $t$ base sets $Y'_1, Y'_2, \ldots, Y'_t$ such that $C$ is a superposition of $t$ set-multilinear circuits on base sets $Y'_1, Y'_2, \ldots, Y'_t$ is NP-hard when $t > 2$.

Due to space constraint the proof of Observation 6 is omitted. It can be found in an extended version of this paper [19]. We now state the main results of this paper.

Theorem 7 (Main Theorem 1).
1. There is an explicit family of $2n$-variate polynomials $\{g_n\}_{n \geq 1}$ over any field $\mathbb{F}$ such that the following hold: $g_n$ is computable by a multilinear depth three circuit $C$ over $\mathbb{F}$ with top fan-in three and $C$ is also a superposition of two set-multilinear depth three circuits. Any ROABP over $\mathbb{F}$ computing $g_n$ has width $2^{\Omega(n)}$.
2. There is an explicit family of $3n$-variate polynomials $\{f_n\}_{n \geq 1}$ over any field $\mathbb{F}$ such that the following hold: $f_n$ is computable by a multilinear depth three circuit $C$ over $\mathbb{F}$ with top fan-in two and $C$ is also a superposition of three set-multilinear depth three circuits. Any ROABP over $\mathbb{F}$ computing $f_n$ has width $2^{\Omega(n)}$.

We prove Theorem 7 in Section 3. The tightness of the theorem is shown by this observation.

Observation 8. A polynomial computed by a multilinear $\Sigma\Pi\Sigma$ circuit with top fan-in two and at most two variables per linear polynomial can also be computed by an ROABP with constant width.

In the interest of space the proof of Observation 8 is omitted, see [19]. Thus, it follows from Theorem 7 that if we increase either the top fan-in or the number of variables per linear polynomial from two to three in multilinear depth three circuits then there exist polynomials computed by such circuits such that ROABPs computing these polynomials have exponential width. We now state the “converse” of Theorem 7.

Theorem 9 (Main Theorem 2). Any multilinear depth three circuit (over any field) computing $\text{IMM}_{a,d}$, the $(1,1)$-th entry of a product of $n \times n$ symbolic matrices, has top fan-in $n^{\Omega(d)}$ for $n \geq 11$. (Note: This also implies a lower bound for determinant, see Corollary 38.)

We prove Theorem 9 in Section 4. It is not hard to observe the following.
Observation 10. IMM_{n,d} can be computed by an \( n^2 \) width ROABP.

The proof of Observation 10 is omitted, see [19]. Thus, Theorem 7, Theorem 9 and Observation 10 together imply a complete separation between multilinear depth three circuits and ROABPs. As a consequence of the proof of Theorem 9 we also get an exponential separation between multilinear depth three and multilinear depth four circuits (proof in Section 4).

Theorem 11. There is an explicit family of \( O(n^2 d) \)-variate polynomials of degree \( d \), \( \{f_d\}_{d \geq 1} \), such that \( f_d \) is computable by a \( O(n^2 d) \)-sized multilinear depth four circuit with top fan-in one (i.e. a \( \Pi \Sigma \Pi \) circuit) and every multilinear depth three circuit computing \( f_d \) has top fan-in \( n^{O(d)} \) for \( n \geq 11 \).

Observe that the hard polynomials used in Theorem 7 belong to a special class of multilinear depth three circuits – they are both superpositions of constantly many set-multilinear depth three circuits and simultaneously a sum of constantly many set-multilinear depth three circuits. Here is an example of a circuit from this class.

\[
C(X,Y) = (1 + 3x_1 + 5y_2)(4 + x_2 + y_1) + (9 + 6x_1 + 4y_2)(3 + 2x_2 + 5y_1) \\
+ (6 + 9x_2 + 4y_1)(2 + 5x_2 + 3y_2) + (3 + 6x_1 + 9y_1)(5 + 8x_2 + 2y_2)
\]

\( C(X,Y) \) is a superposition of two set-multilinear depth three circuits with base sets \( X = \{x_1\} \cup \{x_2\} \) and \( Y = \{y_1\} \cup \{y_2\} \). But \( C(X,Y) \) is also a sum of two set-multilinear depth three circuits with \( \{x_1, y_2\}, \{x_2, y_1\} \) being the colors in the first set-multilinear depth three circuit (corresponding to the first two products) and \( \{x_1, y_1\}, \{x_2, y_2\} \) the colors in the second set-multilinear depth three circuit (corresponding to the last two products). For such a subclass of multilinear depth three circuits, we give a quasi-polynomial time hitting set by extending the proof technique of [3].

Theorem 12. Let \( C_{n,m,l,s} \) be a subclass of multilinear depth three circuits computing \( n \)-variate polynomials such that every circuit in \( C_{n,m,l,s} \) is a superposition of at most \( m \) \( n \)-set-multilinear depth three circuits and simultaneously a sum of at most \( l \) set-multilinear depth three circuits, and has top fan-in bounded by \( s \). There is a hitting-set generator for \( C_{n,m,l,s} \) running in \( (ns)^{O(lm \log s)} \) time.

When \( m \) and \( l \) are bounded by \( \text{poly}(\log ns) \), we get quasi-polynomial time hitting sets. The proof of Theorem 12, which extends the shift and rank concentration technique of [3], is omitted, see [19]. To our understanding, even if \( m \) and \( l \) are constants, [5]’s algorithm yields an \( \text{exp}(\sqrt n) \) hitting set complexity. Also, [13] has recently given a \( (ndw)^{O((l^2 \log(ndw))} \) time hitting set generator for \( n \)-variate, individual (variable) degree \( d \) polynomials computed by sum of \( l \) ROABPs each of width less than \( w \). Sum of \( l \) set-multilinear depth three circuits reduces to sum of \( l \) ROABPs as set-multilinear depth three circuits readily reduce to poly-sized ROABPs. But, observe the doubly exponential dependence on \( l \) in their result. On the contrary, in Theorem 12 the dependence is singly exponential in \( l \). So, the hitting-set complexity remains quasi-polynomial for \( l = (\log n)^{O(1)} \) whereas [13] gives an exponential time hitting-set generator when applied to the model in Theorem 12. However, it is also important to note that the model considered in Theorem 12 is somewhat weaker than the sum of ROABPs model in [13] because of the additional restriction that our model is also a superposition of \( m \) set-multilinear depth three circuits.

2 Preliminaries

Measures. We have used two complexity measures, namely evaluation dimension and a novel variant of the dimension of the space of partial derivatives, to prove Theorem 7 and 9.
respectively. Evaluation dimension was first defined in [10]. Let \( X \) be a set of variables.

**Definition 13 (Evaluation Dimension).** The evaluation dimension of a polynomial \( g \in \mathbb{F}[X] \) with respect to a set \( S \subseteq X \), denoted as \( \text{Evaldim}_S(g) \), is defined as

\[
\dim(\text{span}_\mathbb{F}\{g(x) | \forall x_j \in S \ x_j = \alpha_j : \forall x_j \in S \ \alpha_j \in \mathbb{F}\}).
\]

Evaluation dimension is a nearly equivalent variant of another measure, the *rank of the partial derivatives matrix*, defined and used earlier in [27, 26, 28, 29, 7] to prove lower bounds and separations for several multilinear models. These two measures are identical over fields of characteristic zero (or sufficiently large), but the former is well defined over any field.

The partial derivatives measure was introduced in [23, 25]. The following is a simple variant of this measure that is also inspired by the measure used in [27].

**Definition 14 ("Skewed" partial derivatives).** Let \( f \in \mathbb{F}[X,Y] \), where \( X \) and \( Y \) are disjoint sets of variables, and \( \mathcal{Y}_k \) be the set of all monomials in \( Y \) variables of degree \( k \in \mathbb{N} \). Define the measure \( \text{PD}_{\mathcal{Y}_k}(f) \) as

\[
\dim\left(\text{span}_\mathbb{F}\left\{\left[\frac{\partial f(X,Y)}{\partial m}\right]_{\forall y \in Y \ y = 0} : m \in \mathcal{Y}_k\right\}\right).
\]

In proving Theorem 9, we apply the above measure with a significant difference (or skew) between the number of \( X \) and \( Y \) variables – it is this imbalance that plays a crucial role in the proof. It is easy to see that both the above measures obey subadditivity.

**Lemma 15 (Subadditivity).**

1. Let \( g_1, g_2 \in \mathbb{F}[X] \) and \( S \subseteq X \). Then

\[
\text{Evaldim}_S(g_1 + g_2) \leq \text{Evaldim}_S(g_1) + \text{Evaldim}_S(g_2).
\]

2. Let \( f_1, f_2 \in \mathbb{F}[X,Y] \). Then

\[
\text{PD}_{\mathcal{Y}_k}(f_1 + f_2) \leq \text{PD}_{\mathcal{Y}_k}(f_1) + \text{PD}_{\mathcal{Y}_k}(f_2).
\]

**Expander Graphs.** A vital ingredient that helps us construct the hard polynomials in Theorem 7 is a family of explicit 3-regular expanders. We recall a few definitions from [16].

**Definition 16 (Edge expansion and family of expanders).** Let \( G = (V,E) \) be an undirected \( d \)-regular graph. For \( S \subseteq V \), let \( E(S,\overline{S}) \) be the set of edges with one end incident on a vertex in \( S \) and the other incident on a vertex in \( \overline{S} = V \setminus S \). The *edge expansion* of \( G \) denoted \( h(G) \) is defined as:

\[
h(G) = \min_{S: |S| \leq \frac{|V|}{2}} \frac{|E(S,\overline{S})|}{|S|}.
\]

A sequence of \( d \)-regular graphs \( \{G_i\}_{i \in \mathbb{N}} \) of size increasing with \( i \) is a *family of \( d \)-regular expanders* if there exists an \( \epsilon > 0 \) such that \( h(G_i) > \epsilon \) for every \( i \).

**Definition 17 (Mildly explicit expanders).** Let \( \mathcal{G} = \{G_i\}_{i \in \mathbb{N}} \) be a family of \( d \)-regular expanders such that the number of vertices in \( G_i \) is bounded by a polynomial in \( i \). \( \mathcal{G} \) is *mildly explicit* if there exists an algorithm that takes input \( i \) and constructs \( G_i \) in time polynomial in the size of \( G_i \).

---

1 They attributed the notion to Ramprasad Saptharishi.
A family of mildly explicit expanders. [16] mentions a family of mildly explicit 3-regular \( p \)-vertex expanders \( \{G_p\}_p \) such that for every graph \( G_p \) in the family: \( h(G_p) > \frac{2 + 10^{-4}}{2} \).

The vertices of \( G_p \) correspond to elements in \( \mathbb{Z}_p \). A vertex \( x \) in \( G_p \) is connected to \( x + 1 \), \( x - 1 \) and to its inverse \( x^{-1} \) (operations are modulo \( p \) and inverse of 0 is defined as 0). We refer the reader to [16], section 11.1.2, for more details. Denote this family of 3-regular \( p \)-vertex expanders by \( S \).

Double Cover. The proof of Theorem 7 works with bipartite expanders. It is standard to transform a \( d \)-regular expander graph to a \( d \)-regular bipartite expander graph by taking its double cover.

Definition 18 (Double Cover). The double cover of a graph \( G = (V, E) \) is the bipartite graph \( \tilde{G} = (L \cup R, \tilde{E}) \) where \( |L| = |R| = |V| \). Corresponding to a vertex \( u \in V \) we have two vertices \( u_L \in L \) and \( u_R \in R \). Edges \( (u_L, v_R) \) and \( (u_R, v_L) \in \tilde{E} \) if and only if there is an edge \( (u, v) \in E \).

Lemma 19. Let \( S = \{G_p\}_p \) be the family of expanders as described above, and \( \tilde{S} = \{\tilde{G}_p\}_p \) the family of double covers of graphs in \( S \). Then \( h(\tilde{G}_p) > \frac{2 + 10^{-4}}{2} \) for every \( p \).

In the interest of space the proof is omitted.

Hitting-set generators. In Theorem 12, we give a quasi-polynomial time hitting-set generator for a subclass of multilinear depth three circuits.

Definition 20 (Hitting-set generators). A hitting-set generator for a class of circuits \( C \) is a Turing machine \( H \) that takes \( (1^n, 1^*) \) as input and outputs a set \( \{a_1, \ldots, a_m\} \subseteq \mathbb{Z}^n \) such that for every circuit \( C \in C \) of size bounded by \( s \) and computing a non-zero \( n \)-variate polynomial over a field \( F \supset \mathbb{Z} \), there is an \( i \in [m] \) for which \( C(a_i) = 0 \). Complexity of \( H \) is its running time. Hitting-set generators can be defined similarly over finite fields by considering field extensions.

Technical Lemmas. The following lemmas are used in Theorem 7. Lemma 21 follows from Hall’s marriage theorem [14]. The proofs of Lemmas 22 and 23 are omitted, see [19].

Lemma 21. A \( d \)-regular graph can be split into \( d \) edge disjoint perfect matchings.

Lemma 22. Suppose \( g_1(X), g_2(X), \ldots, g_m(X) \in \mathbb{F}[X] \) are \( \mathbb{F} \)-linearly independent polynomials in the variables \( X = \{x_1, x_2, \ldots, x_n\} \) where \( m = 2^n \). If \( Y = \{y_1, y_2, \ldots, y_n\} \) are \( n \) variables different from \( X \) then (by identifying an \( i \in [m] \) with an \( S \subseteq [n] \)),

\[
\text{Evaldim}_{Y} \left( \sum_{S \subseteq [n]} y_S \cdot g_S(X) \right) = m, \text{ where for } S \subseteq [n], \ y_S := \prod_{j \in S} y_j.
\]

Lemma 23. If \( R \) is a width-\( k \) ROABP that computes \( g(X) \) then for every \( i \in [0, |X|] \) there exists a set \( S \subseteq X \) of size \( i \) such that \( \text{Evaldim}_S(g) \leq k \).

3 Lower bounds for ROABP: Proof of Theorem 7

Proof of part 1

Construction of the polynomial family. We construct a family of \( 2n \)-variate multilinear polynomials \( \{g_n\}_{n \geq 1} \) from the explicit family of 3-regular expander graphs \( S \) (described
in Section 2). From an \( n \)-vertex graph \( G = (V, E) \) in \( S \), construct a polynomial \( g(X, Y) \) in variables \( X = \{x_1, \ldots, x_n\} \) and \( Y = \{y_1, \ldots, y_n\} \) as follows: Let \( \hat{G} = (L \cup R, \hat{E}) \) be the double cover of \( G \). By Lemma 19, \( h(\hat{G}) > \frac{2^{+10^{-4}}}{2} \). With every vertex in \( L \) (similarly, \( R \)) associate a unique variable in \( X \) (respectively, \( Y \)), thus vertices in \( L \) and \( R \) are identified with the \( X \) and \( Y \) variables respectively. An edge between \( x_i \) and \( y_j \) is associated with the linear polynomial \( (1 + x_i + y_j) \). By Lemma 21, \( \hat{G} \) can be split into three edge disjoint perfect matchings. Polynomial \( g(X, Y) \) is a sum of three product terms corresponding to the three edge disjoint perfect matchings of \( \hat{G} \); a product term is formed by taking product of the linear polynomials associated with the edges of the corresponding matching. It is easy to show the following claim. We leave the proof to the reader.

- **Claim 24.** Polynomial \( g \) (constructed above) is computed by a multilinear depth three circuit \( C \) of size \( \Theta(n) \) and top fan-in three, and \( C \) is a superposition of two set-multilinear depth three circuits.

**High evaluation dimension of \( g(X, Y) \).** It turns out that the evaluation dimension of \( g(X, Y) \) with respect to any subset of variables of size \( n/10 \) is large.

- **Lemma 25.** For any set \( S \subseteq X \cup Y \) of size \( n/10 \), \( \text{Evaldim}_S(g) \geq 2^{|\epsilon n|} \) where \( \epsilon > 0 \) is a constant.

**Proof.** Consider any subset \( S \) of \( n/10 \) variables from \( X \cup Y \). With respect to set \( S \) we can classify the linear polynomials in the product terms of \( g(X, Y) \) into three types: untouched – if none of the two variables in the linear polynomial belong to \( S \), partially touched – if exactly one of the variables in the linear polynomial belongs to \( S \), and completely touched – if both variables belong to \( S \). Call the three product terms of \( g - P_1, P_2 \) and \( P_3 \). Proof of the next claim is omitted, see [19].

- **Claim 26.** There exists a set \( X_0 \subseteq X \) of \( \left( \frac{n}{10} - 4 \right) \) \( X \)-variables such that every \( x \in X_0 \) appears in an untouched linear polynomial in every \( P_i \) (for \( i \in [3] \)), and further if \((1 + x + y_j),(1 + x + y_j)\) and \((1 + x + y_j)\) are the linear polynomials occurring in \( P_1, P_2 \) and \( P_3 \) respectively then \( y_j \neq y_j \neq y_j \).

For \( i \in [3] \), let \( B_i \) be the set of partially touched linear polynomials in term \( P_i \).

- **Claim 27.** There is an \( i \in [3] \) such that \( |B_i| \geq \epsilon n \) where \( \epsilon = 0.01 \).

**Proof.** Let \( T \) be such that, for all \( i \in [3] \), \( |B_i| \leq T \). Recall that \( g \) has been constructed from the bipartite expander \( \hat{G} \), and vertices in \( \hat{G} \) identified with the variable set \( X \cup Y \). We denote the vertices in \( \hat{G} \) corresponding to the variables in \( S \) also by \( S \), and denote the set of edges going out from \( S \) to \( \hat{S} = L \cup R \setminus S \) in \( \hat{G} \) by \( \hat{E}(S, \hat{S}) \). Using the expansion property of \( \hat{G} \),

\[
|\hat{E}(S, \hat{S})| \geq h(\hat{G}) \cdot |S| \geq \frac{2 + 10^{-4}}{2} \cdot \left( \frac{n}{10} \right).
\]

Every edge in \( \hat{E}(S, \hat{S}) \) corresponds to a partially touched linear polynomial. Since \( \hat{G} \) is 3-regular, at least \( \frac{|\hat{E}(S, \hat{S})|}{3} \) of the edges correspond to distinct partially touched linear polynomials. By assumption, the number of such partially touched linear polynomials is at most \( 3T \); and so \( T \geq 0.01n \).

The next claim completes the proof of Lemma 25.

- **Claim 28.** If there exists an \( i \in [3] \) such that \( |B_i| \geq \epsilon n \) for \( \epsilon > 0 \), then \( \text{Evaldim}_S(g) \geq 2^{|\epsilon n|} \).
Proof. Without loss of generality, assume \( |B_1| \geq \epsilon n \). Pick two variables, say \( x \) and \( x' \), from the set \( X_0 \) (as described in Claim 26). Let \((1 + x + y_{j_2})\) and \((1 + x' + y'_{j_2})\) be the linear polynomials appearing in \( P_2 \) and \( P_3 \) respectively. By substituting \( x = -(1 + y_{j_2}) \) and \( x' = -(1 + y'_{j_2}) \) in \( g \), the terms \( P_2 \) and \( P_3 \) vanish but \( P_1 \) does not (by Claim 26). Let \( \hat{g} \) be the polynomial \( g \) after the substitution. Polynomial \( \hat{g} \) has only one product term \( \hat{P}_1 \) (i.e. \( P_1 \) under the substitution), and \( \hat{P}_1 \) has as many partially touched linear polynomials as \( P_1 \). At this point, it is not difficult to prove the following observation.

\[ \text{Observation 29.} \quad \text{Evaldim}_S(g) \geq \text{Evaldim}_S(\hat{g}) = \text{Evaldim}_S(\hat{P}_1) \geq 2^n. \]

This completes the proof of Claim 28.

From Lemma 23 and 25 we conclude that any ROABP computing \( g(X,Y) \) has width at least \( 2^n \).

Proof of part 2

Construction of the polynomial family. Similar to part 1, we construct a family of \( 3n \)-variate multilinear polynomials \( \{g_n\}_{n \geq 1} \) from the explicit family of 3-regular expanders \( S \) – but this time edges will be associated with variables and vertices with linear polynomials. From an \( n \)-vertex graph \( G = (V,E) \) in \( S \), construct a polynomial \( g(X,Y,Z) \) in variables \( X = \{x_1, \ldots, x_n\} \), \( Y = \{y_1, \ldots, y_n\} \) and \( Z = \{z_1, \ldots, z_n\} \) as follows: Let \( \tilde{G} = (L \uplus R, \tilde{E}) \) be the double cover of \( G \), and as before \( h(\tilde{G}) > 2^{1+\log \frac{3}{2}} \). Edges of \( \tilde{G} \) can be split into three edge disjoint perfect matchings (by Lemma 21). Label the edges of the first perfect matching by distinct \( X \)-variables, the edges of the second matching by distinct \( Y \)-variables, and the edges of the third by distinct \( Z \)-variables. Vertices of \( \tilde{G} \) now correspond to linear polynomials naturally – if the three edges incident on a vertex are labelled \( x_i, y_j \) and \( z_k \) then associate the linear polynomial \((1 + x_i + y_j + z_k)\) with the vertex. Let \( \hat{P}_1 \) be the product of the linear polynomials associated with the vertices of \( \hat{L} \), and \( \hat{P}_2 \) the product of linear polynomials associated with the vertices of \( \hat{R} \). Polynomial \( g(X,Y,Z) \) is the sum of \( \hat{P}_1 \) and \( \hat{P}_2 \). The following claim is easy to show (just like Claim 24).

Claim 30. Polynomial \( g \) (constructed above) is computed by a multilinear depth three circuit \( C \) of size \( \Theta(n) \) and top fan-in two, and \( C \) is a superposition of three set-multilinear depth three circuits.

High evaluation dimension of \( g(X,Y) \). The proof of the following lemma is similar to that of Lemma 25, differences arise only due to the ‘dual’ nature of \( g \).

Lemma 31. For any \( S \subseteq X \uplus Y \uplus Z \) of size \( n/10 \), \( \text{Evaldim}_S(g) \geq 2^n \) where \( \epsilon > 0 \) is a constant.

Proof. Let \( S \) be any set of \( \frac{n}{10} \) variables from \( X \uplus Y \uplus Z \). The definitions of untouched, partially touched and completely touched linear polynomials are almost the same as in the proof of Lemma 25. The difference is we have three variables instead of two in a linear polynomial in \( g \). So, a linear polynomial is partially touched if at most two of the three variables belong to \( S \). For \( i \in [2] \), let \( B_i \) be the set of partially touched linear polynomials and \( C_i \) the set of completely touched linear polynomials in product term \( P_i \) of \( g \).

Claim 32. There is an \( i \in [2] \) such that \( |B_i| \geq c n \) where \( c = 0.01 \).

Proof. Let \( T \) be such that, for all \( i \in [2] \), \( |B_i| \leq T \). The proof of the next observation is omitted, see [19].
Observation 33. $|C_1| + |C_2|$ is at least $\frac{n}{15} - \frac{8T}{3}$.

Let $C$ be the set of vertices in $\tilde{G}$ corresponding to the completely touched linear polynomials in both the product gates, thus $|C| = |C_1| + |C_2| \geq \frac{n}{15} - \frac{8T}{3}$. Each edge in $E(C, \overline{C})$ connects a vertex which corresponds to a completely touched linear polynomial to a vertex which corresponds to a partially touched linear polynomial. Using expansion of $\tilde{G}$,

$$|\tilde{E}(C, \overline{C})| \geq h(\tilde{G}) \cdot |C| \geq \frac{2 + 10^{-4}}{2} \cdot \left( \frac{n}{15} - \frac{8T}{3} \right).$$

Since edges in $\tilde{E}(C, \overline{C})$ are associated with variables in $S$, a vertex corresponding to a partially touched linear polynomial has at most two edges from $\tilde{E}(C, \overline{C})$ incident on it. Hence the number of vertices corresponding to partially touched linear polynomials is at least $\frac{|\tilde{E}(C, \overline{C})|}{2}$. But, by assumption, the number of such vertices is at most $2T$. Thus,

$$2T \geq \frac{|\tilde{E}(C, \overline{C})|}{2} \geq \frac{2 + 10^{-4}}{4} \cdot \left( \frac{n}{15} - \frac{8T}{3} \right) \Rightarrow T \geq 0.01n.$$

The proof of the next claim is much like that of Claim 28 and is omitted.

Claim 34. If there exists an $i \in [2]$ such that $|B_i| \geq \epsilon n$ for $\epsilon > 0$, then $\text{Evaldim}_S(g) \geq 2^\epsilon n$.

This completes the proof of Lemma 31. From Lemma 23 and 31 we conclude that any ROABP computing $g$ has width at least $2^\epsilon n$.

4 Lower bounds for multilinear depth three circuits

The proofs of Theorems 9 and 11 are inspired by a particular kind of projection of IMM$_{n,d}$ considered in [11]. We say a polynomial $f$ is a simple projection of another polynomial $g$ if $f$ is obtained by simply setting some variables to field constants in $g$.

Proof of Theorem 9. The proof proceeds by constructing an ABP $\mathcal{M}$ of width $n$ and with $d + 1$ layers of vertices such that (a) the polynomial computed by $\mathcal{M}$, say $f$, is a simple projection of IMM$_{n,d}$, and (b) any multilinear depth three circuit computing $f$ has top fan-in $n^{\Omega(d)}$. Since an ABP can be viewed equivalently as a product of matrices, we will describe $\mathcal{M}$ using matrices. Figure 1 depicts the ABP $\mathcal{M}$.
Description of $\mathcal{M}$. The polynomial $f$, computed by $\mathcal{M}$, is defined over two disjoint sets of variables, $X$ and $Y$. The $Y$ variables are contained in $k$ matrices, $\{Y^{(1)},...,Y^{(k)}\}$; the $(u,v)$-th entry in $Y^{(i)}$ is a formal variable $y_{u,v}^{(i)}$. There are $(k-1)$ matrices $\{A^{(1)},...,A^{(k-1)}\}$, such that all the entries in these matrices are ones. The $X$ variables are contained in $r$ matrices, $\{X^{(1)},...,X^{(r)}\}$. Matrices $X^{(1)}$ and $X^{(r)}$ are row and column vectors of size $n$ respectively. The $u$-th entry in $X^{(1)}$ (similarly, $X^{(r)}$) is $x_u^{(1)}$ (respectively, $x_u^{(r)}$). All the remaining matrices $\{X^{(2)},...,X^{(r-1)}\}$ are diagonal matrices in the $X$ variables, i.e. the $(u,u)$-th entry in $X^{(i)}$ is $x_u^{(i)}$ and all other entries are zero for $i \in [2,r-1]$. The matrices are placed as follows: Between two adjacent $Y$ matrices, $X^{(i)}$ and $X^{(i+1)}$, we have five matrices ordered from left to right as $X^{(4i-1)},X^{(4i)},A^{(i)},X^{(4i+1)}$ and $X^{(4i+2)}$ for every $i \in [1,k-1]$. Ordered from left to right, $X^{(1)}$ and $X^{(2)}$ are on the left of $Y^{(1)}$ and $X^{(r-1)}$ and $X^{(r)}$ are on the right of $Y^{(k)}$. Naturally, we have the following relation among $k,r$ and $d$: $r = 4k$ and $d = r + 2k - 1$, i.e. $k = \frac{d+1}{6}$. Thus $|X| = nr = 4nk$ and $|Y| = n^2k$. This imbalance between the $X$ and $Y$ variables plays a vital role in the proof. As before, call the polynomial computed by this ABP $\mathcal{M}$ as $f(X,Y)$.

The following claim is easy to verify as $f$ is a simple projection of $IMM_{n,d}$.

Claim 35. If $IMM_{n,d}$ is computed by a multilinear depth three circuit having top fan-in $s$ then $f$ is also computed by a multilinear depth three circuit having top fan-in $s$.

We show every multilinear depth three circuit computing $f$ has top fan-in $n^{\Omega(d)}$ for $n \geq 11$.

Lower bounding $PD_{Y_k}(f)$. Let $\tilde{Y}_k \subseteq Y_k$ be the set of monomials formed by picking exactly one $Y$-variable from each of the matrices $Y^{(1)},...,Y^{(k)}$ and taking their product. Then, $|\tilde{Y}_k| = n^{2k}$.

Claim 36. $PD_{Y_k}(f(X,Y)) = |\tilde{Y}_k| = n^{2k}$.

Proof. The derivative of $f$ with respect to a monomial $m \in Y_k$ is nonzero if and only if $m \in \tilde{Y}_k$. Also, such a derivative $\frac{\partial f}{\partial m}$ is a multilinear degree-$r$ monomial in $X$-variables. The derivatives of $f$ with respect to two distinct monomials $m$ and $m'$ in $\tilde{Y}_k$ give two distinct multilinear degree-$r$ monomials in $X$-variables. Hence, $PD_{Y_k}(f) = |\tilde{Y}_k|$.

Upper bounding $PD_{Y_k}$ of a multilinear depth three circuit.

Lemma 37. Let $C$ be a multilinear depth three circuit having top fan-in $s$ computing a polynomial in $X$ and $Y$ variables. Then $PD_{Y_k}(C) \leq s \cdot (k+1) \cdot \binom{|X|}{k}$ if $k \leq \frac{|X|}{2}$.

Proof. Let $C = \sum_{i=1}^{t} T_i$, where each $T_i$ is a product of linear polynomials on disjoint sets of variables. From Lemma 15, $PD_{Y_k}(C) \leq s \cdot \max_{\alpha \in [\mathbb{Z}]} PD_{Y_k}(T_\alpha)$. We need to upper bound the dimension of the “skewed” partial derivatives of a term $T_i = T$ (say). Let $T = \prod_{j=1}^{q} l_j$, where $l_j$ is a linear polynomial. Among the $q$ linear polynomials at most $|X|$ of them contain the $X$ variables. Without loss of generality, assume the linear polynomials $l_1,...,l_p$ contain $X$-variables and the remaining $l_{p+1},...,l_q$ are X-free (here $p \leq |X|$). Let $Q = \prod_{j=p+1}^{q} l_j$. Then, $T = Q \cdot \prod_{j=1}^{p} l_j$. We take the derivative of $T$ with respect to a monomial $m \in Y_k$ and then substitute the $Y$ variables to zero. Applying the product rule of differentiation and observing that the derivative of a linear polynomial with respect to a variable makes it a constant we have the following:

$$\left[ \frac{\partial T}{\partial m} \right]_{Y=\bar{Y}} = \sum_{S \subseteq [p] \atop |S| \leq k} \alpha_S \prod_{j \in [p] \setminus S} [l_j]_{Y=\bar{Y}}$$
where $\alpha$’s are constants from the field. Here $m$ is a representative element of the set $\mathcal{Y}_k$. Hence every such derivative can be expressed as a linear combination of $\sum_{t=0}^{k} \binom{k}{t}$ polynomials, where the last inequality is due to $k \leq \binom{n}{X}$ (if $t > p$ then $\binom{k}{t}$). Therefore, $\text{PD}_{\mathcal{Y}_k}(T) \leq (k + 1) \cdot \binom{n}{X}$ and $\text{PD}_{\mathcal{Y}_k}(C) \leq s \cdot (k + 1) \cdot \binom{n}{X}$. 

It follows from Claim 36 and Lemma 37 that the top fan-in $s$ of any multilinear depth three circuit computing $f(X,Y)$ is such that

$$s \geq \frac{n^{2k}}{(k+1) \cdot \binom{4nk}{k}} \geq \frac{n^{2k}}{(k+1) \cdot (4ne)^k} = n^{\Omega(d)},$$

as $n \geq 11$ and $k \leq |X|/2$ (required in Lemma 37). Claim 35 now completes the proof of Theorem 9. 

Theorem 9 implies the following corollary (already known due to [29]) as $\text{IMM}_{n,d}$ is a simple projection of $\text{Det}_{nd}$, the determinant of an $nd \times nd$ symbolic matrix [36].

**Corollary 38 ([29]).** Any multilinear depth three circuit (over any field) computing $\text{Det}_d$, the determinant of a $d \times d$ symbolic matrix, has top fan-in $2^{\Omega(d)}$.

**Proof of Theorem 11.** We now show that the polynomial $f(X,Y)$, computed by the ABP $\mathcal{M}$, can also be computed a multilinear depth four circuit of size $O(n^2d)$ and having top fan-in just one. ABP $\mathcal{M}$ has $k$ matrices, $Y^{(1)}, \ldots, Y^{(k)}$, containing the $Y$-variables. Associate with each matrix $Y^{(i)}$ four matrices containing the $X$-variables, two on the immediate left $X^{(4i-3)}$ and $X^{(4i-2)}$, and two on the immediate right $X^{(4i-1)}$ and $X^{(4i)}$. Every monomial in $f$ is formed by picking exactly one variable from every matrix and taking their product. Once we pick $y^{(i)}_{u,v}$ from $Y^{(i)}$, this automatically fixes the variables picked from $X^{(4i-3)}$, $X^{(4i-2)}$, $X^{(4i-1)}$ and $X^{(4i)}$, as these are diagonal matrices. Moreover, any variable can be picked from $Y^{(i)}$ irrespective of which other $Y$-variables are picked from $Y^{(1)}, \ldots, Y^{(i-1)}, Y^{(i+1)}, \ldots, Y^{(k)}$. This observation can be easily formalized to show that

$$f = \prod_{i=1}^{k} \sum_{u,v \in [n]} x_u^{(4i-3)} x_u^{(4i-2)} y^{(i)}_{u,v} x_v^{(4i-1)} x_v^{(4i)}.$$

The size of this multilinear $\Pi \Sigma \Pi$ circuit is $O(n^2k) = O(n^2d)$. 
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Abstract

A major part of our knowledge about Computational Learning stems from comparisons of the learning power of different learning criteria. These comparisons inform about trade-offs between learning restrictions and, more generally, learning settings; furthermore, they inform about what restrictions can be observed without losing learning power.

With this paper we propose that one main focus of future research in Computational Learning should be on a \textit{structured approach} to determine the relations of different learning criteria. In particular, we propose that, for small sets of learning criteria, all pairwise relations should be determined; these relations can then be easily depicted as a \textit{map}, a diagram detailing the relations. Once we have maps for many relevant sets of learning criteria, the collection of these maps is an \textit{Atlas of Computational Learning Theory}, informing at a glance about the landscape of computational learning just as a geographical atlas informs about the earth.

In this paper we work toward this goal by providing three example maps, one pertaining to \textit{partially set-driven} learning, and two pertaining to \textit{strongly monotone} learning. These maps can serve as blueprints for future maps of similar base structure.
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1 Introduction

Computational Learning Theory, also called Inductive Inference, is a branch of (algorithmic) learning theory. This branch analyzes the problem of algorithmically learning a description for a formal language (a computably enumerable subset of the set of natural numbers \(N = \{0, 1, 2, \ldots\}\)) when presented successively the elements of that language. For example, a learner \(h\) might be presented more and more even numbers. After each new number, \(h\) outputs a description for a language as its conjecture. The learner \(h\) might decide to output a program for the set of all multiples of 4, as long as all numbers presented are divisible by 4. Later, when \(h\) sees an even number not divisible by 4, it might change this guess to a program for the set of all multiples of 2.

Many criteria for deciding whether a learner \(h\) is \textit{successful} on a language \(L\) have been proposed in the literature. Gold, in his seminal paper [10], gave a first, simple learning criterion, \textit{TxtGEx-learning}\(^1\), where a learner is \textit{successful} iff, on every \textit{text} for \(L\) (listing of all and only the elements of \(L\)) it eventually stops changing its conjectures, and its final

\(^1\) \textit{Txt} stands for learning from a \textit{text} of positive examples; \textit{G} stands for Gold, who introduced this model, and is used to to indicate full-information learning; \textit{Ex} stands for \textit{explanatory}. 
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conjecture is a correct description for the input sequence. Trivially, each single, describable language $L$ has a suitable constant function as a $\text{TxtGEx}$-learner (this learner constantly outputs a description for $L$). Thus, we are interested in analyzing for which classes of languages $L$ there is a single learner $h$ learning each member of $L$. This framework is also sometimes known as language learning in the limit and has been studied extensively, using a wide range of learning criteria similar to $\text{TxtGEx}$-learning (see, for example, the textbook [12]).

Recently, the notion of a learning criterion was formalized in [15] (see Section 2 for the formal notions relevant to this paper). This formalization defines learning criteria as a combination of several components. At the core of any learning criterion is the interaction operator which determines what information a learner can get about its target at any stage of the learning process. For example the learner might only see one new datum at a time, only remembering its very previous conjecture (iterative learning, It), or the learner might get the full information (G).

Second, there are many restrictions that can be imposed on learning. For example, Ex is the restriction that the learner converges to a single hypothesis, and this hypothesis correctly describes the target language. A relaxation to this is known as behaviorally correct learning (Bc), which does not require syntactic convergence, but still all but some finite initial hypothesis have to be correct. These restrictions can be combined with other restrictions, such as, for example, strong monoticity (SMon), requiring that the languages described by the successive hypotheses to be monotonically non-decreasing. For any given interaction operator $\beta$ and any learning restriction $\delta$ we will use $\text{Txt}\beta\delta$ to denote the learning criterion employing $\beta$ as interaction operator and $\delta$ as learning restriction (in the setting of learning from text). Note that $\delta$ might be the combination, the conjunction, of several learning restrictions; we denote this conjunction of two restriction $\delta, \delta'$ as $\delta\delta'$.

The main interaction operators from the literature (besides It and G there are also set-driven learning, Sd, and partially set-driven learning, Psd) exhibit a structure: for any two interaction operators $\beta, \beta'$, we write $\beta \preceq \beta'$ iff every $\beta$-learner can be compiled into an equivalent $\beta'$-learner (see Section 2); intuitively, learners can always ignore additional information. In particular, we have the relations

$$Sd \prec Psd \prec G \quad \text{and} \quad It \prec G$$

and no other among these four operators. Note that, for any $\beta, \beta'$ with $\beta \preceq \beta'$ and any restriction $\delta$, any class $\text{Txt}\beta\delta$-learnable class is also $\text{Txt}\beta'\delta$-learnable: the existence of a $\beta$-learner implies the existence of an equivalent $\beta'$-learner (see Lemma 1). Note that the converse is not true: While there is no direct way to translate Sd-learners into equivalent It-learners, it is well known that every $\text{TxtItEx}$-learnable class is also $\text{TxtSdEx}$-learnable [14]. In other words, some comparisons of learning power of different learning criteria are trivial (following directly from very basic relations of the interaction operators), while others are contingent on the setting.

A similar observation holds for learning restrictions. These restrictions can be compared with $\subseteq$ (since we formally define them as sets of pairs for which the restriction holds); for example, we have $\text{Ex} \subset \text{Bc}$ in the sense that any sequence of conjectures which correctly Ex-identifies a target from a text $T$ is also a sequence of conjectures which correctly Bc-identifies the same target from the same text $T$ (but not vice versa). This again gives that some comparisons of learning power of different learning criteria are trivial (following directly from the $\subseteq$ relation on the restrictions), while others are contingent on the setting.

This observation holds for all parts of the learning criterion: a monotone change in a single component leads to a monotone change of the learning power of the learning criterion.
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In other words, for any set of learning criteria, the rough structure is visible from trivial inclusions, detailed structure requires specific analysis. Just as the exploration of a geographical landscape might begin with drawing a rough map of the area and then go explore the different parts in detail, a researcher comparing the learning power of different learning criteria might proceed by drawing the trivial inclusions among these criteria as a kind of “backbone” and then determine what further contingent relations hold. In this way the researcher draws a “map” of the collection of learning criteria.

For a full characterization it would be desirable to have a map of all (important) learning criteria. As this would require to determine the pairwise relations of several hundred learning criteria (using all possible combinations of different possible components of learning criteria), this is not easily feasible and more of a long term goal (just as the complete exploration of the earth is not feasible in one go). Furthermore, a large map of all criteria might not be very easy to understand; just as is done for the earth, giving a collection of maps, each giving details for some specific part, gives a much better idea. Thus, we want to propose that an important goal in Computational Learning Theory is to give an atlas of insightful maps of learning criteria.

The question which maps are insightful is of course the crucial and difficult part. The literature has given several examples; we proceed by giving three main kinds of maps that we propose to be insightful.

### 1.1 Partially Set-Driven Learning

A wealth of learning criteria can be derived from \textsc{TxtGEx}-learning by adding restrictions on the intermediate conjectures and how they should relate to each other and the data. For example, one could require that a conjecture which is consistent with the data must not be changed; this is known as conservative learning (Conv, [1]). Additionally to conservative learning, the following learning restrictions are considered frequently in the literature.

In cautious learning (Caut, [19]) the learner is not allowed to ever give a conjecture for a strict subset of a previously conjectured set. In non-\textsc{U}-shaped learning (NU, [2]) a learner may never semantically abandon a correct conjecture; in strongly non-\textsc{U}-shaped learning (SNU, [7]) not even syntactic changes are allowed after giving a correct conjecture. In decisive learning (Dec, [19]), a learner may never (semantically) return to a semantically abandoned conjecture; in strongly decisive learning (SDec, [16]) the learner may not even (semantically) return to syntactically abandoned conjectures. Finally, a number of monotonicity requirements are studied ([13, 24, 18]): in strongly monotone learning (SMon) the conjectured sets may only grow; in monotone learning (Mon) only incorrect data may be removed; and in weakly monotone learning (WMon) the conjectured set may only grow while it is consistent. A common property of these restrictions is delayability (see Definition 2).

Recently, [17] gave the map of \textsc{TxtG}\textsc{\delta}\textsc{Ex} for all the learning restriction \(\delta\) given above (plus \(\text{T}\), denoting no restriction). The same paper also gave the map for \(\text{Sd}\) in place of \(\text{G}\), while [11] gave the map for \(\text{It}\) in place of \(\text{G}\). Thus, the only main interaction operator still missing is \(\text{Psd}\), for which we give the map in this paper (depicted in Figure 1, see Section 3 for all relevant theorems). A solid black line indicates a trivial inclusion (the lower criterion is included in the higher); a dashed black line indicates an inclusion which is not trivial. A gray box around criteria indicates equality of (learning power of) these criteria. We will use this way of graphical representation for every map in this paper.

Thus, the solid black lines are the backbone of these learning criteria. It is interesting to note that the structure is exactly like for the interaction operator \(\text{G}\), even though most of the proofs do not carry over, and \(\text{Psd}\)-learning is in general weaker than its \(\text{G}\)-variants (as,
Figure 1 Relation of $\text{TxtPsd}\delta\text{Ex}$ for various learning restrictions $\delta$. The backbone is given by the black solid lines (trivial inclusions bottom-to-top). The only previously known relations are the collapse of $T$, $NU$ and $SNU$, as well as that $SMon$ and $Mon$ are each on their own.

for example, in the case of strongly monotone learning, see Section 1.2). Typically the proofs can use some ideas from the $G$-case, but need to add some specific ideas. In this context we developed some additional methods, such as a normal form for partially set-driven learners (see Lemma 3). Also, we showed that conservative, weakly monotone and cautious learning lie in between two other restrictions, which are then shown to be equivalent (see Theorem 6). This gives another interesting characterization of the important restriction of conservative learning.

1.2 Strongly Montone Learning and Interaction Operators

When comparing different interaction operators, it comes in handy to have a maximum (with respect to $\succeq$) and also a minimum. The maximum (for the four main operators) is $G$. As minimum we introduce confluently iterative learning ($CflIt$). It requires a learner to be just like an iterative learner, but with the added restriction of being confluent, that is, when a sequence of inputs is given in different order or quantity, the same output is produced by the learner. Intuitively, the learner has to be set-driven (thus $CflIt \succeq Sd$ and $CflIt \succeq It$).

Consider now the restriction of strongly monotone learning ($SMon$). We can either require that the learner has to be strongly monotone only on relevant inputs (relevant to the current class of languages to be learned) or generally. This latter version is denoted $\tau(SMon)$ and written as a prefix to the learning criterion. Note that this requires the learner to be total (usually any element from $\mathcal{P}$, the set of all partial computable functions, can be used as a learner, as long as the learner produces output on relevant inputs). As totality of the learner can impede the learner in itself, it is interesting to compare the two different versions of a restrictions (on relevant or on all inputs) also with the version where the restriction is
only on relevant inputs, but the learner is required to be total. We denote the restriction of totality by $\mathcal{R}$ (the symbol for the set of total computable functions) as a prefix.

Naturally we have that $\tau(\text{SMon}) \text{Txt} \beta \text{Ex}$ is trivially weaker in learning power than $\mathcal{R} \text{Txt} \beta \text{SMonEx}$, which is in turn trivially weaker in learning power than $\text{Txt} \beta \text{SMonEx}$. In this paper we give the map for these learning criteria (depicted in Figure 2, see Section 4 for all relevant theorems).

Again the solid black lines give the backbone. When replacing $\text{SMon}$ with any other learning restriction, this backbone would stay the same. Noteworthy is the collapse of the three different criteria involving $G$, which has the same underlying idea as the collapse of the two criteria featuring $\text{It}$. As we can see, any strongly monotone $G$-learner can be assumed to be not only total but also strongly monotone on arbitrary inputs; this does not hold for the other interaction operators: the proof for $G$ exploits first a standard delaying trick to make sure that the learner is total, and then make use of the knowledge of prior hypotheses to make sure that learner proceeds strongly monotonically.

Furthermore we also give the map for the criteria for the corresponding learning criteria with $\text{Bc}$ in place of $\text{Ex}$. This map is trivial, as all learning criteria $\tau(\text{SMon}) \text{Txt} \beta \text{Bc}$, $\mathcal{R} \text{Txt} \beta \text{SMonBc}$ and $\text{Txt} \beta \text{SMonBc}$ for the five different $\beta$ are equivalent in learning power.
1.3 Strongly Monotone Learning and Convergence Criteria

In Section 1.1 we saw many different learning restrictions which are typically combined with Ex. As an alternative to Ex we saw Bc. Another alternative is Fex, allowing any finite number of limit conjectures, naturally in between Ex and Bc. Even more restrictive than Ex is Fin, allowing only one hypothesis different from \( \pi \) overall (this is finite learning). Each of these four convergence restrictions can be relaxed by counting hypotheses for finite variants of the target also as correct hypotheses; this is denoted by an asterisk as suffix (e.g., Ex*).

We give the map for the learning criteria \( \text{TxtGSMon}_\delta \) for the eight different choices of convergence criteria (depicted in Figure 3, see Section 5 for all relevant theorems).

As you can see, the Ex-variants and the corresponding Fex-variants collapse in the case of strongly monotone full-information learning. All other learning criteria stay separated, and no further inclusions exist.

1.4 Conclusions

We have given three different maps considering very different kinds of learning criteria. We believe that such maps increase our general understanding of learning and give a better picture of how different criteria relate. While establishing these maps we typically get structural insights, which can easily be explained with reference to the map. Most crucially, since the main result of the research is a map, it is very easy to communicate the results; especially other researchers who know the general backbone will be able to take in the results effortlessly. Furthermore, this approach points out gaps in our knowledge about learning criteria and thus focuses research efforts: maps which leave open problems are typically of much lesser value, since they only provide a partial picture.

We believe that giving similar maps will drive future research in an important direction: the development of an Atlas of Computational Learning Theory.

Next, in Section 2, we give a formal definition of learning criteria. Sections 3 to 5 conclude the paper by giving the formal theorems establishing the maps presented above. All proofs are omitted due to space restrictions; the main contribution of this paper lies elsewhere.
2 Learning Criteria

In this section we formally introduce our setting of learning in the limit and associated learning criteria. We follow the system in [15] in defining learning criteria. For background on computability, see [21]. In particular, we let $W_e$ denote the recursively enumerable (r.e.) set enumerated by the program with (coded) number $e$. Thus, we can interpret a natural numbers $e$ as hypothesis for the set $W_e$. We denote the set of all r.e. sets by $\mathcal{E}$.

A learner is a partial computable function $h \in \mathcal{P}$. We allow learners to output ? to denote that no conjecture is made yet. A language is an r.e. set $L \in \mathcal{E}$ of natural numbers.

Any total function $T : \mathbb{N} \rightarrow \mathbb{N} \cup \{\#\}$ is a text, the collection of all texts is $\mathcal{Txt}$. For any text (or sequence) $T$, we let $\text{content}(T) = \text{range}(T) \setminus \{\#\}$. For any given language $L$, a text for $L$ is a text $T$ such that $\text{content}(T) = L$. The set of all texts for some language $L$ is denoted $\mathcal{Txt}(L)$. For a given text $T \in \mathcal{Txt}$ and any $n$, we use $T[n]$ to denote the sequence $(T(0), \ldots, T(n-1))$ (the empty sequence $\lambda$ when $n = 0$). Initial parts of this kind is what learners usually get as information.

An interaction operator is an operator $\beta$ taking as arguments a function $h$ (the learner) and a text $T$, and outputs a (possibly partial) function $p$. We call $p$ the learning sequence (or sequence of hypotheses) of $h$ given $T$. We define the interaction operators $G$ (Gold-style or full-information learning [10]), $\text{Psd}$ (partially set-driven learning [22]), $\text{Sd}$ (set-driven learning [23]) and $\text{It}$ (iterative learning [23]) as follows. For all $h \in \mathcal{P}$, texts $T$ and all $i$,

\[
\begin{align*}
G(h, T)(i) &= h(T)[i]; \\
\text{Psd}(h, T)(i) &= h(\text{content}(T[i]), i); \\
\text{Sd}(h, T)(i) &= h(\text{content}(T[i])); \\
\text{It}(h, T)(i) &= \begin{cases} h(\lambda), & \text{if } i = 0; \\
h(\text{It}(h, T)(i-1), T(i-1)), & \text{otherwise.} \end{cases}
\end{align*}
\]

In set-driven learning, the learner has access to the set of all previous data, but not to the full sequence as in G-learning. In partially set-driven learning, the learner has the set of data and the current iteration number. Psd-learning is sometimes also called rearrangement-independent learning [4]. In iterative learning, the learner can access its last hypothesis as as well as the most recent input data. Hereby, $h(\lambda)$ denotes the initial hypothesis of learner $h$. For two interaction operators $\beta, \beta'$, we say $\beta$-learners can be translated into $\beta'$-learners, written $\beta \leq \beta'$, if, for every learner $h$, there is some learner $h'$ such that, for arbitrary texts $T$, the resulting sequence of hypotheses of $h$ working on $T$ is the same as that of $h'$, i.e. $\forall T \in \mathcal{Txt} : \beta(h, T) = \beta'(h', T)$. For example, an $\text{Sd}$-learner can be translated into an $\text{Psd}$-learner by simply ignoring the additional information of the number of the current iteration.

Clearly, all learners investigated in this paper can be translated into G-learners. For any $\beta$-learner $h$ such that $\beta \leq G$, we let $h^*$ (the starred learner) denote the G-learner to simulate $h$. A learner $h$ is said to be confluent iterative just in case it is both set-driven and iterative. That is, its starred learner $h^*$ satisfies the following two conditions. For any two finite sequences $\sigma, \tau$ and natural numbers $x$, we have $\text{content}(\sigma) = \text{content}(\tau) \Rightarrow h^*(\sigma) = h^*(\tau)$ and $h^*(\sigma) = h^*(\tau) \Rightarrow h^*(\sigma \circ x) = h^*(\tau \circ x)$. The interaction operator associated with confluent iterativeness is denoted $\text{CflIt}$, it is a $\leq$-lower bound for both $\text{Sd}$ and $\text{It}$.

Successful learning requires the learner to observe certain restrictions, for example convergence to a correct index. A learning restriction is a predicate $\delta$ on a learning sequence and a text. We give the important example of explanatory learning (Ex, [10]) defined such...
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that, for all sequences of hypotheses $p$ and all texts $T$,

$$
\text{Ex}(p, T) \iff p \text{ total } \land [\exists n_0 : (\forall n \geq n_0 : p(n) = p(n_0)) \land W_{p(n_0)} = \text{content}(T)].
$$

There are several other success criteria under investigation in this work, most notably in Section 5. We always require successful learning sequences $p$ to be total, as in $\text{Ex}$-learning. These success criteria, as well as other learning restrictions discussed in Section 1, are given as follows.

\begin{align*}
\text{Ex}^+(p, T) &\iff \exists n_0 : (\forall n \geq n_0 : p(n) = p(n_0)) \land W_{p(n_0)} = \text{content}(T); \\
\text{Fex}(p, T) &\iff \exists D \exists n_0 : (\forall n \geq n_0 : p(n) \in D) \land (\forall c \in D : W_c = \text{content}(T)); \\
\text{Fex}^+(p, T) &\iff \exists D \exists n_0 : (\forall n \geq n_0 : p(n) \in D) \land (\forall c \in D : W_c = \ast \text{content}(T)); \\
\text{BC}(p, T) &\iff \forall n \forall n \geq n_0 : W_{p(n)} = \text{content}(T); \\
\text{BC}^+(p, T) &\iff \forall n \forall n \geq n_0 : W_{p(n)} = \ast \text{content}(T); \\
\text{Fin}(p, T) &\iff \exists n_0 : (\forall n < n_0 : p(n) = ?) \land W_{p(n_0)} = \text{content}(T); \\
\text{Fin}^+(p, T) &\iff \exists n_0 : (\forall n < n_0 : p(n) = ?) \land W_{p(n_0)} = \ast \text{content}(T). \\
\text{Conv}(p, T) &\iff \forall i : \text{content}(T[i + 1]) \subseteq W_{p(i)} \Rightarrow p(i) = p(i + 1); \\
\text{Caut}(p, T) &\iff \forall i,j : W_{p(i)} \subset W_{p(j)} \Rightarrow i < j; \\
\text{NU}(p, T) &\iff \forall i,j,k : i \leq j \leq k \land W_{p(i)} = W_{p(k)} = \text{content}(T) \Rightarrow W_{p(j)} = W_{p(i)}; \\
\text{Dec}(p, T) &\iff \forall i,j,k : i \leq j \leq k \land W_{p(i)} = W_{p(k)} \Rightarrow W_{p(j)} = W_{p(i)}; \\
\text{SNU}(p, T) &\iff \forall i,j,k : i \leq j \leq k \land W_{p(i)} = W_{p(k)} = \text{content}(T) \Rightarrow p(j) = p(i); \\
\text{SDec}(p, T) &\iff \forall i,j,k : i \leq j \leq k \land W_{p(i)} = W_{p(k)} \Rightarrow p(j) = p(i); \\
\text{SMon}(p, T) &\iff \forall i,j : i < j \Rightarrow W_{p(i)} \subseteq W_{p(j)}; \\
\text{MON}(p, T) &\iff \forall i,j : i < j \Rightarrow W_{p(i)} \cap \text{content}(T) \subseteq W_{p(j)} \cap \text{content}(T); \\
\text{WMON}(p, T) &\iff \forall i,j : i < j \land \text{content}(T)[j] \subseteq W_{p(i)} \Rightarrow W_{p(i)} \subseteq W_{p(j)}.
\end{align*}

We combine any two learning restrictions $\delta$ and $\delta'$ by intersecting them; we denote this by juxtaposition. With $\text{T}$ we denote the restriction which is always true (no restriction).

Now a learning criterion is a tuple $(\alpha, C, \beta, \delta)$, where $C$ is a set of learners (the admissible learners; typically $\mathcal{P}$ or $\mathcal{R}$), $\beta$ is an interaction operator and $\alpha, \delta$ are learning restrictions; we write $\tau(\alpha)\mathcal{C}\text{Txt}$ to denote the learning criterion, omitting $C$ in case of $C = \mathcal{P}$ and the restriction in case it equals $\text{T}$. We say that a learner $h \in C$ $\tau(\alpha)\mathcal{C}\text{Txt}$-learns a language $L$ iff, on arbitrary texts $T \in \mathcal{C}\text{Txt}$, $\alpha(\beta(h, T), T)$ and, for all texts $T \in \mathcal{C}\text{Txt}(L)$, $\delta(\beta(h, T), T)$. The set of languages $\tau(\alpha)\mathcal{C}\text{Txt}$-learned by $h \in C$ is denoted by $\tau(\alpha)\mathcal{C}\text{Txt}(\beta(h))$. We write $[(\tau(\alpha)\mathcal{C}\text{Txt})]_{\beta}$ to denote the set of all $\tau(\alpha)\mathcal{C}\text{Txt}$-$\beta$-learnable classes.

Throughout this paper we are mostly concerned in showing separations between learning criteria. The reason is, that most of the inclusions are trivial in the sense that almost all of them follow from the next lemma. A formal proof can be found in [6].

**Lemma 1.** Let $\alpha \subseteq \alpha', \delta \subseteq \delta'$ be learning restrictions, $C \subseteq C'$ classes of admissible learners and $\beta \leq \beta'$ two interaction operators. Then we have $[(\tau(\alpha)\mathcal{C}\text{Txt})_{\beta}] \subseteq [(\tau(\alpha')\mathcal{C}'\text{Txt})_{\beta'}]$.

## 3 Delayable Partially Set-driven Language Learning

In this section we will investigate delayable $\text{Psd}$-learning. First, we establish a normal form for $\text{Psd}$-learners. Consider pairs $(D, t)$ and $(D', t')$ consisting of finite sets $D, D'$ and numbers $t, t'$, we write $(D, t) \rightarrow (D', t')$ just in case $t \leq t'$ and there is a text $T$ such that
content\((T[t]) = D\) and content\((T[t']) = D'\). Note that \((D, t) \rightarrow (D', t')\) implies \(D \subseteq D'\). Let \(h\) be some learner and \(L\) a language. We call a pair \((D, t)\), with \(D \subseteq L\) and \(t \geq |D|\), such that \(\text{Window}_{(D, t)} = L\) and for all \((D', t')\) such that \(D' \subseteq L\) and \((D, t) \rightarrow (D', t')\), \(h(D, t) = h(D', t')\), a locking information for learner \(h\) on \(L\). If we use interaction operator \(G\) instead a locking information is commonly referred to as a locking sequence. It is well known that, if \(h\) \(\text{Ex}\)-learns \(L\), then every such pair can be extended to some locking information \([4, 6]\). Moreover, we call \(h\) strongly locking if, for each language \(L \in \text{TxtPsdEx}(h)\) and every text \(T \in \text{Txt}(L)\) for \(L\), there is an \(n\) such that \((\text{content}(T[n]), n)\) serves as a locking information for \(h\) on \(L\). We call learner \(h\) order-independent if, for all languages \(L \in \text{TxtPsdEx}(h)\) and any two texts \(T, T' \in \text{Txt}(L)\) for \(L\), we have \(\lim_{n \to \infty} \text{Psd}(h, T)(n) = \lim_{n \to \infty} \text{Psd}(h, T')(n)\). That is, \(h\)'s final hypothesis only depends on the language \(L\), not on the particular order in which its elements are presented in the text. We now turn to the notion of delayable learning.

\begin{definition} \textbf{Definition 2.} Let \(\tilde{R}\) be the set of all unbounded non-decreasing functions \(r: \mathbb{N} \rightarrow \mathbb{N}\), i.e. for all \(m\) we have \(\forall^{\infty} n : r(n) \geq m\). We call a learning restriction \(\delta\) delayable if, for all texts \(T'\) and \(T\) with content\((T') = \text{content}(T)\), all infinite sequences \(p\) and all \(r \in \tilde{R}\), if \((p, T') \in \delta\) and \(\forall r : \text{content}(T'[r(n)]) \subseteq \text{content}(T[n])\), then \((p \circ r, T) \in \delta\).

Intuitively, as long as the learner has at least as much data as was used for a given conjecture, then this conjecture is permissible. The intersection of two delayable learning criteria is again delayable. All learning restrictions considered in this paper, including success criteria and \(T\), are delayable. We now get a normal form for delayable \(\text{Psd}\)-learner.

\begin{lemma} \textbf{Lemma 3.} Let restrictions \(\alpha, \delta\) be delayable and \(C \in \{\mathcal{P}, \mathcal{R}\}\). Then \(\tau(\alpha)\)\(\text{TxtPsd}\delta\) allows for strongly locking and order-independent learning (simultaneously).

We now proceed to prove the connections shown in Figure 1. The following theorem translates what is known about the respective criteria of delayable \(G\)-learning into the \(\text{Psd}\)-setting. The first part has already been proven by Case and Kötzing [6]. Furthermore, the separations in the second part (in the full-information case) are due to Baliga et al. [2], Kötzing and Palenta [17] as well as Osherson et al. [20]. For a collection of known separations see [17].

\begin{theorem} \textbf{Theorem 4.} Among the investigated criteria non-\(U\)-shapedness and strong non-\(U\)-shapedness are the only ones equally powerful to unrestricted \(\text{Psd}\)-learning when paired with success criterion \(\text{Ex}\). This is, we have:

1. \([\text{TxtPsdSNUEx}] = [\text{TxtPsdNUEx}] = [\text{TxtPsdEx}]\).
2. For \(\delta \in \{\text{Conv}, \text{Caut}, \text{Dec}, \text{SDec}, \text{Mon}, \text{WMon}, \text{SMon}\}\), 
\([\text{TxtPsd}\delta\text{Ex}] \subset [\text{TxtPsdEx}]\).

The separation of decisive and strongly decisive learning follows just as for \(G\), see [17].

\begin{theorem} \textbf{Theorem 5.} We have \([\text{TxtPsdSDecEx}] \subset [\text{TxtPsdDecEx}]\).

For our work on conservative, weakly monotone and cautious learning, we first give two more learning restrictions. One of them, \textit{witness-based} learning \((\text{Wb})\), is more restrictive than all three of conservative, weakly monotone and cautious learning; the other, \textit{target-cautious learning} \((\text{Caut}_\text{Tar})\), is less restrictive. That way those three learning restrictions are “sandwiched” between witness-based and target-cautious learning. We will then show that witness-based and target-cautious learning have equal learning power in the setting of partially set-driven learning, showing all three sandwiched restrictions to be equivalent.
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We start by giving the definition of witness-based learning.

\[ \text{Wb}(p, T) \iff \forall i, j : (\exists k : i < k \leq j \land p(i) \neq p(k)) \Rightarrow (\text{content}(T[j]) \cap W_{p(j)}) \setminus W_{p(i)} \neq \emptyset. \]

Intuitively, any mind change has to be witnessed by some datum which was not included before, but is included now; this witness justifies the mind change.

Target-cautious learning was introduced in [17] to study the notion of cautious learning in more detail.

\[ \text{Caut}_{\text{Tar}}(p, T) \iff \forall i : \neg (\text{content}(T) \subset W_{p(i)}) \]

Intuitively, the learner may never conjecture a superset of the actual target language; in other words, it is required to be cautious, but only with respect to the target.

We now get to the theorem establishing the equivalence of the conservative, weakly monotone and cautious learning.

\[ \text{Theorem 6.} \text{ The following learning criteria are equivalent: } \text{TxtPsdCaut}_{\text{Tar}}\text{Ex; TxtPsdCautEx; TxtPsdConvEx; TxtPsdWMonEx; TxtPsdWbEx.} \]

The following theorem solely reformulates a result well-known in \( G \)-learning in terms of \( \text{Psd} \)-learning. The first part uses a standard proof, see [12] for example. The second part has already been shown (for \( G \)-learning) by Kötzing and Palenta in [17], in turn based on a technique presented in [20].

\[ \text{Theorem 7.} \text{ Monotone and weakly monotone } \text{Psd}-\text{learning is incomparable. In particular, we have} \]
1. \( [\text{TxtSdWMonEx}] \setminus [\text{TxtPsdMonEx}] \neq \emptyset; \)
2. \( [\text{TxtPsdMonSDecEx}] \setminus [\text{TxtPsdWMonEx}] \neq \emptyset; \)

\[ \text{Corollary 8. For each learning restriction } \delta \in \{ \text{Caut, Caut}_{\text{Tar}}, \text{Conv, Wb, WMon} \}, \text{ we have } [\text{TxtPsd}\delta\text{Ex}] \subset [\text{TxtPsdSDecEx}]. \]

The upcoming lemma is based on an theorem due to Baliga et al. [2] stating that concept classes containing the set \( \mathbb{N} \) of all natural numbers, if they are inferable at all, are decisively learnable. Kötzing and Palenta extended it to comprise strong decisiveness [17]. We show that the result still holds when restricted to \( \text{Psd} \)-learnable classes.

\[ \text{Lemma 9. Let } \mathcal{L} \text{ be a class of languages with } \mathbb{N} \in \mathcal{L}. \text{ If class } \mathcal{L} \text{ is identifiable by a } \text{Psd}-\text{learner at all, then it can in fact be so learned strongly decisive.} \]

We can now use Lemma 9 to show that every monotonically learnable class can be learned strongly decisively.

\[ \text{Theorem 10. Any monotonically } \text{Psd}-\text{learnable class of languages can be so learned strongly decisively, while the converse does not hold. Thus, we have } [\text{TxtPsdMonEx}] \subset [\text{TxtPsdSDecEx}]. \]

4 Strongly Monotone Language Learning

In this section we prove Figure 2 (in Section 4.1) as well as the equivalence of all corresponding learning criteria with \( \text{Bc} \) in place of \( \text{Ex} \) (in Section 4.2).
4.1 Ex-Learning

In this section we discuss strongly monotone language learning in the context of explanatory (Ex) convergence. In particular, we will prove the diagram shown in Figure 2. For any delayable learning restriction \( \delta \) we can, without loss of generality, assume every \( G \)-learner with respect to \( \delta \) to be total [17]. In particular, this holds for \( \delta = \text{SMonEx} \) (and \( \text{SMonBc} \) as well). Thus, we get a first connection between the investigated criteria, namely \( \text{RTxtGSMonEx} = \text{TxtGSMonEx} \). Interestingly enough, at least for strongly monotone explanatory learning, \( G \) is the only interaction operator for which this relation holds, as shown in the next theorem.

▶ **Theorem 11.** For each interaction operator \( \beta \in \{ \text{CflIt}, \text{It}, \text{Sd}, \text{Psd} \} \), we have \( \text{TxtCflItSMonEx} \setminus \text{RTxt/SMonEx} \neq \emptyset \).

Recall that we use \( \tau(\alpha) \) to denote that a learner observes learning restriction \( \alpha \) on arbitrary texts, even on those for languages it cannot identify. In the discussion of \( \tau(\text{SMon}) \)-learners we can distinguish two major groups: On one hand, we have \( G \)- as well as \( \text{It} \)-learners which can be transposed into \( \tau \)-learners without loss of learning power. On the other hand, there is the group of \( \text{Psd} \)-, \( \text{Sd} \)- and \( \text{CflIt} \)-learners for which their total variants are strictly more powerful than their globally strongly monotone matches. The main property discriminating these two groups is whether the learner has access to its previous conjecture.

▶ **Theorem 12.** Total full-information and iterative \( \text{SMon} \)-learning can w.l.o.g. be done by a learner being strongly monotone on arbitrary texts. Thus, we get the following equalities.

1. \( \tau(\text{SMon})\text{TxtGEx} = \text{RTxtGSMonEx} = \text{TxtGSMonEx} \);
2. \( \tau(\text{SMon})\text{TxtItEx} = \text{RTxtItSMonEx} \).

The target classes identifiable by \( \tau \)-learners drawn from the aforementioned second group (interaction operators \( \text{Psd} \), \( \text{Sd} \) and \( \text{CflIt} \)) share an interesting common trait in terms of recursiveness. It is stated in the following lemma. The technique used in its proof resembles that of a well-known proposition regarding globally consistent learning, cf. [1] and [12, Proposition 5.6].

▶ **Lemma 13.** If a class \( \mathcal{L} \) is identifiable by a \( \text{Psd} \)-learner being globally strongly monotone and if \( \mathcal{L} \) comprises at least all singleton sets, then \( \mathcal{L} \) is a collection of recursive languages.

▶ **Theorem 14.** There is a class of languages identifiable by a total \( \text{CflIt} \)-learner which cannot be learned by a globally strongly monotone \( \text{Psd} \)-learner. That is, for all interaction operators \( \beta \in \{ \text{CflIt}, \text{Sd}, \text{Psd} \} \), we have \( \text{RTxtCflItSMonEx} \setminus \tau(\text{SMon})\text{Txt/Ex} \neq \emptyset \).

▶ **Theorem 15.** There is a class of languages identifiable by a total strongly monotone iterative learner which cannot be so learned partially set-driven, this is, \( \text{RTxtItSMonEx} \setminus \text{TxtPsdSMonEx} \neq \emptyset \).

▶ **Corollary 16.** \( \text{Psd} \)-learning with respect to \( \text{SMon} \) is strictly less powerful than its full-information counterpart. Hence, we have \( \text{TxtPsdSMonEx} \subset \text{TxtGSMonEx} \).

This corollary stands in sharp contrast to the abilities of partially set-driven functions in unrestricted language learning. A famous result due to Fulk [9] states that any class of languages, which can be learned at all, can be inferred by a total \( \text{Psd} \)-learner. To our knowledge, \( \text{SMon} \) is the first learning restriction in literature for which no equivalent of Fulk’s Theorem holds.
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**Theorem 17.** We have \( \tau(\text{SMon})\text{TxtSDEx} \setminus \text{TxtItSMonEx} \neq \emptyset \), i.e. there is a class of languages identifiable by a globally strongly monotone Sd-learner which cannot be identified by any It-learner.

The last question to be covered in this section is that of the relation among the learners within the second group, namely, that between Psd- and Sd-learners.

**Theorem 18.** For all variants, Psd-learners are strictly more powerful than their set-driven analogues. Particularly, we have \( \tau(\text{SMon})\text{TxtPsdEx} \setminus \text{TxtSDMonEx} \neq \emptyset \).

### 4.2 Bc-Learning

In this section we turn the discussion to behaviorally correct (Bc) language learning. It becomes apparent that all criteria in this setting possess the same learning power. We establish this in one step by showing that full-information Bc-learning with respect to SMon can be done confluent iteratively being globally strongly monotone. We conclude this section by proving that strongly monotone Bc-learning is strictly more powerful than strongly monotone Ex-learning.

**Theorem 19.** We have \( \tau(\text{SMon})\text{TxtCflItBc} = \text{TxtGMonBc} \), i.e. every class of languages which is TxtGMonBc-identifiable can be learned by a CflIt-learner being strongly monotone on arbitrary texts.

**Theorem 20.** Strongly monotone Bc-learning is strictly more powerful than its explanatory counterpart. So we have \( \text{TxtGMonEx} \subset \text{TxtGMonBc} \). Even stronger, we have \( \text{TxtGMonBc} \setminus \text{TxtGEx} \neq \emptyset \).

### 5 Anomalous and Vacillatory Language Learning

In this section we examine the behavior of different success criteria for learning when paired with the requirement of strong monotonicity. A result in the field of function learning states one does not gain additional learning power in allowing the learner to vacillate between finitely many correct hypotheses in the limit [3, 8]. However, in (unrestricted) language identification, Fex-learners can indeed infer strictly more classes of languages [5]. We begin our analysis in proving that, when paired with SMon, this advantage vanishes once again.

**Theorem 21.** For strongly monotone language learning, vacillating among finitely many hypotheses does not increase learning power. Thus, we have

1. \( \text{TxtGMonEx} = \text{TxtGMonFex} \);
2. \( \text{TxtGMonEx}^* = \text{TxtGMonFex}^* \).

We conclude with two theorems establishing the separations given in Figure 3. Note that for finite learning (Fin) any learner is strongly monotone as it outputs only a single hypothesis besides "?", hence, \( \text{TxtGMonFin}^* = \text{TxtGFin}^* \).

**Theorem 22.** There is a class of languages which can only be inferred if the learner is allowed to make finite error. Thus, we have \( \text{TxtGMonFin}^* \setminus \text{TxtGMonBc} \neq \emptyset \). Even stronger, we have \( \text{TxtGMonFin}^* \setminus \text{TxtGBc} \neq \emptyset \).

**Theorem 23.** The following two separations hold for anomalous and behaviorally correct strongly monotone language learning:

1. \( \text{TxtGMonEx} \setminus \text{TxtGMonFin}^* \neq \emptyset \);
2. \( \text{TxtGMonBc} \setminus \text{TxtGMonEx}^* \neq \emptyset \).
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Abstract

Let \(H\) be a (non-empty) graph on \(n\) vertices, possibly containing isolated vertices. Let \(f_H(G) = 1\) iff the input graph \(G\) on \(n\) vertices contains \(H\) as a (not necessarily induced) subgraph. Let \(\alpha_H\) denote the cardinality of a maximum independent set of \(H\). In this paper we show:

\[ Q(f_H) = \Omega(\sqrt{\alpha_H \cdot n}), \]

where \(Q(f_H)\) denotes the quantum query complexity of \(f_H\).

As a consequence we obtain lower bounds for \(Q(f_H)\) in terms of several other parameters of \(H\) such as the average degree, minimum vertex cover, chromatic number, and the critical probability.

We also use the above bound to show that \(Q(f_H) = \Omega(n^{3/4})\) for any \(H\), improving on the previously best known bound of \(\Omega(n^{2/3})\) [16]. Until very recently, it was believed that the quantum query complexity is at least square root of the randomized one. Our \(\Omega(n^{3/4})\) bound for \(Q(f_H)\) matches the square root of the current best known bound for the randomized query complexity of \(f_H\), which is \(\Omega(n^{3/2})\) due to Gröger. Interestingly, the randomized bound of \(\Omega(\alpha_H \cdot n)\) for \(f_H\) still remains open.

We also study the Subgraph Homomorphism Problem, denoted by \(f_H\), and show that \(Q(f_H) = \Omega(n)\).

Finally we extend our results to the 3-uniform hypergraphs. In particular, we show an \(\Omega(n^{4/5})\) bound for quantum query complexity of the Subgraph Isomorphism, improving on the previously known \(\Omega(n^{3/4})\) bound. For the Subgraph Homomorphism, we obtain an \(\Omega(n^{3/2})\) bound for the same.
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1 Introduction

1.1 Classical and Quantum Query Complexity

The decision tree model (aka the query model), perhaps due to its simplicity and fundamental nature, has been extensively studied in the past and still remains a rich source of many
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fascinating investigations. In this paper we focus on Boolean functions, i.e., the functions of the form \(f: \{0,1\}^n \rightarrow \{0,1\}\). A deterministic decision tree \(T_f\) for \(f\) takes \(x = (x_1, \ldots, x_n)\) as an input and determines the value of \(f(x_1, \ldots, x_n)\) using queries of the form “is \(x_i = 1\)?” Let \(C(T_f, x)\) denote the cost of the computation, that is the number of queries made by \(T_f\) on an input \(x\). The deterministic decision tree complexity (aka the deterministic query complexity) of \(f\) is defined as

\[ D(f) = \min_{T_f} \max_x C(T_f, x). \]

We encourage the reader to see an excellent survey by Buhrman and de Wolf [7] on the decision tree complexity of Boolean functions.

A randomized decision tree \(T\) is simply a probability distribution on the deterministic decision trees \(\{T_1, T_2, \ldots\}\) where the tree \(T_i\) occurs with probability \(p_i\). We say that \(T\) computes \(f\) correctly if for every input \(x\): \(\Pr[T_i(x) = f(x)] \geq 2/3\). The depth of \(T\) is the maximum depth of a \(T_i\). The (bounded-error) randomized query complexity of \(f\), denoted by \(R(f)\), is the minimum possible depth of a randomized tree computing \(f\) correctly on all inputs.

One can also define the quantum version of the decision tree model as follows: Start with an \(N\)-qubit state \(\ket{0}\) consisting of all zeros. We can transform this state by applying a unitary transformation \(U_0\), then we can make a quantum query \(O\), which essentially negates the amplitude of each basic state depending on whether the \(i\)th bit of the basic state is zero or one. A quantum algorithm with \(q\) queries looks like the following: \(A = U_qOU_{q-1} \cdots OU_1OU_0\). Here \(U_i\)’s are fixed unitary transformation independent of the input \(x\). The final state \(A\ket{0}\) depends on the input \(x\) only via applications of \(O\). We measure the final state outputing the rightmost qubit (WLOG there are no intermediate measurements). A bounded-error quantum query algorithm \(A\) computes \(f\) correctly if the final measurement gives the correct answer with probability at least \(2/3\) for every input \(x\). The bounded-error quantum query complexity of \(f\), denoted by \(Q(f)\), is the least \(q\) for which \(f\) admits a bounded-error quantum algorithm. We refer the reader to a survey by Buhrman and de Wolf [7] for more precise definition.

1.2 Subgraph Isomorphism Problem

Let \(H\) be a (non-empty) graph on \(n\) vertices, possibly containing isolated vertices and let \(G\) be an unknown input graph (on \(n\) vertices) given by query access to its edges, i.e., queries of the form “Is \((i, j)\) an edge in \(G\)?”. We say \(H \leq G\) if \(G\) contains \(H\) as a (not necessarily induced) subgraph. Let \(f_H: \{0,1\}^{\binom{G}{2}} \rightarrow \{0,1\}\) be defined as follows:

\[ f_H(G) = \begin{cases} 
1 & \text{if } H \leq G \\
0 & \text{otherwise} 
\end{cases} \quad (1) \]

The well-known Graph Isomorphism Problem asks whether a graph \(H\) is isomorphic to another graph \(G\). The Subgraph Isomorphism Problem is a generalization of the Graph Isomorphism Problem where one asks whether \(H\) is isomorphic to a subgraph of \(G\). Several central computational problems for graphs such as containing a clique, containing a Hamiltonian cycle, containing a perfect matching can be formulated as the Subgraph Isomorphism Problem by fixing the \(H\) appropriately. Given the generality and importance of the problem, people have investigated various restricted special cases of this problem in different models of computation [1] [14]. In the context of query complexity, in 1992 Gröger [9] studied this problem in the randomized setting and showed that \(R(f_H) = \Omega(n^{3/2})\), which is the best
known bound to this date. In this paper we investigate this problem in the quantum setting. To the best of our knowledge, quantum query complexity for the Subgraph Isomorphism Problem has not been noted prior to this work when $H$ is allowed to be any graph on $n$ vertices. A special case of this problem when $H$ is of a constant size has been investigated before for obtaining upper bounds [20].

### 1.3 Subgraph Homomorphism Problem

We also investigate a closely related Subgraph Homomorphism Problem. A homomorphism from a graph $H$ into a graph $G$ is a function $h : V(H) \to V(G)$ such that: if $(u,v) \in E(H)$ then $(h(u),h(v)) \in E(G)$.

Let $f[H]$ be the function defined as follows: $f[H](G) = 1$ if and only if $H$ admits a homomorphism into $G$.

Note that unlike the isomorphism, the homomorphism need not be an injective function from $V(H)$ to $V(G)$. We study the query complexity of the Subgraph Homomorphism Problem towards the end of this paper. In the next section, we review the relevant literature.

### 1.4 Related Work

Understanding the query complexity of monotone graph properties has a long history. In the deterministic setting the Aanderaa-Rosenberg-Karp Conjecture asserts that one must query all the $\binom{n^2}{2}$ edges in the worst-case. The randomized complexity of monotone graph properties is conjectured to be $\Omega(n^2)$. Yao [19] obtained the first super-linear lower bound in the randomized setting using the graph packing arguments. Subsequently his bound was improved by King [12] and later by Hajnal [11]. The current best known bound is $\Omega(n^{4/3}\sqrt{\log n})$ due to Chakrabarti and Khot [8]. Moreover, O’Donnell, Saks, Schramm, and Servedio [15] also obtained an $\Omega(n^{4/3})$ bound via a more generic approach for monotone transitive functions. Friedgut, Kahn, and Wigderson [10] obtain a $\Omega(n/p)$ bound where the $p$ is the critical probability of the property. In the quantum setting, Buhrman, Cleve, de Wolf and Zalka [6] were the first to study quantum complexity of graph properties. Santha and Yao [16] obtain an $\Omega(n^{2/3})$ bound for general properties. Their proof follows along the lines of Hajnal’s proof.

Gröger [9] obtained an $\Omega(n^{3/2})$ bound for the randomized query complexity of the Subgraph Isomorphism. This is currently the best known bound for the Subgraph Isomorphism Problem. Until very recently\(^1\), it was believed that the quantum query complexity is at least square root of the randomized one. In this paper we address the quantum query complexity of the Subgraph Isomorphism Problem and obtain the square root of the current best randomized bound.

The main difference between the previous work and this one is that all the previous work, including that of Santha and Yao [16], obtained the lower bounds based on an embedding of a tribe function [5] on a large number of variables in monotone graph properties\(^2\). Recall that the tribe function with parameters $k$ and $\ell$, is a function $T(k,\ell)$ on $k \cdot \ell$ variables defined as: $\bigvee_{i \in [k]} \bigwedge_{j \in [\ell]} x_{ij}$. This method yields a lower bound of $\Omega(k \cdot \ell)$ for the randomized query complexity and $\Omega(\sqrt{k \cdot \ell})$ for the quantum. We deviate from this line by embedding a threshold function $T^*_n$ instead of a tribe. Recall that $T^*_n(z_1,\ldots,z_n)$ is a function on $n$

\(^1\) Very recently this has been falsified by Ben-David [22].

\(^2\) Similar tribe-embeddings were used for obtaining lower bounds for metroidal Boolean functions in [13]
variables that evaluates to 1 if and only if at least $t$ of the $z_i$’s are 1. Since the randomized complexity of $T_n^t$ is $\Theta(n)$, this does not give us any advantage for obtaining super-linear randomized lower bounds. However, it does yield an advantage for the quantum lower bounds as the quantum query complexity of $T_n^t$ is $\Theta(\sqrt{t(n-t)})$ [17], which can reach up to $\Omega(n)$ for large $t$. Since this technique works only in the quantum setting, the randomized versions of our bounds remain intriguingly open.

1.5 Our Results

Our main result is a lower bound on the quantum query complexity of the Subgraph Isomorphism Problem for $H$ in terms of the maximum independence number of $H$.

$\textbf{Theorem 1.}$ For any non-empty $H$,

$$Q(f_H) = \Omega(\sqrt{\alpha_H \cdot n}),$$

where $\alpha_H$ denotes the size of a maximum independent set of $H$.

$\textbf{Corollary 2.}$ For any non-empty $H$,
1. $Q(f_H) = \Omega\left(\frac{n}{\sqrt{d_{avg}(H)}}\right)$,
2. $Q(f_H) = \Omega\left(\frac{n}{\chi_H}\right)$,
3. $Q(f_H) = \Omega\left(\frac{n}{p}\right)$,

where $d_{avg}(H)$ denotes the average degree of the vertices of $H$, $\chi_H$ denotes the chromatic number of $H$, and $p$ denotes the critical probability [10] of $H$.

In particular, we get an $\Omega(n)$ bound when the graph $H$ is sparse ($|E(H)| = O(n)$), or $H$ has a constant chromatic number, or the critical probability of $H$ is $O(1/n)$. Friedgut, Kahn, and Wigderson [10] show an $\Omega(n/p)$ bound for the randomized query complexity of general monotone properties. Quantization of this bound remains open. General monotone properties can be thought of as the Subgraph Isomorphism for a family of minimal subgraphs. The item 3 above, gives a quantization of [10] in the case when the family contains only a single subgraph.

$\textbf{Corollary 3.}$ For any non-empty $H$,

$$Q(f_H) = \Omega(n^{3/4}).$$

Prior to this work only an $\Omega(n^{2/3})$ bound was known from the work of Santha and Yao [16] on general monotone graph properties.

We extend our result to the 3-uniform hypergraphs. In particular, we show:

$\textbf{Theorem 4.}$ Let $H$ be a non-empty 3-uniform hypergraph on $n$ vertices. Then,

$$Q(f_H) = \Omega(n^{3/5}).$$

This improves the $\Omega(n^{3/4})$ bound obtained via the minimum certificate size.

The second part of this paper concerns the Subgraph Homomorphism Problem for $H$, denoted by $f_{[H]}$. Here we show the following two theorems:

$\textbf{Theorem 5.}$ For any non-empty $H$,

$$Q(f_{[H]}) = \Omega(n).$$
Theorem 6. For any non-empty 3-uniform hypergraph $H$ on $n$ vertices:

$$Q(f_{|H|}) = \Omega(n^{3/2}).$$

Our proofs crucially rely on the duality of monotone functions and appropriate embeddings of tribe and threshold functions. All our lower bounds hold for the approximate degree $\tilde{\text{deg}}(f)$, which is known to be strictly smaller than the quantum query complexity [4].

Organization

Section 2 contains some preliminaries. Section 3 and Section 4 deal with the Subgraph Isomorphism Problem. Section 3 contains the proofs of Theorem 1, Corollary 2 and Corollary 3. Then Section 4 contains the proof of Theorem 4. The next two sections (Section 5 and Section 6) involve the Subgraph Homomorphism Problem and contains the proof of Theorem 5 and Theorem 6. Finally Section 7 contains conclusion and some open ends.

2 Preliminaries

In this section, we review some preliminary concepts and restate some previously known results.

Let $[n]$ denote the set $\{1, \ldots, n\}$.

Definition 7 (Dual of a Property). The dual $\mathcal{P}$, denoted by $\mathcal{P}^*$, is:

$$\mathcal{P}^*(x) := \neg\mathcal{P}(\neg x),$$

where $\neg x$ denotes the binary string obtained by flipping each bit in $x$.

Note that $\mathcal{P}^{**} = \mathcal{P}$ and $Q(\mathcal{P}) = Q(\mathcal{P}^*)$.

A property $\mathcal{P}$ is said to be monotone increasing if for every $x \leq y$ we have $\mathcal{P}(x) \leq \mathcal{P}(y)$, where $x \leq y$ denotes $x_i \leq y_i$ for all $i$.

Note that if $\mathcal{P}$ is monotone, then so is $\mathcal{P}^*$.

A minimal certificate of size $s$ for a monotone increasing property $\mathcal{P}$ is an input $z$ such that (a) The hamming weight of $z$, i.e., $|z|$, is $s$, (b) $\mathcal{P}(z) = 1$, and (c) for any $y$ with $|y| < s$, $\mathcal{P}(y) = 0$. Every minimal certificate $z$ can be uniquely associated with the subset $S_z := \{i \mid z_i = 1\}$.

Lemma 8 (Minimal Certificate [7]). If $\mathcal{P}$ has a minimal certificate of size $s$ then

$$Q(\mathcal{P}) \geq \Omega(\sqrt{s}).$$

We say that two minimal certificates $z_1$ and $z_2$ pack together, if $S_{z_1} \cap S_{z_2} = \emptyset$.

Lemma 9 (Packing Lemma [19]). If $z_1$ is a minimal certificate of $\mathcal{P}$ and $z_2$ is a minimal certificate of $\mathcal{P}^*$ then $z_1$ and $z_2$ cannot be packed together.

Lemma 10 (Turán [2]). If the average degree of a graph $G$ is $d$ then $G$ contains an independent set of size at least $\Omega(n/d)$.

Lemma 11 (Extended Turán [2]). If the average degree of a $k$-uniform hypergraph $G$ is $d$ then $G$ contains an independent set of size at least $\Omega(n/d^k)$.
A Boolean function \( f(x_1, \ldots, x_n) \) is called *transitive* if there exists a group \( \Gamma \) acting transitively on the indices \( \{1, \ldots, n\} \) such that \( f \) is invariant under the action, i.e., for every \( \sigma \in \Gamma \) we have \( f(x_{\sigma(1)}, \ldots, x_{\sigma(n)}) = f(x_1, \ldots, x_n) \).

Note that graph properties and hypergraph properties are transitive functions.

**Lemma 12 (Transitive Packing [18]).** Let \( f \) be a monotone transitive function on \( n \) variables. If \( f \) has a minimal certificate of size \( s \) then every certificate of \( f^* \) must have size at least \( n/s \).

A Threshold function \( T^n_d(z_1, \ldots, z_n) \) is a function on \( n \) variables such that \( T^n_d \) outputs 1 if and only if at least \( d \) variables are 1.

We are now ready to prove the quantum query complexity lower bound for the Subgraph Isomorphism Problem.

### 3 Subgraph Isomorphism for Graphs

Before proving Theorem 1 we first prove two lemmas.

Let \( S_d \) denote the star graph with \( d \) edges. Then \( f_{S_d} \) is the property of having a vertex of at least degree \( d \). First we show:

**Lemma 13.** For \( 1 \leq d \leq n - 1 \),

\[
Q(f_{S_d}) = \Omega(n).
\]

**Proof.** We divide the proof into two cases:

**Case 1:** \( d > n/2 \). Fix a clique on the vertices \( 1, \ldots, \lfloor n/2 \rfloor \) and fix an independent set on the vertices \( \lceil n/2 \rceil + 1, \ldots, n \). Note that we still have \( \lfloor n/2 \rfloor \times \lfloor n/2 \rfloor \) edge-variables that are not yet fixed. Now as soon as any vertex \( v \) from the clique has \( (d - \lfloor n/2 \rfloor + 1) \) edges to the independent set present, we have a \( d \)-star. Thus \( f_{S_d} \) becomes an \( OR_{\lfloor n/2 \rfloor} \circ T_{\lceil n/2 \rceil + 1}^{(d-\lfloor n/2 \rfloor+1)} \) function, which has a lower bound of \( \Omega(n) \) via the Composition Theorem for quantum query complexity [21].

**Case 2:** \( d \leq n/2 \). A minimum certificate of \( f_{S_d} \) is a \( d \)-star. Now by the Lemma 9 we know that this \( d \)-star cannot be packed with any minimal certificate of the dual \( f^*_{S_d} \). Thus every vertex in the dual \( f^*_{S_d} \) must have degree \( > n - d \). Hence the minimal certificate size is at least \( \Omega(n^2) \) and \( Q(f^*_{S_d}) = Q(f_{S_d}) = \Omega(n) \).

Let \( t \) denote the smallest integer such that \( f_H^t(K_t) = 1 \), where \( K_t \) denotes the complete graph on \( t \) vertices. Note that \( t = \alpha_H + 1 \).

**Lemma 14.**

\[
Q(f_H) \geq \Omega(\sqrt{t(n-t)}).
\]

**Proof.** We embed \( T^n_d \) in \( f_H^t \) (on inputs of Hamming weight \( t - 1 \) and \( t \)) via the following mapping: Let \( x_{ij} := z_i \cdot z_j \) and let \( f^t(z_1, \ldots, z_n) := f_H^t(\{x_{ij}\}) \). Note that \( f^t \equiv T^n_d \). Also note\(^3\) that \( Q(f_H^t) = Q(f_H) \) and \( \deg(f^t) \leq 2 \cdot \deg(f_H) \). Since \( Q(f) \geq \deg(f) \), it remains to prove the following:

---

\(^3\) Since \( x_{ij} = z_i \cdot z_j \), every monomial of \( f_H^t \) of size \( d \) becomes a monomial of size at most \( 2d \) in \( f^t \).
Claim 1. $\widetilde{\deg}(f') = \Omega(\sqrt{t(n - t)})$

We need the following lemma due to Paturi [17]:

Lemma 15. Let $g$ be a function on $n$ variables such that $g(z) = 0$ for all $z$ with $|z| = t - 1$ and $g(z) = 1$ for all $z$ with $|z| = t$. Then: $\deg(g) = \Omega(\sqrt{t(n - t)})$.

Proof of Claim 1. Note that $f' (\equiv T^*_n)$ satisfies the condition of the Lemma 15.

This finishes the proof of the Lemma 14.

Proof of Theorem 1. Recall that $t$ denotes the smallest integer such that $f^*_H(K_t) = 1$. We divide the proof into two cases:

Case 1: $t > n/2$. In this case, we reduce the $f_H$ to $f_{S_p}$ for some $p = \Omega(n)$. Let $\nu_H$ denote the minimum vertex cover size of $H$. Since $t > n/2$, we have $\nu_H \leq n/2$. When $\nu_H = 1$ the property is trivially a star property and from the Lemma 13 we already get $Q(f_H) = \Omega(n)$. Otherwise we restrict $f_H$ by picking a clique on $\nu_H - 1$ vertices and joining all the other $n - \nu_H + 1$ remaining vertices to each vertex in this clique. The resulting function takes a graph on $p = n - \nu_H + 1$ vertices as input. Let’s denote these vertices by $S$.

As the clique on $\nu_H - 1$ vertices cannot accommodate all the vertices in the minimum vertex cover of $H$, in order to satisfy the property $f_H$ at least one vertex $v$ in the vertex cover must occur among $S$. This vertex $v$ may have some edges incident on the vertices of the clique and some edges incident on the vertices of $S$. In the restriction all the possible edges to the clique are already present. Thus as soon as we have the remaining edges to the vertices of $S$ the property $f_H$ is satisfied.

Hence the property is now reduced to finding a star graph with $d$ edges, $f_{S_p}$ where $d$ is defined as follows: Let $C$ be a vertex cover. Furthermore let $d_{out}(v)$ denote the number of neighbors of a vertex $v$ in $C$ that are outside $C$ and $d_{out}(C)$ be the minimum over all such vertices $v$ in $C$. Then $d$ is the minimum $d_{out}(C)$ of a minimum vertex cover $C$ of $H$ (minimized over all the minimum vertex covers). Thus as soon as we have the star graph with $d$ edges, our original restricted $f_H$ is satisfied.

Now from the Lemma 13 we get $Q(f_H) = \Omega(n)$.

Case 2: $t \leq n/2$. Note that $t > \alpha_H$. And since $t \leq n/2$, we have $n - t = \Omega(n)$. Hence from the Lemma 14 we get the bound of $\Omega(\sqrt{t(n - t)})$, which is $\Omega(\sqrt{\alpha_H \cdot n})$.

Proof of Corollary 2.
1. From Turán’s theorem, we have: $\alpha_H \geq n/(2 \cdot \text{deg}(H))$.
2. Since $\alpha_H \cdot \chi_H \geq n$ we have $\alpha_H \geq n/\chi_H$.
3. Since the critical probability of $H$ is $p$, the average degree of $H$ is at most $pn$. Hence from Corollary 2(1), we get the $\Omega(n/p)$ bound.

Proof of Corollary 3. When $\text{deg}(H) \geq \sqrt{n}$ the Lemma 8 gives an $\Omega(n^{3/4})$ bound. Otherwise when $\text{deg}(H) < \sqrt{n}$ we use the Corollary 2(1), which gives the same bound.
Subgraph Isomorphism for 3-Uniform Hypergraphs

In this section we extend the $\Omega(n^{3/4})$ bound for the Subgraph Isomorphism for graphs to the 3-uniform hypergraphs. In particular, we obtain an $\Omega(n^{4/5})$ bound for the Subgraph Isomorphism for 3-uniform hypergraphs, improving upon the $\Omega(n^{3/4})$ bound obtained via the minimal certificate size.

Before going to the proof of Theorem 4, we extend the Lemma 14 to the 3-uniform hypergraphs. Let $t$ be the smallest such that $f^*_{H}(K_t) = 1$. Note that $t = \alpha_H + 1$.

\textbf{Lemma 16.} Let $H$ be a 3-uniform hypergraph on $n$ vertices. Then:

$$Q(f_H) \geq \Omega(\sqrt{t(n-t)}).$$

\textbf{Proof.} Let $T_n^t(z_1, \ldots, z_n)$ denote the threshold function on $n$ variables that outputs 1 if and only if at least $t$ variables are 1. We embed a $T_n^t$ in $f^*_{H}$ (on inputs of Hamming weight $t-1$ and $t$) via the following mapping: Let $x_{ijk} := z_i \cdot z_j \cdot z_k$. Let $f'(z_1, \ldots, z_n) := f^*_H(\{x_{ijk}\})$. Note that $f' \equiv T_n^t$. Also note$^4$ that the $\deg(f') \leq 3 \cdot \deg(f^*_H)$. Since $Q(f) \geq \deg(f)$, it remains to prove that $\deg(f') = \Omega(\sqrt{t(n-t)})$, which follows from the Lemma 15. \hfill \blacksquare

Now we give a proof of the Theorem 4.

\textbf{Proof of Theorem 4.} We divide the proof into two main cases.

\textbf{Case 1: $\alpha_H > n/2$.} Let $H$ be a 3-uniform hypergraph on $n$ vertices. Let $C$ denote a minimal vertex cover of $H$. Let $|C| = \nu_H$. Note that the hypergraph induced on $V - C$ is empty. For a vertex $i \in C$ let $G_i$ denote the projection graph of the neighbors of $i$ on $V - C$, i.e., $(i, u, v) \in E(H)$ (see Figure 1).

Let $P_H$ denote the restriction of the $f_H$ defined as follows: set the hyper-clique on $\nu_H - 1$ vertices to be present and add all the hyper-edges incident on the vertices of this clique. Let $S$ denote the set of remaining $n - \nu_H + 1$ vertices. The hyper-edges among $S$ are still undetermined. Note that $P_H$ is a non-trivial property of $n - \nu_H + 1$ vertex hypergraphs,

$^4$ Since $x_{ijk} = z_i \cdot z_j \cdot z_k$, every monomial of $f^*_H$ of size $d$ becomes a monomial of size at most $3d$ in $f'$. 

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{structure_of_H.png}
\caption{Structure of $H$.}
\end{figure}
since $H$ cannot be contained in the $\nu_H - 1$ hyper-clique and edges incident on it as the minimum vertex cover size of $H$ is $\nu_H$.

Lemma 17. If $\exists C_i \ni i : |E(G_i)| = O(n^{7/5})$, then $Q(f_H) = \Omega(n^{4/5})$.

Proof. In this case $P_H$ has a certificate of size $O(n^{7/5})$. Hence from Lemma 12 the certificate size of $P_H$ is $\Omega(n^{7/5}) = \Omega(n^{7/5})$. Now from the Lemma 8 we get $Q(f_H) = \Omega(n^{4/5})$.

Hence from now onwards we assume that for all $i, |E(G_i)| = \Omega(n^{7/5})$. Moreover, we may also note that $\nu_H = O(n^{1/5})$, if not we have a minimal certificate for $P_H$ of size $\Omega(n^{8/5})$. And hence from the Lemma 8 we already get the desired bound of $Q(f_H) = \Omega(n^{4/5})$.

Now we obtain a restriction $P'$ of $P_H$ as follows: divide $S$ into two parts say $S_1$ and $S_2$ of size $n_1$ and $n_2$ respectively, where we choose $n_1 = \Theta(n^{1/5})$ and $n_2 = \Theta(n)$. Set all the hyper-edges within $S_1$ to be present and set all the hyper-edges within $S_2$ to be absent. Also set all the hyper-edges with two endpoints in $S_1$ and one in $S_2$ to be absent. Only possible undertermined hyper-edges are with one endpoint in $S_1$ and two in $S_2$. Note that even after setting all hyper edges in $S_1$ to be present we can safely assume that the property remains non-trivial. Otherwise we would have a certificate for $P_H$ of size $O(n^{3/5})$, hence the dual will have large ($\gg \Omega(n^{8/5})$) certificates.

Let $G$ be a projection graph among all the $G_i$’s containing the least number of edges inside $S_2$. We further obtain a restriction $P''$ by fixing a copy of $G$ inside $S_2$ and allowing only potential hyper-edges with one endpoint in $S_1$ and the other two endpoints forming an edge of $G$ (see Figure 2).

Let $C$ be a vertex cover of $H$ of minimum cardinality. Note that in order to satisfy $P_H$, at least one of the vertices from $C$ must move to $S$. Let us call a vertex of $C$ that moves to $S$ as pivot. Let $k$ be the largest integer such that $P_H$ has a minimal certificate with $k$ pivots. Note that from Lemma 17 each pivot has $\Omega(n^{7/5})$ edges incident on it. Therefore if $k > n_1/2$ then we already have a minimal certificate whose size is $\Omega(n^{8/5})$. Otherwise: $k \leq n_1/2$. First we argue that any pivot must belong to $S_1$. If on the contrary, it were in $S_2$ then the only possible edges incident on such a pivot $v$ are of the form $(u,v,w)$ where $u \in S_1$ and $w \in S_2$. But there can be at most $O(n^{b/5})$ such edges, which contradicts the fact that any pivot supports at least $\Omega(n^{7/5})$ edges. Let the degree of a pivot be the number of edges inside $S_2$ that are adjacent to it. Next we choose a certificate for $P_H$ with at most $k \leq n_1/2$
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pivots such that the degree of the minimum degree pivot is minimum possible. Then we leave aside the minimum degree pivot in this certificate and fix the $k - 1$ other pivots and their projection on $S_2$. From each of the remaining $n_1 - k + 1$ vertices we keep the projection of the minimum degree pivot on $S_2$ as the only possible edges.

Now from minimality of our choice at least one of these vertices must have all these $\Omega(n^{7/5})$ edges in order for the original graph to contain $H$. Thus we get an $\bigvee_{\Omega(n^{4/5})} \bigwedge_{\Omega(n^{7/5})}$ function as the restriction.

Since an $OR \circ AND$ on $m$ variables admits an $\Omega(\sqrt{m})$ lower bound on the quantum query complexity we get $Q(f_H) = \Omega(n^{4/5})$.

**Case 2:** $\alpha_H \leq n/2$. In this case we use Lemma 16. Since $n - \alpha_H \geq n/2$, we immediately get $Q(f_H) = \Omega(\sqrt{\alpha_H \cdot \bar{n}})$.

Now in order to prove Theorem 4, we need to show that the above bound always yields an $\Omega(n^{4/3})$ bound. Thus we further consider two cases based on the average degree. And in fact this gives us a larger $\Omega(n^{5/6})$ bound for the case 2.

Let $d$ denote the average degree of $H$.

**Case 2a:** $d > n^{2/3}$. In this case $|E(H)| > \Omega(n^{5/3})$. Hence from Lemma 8 we get an $\Omega(n^{5/6})$ bound.

**Case 2b:** $d \leq n^{2/3}$. Here we use the extension of Turán’s Theorem (see Lemma 11) to 3-uniform hypergraphs. Since the average degree is $O(n^{2/3})$, we get $\alpha_H \geq \Omega(n^{2/3})$. Therefore from Lemma 16 we get $Q(f_H) = \Omega(n^{5/6})$.

This completes the proof of Theorem 4. ▷

In the following two sections we study the Subgraph Homomorphism Problem. We first prove the quantum query complexity lower bounds for graphs and then for 3-uniform hypergraphs.

## 5 Subgraph Homomorphism for Graphs

**Proof of Theorem 5.** Let $\chi(H)$ denote the chromatic number of $H$. Note that $H$ has a homomorphism into $K_t$ for $t = \chi(H)$, i.e., $f_{[H]}(K_{t-1}) = 0$ and $f_{[H]}(K_t) = 1$.

We consider the following two cases.

**Case 1:** $t \geq n/2$. As $K_{t-1}$ is a no instance and $K_t$ is an yes instance for the property $f_{[H]}$, the minimum certificate size, $m(f_{[H]}) = \Omega(t^2) = \Omega(n^2)$. Hence from Lemma 8 we get an $\Omega(n)$ lower bound on the quantum query complexity.

**Case 2:** $t < n/2$. Consider the following restriction: We set a clique $K_{t-2}$ on $t - 2$ vertices to be present and we also set all the edges from the remaining $n - t + 2$ vertices to this clique to be present. Now notice that as soon as there is an edge between any two of the remaining $n - t + 2$ vertices, we have a $K_t$. Hence the property $f_{[H]}$ has become the property of containing an edge among the $n - t + 2$ vertices. Since $t < n/2$, this is an OR function on $\Omega(n^2)$ variables. Thus $Q(f_{[H]}) = \Omega(n)$. ▷

▶ Remark. Our proof in fact shows that the minimum certificate size of either $f_{[H]}$ or $f^*_{[H]}$ is $\Omega(n^2)$. Hence we also obtain

$R(f_{[H]}) = \Omega(n^2)$
We now proceed to prove the quantum query complexity lower bound of the Subgraph Homomorphism Problem for 3-uniform hypergraph.

6 Subgraph Homomorphism for 3-Uniform Hypergraphs

Proof of Theorem 6. Proof of this theorem is similar to proof of Theorem 5.

Let \( \chi(H) \) denote the chromatic number of \( H \). Note that \( H \) has a homomorphism into \( K_t \) for \( t = \chi(H) \), i.e., \( f[H](K_{t-1}) = 0 \) and \( f[H](K_t) = 1 \).

We consider the following two cases.

Case 1: \( t \geq n/2 \). Unlike the graph homomorphism case, we cannot claim the presence of a \( K_t \) in this case. However we can still use the following fact:

\[ \text{Fact 1 (Alon [3])}. \quad |E(H)| = \Omega(k^3). \]

Therefore, the minimum certificate size \( m(f[H]) = \Omega(t^3) = \Omega(n^3) \). Hence from Lemma 8 we get an \( \Omega(n^{3/2}) \) lower bound on the quantum query complexity.

Case 2: \( t < n/2 \). Consider the following restriction: We set a clique \( K_{t-3} \) on \( t - 3 \) vertices to be present and we also set all the edges from remaining \( (n - t + 3) \) vertices to this clique to be present. Now notice that as soon as there is an edge between any three of the remaining \( (n - t + 3) \) vertices, we have a \( K_t \). Hence the property \( f[H] \) has become the property of containing an edge among the \( n - t + 3 \) vertices. Since \( t < n/2 \), this is an OR function on \( \Omega(n^3) \) variables. Thus \( Q(f[H]) = \Omega(n^{3/2}) \).

7 Conclusion & Open Ends

We obtained an \( \Omega(n^{3/4}) \) lower bound for the quantum query complexity of Subgraph Isomorphism Problem for graphs, improving upon previously known \( \Omega(n^{2/3}) \) bound for the same. We extend our result to the 3-uniform hypergraphs by exhibiting an \( \Omega(n^{4/5}) \) bound, which improves on previously known \( \Omega(n^{3/4}) \) bound. Besides the obvious question of settling the randomized and quantum query complexity of the Subgraph Isomorphism problem, there are a few interesting questions that might be approachable. We list some of them below:

\[ \text{Question 1}. \quad \text{Is it true that for any } n\text{-vertex graph } H \text{ we have:} \]

\[ (a) \quad R(f[H]) = \Omega(\alpha_H \cdot n)? \]

\[ (b) \quad R(f[H]) = \Omega(n^2/d_{av})? \]

\[ (c) \quad R(f[H]) = \Omega(n^2/\chi_H)? \]

\[ \text{Question 2}. \quad \text{Is it true that for any 3-uniform hypergraph } H \text{ we have:} \]

\[ Q(f[H]) = \Omega(n)? \]

Note that, in the proof of Theorem 4 we managed to get a slightly stronger \( \Omega(n^{5/6}) \) bound for the case 2. Thus an improved lower bound of \( \Omega(n^{5/6}) \) for the case 1 (when \( \alpha_H > n/2 \)) would improve the overall bound.
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Abstract

A tournament is a directed graph $T$ such that every pair of vertices is connected by an arc. A feedback vertex set is a set $S$ of vertices in $T$ such that $T - S$ is acyclic. In this article we consider the Feedback Vertex Set problem in tournaments. Here the input is a tournament $T$ and an integer $k$, and the task is to determine whether $T$ has a feedback vertex set of size at most $k$.

We give a new algorithm for Feedback Vertex Set in Tournaments. The running time of our algorithm is upper-bounded by $O(1.6181^k + n^{O(1)})$ and by $O(1.466^n)$. Thus our algorithm simultaneously improves over the fastest known parameterized algorithm for the problem by Dom et al. running in time $O(2^k O^{1(1)} + n^{O(1)})$, and the fastest known exact exponential-time algorithm by Gaspers and Mnich with running time $O(1.674^n)$. On the way to proving our main result we prove a strengthening of a special case of a graph partitioning theorem due to Bollobás and Scott. In particular we show that the vertices of any undirected $m$-edge graph of maximum degree $d$ can be colored white or black in such a way that for each of the two colors, the number of edges with both endpoints of that color is between $m/4 - d/2$ and $m/4 + d/2$.
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1 Introduction

A feedback vertex set in a graph $G$ is a vertex set $S$ such that $G - S$ is acyclic. For undirected graphs this means that $G - S$ is a forest, while for directed graphs this implies that $G - S$ is a directed acyclic graph (DAG). In the Feedback Vertex Set (FVS) problem we are given as input an undirected graph $G$ and integer $k$, and asked whether there exists a feedback vertex set of size at most $k$. The corresponding problem for directed graphs is called Directed Feedback Vertex Set (DFVS). Both problems are NP-complete [12] and have been extensively studied from the perspective of approximation algorithms [1, 10], parameterized algorithms [4, 6, 14], exact exponential-time algorithms [16, 18] as well as graph theory [9, 17].

In this paper we consider a restriction of DFVS, namely the Feedback Vertex Set in Tournaments (TFVS) problem, from the perspective of parameterized algorithms and exact exponential-time algorithms. We refer to the textbooks of Cygan et al. [5] and Fomin and Kratsch [11] for an introduction to these fields. A tournament is a directed graph $T$ such that every pair of vertices is connected by an arc, and TFVS is simply DFVS when the input graph is required to be a tournament.
Even this restricted variant of DFVS has applications in voting systems and rank aggregation [8], and is quite well-studied [3, 8, 13, 15]. TFVS was shown to be fixed parameter tractable by Raman and Saurabh [15], who obtained an algorithm with running time $O(2.42^k \cdot n^{O(1)})$. In 2006, Dom et al. [7] (see also [8]) gave an algorithm for TFVS with running time $2^k n^{O(1)}$. Prior to our work this was the fastest known parameterized algorithm for the problem. The fastest exact exponential-time algorithm for TFVS was due to Gaspers and Mnich [13] and has running time $O(1.674^n)$.

Our main result is a new algorithm for TFVS. The running time of our algorithm is upper bounded by $O(1.6181^k + n^{O(1)})$ and by $O(1.466^n)$. Thus, we give a single algorithm that simultaneously significantly improves over the previously best known parameterized algorithm and exact exponential-time algorithm for the problem. It is worth noting that the algorithm of Gaspers and Mnich [13] also lists all inclusion minimal feedback vertex sets in the input tournament, while our algorithm can not be used for this purpose.

On the way to proving our main result we prove a balanced edge partition theorem for general undirected graphs. In particular we give a polynomial time algorithm that given an undirected $m$-edge graph $G$ of maximum degree $d$, colors the vertices white or black in such a way that for each of the two colors, the number of edges with both endpoints of that color is between $m/4 - d/2$ and $m/4 + d/2$. Our partition theorem is a sharper and constructive variant of a special case of a more general result due to Bollobás and Scott [2, Theorem 3.1].

**Methods.** As a preliminary step our algorithm applies the kernel of Dom et al. [8] to ensure that the number of vertices in the input tournament is upper bounded by $O(k^3)$. After this step, our algorithm has three phases.

In the first phase the algorithm finds, in sub-exponential-time, a “large enough” set $M$ of vertices disjoint from the solution $H$ sought for, such that $M$ is evenly distributed in the topological ordering of $T - H$. From the set $M$ we can infer a rough sketch of the unique topological ordering of $T - H$ without knowing the solution $H$. More concretely, every vertex $v$ gets a tentative position in the ordering, and we know that if $v$ is not deleted, then $v$’s position in the topological order of $T - H$ is close to this tentative position.

We can now use this tentative ordering to identify conflicts between two vertices $u$ and $v$. Two vertices $u$ and $v$ are in conflict if their tentative positions are so far apart that we know the order in which they have to appear in the topological sort of $T - H$, but the arc between $u$ and $v$ goes in the opposite direction. Thus, if $u$ and $v$ are in conflict then at least one of them has to be in the solution feedback vertex set $H$.

The second phase of the algorithm eliminates vertices that are in conflict with more than one other vertex. Suppose that $u$ is in conflict with both $v$ and $w$. If $u$ is not deleted then both $v$ and $w$ have to be deleted. The algorithm finds the optimal solution by branching and recursively solves the instance where $u$ is deleted, and the instance where $u$ is not deleted but both $v$ and $w$ are deleted. This branching step is the bottleneck of the algorithm and gives rise to the $O(1.6181^k n^{O(1)})$ and the $O(1.466^n)$ running time bounds.

The third and last phase of the algorithm deals with the case where every vertex has at most one conflict. Here we apply a divide and conquer approach that is based on the partitioning theorem.

**Organization of the paper.** In Section 2 we set up definitions and notation, and state a few useful preliminary results. Section 3 describes and analyzes the first phase of the algorithm. Section 4 contains the second phase, as well as the final analysis of the correctness and running time of the entire algorithm, conditioned on the correctness and running time bound
of the third and last phase. In Section 5 we formally state and prove our new decomposition theorem for undirected graphs, while the description and analysis of the third phase of the algorithm is deferred to Section 6.

2 Preliminaries

In this paper, we work with graphs that do not contain any self loops. A multigraph is a graph that may contain more than one edge between the same pair of vertices. A graph is mixed if it can contain both directed and undirected edges. We will be working with mixed multigraphs; graphs that contain both directed and undirected edges, and where two vertices may have several edges between them.

When working with a mixed multigraph $G$ we use $V(G)$ to denote the vertex set, $E(G)$ to denote the set of directed edges, and $D(G)$ to denote the set of undirected edges of $G$. A directed edge from $u$ to $v$ is denoted by $uv$. A supertournament is a directed graph $T$ such that for every pair of vertices $u, v$ at least one (and possibly both) edges $uv$ and $vu$ are edges of $T$. Thus, every tournament is a supertournament, but not vice versa.

Graph Notation. In a directed graph $D$, the set of out-neighbors of a vertex $v$ is defined as $N^+(v) := \{u | uv \in E(D)\}$. Similarly, the set of in-neighbors of a vertex $v$ is defined as $N^-(v) := \{u | vu \in E(D)\}$. A triangle in a directed graph is a directed cycle of length 3. Note that in this paper, whenever the term triangle is used it refers to a directed triangle. A topological sort of a directed graph $D$ is a permutation $\pi : V(D) \rightarrow \{1,2, \ldots , n\}$ of the vertices of the graph such that for all edges $uv \in E(D)$, $\pi(u) < \pi(v)$. Such a permutation exists for a directed graph if and only if the directed graph is acyclic. For an acyclic tournament, the topological sort is unique.

For a graph or multigraph $G$ and vertex $v$, $G - v$ denotes the graph obtained from $G$ by deleting $v$ and all edges incident to $v$. For a vertex set $S$, $G - S$ denotes the graph obtained from $G$ by deleting all vertices in $S$ and all edges incident to them.

For any set of edges $C$ (directed or undirected) and set of vertices $X$, the set $V_X(C)$ represents the subset of vertices of $X$ which are incident on an edge in $C$. For a vertex $v \in V(G)$, the set $N_C(v)$ represents the set of vertices $w \in V(G)$ such that there is an undirected edge $wv \in C$.

Fixed Parameter Tractability. A parameterized problem $\Pi$ is a subset of $\Sigma^* \times \mathbb{N}$. A parameterized problem $\Pi$ is said to be fixed parameter tractable (FPT) if there exists an algorithm that takes as input an instance $(I, k)$ and decides whether $(I, k) \in \Pi$ in time $f(k) \cdot n^c$, where $n$ is the length of the string $I$, $f(k)$ is a computable function depending only on $k$ and $c$ is a constant independent of $n$ and $k$.

A kernel for a parameterized problem $\Pi$ is an algorithm that given an instance $(T, k)$ runs in time polynomial in $|T|$, and outputs an instance $(T', k')$ such that $|T'|, k' \leq g(k)$ for a computable function $g$ and $(T, k) \in \Pi$ if and only if $(T', k') \in \Pi$. For a comprehensive introduction to FPT algorithms and kernels, we refer to the book by Cygan et al. [5].

Preliminary Results. If a tournament is acyclic then it does not contain any triangles. It is a well-known and basic fact that the converse is also true, see e.g. [8].

Lemma 1 ([8]). A tournament is acyclic if and only if it contains no triangles.

Lemma 1 immediately gives rise to a folklore greedy 3-approximation algorithm for TFVS: as long as $T$ contains a triangle, delete all the vertices in this triangle.
Lemma 2 (folklore). There is a polynomial time algorithm that given as input a tournament \( T \) and integer \( k \), either correctly concludes that \( T \) has no feedback vertex set of size at most \( k \) or outputs a feedback vertex set of size at most \( 3k \).

In fact, TFVS has a polynomial time factor 2.5-approximation, due to Cai et al. [3]. However, the simpler algorithm from Lemma 2 is already suitable to our needs.

The preliminary phase of our algorithm for TFVS is the kernel of Dom et al. [8]. We will need some additional properties of this kernel that we state here. Essentially, Lemma 3 allows us to focus on the case when the number of vertices in the input tournament is \( O(k^3) \).

Lemma 3 ([8]). There is a polynomial time algorithm that given as input a tournament \( T \) and integer \( k \), runs in polynomial time and outputs a tournament \( T' \) and integer \( k' \) such that \( |V(T')| \leq |V(T)| \), \( |V(T')| = O(k^3) \), \( k' \leq k \), and \( T' \) has a feedback vertex set of size at most \( k' \) if and only if \( T \) has a feedback vertex set of size at most \( k \).

Finding an Undeletable, Evenly Spread Out Set

Consider a tournament \( T \) that has a feedback vertex set \( H \) of size at most \( k \). Then \( T - H \) is acyclic. Consider now the topological order of \( T - H \). Let \( M \) be the set of vertices of \( T - H \) whose position in the topological order is congruent to \( 0 \) mod \( \log^2 k \). We have now found a set disjoint from \( H \) such that, in the topological order of \( T - H \), the distance between two consecutive vertices of \( M \) is \( O(\log^2 k) \). We shall see later in the article that having such a set at our disposal is very useful for finding the optimum feedback vertex set \( H \). Of course there is a catch; we defined \( M \) using the solution \( H \), but we want to use \( M \) to find the solution \( H \). In the rest of this section we show how to find a set \( M \) with the above properties without knowing the optimum feedback vertex set \( H \) in advance. We begin with a few definitions.

Definition 4. Let \( D \) be a directed graph. For any pair of vertices \( u, v \in V(D) \) the set \( \text{between}(D, u, v) \) is defined as \( N^+(u) \cap N^-(v) \setminus \{u, v\} \).

Observe that for an acyclic tournament \( T \), \( \text{between}(T, u, v) \) is exactly the set of vertices coming after \( u \) and before \( v \) in the unique topological ordering of \( T \).

Definition 5. Let \( D \) be a directed graph and \( S \subseteq V(D) \). Two vertices \( u, v \in S \) are called \( S \)-consecutive if \( uv \in E(D) \) and \( \text{between}(D, u, v) \cap S = \emptyset \).

In an acyclic tournament \( T \) and vertex set \( S \), two vertices \( u \) and \( v \) in \( S \) are \( S \)-consecutive if no other vertex of \( S \) appears between \( u \) and \( v \) in the topological ordering.

Definition 6. Let \( D \) be a directed graph and \( S \subseteq V(D) \). We define the set of \( S \)-blocks in \( D \). Each pair of \( S \)-consecutive vertices \( u \) and \( v \) defines the \( S \)-block \( \text{between}(D, u, v) \). Further, each vertex \( u \in S \) with no in-neighbors in \( S \) defines an \( S \)-block \( N^-(u) \). Each vertex \( u \in D \) with no out-neighbors in \( S \) defines the \( S \)-block \( N^+(u) \). The size of an \( S \)-block is its cardinality.

In an acyclic tournament \( T \) the \( S \)-blocks form a partition of \( V - S \), where two vertices are in the same block if and only if no vertex of \( S \) appears between them in the topological order of \( T \).

For example, consider an acyclic tournament \( T = u_0u_1...u_{11} \) where vertices are topologically sorted. Let \( S = \{u_i \mid i \mod 4 = 1\} \). \( \text{between}(T, u_1, u_0) = \{u_2, u_3, u_4, u_5, u_6, u_7, u_8\} \). \( u_5 \) and \( u_9 \) are \( S \)-consecutive and \( \{u_6, u_7, u_8\} \) is an \( S \)-block. The set of all \( S \)-blocks in \( T \) is \( \{\{u_0\}, \{u_2, u_3, u_4\}, \{u_6, u_7, u_8\}, \{u_{10}, u_{11}\}\} \).
Lemma 7. There exists an algorithm that given a tournament $T$ with $|V(T)| = O(k^3)$ where $k$ is an integer, outputs a family of sets $\mathcal{M}$, $|\mathcal{M}| = 2^{O(\frac{1}{\log k})}$ in $2^{O(\frac{1}{\log k})}$ time, such that for every feedback vertex set $H$ of $T$ of size at most $k$, $\exists M \in \mathcal{M}$, such that:
1. $M \cap H = \emptyset$,
2. the size of any $M$-block in $T - H$ is at most $2\log^2 k$.

Furthermore, $\mathcal{M}$ can be enumerated in polynomial space.

Proof. Let $X$ be a feedback vertex set of size at most $3k$ obtained using Lemma 2. Let $Y := V(T) \setminus X$ and $v_0, v_1, ..., v_{|Y| - 1}$ be the topological sort of $T[Y]$ such that the edges in $T[Y]$ are directed from left to right. Color $Y$ using $\lceil \log^2 k \rceil$ colors such that for each $c' \in [0, ..., |Y| - 1]$, $v_c$ gets color $c' \mod \log^2 k$. For each $c \in [0, ..., \lceil \log^2 k \rceil - 1]$, let $Y_c$ be the set of vertices in $Y$ which get color $c$. Each $M \in \mathcal{M}$ is specified by a 4-tuple $(c, \hat{H}, \hat{R}, \hat{X})$ where:
- $c$ is a color in the above coloring of $Y$,
- $\hat{H} \subseteq Y_c$, such that $|\hat{H}| \leq \frac{k}{\log^2 k}$,
- $\hat{R} \subseteq Y \setminus Y_c$, $|\hat{R}| \leq |\hat{H}|$, and
- $\hat{X} \subseteq X$ such that $|\hat{X}| \leq \frac{3k}{\log^2 k}$.

For each 4-tuple $(c, \hat{H}, \hat{R}, \hat{X})$, let $M := (Y_c \setminus \hat{H}) \cup \hat{R} \cup \hat{X}$. Hence, $|\mathcal{M}|$ is upper bounded by the maximum number of such 4-tuples.

\[ |\mathcal{M}| \leq 2^{\log(\log^2 k)} \times O(k^3) \times \left(\frac{2k}{\log^2 k}\right) \times \left(3k\right)^{\frac{3k}{\log^2 k}} = 2^{O(\frac{1}{\log^2 k})} \]

Clearly, all such 4-tuples can be enumerated in polynomial space thereby providing an enumeration of $\mathcal{M}$.

We prove the correctness of the above algorithm by showing that for every feedback vertex set $H$ of $T$ of size at most $k$, $M$ contains a set $M$ which satisfies the properties listed in the statement of the lemma. Let $H$ be an arbitrary feedback vertex set of $T$ of size at most $k$.

For each $j \in [0, ..., \lceil \log^2 k \rceil - 1]$, let $H_j := Y_j \cap H$. By averaging, there is a color $c$ such that $0 < |H_c| \leq \frac{k}{\log^2 k}$. For this color $c$, let $\hat{H} := H_c$. Consider a set $\hat{R}$ obtained as follows: for every vertex $v \in H_c$, pick the first vertex after $v$ (if there is any) in $Y \setminus (Y_c \cup H)$ in the topological ordering of $T[Y]$. Note that $T[Y \setminus H]$ is acyclic. Color $X \setminus H$ using $\lceil \log^2 k \rceil$ colors as was done for $Y$. Let $\hat{X}$ be the set of all vertices colored 0 in this coloring. The size of any $\hat{X}$-block in $T[X \setminus H]$ is $\log^2 k$. Clearly, $|\hat{X}| \leq \frac{3k}{\log^2 k}$.

The 4-tuple $(c, \hat{H}, \hat{R}, \hat{X})$ described above satisfies all the properties listed in the construction of $\mathcal{M}$. Let $M := (Y_c \setminus H_c) \cup \hat{R} \cup \hat{X}$. Clearly, $M \cap H = \emptyset$ and $M \in \mathcal{M}$. Since the size of any $[(Y_c \setminus H_c) \cup \hat{R}]$-block in $Y$ is at most $\log^2 k$, the size of any $M$-block in $T - H$ is at most $2\log^2 k$.

Lemma 7 gets us quite close to our goal. Indeed, for any feedback vertex set $H$ of size at most $k$ we will find a set $M$ such that the $M$-blocks in $T - H$ are small. However, the $M$-blocks of $T$ do not have to be small, because they could contain many vertices from $H$. The next lemma deals with this problem.

Definition 8. Let $D$ be a directed graph. A vertex $v \in V(D)$ is consistent with a set $M \subseteq V(D)$ if there are no cycles in $D[M \cup v]$ containing $v$.

Define a function $\mathcal{I}$ that given a directed graph $D$ and a set $M \subseteq V(D)$ outputs a set of vertices inconsistent with $M$. Define another function $\mathcal{L}$ that given a directed graph $D$, a set $M \subseteq V(D)$ and an integer $k$ outputs a set of vertices which is the union of all $M$-blocks of size at least $2\log^4 k$ in $D - \mathcal{I}(D, M)$. 
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Lemma 9. There exists an algorithm that given a tournament $T$ on $O(k^3)$ vertices where $k$ is an integer outputs a family of set pairs $\mathcal{X} = \{(M_1, P_1), (M_2, P_2), \ldots, (M_t, P_t)\}$ in $2^{O(\frac{k^3}{\log k})}$ time such that for every feedback vertex set $H$ of size at most $k$, there exists $(M, P) \in \mathcal{X}$ such that

1. $M \cap H = \emptyset$,
2. $P \subseteq H$,
3. every vertex of $V(T) \setminus P$ is consistent with $M$, and
4. the size of every $M$-block in $T - P$ is at most $2 \log^4 k$.

Furthermore, $\mathcal{X}$ can be enumerated in polynomial space.

Proof. Use the algorithm of Lemma 7 to compute $\mathcal{M}$. For each $M \in \mathcal{M}$ compute the sets $\mathcal{I}(T, M)$ and $\mathcal{L}(T, M, k)$. For each $B \subseteq \mathcal{L}(T, M, k)$ such that $|B| \leq \frac{2k}{\log^2 k}$ output a pair of sets $(M, P) = (M, \mathcal{I}(T, M) \cup \mathcal{L}(T, M, k) \setminus B)$. The set $\mathcal{X}$ is the collection of all such pair of sets.

We prove that the algorithm satisfies the stated properties. Consider a feedback vertex set $H$ of size at most $k$. By Lemma 7 there exists $M \in \mathcal{M}$ such that $M \cap H = \emptyset$. Let $C = \mathcal{I}(T, M)$ be the set of vertices that are not consistent with $M$. These vertices must belong to $H$. Since for every vertex $v \in T - C, T[M \cup v]$ is an acyclic tournament, $v$ can be placed uniquely in the topological ordering of $T[M]$. Hence, for each $v \in T - C$, there is a unique $M$-block containing it. Since the size of any $M$-block in $T - H$ is at most $2 \log^2 k$, the size of each $M$-block in $T - C$ will be at most $k + 2 \log^2 k$.

An $M$-block is called large if its size is at least $2 \log^4 k$. From each large $M$-block at least $2 \log^4 k - 2 \log^2 k$ vertices belong to $H$. Hence, in total at most $\frac{2k}{\log^2 k} \times 2 \log^2 k \leq \frac{2k}{\log^2 k}$ vertices from the union of large $M$-blocks do not belong to $H$. Since the algorithm loops over all choices of subsets $B \subseteq \mathcal{L}(T, M, k)$, $|B| \leq \frac{2k}{\log^2 k}$, $\mathcal{X}$ contains a pair $(M, P)$ satisfying the properties listed in the lemma.

Moreover, $|\mathcal{X}|$ is bounded by the product of $|\mathcal{M}|$ and the number of subsets $B$. Now $|\mathcal{L}(T, M, k)| \leq |V(T)|$ which implies the number of subsets $B$ is at most $(k^3)^{\frac{2k}{\log^2 k}} = 2^{\frac{2k}{\log^2 k} \times \frac{\log k}{\log^2 k}} = 2^{O(\frac{k^3}{\log^2 k})}$. Hence, $|\mathcal{X}| \leq 2^{O(\frac{k^3}{\log^2 k})} \times 2^{O(\frac{k^3}{\log^2 k})} = 2^{O(\frac{k^3}{\log^2 k})}$. □

Observe that the algorithm of Lemma 9 does not store the family $\mathcal{X}$, but enumerates all the pairs $(M, P) \in \mathcal{X}$. Our algorithm for $\text{TFVS}$ will go through all pairs in $(M, P) \in \mathcal{X}$ and for each such pair $(M, P)$ search for a feedback vertex set $H$ of size at most $k$ such that $(M, P)$ satisfy the conclusion of Lemma 9 for $H$. In the next section we shall see that the extra restrictions imposed on $H$ by $M$ and $P$ make it easier to find $H$.

## 4 Faster Algorithm for Tournament Feedback Vertex Set

In this section we consider the following problem. We are given as input a tournament $T$ and an integer $k$, and a pair $(M, P)$ of vertex sets in $T$. The objective is to find a feedback vertex set $H$ of size at most $k$, such that $(M, P)$ satisfy the conclusion of Lemma 9.

The pair $(M, P)$ naturally leads to a partition of the vertices of $T - (P \cup M)$ into local subtournaments corresponding to the induced graphs on the $M$-blocks in $T - P$. At this point the triangles in $T - P$ can be classified into two types: those that are entirely within a subtournament and those whose vertices are shared between more than one subtournament. The goal of our algorithm is to eliminate all the shared triangles. When there are no such triangles left, we can solve the problem independently on each of the subtournaments. Since the subtournaments are small, even brute force search is fast enough.
To formalize our approach it is convenient to define an intermediate problem, and interpret the search for a feedback vertex set \( H \) such that \((M, P)\) satisfies the conclusion of Lemma 9 as an instance of this intermediate problem. Let \( d \) and \( t \) be two positive integers. Consider a class of mixed multigraphs \( G(d, t) \) in which each member is a mixed multigraph \( T \) with the vertex set \( V(T) \) partitioned into vertex sets \( V_1, V_2, ..., V_t \) such that for each \( i \in [t] \), \(|V_i| \leq d \) and \( T_i := T[V_i] \) is a supertournament and the undirected edge set is \( E(T) \subseteq \bigcup_{i<j} V_i \times V_j \).

\[ \text{d-Feedback Vertex Cover (d-FVC)} \]

**Input:** A mixed multigraph \( T \in G(d, t) \), positive integer \( k \).

**Parameter:** \( k \)

**Task:** determine whether there exists a set \( S \subseteq V(T) \) such that \(|S| \leq k \) and \( T - S \) contains no undirected edges and is acyclic.

Now we show how \( TFVS \) reduces to solving \( d \)-feedback vertex cover problem.

**Lemma 10.** There exists a polynomial time algorithm that given a \( TFVS \) instance \((T, k)\) and a subset \( M \subseteq V(T) \) outputs a \( d \)-FVC instance \((T, k)\) such that \( T \) has a feedback vertex set \( S \) disjoint from \( M \) and \(|S| \leq k\) if and only if \((T, k)\) is a \( \text{YES-instance} \) of \( d \)-FVC where \( d = 2 \log^2 k \).

**Proof.** We describe an algorithm that reduces \( T \) to \( T \) on the same set of vertices as in \( T - M \). If \( T[M] \) is not acyclic, then output a trivial \( \text{NO-instance} \). Otherwise, let \( B := \{B_1, B_2, ..., B_t\} \) be the set of \( M \)-blocks in \( T \) such that the elements in \( B \) are indexed according to the topological order of \( T[M] \). We assume that the topological order of \( T[M] \) is such that the edges in \( T[M] \) are directed from left to right. Let \( V(T) := V(T) \setminus M \). The directed edge set \( E(T) \subseteq E(T) \setminus \{e \mid i \in [t], i \neq j \text{ and } e \in B_j \times B_i\} \). The undirected edge set in \( T \) is \( E(T) := \{\text{undirected}(e) \mid i, j \in [t], i < j \text{ and } e \in B_j \times B_i\} \) where undirected(\( e \)) is an undirected edge between the endpoints of \( e \).

Now we argue about the correctness. Since \( T \) is essentially a subgraph of \( T - M \) with some additional undirected edges, we use the same symbol to refer to vertex or directed edge sets in both the instances. Suppose \( S \) is a feedback vertex cover of \( T \). Clearly \( S \) is disjoint from \( M \). We claim that \( S \) is a feedback vertex set of \( T \). The triangles in \( T - M \) are of two types: ones whose endpoints lie entirely in \( B_i \) for some \( i \) and others whose endpoints are shared among multiple \( M \)-blocks. Clearly, \( S \) hits all the triangles within each subtournament \( T[B_i] \) in \( T \). Hence, all that remains to show is that \( S \) is also a hitting set for all triangles between different subtournaments \( T[B_i] \). For the sake of contradiction suppose that there is a triangle \( \{u, v, w, u\} \) in \( T - M - S \) such that not all of \( u, v \) and \( w \) belong to the same subtournament of \( T \). Then at least one edge \( ab \) in this triangle is such that \( a \in B_i, b \in B_j \) and \( i > j \). But by the construction of \( E(T) \) there is an undirected edge between \( a \) and \( b \) implying that at least one of \( a \) or \( b \) belongs to \( S \), a contradiction.

In the other direction, suppose \( S \) is a feedback vertex set of \( T \) disjoint from \( M \). Clearly, \( S \) hits all the triangles within each subtournament \( T[B_i] \) in \( T \). Hence, all that remains to show is that \( S \) is a hitting set for \( E(T) \). Suppose not. Then there is an undirected edge \( e = uv \in E(T) \) which is not hit by \( S \). Consider the directed edge in \( T \) corresponding to \( e \). Without loss of generality, we can assume that \( u \in B_i \) and \( v \in B_j \) for some \( i, j \in [t] \) such that the directed edge is from \( u \) to \( v \) and \( i > j \). Now in \( T \), there is a vertex \( w \in M \) which lies after all elements of \( B_j \) and before all vertices of \( B_i \) and forms a triangle \( vuv \). Since, \( w \notin S \), either \( u \in S \) or \( v \in S \), a contradiction.

In light of Lemma 10 we need an efficient algorithm for \( d \)-FVC. Next we will give an efficient algorithm for \( d \)-FVC and show how it can be used to obtain our claimed algorithm.
for TFVS. Our algorithm for \(d\)-FVC is based on branching on vertices that appear in at least two edges of \(\mathcal{E}(T)\). The case when there are no such vertices has to be handled separately, the algorithm for this case is deferred to Section 6. For now, we simply state the existence of the algorithm for this case, and complete the argument using this algorithm as a black box.

\textbf{Lemma 11.} There exists an algorithm running in \(1.5874^n \cdot 2^{O(d^2 + d \log s)} \cdot n^{\mathcal{O}(1)}\) time which finds an optimal feedback vertex cover in a mixed multigraph \(T \in \mathcal{G}(d,t)\) in which the undirected edge set \(\mathcal{E}(T)\) is disjoint and \(|\mathcal{E}(T)| = s\).

The proof of Lemma 11 can be found in Section 6. Armed with Lemma 11 we can give a simple and efficient algorithm for \(d\)-FVC. The algorithm is based on branching. In the course of the branching we will sometimes conclude (or guess) that a vertex \(v\) is \textit{not} put into the solution \(S\). The operation described below encapsulates the effects of making a vertex undeletable.

In a mixed multigraph \(D\), for any vertex \(v\), \(D/v\) is a mixed multigraph obtained by adding a directed edge \(uv\) in \(D - v\) for every \(u \in N^-(v)\) and \(w \in N^+(v)\). The next lemma shows that looking for a solution disjoint from \(v\) amounts to putting all the undirected neighbors \(N_E(v)\) of \(v\) into the solution, and finding the optimum solution of \((T - N_E(v))/v\).

\textbf{Lemma 12.} Let \((T, k)\) be a \(d\)-FVC instance. If for any vertex \(v \in V(T)\) it holds that \(N_E(v) = \emptyset\), then \((T, k)\) has a solution of size at most \(k\) not containing \(v\) if and only if \((T/v, k)\) is a \textsc{yes}-instance.

\textbf{Proof.} Let \(S\) be a feedback vertex cover of \(T\) of size at most \(k\) not containing \(v\). We show that \(S\) is a feedback vertex cover of \(T/v\). Clearly, \(S\) hits every undirected edge in \(T/v\). For the sake of contradiction suppose there is a cycle of length at most 3 in \(T/v\) not hit by \(S\). If this cycle is in \(T - v\), then it is hit by \(S\). Hence, the triangle must contain an edge not in \(T - v\). Note that \(T/v\) is obtained by adding a directed edge \(xy\) for every triangle \(xyx\) in \(T - v\) thereby creating a 2-cycle between \(x\) and \(y\). Since \(v \notin S\), either \(x \in S\) or \(y \in S\), a contradiction. For the same reason there are no cycles of length 2 in \(T - v - S\).

Now suppose \(S\) is a feedback vertex cover of \(T/v\). Since every cycle in \(T - v\) is a cycle in \(T/v\) which are hit by \(S\), we need to consider cycles in \(T/v\) containing \(v\). But, for every such cycle \(xyx\) we have a cycle \(xyx\) of length 2 in \(T/v\) which is hit by \(S\), we have that \(T - S\) is acyclic.

\textbf{Lemma 13.} There exists an algorithm for \(d\)-FVC running in \(1.466^n \cdot 2^{O(d^2 + d \log n)}\) time and in \(1.6181^k \cdot 2^{O(d^2 + d \log k)} \cdot n^{\mathcal{O}(1)}\) time.

\textbf{Proof.} We describe a recursive algorithm which searches for a potential solution \(S\) of size at most \(k\) by branching. For any vertex \(v\), let \(N_E(v)\) denote the set of vertices \(w\) such that \(vw \in \mathcal{E}\). Let \(s = |\mathcal{E}|\). As long as there is a vertex \(v\) such that \(|N_E(v)| \geq 2\) and \(k > 0\), the algorithm branches by considering both the possibilities: either \(v \in S\) or \(v \notin S\). In the branch in which \(v\) is picked, \(n\) and \(k\) are decreased by 1 each and \(v\) is removed from the graph. In the other branch, \(N_E(v)\) is added to \(S\), and \(k\) is decreased by \(|N_E(v)|\). At the same time, \(N_E(v)\) is removed from the graph. Since \(N_E(v) = \emptyset\), by Lemma 12 \((T, k)\) is reduced to \((T/v, k)\). Thus the number of vertices is decreased by \(|N_E(v)|\). The algorithm stops branching further in a branch in which either \(k < 0\) or \(k > 0\) and for every vertex \(v\), \(|N_E(v)| \leq 1\). In the case that \(k < 0\), the algorithm terminates the branch and moves on to other branches. In the other case, if \(|\mathcal{E}(T)| > k\), the algorithm terminates that branch, otherwise the algorithm of Lemma 11 is applied. If the size of the optimal solution of Lemma 11 is at most \(k\), then the algorithm outputs \textsc{yes} and terminates, otherwise the algorithm moves to another branch. If the algorithm fails to find any solution of size at most \(k\) in every branch, it outputs \textsc{no}.
Now we do the runtime analysis of the algorithm. At each internal node of the recursion tree, the algorithm spends polynomial time. At a leaf node, either the algorithm terminates or makes a call to the algorithm of Lemma 11 with parameter $s = |E(T)|$ which is at most $k$. So, we need to bound the number of times Lemma 11 is called with parameter $s$ for each value of $s$ in $[k]$. Note that for any $s$, $k \geq s$ with which a call to the algorithm of Lemma 11 is made. Therefore, for each value of $s \in [k]$, the number of calls to the algorithm of Lemma 11 is bounded by the number of nodes in the recursion tree with $k = s$. The recurrence relation for bounding the number of leaves in the recursion tree of the algorithm is given by:

$$f_s(k) \leq f_s(k-1) + f_s(k-2)$$

which solves to $f_s(k) \leq 1.618^{k-s}$ as $f_s(k) \leq 1$ for $k = s$. Hence, the runtime of the algorithm is upper bounded by $\sum_{s=1}^{k} 1.618^{k-s} \times 1.5874^s \cdot 2^{O(d^2+d \log s)} \cdot n^{O(1)} \leq 1.6181^k \cdot 2^{O(d^2+d \log k)} \cdot n^{O(1)}$.

We can do a similar analysis to bound the runtime in terms of $n$. Note that in direct correspondence with the fact that whenever $k$ decreases by 1, $n$ decreases by 1 and whenever $k$ decreases by $x \geq 2$, $n$ decreases by $x + 1$, we get the following recurrence relation:

$$f_s(n) \leq f_s(n-1) + f_s(n-3)$$

implying $f_s(n) \leq 1.466^{n-s}$ as $f_s(k) \leq 1$ for $n = s$. If $s$ is the size of of the graph, then the largest value of $|E|$ with which a call to the algorithm of Lemma 11 is made, is at most $\frac{d}{2}$. Hence, the runtime of the algorithm is upper bounded by $\sum_{s=1}^{n} 1.466^{n-s} \times 1.5874^s \cdot 2^{O(d^2+d \log n)} \cdot n^{O(1)} \leq 1.466^n \cdot 2^{O(d^2+d \log n)} \cdot n^{O(1)}$. ▶

Having shown an efficient algorithm for $d$-FVC, we are now in position to prove our main theorem.

**Theorem 14.** There exists an algorithm for TFVS running in $O(1.466^n)$ time and in $O(1.6181^k + n^{O(1)})$ time.

**Proof.** The algorithm begins by running the kernelization algorithm of Lemma 3 for the given TFVS instance. In the remainder we assume that $n = O(k^3)$. Next the algorithm proceeds to apply Lemma 9 to create a family of set pairs $\mathcal{X}$. For each set pair $(M, P) \in \mathcal{X}$ it determines whether there is a feedback vertex set $H$ of size at most $k$ such that $H \cap M = \emptyset$ and $P \subseteq H$ as follows:

First it runs the algorithm of Lemma 10 with input $(T - P, k - |P|)$ and $M$ to reduce the problem to an equivalent $d$-FVC instance which is then passed to the algorithm of Lemma 13 as input. The algorithm outputs YES and terminates if the output of the algorithm of Lemma 13 is YES. If no solution of size at most $k$ is obtained for any set pair in $\mathcal{X}$, the algorithm outputs NO and terminates.

The correctness of the algorithm follows from Lemma 9 and Lemma 10. The running time of the algorithm is upper bounded by $|\mathcal{X}|$ times (the runtime of the algorithm of Lemma 13). Since $|\mathcal{X}| = 2^{O(k^3)}$ and the bulk of the algorithm is run on a tournament with at most $O(k^3)$ vertices the total time used by the algorithm is upper bounded by $O(1.466^n)$ and $O(1.6181^k + n^{O(1)})$. ▶

We have now proved our main result, assuming the correctness of Lemma 11. The remainder of the paper is devoted to proving Lemma 11. The engine of the algorithm of Lemma 11 is a new graph partitioning theorem. The next section contains the statement and proof of this theorem, while Section 6 wraps up the proof of Lemma 11, thereby completing the proof of Theorem 14.
5 Balanced Edge Partition Theorem

Given an undirected graph $G$, $|E(G)| = m$, if each vertex in $V(G)$ is colored red or blue uniformly at random, then in expectation there will be $\frac{m}{4}$ red edges and $\frac{m}{4}$ blue edges, where a red edge is an edge whose both endpoints are red and a blue edge is an edge whose both endpoints are blue. Using Chebyshev inequality it can be shown that, with high probability, the number of red or blue edges will be within $O(\sqrt{md})$ of $\frac{m}{4}$ where $d$ is the maximum degree of a vertex in the graph. A proof of this fact is skipped in favor of a local search algorithm which runs in polynomial time and provides a coloring with smaller deviation from the expected value than random coloring.

Theorem 15. Given an undirected multigraph without self-loops and isolated vertices $G$ of maximum degree at most $d$ and $|E(G)| = m$, there exists a partition $(A, B)$ of $V(G)$ such that

$\frac{m}{4} - \frac{d}{2} \leq |E(G[A])| \leq \frac{m}{4} + \frac{d}{2}$,

$\frac{m}{4} - \frac{d}{2} \leq |E(G[B])| \leq \frac{m}{4} + \frac{d}{2}$, and

$\frac{m}{2} - d \leq |E(G[A, B])| \leq \frac{m}{2} + d$

where $E(G[A, B])$ is the set of edges with one endpoint in $A$ and other in $B$. Furthermore, there is a polynomial time algorithm to obtain this partition.

Proof. The following local search algorithm is used to obtain the desired partition:

At each step, the algorithm maintains a partition $(A, B)$ of $V(G)$. As long as there exists a vertex $v \in A$ (or $v \in B$) such that moving it to other part decreases the measure

$\mu = \frac{|E(G[A])|}{m} + \frac{|E(G[B])|}{m}$,

the algorithm changes the partition to $(A \setminus v, B \cup v)$ (or $(A \cup v, B \setminus v)$). The algorithm terminates if no vertex can be moved. Since $\mu \leq m$ and in each step, it decreases by at least one, above algorithm terminates in polynomial time.

Correctness: Let $m_A := |E(G[A])|$, $m_B := |E(G[B])|$, and $m_C := |E(G[A, B])|$. Let $x := m_A - \frac{m}{4}$ and $y := m_B - \frac{m}{4}$ when the algorithm terminates. Then, $\mu = |x| + |y|$. For any vertex $v$, let $a_v$ denote the number of edges incident on $v$ whose other endpoints are in $A$ and $b_v$ denote the number of edges incident on $v$ whose other endpoints are in $B$. Clearly, for every vertex $v$, $a_v + b_v \leq d$. Suppose that a vertex $v \in A$ is moved to $B$. Then, $m_A = \frac{m}{4} + x - a_v$, $m_B = \frac{m}{4} + y + b_v$, and the measure at this partition is $\mu' = |x - a_v| + |y + b_v|$. Define $\delta_A := \mu' - \mu = |x - a_v| - |x| + |y + b_v| - |y|$. Similarly, if a vertex $v \in B$ moves to $A$ creating new partition $(A', B') = (A \cup v, B \setminus v)$, we can define $\delta_B := \mu' - \mu = |x + a_v| - |x| + |y - b_v| - |y|$. Note that since the algorithm has terminated, for any vertex $v \in V(G)$, $\delta_A \geq 0$ and $\delta_B \geq 0$. Then, the claim of the theorem is that $|x| \leq \frac{d}{2}$ and $|y| \leq \frac{d}{2}$. For the sake of contradiction assume the following possible values of $x$ and $y$:

$x > \frac{d}{2}, y > \frac{d}{2}$: Consider moving a vertex $v \in A$ to $B$. Then, $\delta_A = |x - a_v| - |x| + b_v$. Suppose that $x < a_v$, $\delta_A = a_v - x + b_v = a_v + b_v - 2x$. But, for every vertex $v \in V$, $a_v + b_v \leq d$ which implies $\delta_A < 0$, a contradiction.

Hence, $\forall v \in A$, $x \geq a_v$, $\delta_A = x - a_v - x + b_v = b_v - a_v$. If $v \in A$ is such that $a_v > b_v$, then $\delta_A < 0$, a contradiction. Hence, $\forall v \in A$, $a_v \leq b_v$. Then, $\sum_{v \in A} a_v \leq \sum_{v \in B} b_v \Longrightarrow 2m_A \leq m_C \Longrightarrow m_C \geq \frac{m}{2} + 2x > \frac{m}{2} + d$ which contradicts $m = m_A + m_B + m_C$.

$x < -\frac{d}{2}, y < -\frac{d}{2}$: Consider moving a vertex $v \in A$ to $B$. Then, $\delta_A = |y + b_v| - |y| + a_v$. Suppose that $|y| < b_v$, $\delta_A = b_v - |y| - |y| + a_v = a_v + b_v - 2|y|$. But, for all vertices $v$, $a_v + b_v \leq d$ which implies that $a_v - 2|y| + b_v < 0$, i.e. $\delta_A < 0$, a contradiction.

Hence, for every vertex $v \in A$, we have that $|y| \geq b_v$ and therefore, $\delta_A = |y| - b_v - |y| + a_v = a_v - b_v$. If $v \in A$ is such that $a_v < b_v$, then $\delta_A < 0$, a contradiction. Hence, for all
vertices \( v \in A, a_v \geq b_v \). This implies that \( \sum_{v \in A} a_v \geq \sum_{v \in A} b_v \implies 2m_A \geq m_C \implies m_C \leq \frac{m}{2} + 2x < \frac{m}{2} - \frac{d}{2} \), which is a contradiction.

\[ x > \frac{d}{2}, y < -\frac{d}{2} : \text{Consider moving a vertex } v \in A \text{ to } B. \text{ Then, } \delta_A' = a_v - 2x + |y + b_v| - |y| < a_v - 2x + b_v < 0, \text{ a contradiction.} \]

Hence, for every vertex \( v \in A, x \geq a_v \), then \( \delta_A' = |y + b_v| - |a_v - b_v|, \) a contradiction. Hence, for every vertex \( v \in A \), we have that \( a_v \leq b_v \). This implies that \( \sum_{v \in A} a_v \leq \sum_{v \in A} b_v \implies 2m_A \leq m_C \implies m_C \leq \frac{m}{2} + 2x < \frac{m}{2} + d \), which contradicts \( m = m_A + m_B + m_C \).

\[ y > \frac{d}{2}, x < -\frac{d}{2} : \text{Similar to the previous case.} \]

\[ x < -\frac{d}{2}, y \leq \frac{d}{2} : \text{Consider moving a vertex } v \in B \text{ to } A. \text{ If } |x| \geq a_v, \text{ then } \delta_B' = a_v - 2x + |y - b_v| - |y| < a_v - 2x + b_v < 0, \text{ a contradiction.} \]

So, for every vertex \( v \in B, |x| < a_v \) and \( 0 \leq \delta_B' = |x| - a_v - b_v| - |y| \leq |a_v - b_v|, \) a contradiction. Hence, for every vertex \( v \in B, a_v \leq b_v \). This implies that \( \sum_{v \in B} a_v \leq \sum_{v \in B} b_v \implies m_C \leq 2m_B \implies m_C \leq \frac{m}{2} + 2y < \frac{m}{2} + d \) which contradicts \( m = m_A + m_B + m_C \).

\[ y < -\frac{d}{2}, x \leq \frac{d}{2} : \text{Similar to the previous case.} \]

Hence, \( |x| \leq \frac{d}{2} \) and \( |y| \leq \frac{d}{2} \), and thus \( \frac{d}{2} - d = m_C \leq \frac{d}{2} + d \). This concludes the proof.

\section*{6 \( d \)-Feedback Vertex Cover with Undirected Degree at Most One}

Now that we are equipped with Theorem 15, we are almost ready to prove Lemma 11. First we show a lemma that encapsulates the use of Theorem 15 inside the algorithm of Lemma 11.

\textbf{Lemma 16.} There exists a polynomial time algorithm that given a mixed multigraph \( T \in \mathcal{G}(d, t) \) with disjoint undirected edge set \( \mathcal{E}(T) \) outputs a partition \((X, Y)\) of \( V(T)\) such that there are no directed edge with one endpoint in \( X \) and the other in \( Y \) and

\[ \text{\( ||\mathcal{E}(X) \cap \mathcal{E}| - \frac{|t|}{2} \leq \frac{d}{2}, \)}\]

\[ \text{\( ||\mathcal{E}(X) \cap \mathcal{E}| - \frac{|t|}{2} \leq \frac{d}{2} \) and} \]

\[ \text{\( ||\mathcal{E}(X, Y) \cap \mathcal{E}| - \frac{|t|}{2} \leq \frac{d}{2} \)}\]

where \( s = |\mathcal{E}(T)| \) and \( \mathcal{E}(X) \) is the set of undirected edges in \( T[X] \), \( \mathcal{E}(Y) \) is the set of undirected edges in \( T[Y] \) and \( \mathcal{E}(X, Y) \) is the set of undirected edges with one endpoint in \( X \) and other in \( Y \).

\textbf{Proof.} Construct an undirected, multigraph \( Z \) such that \( V(Z) = \{ z_i | i \in \{ t \} \} \) and \( E(Z) = \{ z_i z_j | i w \in \mathcal{E}, u \in V_i, v \in V_j \} \). Run the algorithm of Theorem 15 to get the partition \((A, B)\) of \( V(Z) \). Output \( X := \bigcup_{i \in A} V_i \) and \( Y := \bigcup_{i \in B} V_i \). Since \( \mathcal{E} \) is disjoint and for each \( i \in \{ t \} \), \( |V_i| \leq d \), the maximum degree of a vertex in \( Z \) is at most \( d \). Hence, the correctness of the algorithm and the size bound in the lemma follows from Theorem 15.

We are now ready to prove Lemma 11. For convenience we re-state it here.

\textbf{Lemma (Lemma 11).} There exists an algorithm running in \( 1.5874^4 \cdot 2^{O(d^2 + d \log s)} \cdot n^{O(1)} \) time which finds an optimal feedback vertex cover in a mixed multigraph \( T \in \mathcal{G}(d, t) \) in which the undirected edge set \( \mathcal{E}(T) \) is disjoint and \( |\mathcal{E}(T)| = s \).
The algorithm maintains a set $S$ which is initialized to the empty set $\emptyset$. If the underlying undirected graph of $T$ is disconnected, then the algorithm solves each connected component independently and outputs $S$ as the union of sets returned for each component. If $s \leq d$, then $S$ is an optimal solution set obtained by a brute force search in the instance. If $s > d$, the algorithm obtains a partition $(X,Y)$ of $V(T)$ by running the algorithm of Lemma 16. Then, it loops over all subsets $C \subseteq E(X,Y)$, calling itself recursively on $T[V(T) \setminus (V_X(C) \cup V_Y(\mathcal{E}(X,Y) \setminus C))]$ and computes $S_C := V_X(C) \cup V_Y(\mathcal{E}(X,Y) \setminus C) \cup S'$ where $S'$ is the set returned at the recursive call. Finally, the algorithm outputs the smallest set $S_C$ over all choices of $C \subseteq E(X,Y)$.

Now to argue about the correctness of the algorithm, we use induction on $|E(T)|$. In the base case $|E(T)| \leq d$, $S$ is an optimal feedback vertex cover. As the induction hypothesis, suppose that the algorithm outputs an optimal solution for $d < |E(T)| < s$. Consider $|E(T)| = s$. Note that for any $C \subseteq E(X,Y)$, $S_C$ is a $d$-feedback vertex cover as $V_X(C) \cup V_Y(\mathcal{E}(X,Y) \setminus C)$ is a hitting set for $E(X,Y)$ and by the induction hypothesis, $S'$ is an optimal solution for $T[V(T) \setminus (V_X(C) \cup V_Y(\mathcal{E}(X,Y) \setminus C))]$. At the same time, for any $C \subseteq E(X,Y)$, $|V_X(C) \cup V_Y(\mathcal{E}(X,Y) \setminus C)| = |E(X,Y)|$ which is the size of the smallest hitting set for $E(X,Y)$. Let $S_o$ be an optimal solution and $C_o := E(S_o \cap X,Y \setminus S_o)$. Then, we claim that $|S_C| = |S_o|$. Clearly, $|S_C| \geq |S_o|$. Now, $S_o \setminus V_X(C_o) \cup V_Y(\mathcal{E}(X,Y) \setminus C_o)$ is a $d$-feedback vertex cover for $T[V(T) \setminus (V_X(C_o) \cup V_Y(\mathcal{E}(X,Y) \setminus C_o))]$. Therefore, $|S'| \leq |S_o \setminus (V_X(C_o) \cup V_Y(\mathcal{E}(X,Y) \setminus C_o))|$ $\implies |S| \leq |S_o|$. Hence, we proceed to the runtime analysis of the algorithm. Let $h(s,d)$ be the maximum number of leaves in the recursion tree of the algorithm when run on an input with parameters $s$ and $d$. Since in each recursive call, $s$ decreases by at least 1, the depth of the recursion tree is at most $s$. In each internal node of the recursion tree, the algorithm spends polynomial time in size of the input and in each leaf, it spends at most $2^{O(d^2)}$ time as the total number of vertices in each connected component of $T$ is $O(d^2)$. Thus, the runtime of the algorithm on any input with parameters $s$ and $d$ is upper bounded by $h(s,d) \times 2^{O(d^2)}$. To upper bound $h(s,d)$, first note that $h(a,d) + h(b,d) \leq h(a+b,d)$ because $h(a,d)$ and $h(b,d)$ represent the number of leaves of two independent subtrees. Now for each $C \subseteq E(X,Y)$, in $T[V(T) \setminus (V_X(C) \cup V_Y(\mathcal{E}(X,Y) \setminus C))]$, the undirected edge set $E(X,Y) = \emptyset$. Hence, the algorithm effectively solves $T[V(T) \setminus (V_X(C))]$ and $T[V(T) \setminus V_Y(\mathcal{E}(X,Y) \setminus C)]$ independently where by Lemma 16, the number of undirected edges is at most $\frac{s}{2} + \frac{d}{2}$ for each instance. Again by Lemma 16, $|E(X,Y)| \leq \frac{s}{2} + d$. Hence, the number of choices for $C \subseteq E(X,Y)$ is at most $2^{\frac{s}{2} + d}$. As we have seen for each $C$, the algorithm calls itself twice on graphs with the undirected edge set size at most $\frac{s}{2} + \frac{d}{2}$. So in total, the algorithm makes $2^{\frac{s}{2} + d + 1}$ recursive calls with parameter $\frac{s}{2} + \frac{d}{2}$. Thus $h(s,d)$ is upper bounded by the recurrence relation $h(s,d) \leq 2^{\frac{s}{2} + d + 1} h(\frac{s}{4} + \frac{d}{2}, d)$ which solves to $h(s,d) = 1.5874^s \cdot 2^{O(d \log s)}$. Hence, the runtime of the algorithm is bounded by $1.5874^s \cdot 2^{O(d \log s)} \cdot 2^{O(d^2)} \cdot n^{O(1)} = 1.5874^s \cdot 2^{O(d^2 + d \log s)} \cdot n^{O(1)}$. □

The proof of Lemma 11 completes the proof of our main result, an algorithm for TFVS with running time upper bounded by $O(1.466^n)$ and by $O(1.6181^k + n^{O(1)})$.
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Abstract

It is shown that the knapsack problem, which was introduced by Myasnikov et al. for arbitrary finitely generated groups, can be solved in $\text{NP}$ for graph groups. This result even holds if the group elements are represented in a compressed form by SLPs, which generalizes the classical $\text{NP}$-completeness result of the integer knapsack problem. We also prove general transfer results: $\text{NP}$-membership of the knapsack problem is passed on to finite extensions, HNN-extensions over finite associated subgroups, and amalgamated products with finite identified subgroups.
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1 Introduction

In their paper [36], Myasnikov, Nikolaev, and Ushakov started the investigation of classical discrete optimization problems, which are classically formulated over the integers, for arbitrary in general non-commutative groups. Among other problems, they introduced for a finitely generated group $G$ the knapsack problem and the subset sum problem. The input for the knapsack problem is a sequence of group elements $g_1, \ldots, g_k, g \in G$ (specified by finite words over the generators of $G$) and it is asked whether there exists a solution $(x_1, \ldots, x_k) \in \mathbb{N}^k$ of the equation $g_1^{x_1} \cdots g_k^{x_k} = g$. For the subset sum problem one restricts the solution to $\{0,1\}^k$. For the particular case $G = \mathbb{Z}$ (where the additive notation $x_1 \cdot g_1 + \cdots + x_k \cdot g_k = g$ is usually preferred) these problems are $\text{NP}$-complete if the numbers $g_1, \ldots, g_k$ are encoded in binary representation. For subset sum, this is a classical result from Karp’s seminal paper [24] on $\text{NP}$-completeness. Knapsack for integers is usually formulated in a more general form in the literature; $\text{NP}$-completeness of the above form (for binary encoded integers) was shown in [17], where the problem was called \textsc{multisubset sum}.\textsuperscript{1} Interestingly, if we consider subset sum for the group $G = \mathbb{Z}$, but encode the input numbers $g_1, \ldots, g_k, g$ in unary notation, then the problem is in $\text{DLOGTIME}$-uniform $\text{TC}^0$ (a small subclass of polynomial time and even of logarithmic space that captures the complexity of multiplication of binary encoded numbers) [14], and the same holds for knapsack, since the instance $x_1 \cdot g_1 + \cdots + x_k \cdot g_k = g$ has a
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\textsuperscript{1} Note that if we ask for a solution $(x_1, \ldots, x_k)$ in $\mathbb{Z}^k$, then knapsack can be solved in polynomial time (even for binary encoded integers) by checking whether $\gcd(g_1, \ldots, g_k)$ divides $g$. 
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solution if and only if it has a solution with \( x_i \leq k \cdot \left( \max\{g_1, \ldots, g_k, g\} \right)^3 \) [37]. This allows to reduce unary knapsack to unary subset sum. See [21] for related results.

In [36] the authors encode elements of the finitely generated group \( G \) by words over the group generators and their inverses. For \( G = \mathbb{Z} \) this representation corresponds to the unary encoding of integers. Among others, the following results were shown in [36]:

- Subset sum and knapsack can be solved in polynomial time for every hyperbolic group.
- Subset sum for a virtually nilpotent group (a finite extension of a nilpotent group) can be solved in polynomial time.
- There is an algorithm to reduce unary knapsack to unary subset sum. See [21] for related results.

Further results on knapsack and subset sum have been recently obtained in [27]:

- For a virtually nilpotent group, subset sum belongs to NL (nondeterministic logspace).
- There is a nilpotent group of class 2 (in fact, a direct product of sufficiently many copies of the discrete Heisenberg group \( H_3(\mathbb{Z}) \)), for which knapsack is undecidable.
- The knapsack problem for the discrete Heisenberg group \( H_3(\mathbb{Z}) \) is decidable. In particular, together with the previous point it follows that decidability of knapsack is not preserved under direct products.
- There is a polycyclic group with an NP-complete subset sum problem.
- The knapsack problem is decidable for every co-context-free group.

The focus of this paper will be on the knapsack problem. We will prove that this problem can be solved in NP for every graph group. Graph groups are also known as right-angled Artin groups or free partially commutative groups. A graph group is specified by a finite simple graph. The vertices are the generators of the group, and two generators \( a \) and \( b \) are allowed to commute if and only if \( a \) and \( b \) are adjacent. Graph groups somehow interpolate between free groups and free abelian groups and can be seen as a group counterpart of trace monoids (free partially commutative monoids), which have been used for the specification of concurrent behavior. In combinatorial group theory, graph groups are currently an active area of research, mainly because of their rich subgroup structure (see e.g. [5, 8, 16]).

To prove that knapsack belongs to NP for a graph group, we proceed in two steps: We first show that if an instance \( g_1^{x_1} \cdots g_k^{x_k} = g \) has a solution in a graph group, then it has a solution where every \( x_i \) is bounded exponentially in the input length (the total length of all words representing the group elements \( g_1, \ldots, g_k, g \)). We then guess the binary encodings of numbers \( n_1, \ldots, n_k \) that are bounded by the exponential bound from the previous point and verify in polynomial time the identity \( g_1^{n_1} \cdots g_k^{n_k} = g \). The latter problem is an instance of the so-called compressed word problem for a graph group. This is the classical word problem, where the input group element is given succinctly by a so-called straight-line program (SLP), which is a context-free grammar that produces a single word (here, a word over the group generators and their inverses). An SLP with \( n \) productions in Chomsky normal form can produce a string of length \( 2^n \). Nevertheless, the compressed word problem for a fixed graph group can be solved in polynomial time (see [29] for details).

In fact, our proof yields a stronger result: First, it yields an NP procedure for solving knapsack-like equations \( h_0 g_1^{x_1} h_1 \cdots h_{k-1} g_k^{x_k} h_k = 1 \) where some of the variables \( x_1, \ldots, x_k \) are allowed to be identical. We call such an equation an exponent equation. Hence, we prove that solvability of exponent equations over a graph group belongs to NP.

Second, we show that the latter result even holds when the group elements \( g_1, \ldots, g_k \) and \( h_0, \ldots, h_k \) are given succinctly by SLPS; we speak of solvability of compressed exponent equations. This is interesting since the SLP-encoding of group elements corresponds in the
case $G = \mathbb{Z}$ to the binary encoding of integers. Hence, membership in \textbf{NP} for solvability of compressed exponent equations over a graph group generalizes the classical \textbf{NP}-membership for knapsack (over $\mathbb{Z}$) to a much wider class of groups.

Furthermore, we extend the class of groups for which solvability of knapsack (resp. compressed exponent equations) is in \textbf{NP} by proving general transfer results. Our first transfer result states that if $H$ is a finite extension of $G$ and solvability of compressed exponent equations (or knapsack) is in \textbf{NP} for $G$, then the same holds for $H$. This provides such algorithms for the abundant class of \textit{virtually special groups}. These are finite extensions of subgroups of graph groups. Virtually special groups recently played a major role in a spectacular breakthrough in three-dimensional topology, namely the solution of the virtual Haken conjecture [1]. In the course of this development it turned out that the class of virtually special groups is very rich: It contains Coxeter groups [18], one-relator groups with torsion [41], fully residually free groups [41], and fundamental groups of hyperbolic 3-manifolds [1].

We also prove transfer results for HNN-extensions and amalgamated products with finite associated (resp. identified) subgroups in the case of the knapsack problem. These two constructions are of fundamental importance in combinatorial group theory [34]. Examples include Stallings’ decomposition of groups with infinitely many ends [38] or the construction of virtually free groups [9]. Moreover, these constructions are known to preserve a wide range of important structural and algorithmic properties [2, 6, 19, 22, 25, 26, 30, 31, 35].

A side product of our proof is that the set of all solutions $(x_1, \ldots, x_k) \in \mathbb{N}^k$ of an exponent equation $g_1^{x_1} \cdots g_k^{x_k} = g$ over a graph group is semilinear, and a semilinear representation can be produced effectively. This seems to be true for many groups, e.g., for all co-context-free groups [27]. On the other hand, for the discrete Heisenberg group $H_3(\mathbb{Z})$ solvability of exponent equations is decidable, but the set of all solutions of an exponent equation is not semilinear; it is defined by a single quadratic Diophantine equation [27].

Finally, we complement our upper bounds with a new lower bound: Knapsack and subset sum are both \textbf{NP}-complete for a direct product of two free groups of rank two ($F_2 \times F_2$). This group is the graph group corresponding to a cycle of length four. \textbf{NP}-hardness already holds for the case that the input group elements are specified by words over the generators (for SLP-compressed words, \textbf{NP}-hardness already holds for $\mathbb{Z}$) and the exponent variables are allowed to take values in $\mathbb{Z}$ (instead of $\mathbb{N}$). \textbf{NP}-completeness of subset sum for $F_2 \times F_2$ solves an open problem from [15].

A full version of this work can be found in the arXiv [33].

\textbf{Related work.} The knapsack problem is a special case of the more general \textit{rational subset membership problem}. A rational subset of a finitely generated monoid $M$ is the homomorphic image in $M$ of a regular language over the generators of $M$. In the rational subset membership problem for $M$ the input consists of a rational subset $L \subseteq M$ (specified by a finite automaton) and an element $m \in M$ and it is asked whether $m \in L$. It was shown in [32] that the rational subset membership problem for a graph group $G$ is decidable if and only if the corresponding graph has (i) no induced cycle on four nodes (C4) and (ii) no induced path on four nodes (P4). For the decidable cases, the precise complexity is open.

Knapsack for $G$ can be also viewed as the question, whether a word equation $z_1z_2 \cdots z_n = 1$, where $z_1, \ldots, z_n$ are variables, together with constraints of the form \{ $g^n \mid n \geq 0$ $\}$ for the variables has a solution in $G$. Such a solution is a mapping $\varphi \colon \{z_1, \ldots, z_n\} \to G$ such that $\varphi(z_1z_2 \cdots z_n)$ evaluates to 1 in $G$ and all constraints are satisfied. For another class of constraints (so-called normalized rational constraints, which do not cover constraints of...
the form \( \{ g^n \mid n \geq 0 \} \)}, solvability of general word equations was shown to be decidable (PSPACE-complete) for graph groups by Diekert and Muscholl [13]. This result was extended in [12] to a transfer theorem for graph products. A graph product is specified by a finite simple graph where every node is labeled with a group. The associated group is obtained from the free product of all vertex groups by allowing elements from adjacent groups to commute. Note that decidability of knapsack is not preserved under graph products: It is not even preserved under direct products (see the above mentioned results from [27]).

2 Words and Straight-Line Programs

For a word \( w \) we denote with \( \text{alph}(w) \) the set of symbols occurring in \( w \). The length of the word \( w \) is \( |w| \). A straight-line program, briefly SLP, is basically a context-free grammar that produces exactly one string. To ensure this, the grammar has to be acyclic and deterministic (every variable has a unique production where it occurs on the left-hand side). Formally, an SLP is a tuple \( \mathcal{G} = (V, \Sigma, \text{rhs}, S) \), where \( V \) is a finite set of variables (or nonterminals), \( \Sigma \) is the terminal alphabet, \( S \in V \) is the start variable, and \( \text{rhs} \) maps every variable to a right-hand side \( \text{rhs}(A) \in (V \cup \Sigma)^* \). We require that there is a linear order \( < \) on \( V \) such that \( B < A \) whenever \( B \in N \cap \text{alph}(\text{rhs}(A)) \). Every variable \( A \in V \) derives to a unique string \( \text{val}_G(A) \) by iteratively replacing variables by the corresponding right-hand sides, starting with \( A \). Finally, the string derived by \( \mathcal{G} \) is \( \text{val}(\mathcal{G}) = \text{val}_G(S) \).

Let \( \mathcal{G} = (V, \Sigma, \text{rhs}, S) \) be an SLP. The size of \( \mathcal{G} \) is \( |\mathcal{G}| = \sum_{A \in V} |\text{rhs}(A)| \), i.e., the total length of all right-hand sides. A simple induction shows that for every SLP \( \mathcal{G} \) of size \( m \) one has \( |\text{val}(\mathcal{G})| \leq O(3^m/3) \leq 2^{O(m)} \) [7, proof of Lemma 1]. On the other hand, it is straightforward to define an SLP \( \mathcal{H} \) of size \( 2n \) such that \( |\text{val}(\mathcal{H})| \geq 2^n \). This justifies to see an SLP \( \mathcal{G} \) as a compressed representation of the string \( \text{val}(\mathcal{G}) \), and exponential compression rates can be achieved in this way. More details on SLPs can be found in [29].

3 Knapsack and Exponent Equations

We assume that the reader has some basic knowledge concerning (finitely generated) groups (see e.g. [34] for further details). Let \( G \) be a finitely generated group, and let \( A \) be a finite generating set for \( G \). Then, elements of \( G \) can be represented by finite words over the alphabet \( A^{\pm 1} = A \cup A^{-1} \). An exponent equation over \( G \) is an equation of the form

\[
v_0 u_1^{a_1} v_1 u_2^{a_2} v_2 \cdots u_n^{a_n} v_n = 1
\]

where \( u_1, u_2, \ldots, u_n, v_0, v_1, \ldots, v_n \in G \) are group elements that are given by finite words over the alphabet \( A^{\pm 1} \) and \( x_1, x_2, \ldots, x_n \) are not necessarily distinct variables. Such an exponent equation is solvable if there exists a mapping \( \sigma : \{ x_1, \ldots, x_n \} \to \mathbb{N} \) such that \( v_0 u_1^{\sigma(x_1)} v_1 u_1^{\sigma(x_2)} v_2 \cdots u_n^{\sigma(x_n)} v_n = 1 \) in the group \( G \). Solvability of exponent equations over \( G \) is the following computational problem:

**Input:** An exponent equation \( E \) over \( G \) (where elements of \( G \) are specified by words over the group generators and their inverses).

**Question:** Is \( E \) solvable?

The knapsack problem for the group \( G \) is the restriction of solvability of exponent equations over \( G \) to exponent equations of the form \( u_1^{x_1} u_2^{x_2} \cdots u_n^{x_n} u^{-1} = 1 \) or, equivalently, \( u_1^{x_1} u_2^{x_2} \cdots u_n^{x_n} = u \) where the exponent variables \( x_1, \ldots, x_n \) have to be pairwise different.

We will also study a compressed version of exponent equations over \( G \), where elements of \( G \) are given by SLPs over \( A^{\pm 1} \). A compressed exponent equation is an exponent equation
Let $v_0 u_1^x v_1 u_2^x v_2 \cdots u_n^x v_n = 1$ where the group elements $u_1, u_2, \ldots, u_n, v_0, v_1, \ldots, v_n \in G$ are given by SLPs over the terminal alphabet $A^{\pm 1}$. The sum of the sizes of these SLPs is the size of the compressed exponent equation. Let us define solvability of compressed exponent equations over $G$ as the following computational problem:

**Input:** A compressed exponent equation $E$ over $G$.

**Question:** Is $E$ solvable?

The compressed knapsack problem for $G$ is defined analogously. Note that with this terminology, the classical knapsack problem for binary encoded integers is the compressed knapsack problem for the group $\mathbb{Z}$. The binary encoding of an integer can be easily transformed into an SLP over the alphabet \{a, a^{-1}\} (where $a$ is a generator of $\mathbb{Z}$) and vice versa. Here, the number of bits in the binary encoding and the size of the SLP are linearly related.

It is a simple observation that the decidability and complexity of solvability of (compressed) exponent equations over $G$ as well as the (compressed) knapsack problem for $G$ does not depend on the chosen finite generating set for the group $G$. Therefore, we do not have to mention the generating set explicitly in these problems.

**Remark 1.** Since we are dealing with a group, one might also allow solution mappings $\sigma : \{x_1, \ldots, x_n\} \rightarrow \mathbb{Z}$ to the integers. But this variant of solvability of (compressed) exponent equations can be reduced to the above version, where $\sigma$ maps to $\mathbb{N}$, by simply replacing a power $u_i^x$ by $u_i^x (u_i^{-1})^{\sigma_i}$, where $y_i$ is a fresh variable.

The goal of this paper is to prove the decidability of solvability of exponent equations for so-called graph groups. We actually prove that solvability of compressed exponent equations for a graph group belongs to NP. Graph groups will be introduced in the next section.

## 4 Traces and Graph Groups

Let $(A, I)$ be a finite simple graph. In other words, the edge relation $I \subseteq A \times A$ is irreflexive and symmetric. It is also called the independence relation, and $(A, I)$ is called an independence alphabet. We consider the monoid $\mathbb{M}(A, I) = A^*/\equiv_I$, where $\equiv_I$ is the smallest congruence relation on the free monoid $A^*$ that contains all pairs $(ab, ba)$ with $a, b \in A$ and $(a, b) \in I$. This monoid is called a trace monoid or partially commutative free monoid; it is cancellative, i.e., $xy = xz$ or $gx = xz$ implies $y = z$. Elements of $\mathbb{M}(A, I)$ are called Mazurkiewicz traces or simply traces. The trace represented by the word $u$ is denoted by $[u],_I$ or simply $u$ if no confusion can arise. For a language $L \subseteq A^*$ we denote with $[L]_I = \{ u \in A^* \mid \exists v \in L : u \equiv_I v \}$ its partially commutative closure. The length of the trace $[u]_I$ is $|[u]_I| = |u|$ and its alphabet is $\text{alph}([u]_I) = \text{alph}(u)$. It is easy to see that these definitions do not depend on the concrete word that represents the trace $[u]_I$. For subsets $B, C \subseteq A$ we write $BIC$ for $B \times C \subseteq I$. If $B = \{a\}$ we simply write $aIC$. For traces $s, t$ we write $sIt$ for $\text{alph}(s)I\text{alph}(t)$. The empty trace $[\varepsilon]_I$ is the identity element of the monoid $\mathbb{M}(A, I)$ and is denoted by $1$. A trace $t$ is connected if we cannot factorize $t$ as $t = uv$ with $u \neq 1 \neq v$ and $uIC$. For a trace $t \in \mathbb{M}(A, I)$ let $\rho(t)$ be the number of prefixes of $t$. We will use the following statement from [4].

**Lemma 2.** Let $t \in \mathbb{M}(A, I)$ be a trace of length $n$. Then $\rho(t) \in O(n^\alpha)$, where $\alpha$ is the size of a largest clique of the complementary graph $(A, I)^c = (A, (A \times A) \setminus I)$.

We define the group $\mathbb{G}(A, I) = \langle A \mid ab = ba \rangle ((a, b) \in I)$. Such a group is called a graph group, or right-angled Artin group, or free partially commutative group. Here, we use the term graph group. We represent elements of $\mathbb{G}(A, I)$ by traces over an extended independence alphabet. For this, let $A^{-1} = \{a^{-1} \mid a \in A\}$ be a disjoint copy of the alphabet $A$, and let
\( A^{\pm 1} = A \cup A^{-1} \). We define \((a^{-1})^{-1} = a\) and for a word \(w = a_1a_2 \cdots a_n\) with \(a_i \in A^{\pm 1}\) we define \(w^{-1} = a_n^{-1} \cdots a_2^{-1}a_1^{-1}\). This defines an involution (without fixed points) on \((A^{\pm 1})^*\). We extend the independence relation \(I\) to \(A^{\pm 1}\) by \((a^2, b^2) \in I\) for all \((a, b) \in I\) and \(x, y \in \{-1, 1\}\).

For a trace \(t = [u]_I\) \((u \in (A^{\pm 1})^*)\) we can then define \(t^{-1} = [u^{-1}]_I\). This is well-defined, since \(u \equiv v\) implies \(u^{-1} \equiv v^{-1}\). There is a canonical surjective morphism \(h : M(A^{\pm 1}, I) \to G(A, I)\) that maps every symbol \(a \in A^{\pm 1}\) to the corresponding group element. Of course, \(h\) is not injective, but we can easily define a subset \(\text{IRR}(A^{\pm 1}, I) \subseteq M(A^{\pm 1}, I)\) of irreducible traces such that \(h\) restricted to \(\text{IRR}(A^{\pm 1}, I)\) is bijective. The set \(\text{IRR}(A^{\pm 1}, I)\) consists of all traces \(t \in M(A^{\pm 1}, I)\) such that \(t\) does not contain a factor \([aa^{-1}]_I\) with \(a \in A^{\pm 1}\), i.e., there do not exist \(u, v \in M(A^{\pm 1}, I)\) and \(a \in A^{\pm 1}\) such that in \(M(A^{\pm 1}, I)\) we have a factorization \(t = [u[aa^{-1}]_Iv\]. For every trace \(t\) there exists a corresponding irreducible normal form that is obtained by removing from \(t\) factors \([aa^{-1}]_I\) with \(a \in A^{\pm 1}\) as long as possible. It can be shown that this reduction process is terminating (which is trivial since it reduces the length) and confluent (in \([28]\) a more general confluence lemma for graph products of monoids is shown). Hence, the irreducible normal form of \(t\) does not depend on the concrete order of reduction steps. For a group element \(g \in G(A, I)\) we denote with \(|g|\) the length of the unique trace \(t \in \text{IRR}(A^{\pm 1}, I)\) such that \(h(t) = g\).

### 5 Three Auxiliary Results

Based on Levi’s lemma for traces (see e.g. \([10,\ pp.\ 74]\)) one can show the following factorization result for powers of a connected trace.

**Lemma 3.** Let \(u \in M(A, I) \setminus \{1\}\) be a connected trace and \(m \in \mathbb{N}, m \geq 2\). Then, for all \(x \in \mathbb{N}\) and traces \(y_1, \ldots, y_m\) we have: \(u^x = y_1y_2 \cdots y_m\) if and only if there exist traces \(p_{i,j}\) (\(1 \leq j \leq i \leq m\)), \(s_i\) (\(1 \leq i \leq m\)) and \(x_i, c_i \in \mathbb{N}\) (\(1 \leq i \leq m, 1 \leq j \leq m - 1\)) such that:

- \(y_i = (\prod_{j=1}^{i-1} p_{i,j})u^{x_is_i}\) for all \(1 \leq i \leq m\),
- \(p_{i,j}I_{p_{k,l}}\) if \(j < l < k < i\) and \(p_{i,j}I_{u^{x_k}s_k}\) if \(j < k < i\),
- \(s_m = 1\) and for all \(1 \leq j < m\), \(s_j \prod_{i=j+1}^{m} p_{i,j} = u^{s_j}\),
- \(c_j \leq |A|\) for all \(1 \leq j \leq m - 1\),
- \(x = \sum_{i=1}^{m} x_i + \sum_{i=1}^{m-1} c_i\).

**Remark 4.** In Section 6 we will apply Lemma 3 to replace an equation \(u^x = y_1y_2 \cdots y_m\) (where \(x, y_1, \ldots, y_m\) are variables and \(u\) is a connected concrete trace) by an equivalent disjunction. Note that the length of all factors \(p_{i,j}\) and \(s_i\) above is bounded by \(|A| \cdot |u|\). Hence, one can guess these traces as well as the numbers \(c_j \leq |A|\) (the guess results in a disjunction). We can also guess which of the numbers \(x_i\) are zero and which are greater than zero. After these guesses we can verify the independences \(p_{i,j}I_{p_{k,l}}\) (\(j < l < k < i\)) and \(p_{i,j}I_{u^{x_k}s_k}\) (\(j < k < i\)), and the identities \(s_m = 1, s_j \prod_{i=j+1}^{m} p_{i,j} = u^{s_j}\) (\(1 \leq j < m\)). If one of them does not hold, the specific guess does not contribute to the disjunction. In this way, we can replace the equation \(u^x = y_1y_2 \cdots y_m\) by a disjunction of formulas of the form

\[
\exists x_i > 0 (i \in K) : x = \sum_{i \in K} x_i + c \wedge \bigwedge_{i \in K} y_i = p_{i}u^{x_is_i} \wedge \bigwedge_{i \in [1, m] \setminus K} y_i = p_is_i,
\]

where \(K \subseteq [1, m]\), \(c \leq |A| \cdot (m - 1)\) and the \(p_{i}, s_{i}\) are concrete traces of length at most \(|A| \cdot (m - 1)\). The number of disjuncts in the disjunction is not important for our purpose.

The second auxiliary result that we need is (recall that \(\rho(t)\) is the number of prefixes of the trace \(t\)):

\[
\exists x_i > 0 (i \in K) : x = \sum_{i \in K} x_i + c \wedge \bigwedge_{i \in K} y_i = p_{i}u^{x_is_i} \wedge \bigwedge_{i \in [1, m] \setminus K} y_i = p_is_i,
\]
Lemma 5. Let \( p,q,u,v,s,t \in M(A,I) \) such that \( u \neq 1 \) and \( v \neq 1 \) are connected. Furthermore, let \( m = \max\{\rho(p),\rho(q),\rho(s),\rho(t)\} \) and \( n = \max\{\rho(u),\rho(v)\} \). Then the set \( L(p,u,s,q,v,t) := \{(x,y) \in \mathbb{N} \times \mathbb{N} \mid pu^xsv = qu^yst\} \) is semilinear and is a union of \( O(m^8 \cdot n^{4|A|}) \) many linear sets of the form \( \{(a+bz,c+dz) \mid z \in \mathbb{N}\} \) with \( a,b,c,d \in O(m^8 \cdot n^{4|A|}) \).

The proof of Lemma 5 applies the theory of recognizable trace languages. We construct an automaton for the language \( L = [pu^x]_I \cap [qv^y]_I \) with at most \( 4m^4 \cdot n^2|A| \) states. Then, we analyze the set of all lengths of words from \( L \) using results from unary finite automata [39].

Finally, we need a bound on the norm of a smallest vector in a certain kind of semilinear sets. We easily obtain this bound from a result by zur Gathen and Sieveking [40].

Lemma 6. Let \( A \in \mathbb{Z}^{n \times m}, \pi \in \mathbb{Z}^n, C \in \mathbb{N}^{k \times m}, \tau \in \mathbb{N}^k \). Let \( \beta \) be an upper bound for the absolute value of all entries in \( A, \pi, C, \tau \). The set \( L = \{C\pi + \tau \mid \pi \in \mathbb{N}^m, A\pi = \pi\} \subseteq \mathbb{N}^k \) is semilinear. Moreover, if \( L \neq \emptyset \) then \( L \) contains a vector with all entries bounded by \( \beta + n! \cdot m \cdot (m+1) \cdot \beta^{m+1} \).

6 Exponent Equations in Graph Groups

In this section, we prove the following two statements, where \( G \) is a fixed graph group:

- The set of solutions of an exponent equation over \( G \) is (effectively) semilinear.
- Solvability of compressed exponent equations over \( G \) belongs to \( \text{NP} \).

In the next section, we will extend these results to the larger class of virtually special groups. We start with some definitions. As usual, we fix an independence alphabet \( (A,I) \). In the following we will consider reduction rules on sequences of traces. For better readability we separate the consecutive traces in such a sequence by commas. Let \( u_1, u_2, \ldots, u_n \in \text{IRR}((A^\pm,I)) \) be irreducible traces. The sequence \( u_1, u_2, \ldots, u_n \) is \( I \)-freely reducible if the sequence \( u_1, u_2, \ldots, u_n \) can be reduced to the empty sequence \( \varepsilon \) by the following rules:

- \( u_i, u_j \to u_j, u_i \) if \( u_i u_j \neq 1 \) in \( G(A,I) \),
- \( u_i, u_j \to \varepsilon \) if \( u_i = u_j^{-1} \) in \( G(A,I) \),
- \( u_i \to \varepsilon \) if \( u_i = \varepsilon \) (this rule deletes the empty trace \( \varepsilon \) from a sequence of traces).

A concrete sequence of these rewrite steps leading to the empty sequence is a reduction of the sequence \( u_1, u_2, \ldots, u_n \). Such a reduction can be seen as a witness for the fact that \( u_1 u_2 \cdots u_n = 1 \) in \( G(A,I) \). On the other hand, \( u_1 u_2 \cdots u_n = 1 \) does not necessarily imply that \( u_1, u_2, \ldots, u_n \) has a reduction. For instance, the sequence \( a^{-1}, ab, b^{-1} \) has no reduction. But we can show that every sequence which multiplies to \( 1 \) in \( G \) can be refined (by factorizing the elements of the sequence) such that the resulting refined sequence has a reduction. For getting an \( \text{NP} \)-algorithm, it is important to bound the length of the refined sequence exponentially in the length of the initial sequence.

Lemma 7. Let \( n \geq 2 \) and \( u_1, u_2, \ldots, u_n \in \text{IRR}(A^\pm,I) \). If \( u_1 u_2 \cdots u_n = 1 \) in \( G(A,I) \), then there exist factorizations \( u_i = u_{i,1} \cdots u_{i,k_i} \) such that the sequence

\[
u_1,1, \ldots, u_1,k_1, \ u_2,1, \ldots, u_2,k_2, \ldots, u_n,1, \ldots, u_n,k_n\]

is \( I \)-freely reducible. Moreover, \( \sum_{i=1}^n k_i \leq 2^n - 2 \).

We now come to the main technical result of this paper:

Theorem 8. Let \( u_1, u_2, \ldots, u_n \in G(A,I) \setminus \{1\}, v_0, v_1, \ldots, v_n \in G(A,I) \) and let \( x_1, \ldots, x_n \) be variables (we may have \( x_i = x_j \) for \( i \neq j \)) ranging over \( \mathbb{N} \). Then, the set of solutions of the exponent equation

\[
v_0 u_1^{x_1} v_1 u_2^{x_2} v_2 \cdots u_n^{x_n} v_n = 1,
\]

is semilinear.
is semilinear. Furthermore, if there exists a solution, then there is a solution such that
\[ x_1 \in \mathcal{O}(\{an\} \cdot 2\alpha^{2n} \cdot \max\{\mu\}, \mu_\alpha \cdot \lambda^{2n} \cdot \lambda^{\alpha}), \]
where
\[ \alpha \leq |A| \] is the size of a largest clique of the complementary graph \((A, I)^c = (A, (A \times A) \setminus I), \]
\[ \lambda = \max\{|u_1|, |u_2|, \ldots, |v_n|, |v_1|, \ldots, |v_n|\}, \]
\[ \mu \in \mathcal{O}(\{A\} \cdot 2\alpha^{2n} \cdot \lambda^{\alpha}), \]
and
\[ \nu \in \mathcal{O}(\lambda^{\alpha}). \]

**Proof.** Let us choose irreducible traces for \(u_1, u_2, \ldots, u_n, v_0, v_1, \ldots, v_n; \) we denote these traces with the same letters as the group elements. A trace \(u\) is called cyclically reduced if there do not exist \(a \in A^{\pm 1}\) and \(v\) such that \(u = ava^{-1}\). For every trace \(u\) there exist unique traces \(p, v\) such that \(u = wpv^{-1}\) and \(w\) is cyclically reduced (since the reduction relation \(a^{-1}xa \to x\) is terminating and confluent [11, Lemma 16]). These traces \(p\) and \(w\) can be computed in polynomial time. Note that for a cyclically reduced irreducible trace \(w\), every power \(w^m\) is irreducible. Let \(u_i = p_i wp_i^{-1}\) with \(w_i\) cyclically reduced. By replacing every \(u_i^{x_i}\) by \(p_i u_i^{x_i} p_i^{-1}\), we can assume that all \(u_i\) are cyclically reduced and irreducible. In case one of the traces \(u_i\) is not connected, we can write \(u_i = u_{i,1} u_{i,2}\) with \(u_{i,1}\) and \(u_{i,2}\) irreducible. Thus, we can replace the power \(u_i^{x_i}\) by \(u_{i,1}^{x_i} u_{i,2}^{x_i}\). Note that \(u_{i,1}\) and \(u_{i,2}\) are still irreducible and cyclically reduced. By doing this, the number \(n\) from the theorem multiplies by at most \(\alpha\) (which is the maximal number of pairwise independent letters). In order to keep the notation simple we still use the letter \(n\) for the number of \(u_i\), but at the end of the proof we have to multiply \(n\) by \(\alpha\) in the derived bound. Hence, for the further proof we can assume that all \(u_i\) are connected, irreducible and cyclically reduced. Let \(\lambda\) be the maximal length of one of the traces \(u_1, u_2, \ldots, u_n, v_0, v_1, \ldots, v_n\), which does not increase by the above preprocessing.

We now apply Lemma 7 to the equation (1), where every \(u_i^{x_i}\) is viewed as a single factor. Note that by our preprocessing, all factors \(u_1^{x_1}, u_2^{x_2}, \ldots, u_n^{x_n}, v_0, \ldots, v_n\) are irreducible (for all choices of the \(x_i\)). By taking the disjunction over (i) all possible factorizations of the \(2n + 1\) factors \(u_1^{x_1}, u_2^{x_2}, \ldots, u_n^{x_n}, v_0, \ldots, v_n\) into totally at most \(2n^{n+1} - 2\) factors and (ii) all possible reductions of the resulting refined factorization of \(v_0 u_1^{x_1} v_1 u_2^{x_2} v_2 \cdots u_n^{x_n} \ldots v_n\), it follows that (1) is equivalent to a disjunction of statements of the following form: There exist traces \(y_{i,1}, \ldots, y_{i,k_i} (1 \leq i \leq n)\) and \(z_{i,1}, \ldots, z_{i,l_i} (0 \leq i \leq n)\) such that

- (a) \(u_i^{x_i} = y_{i,1} \cdots y_{i,k_i} (1 \leq i \leq n)\)
- (b) \(v_i = z_{i,1} \cdots z_{i,l_i} (0 \leq i \leq n)\)
- (c) \(y_{i,j} I_{y_{i,k}} I_{y_{i,l}} \) for all \((i, j, k, l) \in J_1\)
- (d) \(y_{i,j} I_{z_{i,k}} I_{z_{i,l}} \) for all \((i, j, k, l) \in J_2\)
- (e) \(z_{i,j} I_{z_{i,k}} I_{z_{i,l}} \) for all \((i, j, k, l) \in J_3\)
- (f) \(y_{i,j} = z_{i,j}^{-1} \) for all \((i, j, k, l) \in M_1\)
- (g) \(y_{i,j} = z_{i,j}^{-1} \) for all \((i, j, k, l) \in M_2\)
- (h) \(z_{i,j} = z_{i,j}^{-1} \) for all \((i, j, k, l) \in M_3\)

Here, the numbers \(k_i\) and \(l_i\) sum up to at most \(2n^{n+1} - 2\) (hence, some \(k_i\) can be exponentially large, whereas \(l_i\) can be bound by the length of \(v_i\), which is at most \(\lambda\)). The tuple sets \(J_1, J_2, J_3\) collect all independences between the factors \(y_{i,j}, z_{i,k}\) that are necessary to carry out the chosen reduction of the refined left-hand side in (1). Similarly, the tuple sets \(M_1, M_2, M_3\) tell us which of the factors \(y_{i,j}, z_{i,k}\) cancels against which of the factors \(y_{i,j}, z_{i,k}\) in our chosen reduction of the refined left-hand side in (1). Note that every factor \(y_{i,j}\) (resp., \(z_{i,k}\)) appears in exactly one of the identities (f), (g), (h) (since in the reduction every factor cancels against another unique factor).

Next, we simplify our statements. Since the \(v_i\) are concrete traces (of length at most \(\lambda\)), we can take a disjunction over all possible factorizations \(v_i = v_{i,1} \cdots v_{i,l_i} (1 \leq i \leq n + 1)\). This allows to replace every variable \(z_{i,j}\) by a concrete trace \(v_{i,j}\). Statements of the form \(v_{i,j} I_{k_{i,j}} I_{k_{i,l}}\) and \(v_{i,j} = v_{k_{i,j}}^{-1}\) can, of course, be eliminated. Moreover, if there is an identity \(y_{i,j} = v_{k_{i,j}}^{-1}\) then we can replace the variable \(y_{i,j}\) by the concrete trace \(v_{k_{i,j}}^{-1}\) (of length at most \(\lambda\)).
In the next step, we replace statements of the form \( u_i^{x_i} = y_{i,1} \cdots y_{i,k_i} \) (1 \( \leq i \leq n \)). Note that some of the variables \( y_{i,j} \) might have been replaced by concrete traces of length at most \( \lambda \).

We apply to each of these equations Lemma 3, or better Remark 4. This allows us to replace every equation \( u_i^{x_i} = y_{i,1} \cdots y_{i,k_i} \) (1 \( \leq i \leq n \)) by a disjunction of statements of the following form: There exist numbers \( x_{i,j} > 0 \) (1 \( \leq i \leq n \), \( j \in K_i \)) such that

\[
x_i = c_i + \sum_{j \in K_i} x_{i,j} \text{ for all } 1 \leq i \leq n,
\]

\[
y_{i,j} = p_{i,j} u_i^{x_{i,j}} s_{i,j} \text{ for all } 1 \leq i \leq n, j \in K_i,
\]

\[
y_{i,j} = p_{i,j} s_{i,j} \text{ for all } 1 \leq i \leq n, j \in [1, k_i] \setminus K_i.
\]

Here, \( K_i \subseteq [1, k_i] \), the \( c_i \) are concrete numbers with \( c_i \leq |A| \cdot (k_i - 1) \), and the \( p_{i,j}, s_{i,j} \) are concrete traces of length at most \( |A| \cdot (k_i - 1) \cdot |u_i| \leq |A| \cdot (2^{2n+1} - 3) \cdot \lambda \). Hence, the lengths of these traces can be exponential in \( n \).

Note that since \( x_i > 0 \), we know the alphabet of \( y_{i,j} = p_{i,j} u_i^{x_{i,j}} s_{i,j} \) (resp., \( y_{i,j} = p_{i,j} s_{i,j} \)). This allows us to replace all independences of the form \( y_{i,j} y_{k,l} \) for \( (i, j, k, l) \in J_1 \) (see (c)) and \( y_{i,j} z_{k,l} \) for \( (i, j, k, l) \in J_2 \) (see (d)) by concrete truth values. Note that all variables \( z_{k,l} \) have already been replaced by concrete traces. If \( y_{i,j} \) was already replaced by a concrete trace, then we can determine from an equation \( y_{i,j} = p_{i,j} u_i^{x_{i,j}} s_{i,j} \) the exponent \( x_{i,j} \). Since \( y_{i,j} \) was replaced by a trace of length at most \( \lambda \) (a small number), we get \( x_{i,j} \leq \lambda \), and we can replace \( x_{i,j} \) in \( x_i = \sum_{j \in K_i} x_{i,j} + c_i \) by a concrete number of size at most \( \lambda \). Finally, if \( y_{i,j} \) was replaced by a concrete trace, and we have an equation of the form \( y_{i,j} = p_{i,j} s_{i,j} \), then the resulting identity is either true or false and can be eliminated.

After this step, we obtain a disjunction of statements of the following form: There exist numbers \( x_{i,j} > 0 \) (1 \( \leq i \leq n \), \( j \in K_i' \)) such that

(a') \( x_i = c_i + \sum_{j \in K_i'} x_{i,j} \) for all 1 \( \leq i \leq n \), and

(b') \( p_{i,j} u_i^{x_{i,j}} s_{i,j} = s_{k_i}^{-1}(u_k^{-1})^{x_{i,j}} p_k^{-1} \) for all \((i,j,k,l) \in M \).

Here, \( K_i' \subseteq K_i \) is a set of size at most \( k_i \leq 2^{2n+1} - 2 \), \( c_i \leq |A| \cdot (k_i - 1) + \lambda \cdot k_i < (|A| + \lambda) \cdot (2^{2n+1} - 2) \), and the \( p_{i,j}, s_{i,j} \) are concrete traces of length at most \( |A| \cdot (2^{2n+1} - 3) \cdot \lambda \).

The set \( M \) specifies a matching in the sense that for every exponent \( x_{a,b} \) (1 \( \leq a \leq n \), \( b \in K_i' \)) there is a unique \((i,j,k,l) \in M \) such that \((i,j) = (a,b) \) or \((k,l) = (a,b) \).

We now apply Lemma 5 to the identities \( p_{i,j} u_i^{x_{i,j}} s_{i,j} = s_{k_i}^{-1}(u_k^{-1})^{x_{i,j}} p_k^{-1} \). Each such identity can be replaced by a disjunction of constraints

\[
(x_{i,j,l}, x_{k,l}) \in \{(a_{i,j,k,l} + b_{i,j,k,l} \cdot z_{i,j,k,l}, c_{i,j,k,l} + d_{i,j,k,l} \cdot z_{i,j,k,l}) \mid z_{i,j,k,l} \in \mathbb{N}\}.
\]

For the numbers \( a_{i,j,k,l}, b_{i,j,k,l}, c_{i,j,k,l}, d_{i,j,k,l} \) we obtain the bound

\[
a_{i,j,k,l}, b_{i,j,k,l}, c_{i,j,k,l}, d_{i,j,k,l} \in \mathcal{O}(\mu^8 \cdot \nu^{|A|})
\]

(the alphabet of the traces is \( A^{\pm 1} \) which has size \( 2|A| \)), therefore, we have to multiply in Lemma 5 \( |A| \) by 2, where, by Lemma 2,

\[
\mu = \max\{\rho(p_{i,j}), \rho(p_{k,l}), \rho(s_{i,j}), \rho(s_{k,l})\} \in \mathcal{O}(|A|^\alpha \cdot 2^{2n} \cdot \lambda^\alpha) \quad \text{and} \quad \nu = \max\{\rho(u_i), \rho(u_k)\} \in \mathcal{O}(\lambda^\alpha).
\]

Note that \( \rho(t) = \rho(t^{-1}) \) for every trace \( t \). The above condition (a') for \( x_i \) can be written as

\[
x_i = c_i + \sum_{(i,j,k,l) \in M} (a_{i,j,k,l} + b_{i,j,k,l} \cdot z_{i,j,k,l}) + \sum_{(k,l,i,j) \in M} (c_{k,l,i,j} + d_{k,l,i,j} \cdot z_{k,l,i,j}).
\]

Note that the two sums in this equation contain in total \( |K_i'| \leq 2^{2n+1} \) many summands (since for every \( j \in K_i' \) there is a unique pair \((k,l) \) with \((i,j,k,l) \in M \) or \((k,l,i,j) \in M \)).
Hence, after a renaming of symbols, the initial equation (1) becomes equivalent to a finite disjunction of statements of the form: There exist $z_1, \ldots, z_m \in \mathbb{N}$ (these $z_i$ are the above $z_{i,j}$, and $m = \max_i |K'_i|)$ such that

$$x_i = a_i + \sum_{j=1}^{m} a_{i,j}z_j \text{ for all } 1 \leq i \leq n. \quad (4)$$

Moreover, we have the following size bounds:

- $m = \max_i |K'_i| \leq 2^{2n+1}$,
- $a_i \in \mathcal{O}(c_i + |K'_i| \cdot \mu^8 \cdot \nu^{|A|}) \subseteq \mathcal{O}(2^{2n}(|A| + \lambda + \mu^8 \cdot \nu^{|A|})) \subseteq \mathcal{O}(2^{2n} \cdot \mu^8 \cdot \nu^{|A|})$
- $a_{i,j} \in \mathcal{O}(\mu^8 \cdot \nu^{|A|})$

Recall that some of the variables $x_i$ can be identical. W.l.o.g. assume that $x_1, \ldots, x_k$ are pairwise different and for all $k+1 \leq i \leq n, x_i = x_{f(i)}$, where $f : [k+1, n] \rightarrow [1, k]$. Then, the system of equations (4) is equivalent to

$$x_i = a_i + \sum_{j=1}^{m} a_{i,j}z_j \quad (1 \leq i \leq k) \quad \text{and} \quad a_i - a_{f(i)} = \sum_{j=1}^{m} (a_{f(i),j} - a_{i,j})z_j \quad (k+1 \leq i \leq n).$$

The set of all $(x_1, \ldots, x_k) \in \mathbb{N}^k$ for which there exist $z_1, \ldots, z_m \in \mathbb{N}$ satisfying these equalities is semilinear by Lemma 6, and if it is non-empty then it contains $(x_1, \ldots, x_k) \in \mathbb{N}^k$ such that $x_i \in \mathcal{O}(n! \cdot m^2 \cdot 2^{2n(n+1)} \cdot \mu^8(n+1) \cdot \nu^{|A|(n+1)}) \subseteq \mathcal{O}(n! \cdot 2^{2n(n+1)} \cdot \mu^8(n+1) \cdot \nu^{|A|(n+1)})$. Recall that in this bound we have to replace $n$ by $\alpha \cdot n$ due to the initial preprocessing. This proves the theorem.

**Theorem 9.** Let $(A, I)$ be a fixed independence alphabet. Solvability of compressed exponent equations over the graph group $G(A, I)$ is in NP.

**Proof.** Consider a compressed exponent equation $E = (v_0 u_1^{x_1} v_1 u_2^{x_2} v_2 \cdots u_n^{x_n} v_n = 1)$, where $u_k = \text{val}(G_k)$ and $v_i = \text{val}(H_i)$ for SLPs $G_1, \ldots, G_n, H_0, \ldots, H_n$, which form the input. Let $m = \max(|G_1|, \ldots, |G_n|, |H_0|, \ldots, |H_n|), \lambda = \max(|u_1|, |u_2|, \ldots, |u_n|, |v_0|, |v_1|, \ldots, |v_n|) \in 2^{\mathcal{O}(m)}$. By Thm. 8 we know that if there exists a solution for $E$ then there exists a solution $\sigma$ with $\sigma(x_i) \in \mathcal{O}((|A|^\alpha |G| \cdot 2^{2n^2 n(n+3)} \cdot \mu^8(n+1) \cdot \nu^{|A|(n+1)})$, where $\mu \in \mathcal{O}([A]^{\alpha} \cdot 2^{2n^2} \cdot \lambda^\alpha)$, $\nu \in \mathcal{O}(\lambda^\alpha)$, and $\alpha \leq |A|$. Note that the bound on the $\sigma(x_i)$ is exponential in the input length (the sum of the sizes of all $G_i$ and $H_i$). Hence, we can guess in polynomial time the binary encodings of numbers $k_i \in \mathcal{O}((|A|^\alpha |G| \cdot 2^{2n^2 n(n+3)} \cdot \mu^8(n+1) \cdot \nu^{|A|(n+1)})$ (where $k_i = k_j$ if $x_i = x_j$). It remains to verify the identity $v_0 u_1^{k_1} v_1 u_2^{k_2} v_2 \cdots u_n^{k_n} v_n = 1$ in $G(A, I)$, where all $u_i$ and $v_i$ are given by SLPs. This is an instance of the so-called compressed word problem for $G(A, I)$, where the input consists of an SLP $G$ over the alphabet $A^{\pm 1}$ and it is asked whether $\text{val}(G) = 1$ in $G(A, I)$. Note that the big powers $\text{val}(G_k)^{k_i}$ can be produced with the productions of $G_i$ and additional $\log k_i$ many productions (using iterated squaring). Since the compressed word problem for a graph group can be solved in polynomial time [29] (NP would suffice), the theorem follows. For the last step, it is important that $(A, I)$ is fixed.

**Remark 10.** Note that the bound on the exponents $\sigma(x_i)$ in the previous proof is still exponential in the input length if the independence alphabet $(A, I)$ is part of the input as well. The problem is that we do not know whether the uniform compressed word problem for graph groups (where the input is an independence alphabet $(A, I)$ together with an SLP over the terminal alphabet $A^{\pm 1}$) can be solved in polynomial time or at least in NP. The latter would suffice to get an NP-algorithm for solvability of compressed exponent equations over a graph group that is part of the input.
7 Transfer Results

Here, we show that the property of having an \( \text{NP} \)-algorithm for the knapsack problem (or compressed exponent equations) is preserved by certain group constructions.

**Finite extensions and virtually special groups.** Our first transfer result concerns finite extensions. Together with our result on graph groups, this will provide an abundant class of groups with an \( \text{NP} \)-algorithm for compressed exponent equations. A group \( G \) is called *virtually special* if it is a finite extension of a subgroup of a graph group. Recently, this class of groups turned out to be very rich. It includes all Coxeter groups \([18]\), one-relator groups with torsion \([41]\), fully residually free groups \([41]\), and fundamental groups of hyperbolic 3-manifolds \([1]\).

The following is our transfer theorem for finite extensions. The idea is to guess the cosets that occur on the left-hand side of an exponent equation. Given a collection of cosets, one can then reduce to exponent equations over \( G \).

▶ **Theorem 11.** Let \( G \) and \( H \) be finitely generated groups such that \( H \) is a finite extension of \( G \). If knapsack (resp. solvability of compressed exponent equations) belongs to \( \text{NP} \) for \( G \), then the same holds for \( H \).

From Theorem 9 it follows that solvability of compressed exponent equations belongs to \( \text{NP} \) for every subgroup of a graph group. Therefore, our transfer theorem implies:

▶ **Theorem 12.** Solvability of compressed exponent equations belongs to \( \text{NP} \) for every virtually special group. In particular, solvability of compressed exponent equations belongs to \( \text{NP} \) for Coxeter groups, one-relator groups with torsion, fully residually free groups, and fundamental groups of hyperbolic 3-manifolds.

**HNN-extensions and amalgamated products.** The remaining transfer results concern two constructions that are of fundamental importance in combinatorial group theory \([34]\), namely HNN-extensions with finite associated subgroups and amalgamated products with finite identified subgroups. These constructions are known to preserve a variety of important structural and algorithmic properties \([2, 6, 19, 22, 23, 25, 26, 30, 31, 35]\).

Suppose \( G \) is a finitely generated group that has two isomorphic subgroups \( A \) and \( B \) with an isomorphism \( \varphi: A \to B \). Then the corresponding **HNN-extension** is the group \( H = \langle G, t \mid t^{-1} a t = \varphi(a) \ (a \in A) \rangle \), where \( t \) is a new letter not contained in \( G \). Intuitively, \( H \) is obtained from \( G \) by adding a new element \( t \) such that conjugating elements of \( A \) with \( t \) applies the isomorphism \( \varphi \). Here, \( t \) is called the **stable letter** and the groups \( A \) and \( B \) are the **associated subgroups**. A basic fact about HNN-extensions is that the group \( G \) embeds naturally into \( H \) \([20]\).

Our algorithm for knapsack in HNN-extensions is an adaptation of the saturation algorithm of Benois \([3]\) for the membership problem for rational subsets of free groups. Here, for each path spelling \( a a^{-1} \), one adds a parallel edge labeled with the empty word. Since knapsack is a special case of this problem, we need to choose a suitable subclass of automata that is preserved by our saturation and corresponds to the knapsack problem. This subclass is the class of **knapsack automata**, where each strongly connected component is a singleton or an induced (directed) cycle.

With respect to \( \text{NP} \)-membership, one can show that the knapsack problem is equivalent to the membership problem for knapsack automata (see \([33]\)). Therefore, it suffices to show that \( \text{NP} \)-membership of the latter problem is preserved by HNN-extensions, which we prove.
using a saturation procedure. Here, the basic idea is to successively guess states $p$ and $q$
and check (using the algorithm for $G$) whether there is a path from $p$ to $q$ reading a word $u = t^{-1}wt$ (resp. $u = twt^{-1}$) such that $w$ represents an element $a \in A$ (resp. $b \in B$). If this is the case, $u$ represents $\varphi(a)$ (resp. $\varphi^{-1}(b)$) and we add an edge $p \xrightarrow{\varphi(a)} q$ (resp. $p \xrightarrow{\varphi^{-1}(b)} q$), which is termed shortcut edge.

This, however, it is not possible if $p$ and $q$ lie on a cycle, as that would create connected components that are not cycles. In this case, we replace the cycle segment between $p$ and $q$ with the shortcut edge and glue in new paths to make up for lost edges that entered or left the cycle between $p$ and $q$. In the end, we show that every element accepted by the automaton has an accepting run that avoids factors $t^{-1}wt$ and $twt^{-1}$ as above. This allows us then to apply the algorithm for $G$ to decide the membership problem.

\textbf{Theorem 13.} Let $H$ be an HNN-extension of the finitely generated group $G$ with finite associated subgroups. If knapsack for $G$ belongs to $\text{NP}$, then the same holds for $H$.

In our last transfer theorem, we consider amalgamated free products. For each $i \in \{0, 1\}$, let $G_i = \langle \Sigma_i \mid R_i \rangle$ be a finitely generated group and let $F$ be a finite group that is embedded in each $G_i$ via an injective morphism $\varphi_i \colon F \to G_i$. Then, the free product with amalgamation with identified subgroup $F$ is defined as $G_0 *_F G_1 = \langle G_0 * G_1 \mid \varphi_0(f) = \varphi_1(f) \ (f \in F) \rangle$. Here, $G_0 * G_1$ denotes the free product $G_0 * G_1 = \langle \Sigma_0 \cup \Sigma_1 \mid R_0 \cup R_1 \rangle$. Intuitively, $G_0 *_F G_1$ consists of alternating sequences of elements of $G_0$ and $G_1$ where the elements of $\varphi_0(F)$ and $\varphi_1(F)$ are identified.

The transfer theorem states that taking amalgamated products with finite identified subgroups preserves NP-membership of knapsack. Since $G_0 *_F G_1$ can be embedded into the HNN-extension $\langle G_0 * G_1, t \mid t^{-1} \varphi_0(f)t = \varphi_1(f) \ (f \in F) \rangle$, it suffices to prove the theorem for a free product $G_0 * G_1$. As above, we work with the membership problem for knapsack automata and use a saturation procedure. Note that $G_0 * G_1$ is generated by $\Sigma_0 \cup \Sigma_1$. We guess states $p$ and $q$ and $i \in \{0, 1\}$ and then check, using the NP algorithm for $G_i$, whether there is a path from $p$ to $q$ that reads a representative of $1 \in G_i$ in $(\Sigma_i^{\pm 1})^*$. If so, we add a shortcut edge $(p, \varepsilon, q)$. Again, the case that $p$ and $q$ lie on a cycle is somewhat more involved.

\textbf{Theorem 14.} Let $G_0$ and $G_1$ be finitely generated groups with a common finite subgroup $F$. If knapsack for $G_0$ and for $G_1$ belongs to $\text{NP}$, then the same holds for $G_0 *_F G_1$.

\section{Hardness Results}

Since knapsack for binary encoded integers is $\text{NP}$-complete, it follows that the compressed knapsack problem is $\text{NP}$-hard for every group that contains an element of infinite order. Our final result states that (uncompressed) knapsack and subset sum are $\text{NP}$-complete for a direct product of two free groups of rank two. Since this group is a graph group, we obtain a matching lower bound for Thm. 9. Moreover, we solve an open problem from [15].

\textbf{Theorem 15.} The subset sum problem and the knapsack problem are $\text{NP}$-complete for $F_2 \times F_2$, where $F_2$ is the free group of rank two. For knapsack, $\text{NP}$-hardness already holds for the variant where the exponent variables are allowed to take values from $\mathbb{Z}$ (see Remark 1).
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Abstract

Hardcore and Ising models are two most important families of two state spin systems in statistic physics. Partition function of spin systems is the center concept in statistic physics which connects microscopic particles and their interactions with their macroscopic and statistical properties of materials such as energy, entropy, ferromagnetism, etc. If each local interaction of the system involves only two particles, the system can be described by a graph. In this case, fully polynomial-time approximation scheme (FPTAS) for computing the partition function of both hardcore and anti-ferromagnetic Ising model was designed up to the uniqueness condition of the system. These result are the best possible since approximately computing the partition function beyond this threshold is NP-hard. In this paper, we generalize these results to general physics systems, where each local interaction may involves multiple particles. Such systems are described by hypergraphs. For hardcore model, we also provide FPTAS up to the uniqueness condition, and for anti-ferromagnetic Ising model, we obtain FPTAS under a slightly stronger condition.
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1  Introduction

In recent couple of years, there are remarkable progress on designing approximate counting algorithms based on correlation decay approach [26, 1, 7, 22, 13, 23, 14, 20, 15, 19, 18, 17]. Unlike the previous major approximate counting approach that based on random sampling such as Markov Chain Monte Carlo (MCMC) (see for examples [11, 10, 12, 8, 3, 9, 25, 4, 5, 21]), correlation decay based approach provides deterministic fully polynomial-time approximation scheme (FPTAS). New FPTASes were designed for a number of interesting combinatorial counting problems and computing partition functions for statistic physics systems, where partition function is a weighted counting function from the computational point of view. One

* The full version of the paper can be found at http://arxiv.org/abs/1509.05494.
most successful example is the algorithm for anti-ferromagnetic two-spin systems \[13, 23, 14\], including counting independent sets \[26\]. The correlation decay based FPTAS is beyond the best known MCMC based FPRAS and achieves the boundary of approximability \[24, 6\].

In this paper, we generalize these results of anti-ferromagnetic two-spin systems to hypergraphs. For physics point of view, this corresponds to spin systems with higher order interactions, where each local interaction involves more than two particles. There are two main ingredients for the original algorithms and analysis on normal graphs (we will use the term normal graph for a graph to emphasize that it is not hypergraphs): (1) the construction of the self-avoiding walk tree by Weitz \[26\], which transform a general graph to a tree; (2) correlation decay proof for the tree, which enables one to truncate the tree to get a good approximation in polynomial time. However, the construction of the self-avoiding walk tree cannot be extended to hypergraphs, which is the main obstacle for the generalization.

The most related previous work is counting independent sets for hypergraphs by Liu and Lu \[17\]. They established a computation tree with a two-layers recursive function instead of the self-avoiding walk tree and provided a FPTAS to count the number of independent sets for hypergraphs with maximum degree of 5, extending the algorithm for normal graph with the same degree bound. Their proof was significantly more complicated than the previous one due to the complication of the two-layers recursive function. In particular, the “right” degree bound for the problem is a real number between 5 and 6 if one allow fraction degree in some sense. This integer gap provides some room of flexibility and enables them to do some case-by-case numerical argument to complete the proof. However, the parameters for the anti-ferromagnetic two-spin systems on hypergraphs are real numbers. To get a sharp threshold, we do not have any room for numerical approximation.

1.1 Our Results

We study two most important anti-ferromagnetic two-spin systems on hypergraphs: the hardcore model and the anti-ferromagnetic Ising model. The formal definitions of these two models can be found in Section 2.

Our first result is an FPTAS to compute the partition function of hypergraph hardcore model.

\[\textbf{Theorem 1.} \text{ For hardcore model with a constant activity parameter of } \lambda, \text{ there is an FPTAS to compute the partition function for hypergraphs with maximum degree } \Delta \geq 2 \text{ if } \lambda < \frac{(\Delta-1)^{\Delta-2}}{(\Delta-2)^{\Delta-1}}.\]

This bound is exactly the uniqueness threshold for the hardcore on normal graphs. Thus, it is tight since normal graphs are special cases of hypergraphs. To approximately compute the partition function beyond this threshold is NP-hard. In particular, The FPTAS in \[17\] for counting the number of independent sets for hypergraphs with maximum degree of 5 can be viewed as a special case of our result with parameters \(\Delta = 5, \lambda = 1\), which satisfies the above uniqueness condition. Another interesting special case is when \(\Delta = 2\). This is not an interesting case for normal graphs since a normal graph with maximum degree of 2 is simply a disjoint union of paths and cycles, whose partition function can be computed exactly. However, the problem becomes more complicated on hypergraphs: it can be interpreted as counting weighted edge covers on normal graphs by viewing vertices of degree two as edges and hyperedges as vertices. The exact counting of this problem is known to be \#P-complete and an FPTAS was found recently \[18\]. In our model, the uniqueness bound \(\frac{(\Delta-1)^{\Delta-2}}{(\Delta-2)^{\Delta-1}}\) is infinite for \(\Delta = 2\) and as a result we give an FPTAS for counting weighted edge covers for any constant edge weight \(\lambda\). This gives an alternative proof for the main result in \[18\].
Our second result is on computing the partition function of anti-ferromagnetic Ising model.

**Theorem 2.** For Ising model with interaction parameter $0 < \beta < 1$ and external field $\lambda$, there is an FPTAS to compute the partition function for hypergraphs with maximum degree $\Delta$ if $\beta \geq 1 - \frac{2}{2e^{-1/2} + 3}$.

The tight uniqueness bound for anti-ferromagnetic Ising model on normal graphs is $\beta \geq 1 - \frac{2}{\Delta}$. So, our bound is in the same asymptotic order but a bit worse in the constant coefficient as $2e^{-1/2} \approx 1.213 > 1$. Moreover, our result can apply beyond Ising model to a larger family of anti-ferromagnetic two-spin systems on hypergraphs.

### 1.2 Our Techniques

We also use the correlation decay approach. Although the framework of this method is standard, in many work along this line of research, new tools and techniques are developed to make this relatively new approach more powerful and widely applicable. This is indeed the case for the current paper as well. We summarize the new techniques we introduced here.

For hardcore model, we replace the numerical case-by-case analysis by a monotone argument with respect to the edge size of the hypergraph which shows that the normal graphs with edge size of 2 is indeed the worst cases. This gives a tight bound for hardcore model.

To handle hypergraph with unbounded edge sizes, we need to prove that the decay rate is much smaller for edges of larger size. Such effect is called computationally efficient correlation decay, which has been used in many previous works to obtain FPTASes for systems with unbounded degrees or edge sizes. In all those works, one sets a threshold for the parameter and proves different types of bounds for large and small ones separately. Such artificial separation gets a discontinuous bound which adds some complications in the proof and usually ends with a case-by-case discussion. In particular, this separation is not compatible with the above monotone argument. To overcome this, we propose a new uniform and smooth treatment for this by modifying the decay rate by a polynomial function of the edge size. After this modification, we only need to prove one single bound which automatically provides computationally efficient correlation. We believe that this idea is important and may find applications in other related problems.

For the Ising model, the main difficulty is to get a computation tree as a replacement of the self-avoiding walk tree. We proposed one, which also works for general anti-ferromagnetic two-spin systems on hypergraphs. However, unlike the case of the hardcore model, the computation tree is not of perfect efficiency and this is the main reason that the bound we achieve in Theorem 2 is not tight. To get the computationally efficient correlation decay, we also use the above mentioned uniform and smooth treatment. We also extend our result beyond Ising to a family of anti-ferromagnetic two-spin systems on hypergraphs.

### 1.3 Discussion and Open Problems

One obvious open question is to close the gap for Ising model, or more generally extend our work to anti-ferromagnetic two-spin systems on hypergraphs with better parameters. However, it seems that it is impossible to obtain a tight result in these models using the computation tree proposed in this paper, due to its imperfectness. How to overcome this is an important open question.
Even for the hardcore model, our result is tight only for the family of all hypergraphs since the normal graphs are special cases. From both physics and combinatorics point of view, it would be very interesting to study the family of $w$-uniform hypergraphs where each hyperedge is of the same size $w$. By our monotone argument, it is plausible to conjecture that one can get better bound for larger $w$. In particular, MCMC based approach does show that larger edge size helps: for hypergraph independent set with maximum degree of $\Delta$ and minimum edge size $w$, an FPRAS for $w \geq 2\Delta + 1$ was shown in [2]. However, their result is not tight. Can we get a tight bounds in terms of $\Delta$ and $w$ by correlation decay approach? The high level idea sounds promising, but there is an obstacle to prove such result by our computation tree. To construct the computation tree, we need to construct modified instances. In these modified instances, the size of a hyperedge may decrease to as low as $2$. Therefore, even if we start with $w$-uniform hypergraphs or hypergraphs with minimum edge size of $w$, we may need to handle the worst case of normal graphs during the analysis. How to avoid this effect is a major open question whose solution may have applications in many other problems.

The fact that larger hyperedge size only makes the problem easier is not universally true for approximation counting. One interesting example is counting hypergraph matchings. FPTAS for counting 3D matchings of hypergraphs with maximum degree 4 is given in [17], and extension to weighted setting are studied in [27]. In particular, a uniqueness condition in this setting is defined in [27], and it is a very interesting open question whether this uniqueness condition is also the transition boundary for approximability.

## 2 Preliminaries

A hypergraph $G(V,E)$ consists of a vertex set $V$ and a set of hyperedges $E \subseteq 2^V$. For every hyperedge $e \in E$ and vertex $v \in V$, we use $e - v$ to denote $e \setminus \{v\}$ and use $e + v$ to denote $e \cup \{v\}$.

### 2.1 Hypergraph Hardcore Model

The hardcore model is parameterized by the activity parameter $\lambda > 0$. Let $G(V,E)$ be a hypergraph. An independent set of $G$ is a vertex set $I \subseteq V$ such that $e \not\subseteq I$ for every hyperedge $e \in E$. We use $I(G)$ to denote the set of independent sets of $G$. The weight of an independent set $I$ is defined as $w(I) \triangleq \lambda^{|I|}$. We let $Z(G)$ denote the partition function of $G(V,E)$ in the hardcore model, which is defined as

$$Z(G) \triangleq \sum_{I \in I(G)} w(I).$$

The weight of independent sets induces a Gibbs measure on $G$. For every $I \in I$, we use

$$\Pr_G[I] \triangleq \frac{w(I)}{Z(G)}$$

to denote the probability of obtaining $I$ if we sample according to the Gibbs measure. For every $v \in V$, we use

$$\Pr_G[v \in I] \triangleq \sum_{I \in I(v)} \Pr_G[I]$$

to denote the marginal probability of $v$. 

2.2 Hypergraph Two State Spin Model

Now we give a formal definition to hypergraph two state spin systems. This model is parameterized by the external field $\lambda > 0$. An instance of the model is a labeled hypergraph $G(V, E, (\beta, \gamma))$ where $\beta, \gamma : V \rightarrow \mathbb{R}$ are two labeling functions that assign each edge $e \in E$ two reals $\beta(e), \gamma(e)$. A configuration on $G$ is an assignment $\sigma: V \rightarrow \{0, 1\}$ whose weight $w(\sigma)$ is defined as

$$w(\sigma) \triangleq \prod_{e \in E} w(e, \sigma) \prod_{v \in V} w(v, \sigma)$$

where for a hyperedge $e = \{v_1, \ldots, v_w\}$

$$w(e, \sigma) \triangleq \begin{cases} \beta(e) & \text{if } \sigma(v_1) = \sigma(v_2) = \cdots = \sigma(v_w) = 0 \\ \gamma(e) & \text{if } \sigma(v_1) = \sigma(v_2) = \cdots = \sigma(v_w) = 1 \\ 1 & \text{otherwise} \end{cases}$$

and for a vertex $v$,

$$w(v, \sigma) \triangleq \begin{cases} \lambda & \text{if } \sigma(v) = 1 \\ 1 & \text{otherwise.} \end{cases}$$

The partition function of the instance is given by

$$Z(G) = \sum_{\sigma \in \{0, 1\}^V} w(\sigma).$$

Similarly, the weight of configurations induces a Gibbs measure on $G$. For every $\sigma \in \{0, 1\}^V$, we use

$$\mathbf{Pr}_G[\sigma] \triangleq \frac{w(\sigma)}{Z(G)}$$

to denote the probability of $\sigma$ in the measure. For every $v \in V$, we use

$$\mathbf{Pr}_G[\sigma(v) = 1] \triangleq \sum_{\sigma \in \{0, 1\}^V \atop \sigma(v) = 1} \mathbf{Pr}_G[\sigma]$$

to denote the marginal probability of $v$.

The anti-ferromagnetic Ising model is the special case that $\beta \triangleq \beta(e) = \gamma(e) \leq 1$ for all $e \in E$. In this model, we call $\beta$ the interaction parameter of the model. The hardcore model introduced in previous section is the special case that $\beta(e) = 1$ and $\gamma(e) = 0$ for all $e \in E$.

The whole proof of Theorem 2 can be found in the full version of the paper. More precisely, we design an FPTAS for the more general two state spin system and establish the following theorem:

**Theorem 3.** Consider a class of two state spin system with external field $\lambda$ such that each instance $G(V, E, (\beta, \gamma))$ in the class satisfies $1 - \frac{2}{\Delta + 1} \leq \beta(e), \gamma(e) \leq 1$ where $\Delta$ is the maximum degree of $G$. There exists an FPTAS to compute the partition function for every instance in the class.

Theorem 2 then follows since it is a special case of Theorem 3.

Actually, the main idea of FPTAS design and proof for this model is similar to the idea we use to solve hypergraph hardcore model. However, the details of recursion function design and techniques for proof of correlation decay property are pretty different from that in hypergraph hardcore model, see the full version of the paper for details.
3 Hypergraph Hardcore Model

3.1 Recursion for Computing Marginal Probability

We first fix some notations on graph modification specific to hypergraph independent set. Let $G(V, E)$ be a hypergraph.

- For every $v \in V$, we denote $G - v \triangleq (V \setminus \{v\}, E')$ where $E' \triangleq \{e \setminus \{v\} \mid e \in E\}$.
- For every $e \in E$, we denote $G - e \triangleq (V, E \setminus \{e\})$.
- Let $x$ be a vertex or an edge and $y$ be a vertex or an edge, we denote $G - x \setminus y \triangleq (G - x) - y$.
- Let $S = \{v_1, \ldots, v_k\} \subseteq V$, we denote $G - S \triangleq G - v_1 - v_2 \cdots - v_k$.
- Let $F = \{e_1, \ldots, e_k\} \subseteq E$, we denote $G - F \triangleq G - e_1 - e_2 \cdots - e_k$.

Let $G(V, E)$ be a hypergraph and $v \in V$ be an arbitrary vertex with degree $d$. Let $\{e_1, \ldots, e_d\}$ be the set of hyperedges incident to $v$ and for every $i \in [d]$, $e_i = \{v\} \cup \{v_{ij} \mid j \in [w_i]\}$ consists of $w_i + 1$ vertices.

We first define a hypergraph $G'(V', E')$, which is the graph obtained from $G$ by replacing $v$ by $d$ copies of itself and each $e_i$ contains a distinct copy. Formally, $V' \triangleq (V \setminus \{v\}) \cup \{v_1, \ldots, v_d\}$, $E' \triangleq \{e \in E \setminus \{v\} \cup \{v_i \mid i \in [d]\}\}$.

For every $i \in [d]$ and $j \in [w_i]$, we define a hypergraph $G_{ij}(v_i, E_{ij})$:

$G_{ij} \triangleq G' - \{v_i \mid i < k \leq d\} - \{e_k \mid 1 < k \leq i\} - \{v_{ik} \mid 1 < k < j\}$.

Let $R_v = \frac{\Pr_{G,v \in I}}{\Pr_{G,v \not\in I}}$ and $R_{ij} = \frac{\Pr_{G_{ij},v_{ij} \in I}}{\Pr_{G_{ij},v_{ij} \not\in I}}$. We can compute $R_v$ by following recursion:

\[
R_v = \lambda \prod_{i=1}^{d} \left(1 - \frac{w_i}{1 + R_{ij}}\right). \tag{1}
\]

**Proof.** By the definition of $R_v$, we have

\[
R_v = \frac{\Pr_G[ v \in I]}{\Pr_G[ v \not\in I]} = \frac{\Pr_{G'}[ \bigwedge_{i=1}^{d} v_i \in I]}{\Pr_{G'}[ \bigwedge_{i=1}^{d} v_i \not\in I]} = \lambda \prod_{i=1}^{d} \frac{\Pr_{G'}[ \bigwedge_{j=i+1}^{d} v_j \not\in I]}{\Pr_{G'}[ \bigwedge_{j=i+1}^{d} v_j \in I]}
\]

For every $i \in [d]$, define $G_i \triangleq G' - \{v_i \mid i < k \leq d\} - \{e_k \mid 1 < k \leq i\}$, we have

\[
\frac{\Pr_{G'}[ v_i \in I \land \bigwedge_{j=i+1}^{d} v_j \not\in I]}{\Pr_{G'}[ v_i \not\in I \land \bigwedge_{j=i+1}^{d} v_j \not\in I]} = \frac{\Pr_{G'}[ v_i \in I \land \bigwedge_{j=i+1}^{d} v_j \in I]}{\Pr_{G'}[ v_i \not\in I \land \bigwedge_{j=i+1}^{d} v_j \in I]}
\]

This is because fixing $v_j \in I$ is equivalent to removing $v_j$ from the graph and fixing $v_j \not\in I$ is equivalent to removing all edges incident to $v_j$ from the graph.

Since $e_i$ is the unique hyperedge in $G_i$ that contains $v_i$, we have

\[
\frac{\Pr_{G_i}[ v_i \in I]}{\Pr_{G_i}[ v_i \not\in I]} = 1 - \frac{\Pr_{G_i,v_i \not\in e_i}[ \bigwedge_{j=1}^{w_i} v_{ij} \in I]}{\Pr_{G_i}[ v_i \not\in I]} = 1 - \prod_{j=1}^{w_i} \frac{R_{ij}}{1 + R_{ij}}.
\]
The Uniqueness Condition

Let the underlying graph be an infinite $d$-ary tree, then the recursion (1) becomes

$$f_{x,d}(x) = \lambda \left( \frac{1}{1 + x} \right)^d.$$ 

Let $\hat{x}$ be the positive fixed-point of $f_{x,d}(x)$, i.e., $\hat{x} > 0$ and $f_{x,d}(\hat{x}) = \hat{x}$. The condition on $\lambda$ for the uniqueness of the Gibbs measure is that $\left| f_{\lambda,d}'(\hat{x}) \right| < 1$. The following proposition is well-known.

**Proposition 5.** Let $\lambda_c = \frac{d^d}{(d-1)^{d-1}}$, then $\left| f_{\lambda_c,d}'(\hat{x}) \right| = 1$ and for every $0 < \lambda < \lambda_c$, it holds that $\left| f_{\lambda,d}'(\hat{x}) \right| < 1$.

### 3.2 The Algorithm to Compute Marginal Probability

Let $G(V,E)$ be a hypergraph with maximum degree $\Delta$ and $v \in V$ be an arbitrary vertex with degree $d$. Define $G_{ij}$, $R_v$, $R_{ij}$ as in Section 3.1. Then the recursion (1) gives a way to compute the marginal probability $\Pr_G [v \in I]$ exactly. However, an exact evaluation of the recursion requires a computation tree with exponential size. Thus we introduce the following truncated version of the recursion, with respect to constants $c > 0$ and $0 < \alpha < 1$.

$$R(G,v,L) = \begin{cases} 
\lambda \prod_{i=1}^d \left( 1 - \prod_{j=1}^{w_i} \frac{R(G_{ij},v_{ij},L)}{1 + R(G_{ij},v_{ij},L)} \right) & \text{if } d = \Delta \\
\lambda \prod_{i=1}^d \left( 1 - \prod_{j=1}^{w_i} \frac{R(G_{ij},v_{ij},L-[1+c \log_2(w_{ij})])}{1 + R(G_{ij},v_{ij},L-[1+c \log_2(w_{ij})])} \right) & \text{if } d < \Delta \text{ and } L > 0 \\
\lambda & \text{otherwise.}
\end{cases}$$

The recursion can be directly used to compute $R(G,v,L)$ for any given $L$ and it induces a truncated computation tree (with height $L$ in some special metric). It is worth noting that, the case that $d = \Delta$ can only happen at the root of the computation tree, since in each smaller instance, the degree of $v_{ij}$ is decreased by at least one.

We claim that $R(G,v,L)$ is a good estimate of $R_v$ with a suitable choice of $c$ and $\alpha$, for those $(\lambda,\Delta)$ in the uniqueness region.

**Lemma 6.** Let $G(V,E)$ be a hypergraph with maximum degree $\Delta \geq 2$. Let $v \in V$ be a vertex with degree $d$ and let $\lambda < \lambda_c = \frac{(\Delta-1)^{\Delta-1}}{(\Delta-2)^{\Delta-2}}$ be the activity parameter. There exist constants $C > 0$ (more precisely, $C = 6\lambda \sqrt{1+\lambda}$) and $\alpha \in (0,1)$ such that

$$|R(G,v,L) - R_v| \leq C \cdot \alpha^{\max(0,L)}$$

for every $L$.

The whole proof of this lemma is postponed to the next section. Now we can prove Theorem 1 via using this lemma.

**Proof of Theorem 1.** The input of the FPTAS is an instance $G(V,E)$ and an accuracy parameter $0 < \varepsilon < 1/2$. Assume $V = \{v_1, \ldots, v_n\}$. Note that $I = \emptyset$ is an independent set of $G$ with $w(I) = 1$. Therefore

$$Z(G) = 1/\Pr_G[I] = \left( \Pr_G \left[ \bigwedge_{i=1}^n v_i \notin I \right] \right)^{-1} = \left( \prod_{i=1}^n \Pr_G \left[ v_i \notin I \bigg| \bigwedge_{j=1}^{i-1} v_j \notin I \right] \right)^{-1}.$$ 

For every $1 \leq i \leq n$, we define a graph $G_i(V_i,E_i)$:
In this section, we establish Lemma 6. We first prove some technical lemmas.

### 3.3 Correlation Decay

In this section, we establish Lemma 6. We first prove some technical lemmas.

**Proposition 7.** For every \( x = (x_1, \ldots, x_d), \hat{x} = (\hat{x}_1, \ldots, \hat{x}_d) \in D^d \), it holds that

1. \(|f(x) - f(\hat{x})| = \frac{1}{|D|^d} |\phi(f(x)) - \phi(f(\hat{x}))| \) for some \( \hat{x} \in D \);
2. \(|\phi(f(x)) - \phi(f(\hat{x}))| \leq \sum_{i=1}^{d} \frac{f(x_i)}{|D|^d} \left| \frac{\partial f(x)}{\partial x_i} \right| |\phi(x_i) - \phi(\hat{x}_i)| \) for some \( \hat{x} = (\hat{x}_1, \ldots, \hat{x}_d) \in D^d \).

**Lemma 8.** Let \( \Delta \geq 2 \) be a constant integer and \( \lambda < \lambda_c = \frac{(\Delta - 1)\Delta - 1}{\Delta - 2} \) be a constant real. Let \( d < \Delta \) and \( w_1, \ldots, w_d > 0 \) be integers and \( f = \lambda \prod_{i=1}^{d} \left( 1 - \prod_{j=1}^{w_i} \frac{x_{ij}}{x_{ij} + \lambda} \right) \) be a \( \sum_{i=1}^{d} w_i \)-ary function. Let \( \Phi(x) = \frac{1}{\sqrt{1 + x}} \). Let \( c < \min \left\{ \frac{\log(1 + x) - \lambda x}{2 + 4\lambda}, \frac{2\lambda + 1}{2} \log \left( \frac{1 + x}{\lambda} \right) - 1 \right\} \) be a positive number. There exists a constant \( \alpha < 1 \) depending on \( \lambda \) and \( d \) (but not depending on \( w_i \) for all \( i \in [d] \)) such that

\[
\sum_{a=1}^{d} w_a \sum_{b=1}^{w_a} \frac{\Phi(f)}{\Phi(\hat{x}_{ab})} \left| \frac{\partial f(x)}{\partial x_{ab}} \right| \leq \alpha < 1
\]

for every \( x = (x_{ij})_{i \in [d], j \in [w_i]} \) where each \( x_{ij} \in [0, \lambda] \).
The lemma bounds the amortized decay rate, which is the key to the proof of correlation decay. In previous works, the amortized decay rate is defined as

$$\sum_{a=1}^{d} \sum_{b=1}^{w_a} \Phi(f) \left| \frac{\partial f(x)}{\partial x_{ab}} \right|,$$

without the $w_a$ factor. Then one need to give a constant $\alpha < 1$ bound for small $w_a$ and a sub constant bound for large $w_a$. With this modification, we only need to prove a single bound as above.

Notice that we require $c$ to be a positive constant, so it is necessary to verify that $\frac{2\lambda + 1}{2} \log \left( \frac{1 + \lambda}{\lambda} \right) - 1 > 0$ for every $\lambda > 0$. To see this, let $h(\lambda) \triangleq \frac{2\lambda + 1}{2} \log \left( \frac{1 + \lambda}{\lambda} \right) - 1$, then we can compute that

$$h'(\lambda) = \log \left( \frac{1 + \lambda}{\lambda} \right) - \frac{1 + 2\lambda}{2\lambda + 2\lambda^2},$$

$$h''(\lambda) = \frac{1}{2\lambda^2(1 + \lambda)^2}.$$  

Since $h''(\lambda) > 0$ for every $\lambda$, $h'(\lambda)$ is increasing. Along with the fact that $\lim_{\lambda \to \infty} h'(\lambda) = 0$, we have $h''(\lambda) < 0$ for every $\lambda > 0$. This implies that $h(\lambda)$ is decreasing. Also note that

$$\lim_{\lambda \to \infty} h(\lambda) = \lim_{\lambda \to \infty} \log \left( \left(1 + \frac{1}{\lambda}\right)^{\lambda} \left(1 + \frac{1}{\lambda}\right)^{1/2} \right) - 1 = 0.$$

It holds that $h(\lambda) > 0$ for every $\lambda > 0$. Thus a positive $c$ satisfying $c < h(\lambda)$ exists for every $\lambda > 0$.

**Proof of Lemma 8.** To simplify the notation, we first let $t_{ij} = \frac{x_{ij}}{1 + x_{ij}}$, then for every $i \in [d]$ and $j \in [w_i]$, it holds that $t_{ij} \in \left[0, \frac{1}{1 + \lambda} \right]$ and

$$f = \lambda \prod_{i=1}^{d} \left(1 - \prod_{j=1}^{w_i} t_{ij} \right).$$

For every $a \in [d]$ and $b \in [w_i]$, we have

$$\left| \frac{\partial f}{\partial x_{ab}} \right| = \lambda(1 - t_{ab})^2 \prod_{j \in [w_j]} \prod_{i \in [d]} \left(1 - \prod_{j=1}^{w_i} t_{ij} \right) = f \cdot \frac{(1 - t_{ab})^2}{t_{ab}} \cdot \frac{\prod_{j=1}^{w_i} t_{ij}}{1 - \prod_{j=1}^{w_i} t_{ij}}.$$

Thus

$$\sum_{a=1}^{d} w_a \sum_{b=1}^{w_a} \Phi(f) \left| \frac{\partial f}{\partial x_{ab}} \right| = \sum_{a=1}^{d} \frac{w_a}{1 + f} \sum_{b=1}^{w_a} \prod_{j=1}^{w_i} t_{ij} \sum_{b=1}^{w_a} \frac{1 - t_{ab}}{\sqrt{t_{ab}}}.$$  

Let $t = (t_{ij})_{i \in [d], j \in [w_i]}$, define

$$h(t) \triangleq \sqrt{\frac{f}{1 + f} \sum_{a=1}^{d} \frac{w_a}{1 - \prod_{j=1}^{w_i} t_{ij}} \sum_{b=1}^{w_a} \frac{1 - t_{ab}}{\sqrt{t_{ab}}}} = \sqrt{\frac{\lambda \prod_{i=1}^{d} \left(1 + \prod_{j=1}^{w_i} t_{ij} \right)}{1 + \lambda \prod_{i=1}^{d} \left(1 - \prod_{j=1}^{w_i} t_{ij} \right)} \sum_{a=1}^{d} \frac{w_a}{1 - \prod_{j=1}^{w_i} t_{ij}} \sum_{b=1}^{w_a} \frac{1 - t_{ab}}{\sqrt{t_{ab}}}.}$$
For every \( t = (t_{ij})_{i \in [d], j \in [w_i]} \) where each \( t_{ij} \in [0, \frac{1}{1 + \lambda}] \), define a tuple \( \hat{t} = (\hat{t}_{ij})_{i \in [d], j \in [w_i]} \) such that for every \( i \in [d] \),

\[
\hat{t}_{ij} = \begin{cases} 
\frac{(1 + \lambda)^{w_i - 1}}{1 + \lambda} \prod_{k=1}^{w_i} t_{ik} & \text{if } j = 1 \\
\frac{\lambda}{1 + \lambda} & \text{otherwise.}
\end{cases}
\]

We claim that \( h(t) \leq h(\hat{t}) \). To see this, first note that for every \( i \in [d] \), \( \prod_{j=1}^{w_i} \hat{t}_{ij} = \prod_{j=1}^{w_i} t_{ij} \), it is sufficient to prove that for every \( i \in [d] \), \( \sum_{j=1}^{w_i} \frac{1 - \hat{t}_{ij}}{\sqrt{t_{ij}}} \leq \sum_{j=1}^{w_i} \frac{1 - t_{ij}}{\sqrt{t_{ij}}} \). This is a consequence of the Karamata’s inequality by noticing that the function \( \frac{1 - x}{\sqrt{x}} \) is convex.

We rename \( \hat{t}_{i1} \) to \( t_i \) and it is sufficient to upper bound

\[
g(t, w) \triangleq \sqrt[\lambda]{\prod_{i=1}^{d} \left( 1 - \frac{\lambda}{1 + \lambda} \right)^{w_i - 1} t_i} \sum_{i=1}^{d} \left( \frac{\lambda}{1 + \lambda} \right)^{w_i - 1} t_i \left( 1 - t_i + \frac{(w_i - 1)}{\sqrt{\lambda + \lambda^2}} \right)
\]

(2)

where \( t_i \in [0, \frac{1}{1 + \lambda}] \) and \( w_i \in \mathbb{Z}^+ \) for every \( i \in [d] \).

The argument so far is similar to the proof in [17]. In the following, we prove a monotonicity property of each \( w_i \) and thus avoid the heavy numerical analysis in [17] and allow us to obtain a tight result.

For every \( i \in [d] \), let \( z_i \triangleq 1 - \frac{1}{\lambda + \lambda^2} t_i \) and thus equivalently \( t_i = (1 - z_i) \left( \frac{1 + \lambda}{\lambda} \right)^{w_i - 1} \).

For every fixed \( z = (z_1, \ldots, z_d) \), we can write (2) as

\[
g_z(w) = \sqrt[\lambda]{\prod_{i=1}^{d} z_i \sum_{i=1}^{d} \left( 1 - \frac{1}{z_i} + \frac{w_i - 1}{\sqrt{\lambda + \lambda^2}} \right) w_i^c}.
\]

(3)

We show that \( g_z(w) \) is monotonically decreasing with \( w_i \) for every \( i \in [d] \).

Denote \( T_i \triangleq \frac{\lambda}{1 + \lambda} \frac{\sqrt{\lambda + \lambda^2}}{\sqrt{\lambda + \lambda^2}} + \frac{(w_i - 1)}{\sqrt{\lambda + \lambda^2}} \), then

\[
\frac{\partial g_z(w)}{\partial w_i} = \sqrt[\lambda]{\prod_{i=1}^{d} z_i \sum_{i=1}^{d} \left( 1 - \frac{1}{z_i} + \frac{w_i - 1}{\sqrt{\lambda + \lambda^2}} \right) w_i^c + c w_i^{c-1} T_i}.
\]

(4)

The partial derivative (4) is negative for a suitable choice of \( c \):

\[
\frac{1}{z_i} \left( \frac{\partial T_i}{\partial z_i} w_i^c + c w_i^{c-1} T_i \right) = 1 - \frac{z_i}{z_i} \left( \frac{1}{\lambda} \frac{\sqrt{\lambda + \lambda^2}}{\sqrt{\lambda + \lambda^2}} + \frac{1}{\sqrt{\lambda + \lambda^2}} \right) w_i^c + c w_i^{c-1} \left( \frac{1}{\sqrt{\lambda + \lambda^2}} + \frac{(w_i - 1)}{\sqrt{\lambda + \lambda^2}} \right)
\]

\[
= 1 - \frac{z_i}{z_i} \left( -\frac{1}{2} \log \left( \frac{\lambda + \lambda^2}{\lambda} \right) \right) (t_i^{1/2} + t_i^{-1/2}) + \frac{1}{\sqrt{\lambda + \lambda^2}} w_i
\]

\[
+ c \left( t_i^{1/2} - t_i^{-1/2} + \frac{(w_i - 1)}{\sqrt{\lambda + \lambda^2}} \right)
\]

\[
= 1 - \frac{z_i}{z_i} \left( \frac{(c + 1)w_i - c}{\sqrt{\lambda + \lambda^2}} \right) - \frac{1}{2} \log \left( \frac{\lambda + \lambda^2}{\lambda} \right) + c \left( t_i^{1/2} \left( \frac{1}{2} w_i \log \left( \frac{1 + \lambda}{\lambda} \right) + c \right) + t_i^{-1/2} \left( \frac{1}{2} w_i \log \left( \frac{1 + \lambda}{\lambda} \right) - c \right) \right)
\]
Denote
\[ p(t, w) \triangleq \frac{(c+1)w - c}{\sqrt{\lambda + \lambda^2}} - \left( t^{1/2} \left( \frac{1}{2} w \log \left( \frac{1 + \lambda}{\lambda} \right) + c \right) + t^{-1/2} \left( \frac{1}{2} w \log \left( \frac{1 + \lambda}{\lambda} \right) - c \right) \right). \]
Since \( c \leq \frac{\log(1+\lambda) - \log \lambda}{2+4\lambda} \), the term
\[ t^{1/2} \left( \frac{1}{2} w \log \left( \frac{1 + \lambda}{\lambda} \right) + c \right) + t^{-1/2} \left( \frac{1}{2} w \log \left( \frac{1 + \lambda}{\lambda} \right) - c \right) \]
achieves its minimum at \( t = \frac{\lambda}{1+\lambda} \). Thus
\[ p(t, w) \leq p \left( \frac{\lambda}{1+\lambda}, w \right) = \left( \frac{\lambda}{1+\lambda} \right)^{1/2} \left( \frac{c+1}{2\lambda} = \frac{2\lambda+1}{2\lambda} \log \left( \frac{1 + \lambda}{\lambda} \right) \right) \]
achieves its maximum when \( c = 1 + \lambda z \).
Moreover, \( c < \frac{2\lambda+1}{2\lambda} \log \left( \frac{1 + \lambda}{\lambda} \right) - 1 \) implies that \( \frac{c+1}{2\lambda} < \frac{2\lambda+1}{2\lambda} \log \left( \frac{1 + \lambda}{\lambda} \right) \) holds, which consequently leads to \( p \left( \frac{\lambda}{1+\lambda}, 1 \right) < 0 \).
In all, we choose a positive constant \( c < \min \left\{ \frac{\log(1+\lambda) - \log \lambda}{2+4\lambda}, \frac{2\lambda+1}{2\lambda} \log \left( \frac{1 + \lambda}{\lambda} \right) - 1 \right\} \), and this results in \( p \left( \frac{\lambda}{1+\lambda}, w \right) \leq p \left( \frac{\lambda}{1+\lambda}, 1 \right) < 0 \).
In light of the monotonicity of \( w_i \)'s, for every fixed \( z \), \( g_\lambda(w) \) achieves its maximum when \( w = 1 \) thus
\[
\max_{t \in [0, \frac{1}{t+\lambda}]} g(t, w) = \max_{z \in \{z_1, \ldots, z_d\} \cap [1 - \left( \frac{1}{t+\lambda} \right)^{w_i-1}, 1]} \max_{z \in \{z_1, \ldots, z_d\}} g_\lambda(w) \leq \max_{z \in \{z_1, \ldots, z_d\}} g_\lambda(1) \leq \max_{z \in [0, 1]} g_\lambda(1).
\]
Actually, the case that all \( w_i \)'s are 1 corresponds to counting weighted independent sets on normal graphs and arguments to bound \( g_\lambda(1) \) can be found in [14]. For the sake of completeness, we give a proof of \( g_\lambda(1) \leq a < 1 \) (Lemma 9) below.

**Lemma 9.** Let \( \Delta > 1 \), be a constant. Assume \( \lambda < \lambda_c = \frac{(\Delta-1)^{\Delta-1}}{(\Delta-2)^{\Delta-2}} \) be a constant and \( d < \Delta \). Then for some constant \( \alpha < 1 \), \( g_\lambda(1) \leq a < 1 \) where \( z = (z_1, \ldots, z_d) \in [0, 1]^d \).

**Proof.** Let \( \lambda' \triangleq \frac{d}{(d-1)^{d-1}} \) be the uniqueness threshold for the \( d \)-ary tree. Then \( \lambda < \lambda_c \leq \lambda' \).
Plugging \( w = 1 \) into (3), we have
\[
g_\lambda(1) = \sqrt{\frac{\lambda \prod_{i=1}^d z_i}{1 + \lambda \prod_{i=1}^d z_i}} \sum_{i=1}^d \sqrt{1 - z_i}.
\]
Let \( z = \left( \prod_{i=1}^d z_i \right)^{\frac{1}{d}} \), it follows from Jensen’s inequality that
\[
g(1, 1) \leq d \sqrt{\frac{\lambda z d (1 - z)}{1 + \lambda z d}} < \sqrt{\frac{\lambda' z d (1 - z)}{1 + \lambda' z d}}
\]
Recall that \( f_{\lambda, d}(x) = \lambda \left( \frac{1}{1 + \lambda z} \right)^d \). Let \( \hat{x} \) be the positive fixed-point of \( f_{\lambda', d}(x) \) and \( \hat{z} = \frac{1}{1 + \lambda} \).
We show that \( d \sqrt{\frac{\lambda' z d (1 - z)}{1 + \lambda' z d}} \) achieves its maximum when \( z = \hat{z} \). The derivative of \( \frac{\lambda' z^d (1 - z)}{1 + \lambda' z^d} \) with respect to \( z \) is
\[
\left( \frac{\lambda' z^d (1 - z)}{1 + \lambda' z^d} \right)' = - \frac{\lambda' z^{d-1}}{(1 + \lambda' z^d)^2} (z + \lambda' z^{d+1} - d (1 - z)).
\]
Since $\lambda' = \frac{d^d}{(d-1)!} \phi$, the above achieves maximum at $\tilde{z} = \frac{d-1}{d}$. If we let $\tilde{x} = \frac{1-\tilde{z}}{d}$, then it is easy to verify that $f_{\lambda',d}(\tilde{x}) = \tilde{x}$, which implies $\tilde{x} = \tilde{z}$ because of the uniqueness of the positive fixed-point.

Therefore, we have for some $\alpha < 1$,

$$g_\alpha(1) \leq \alpha < d \sqrt{\frac{\lambda' \tilde{z}^d(1 - \tilde{z})}{1 + \lambda' \tilde{z}^d}} = \left| f_{\lambda',d}(\tilde{x}) \right| = 1. \quad \square$$

We are now ready to prove the main lemma.

**Proof of Lemma 6.** Let $\Phi(x) = \frac{1}{\sqrt{x(1+x)}}$ and $\phi(x) = \int \Phi(x) \, dx = 2 \sinh^{-1}(\sqrt{x})$. We first apply induction on $\ell \triangleq \max \{0, L\}$ to show that, if $d < \Delta$, then $|\phi(R_v) - \phi(R(G,v,L))| \leq 2\sqrt{\lambda} \alpha^{-\ell}$ for some constant $\alpha < 1$.

If $\ell = 0$, note that $R_v \in [0, \lambda]$, thus $|\phi(R(G,v,L)) - \phi(R_v)| \leq 2\sqrt{\lambda}$. We now assume $L = \ell > 0$ and the lemma holds for smaller $\ell$. For every $i \in [d]$ and $j \in [w_i]$, we denote $x_{ij} = R_{ij}$ and $\hat{x}_{ij} = R(G_{ij},v_{ij},L - \lceil c \log_{1/\alpha} w_i \rceil)$. Let $\bar{x} = (\hat{x}_{ij})_{i \in [d], j \in [w_i]}$ and $\hat{x} = (\hat{x}_{ij})_{i \in [d], j \in [w_i]}$. Let $f = \lambda \prod_{i=1}^{d} \left(1 - \prod_{j=1}^{w_i} \frac{\hat{x}_{ij}}{\bar{x}_{ij}}\right)$, then it follows from Proposition 7 that for some $\bar{x} = (\hat{x}_{ij})_{i \in [d], j \in [w_i]}$ with each $\hat{x}_{ij} \in [0, \lambda]$,

$$|\phi(R_v) - \phi(R(G,v,L))| \leq \sum_{i=1}^{d} \sum_{j=1}^{w_i} \frac{\Phi(f)}{\Phi(\hat{x}_{ij})} \left| \frac{\partial f(\bar{x})}{\partial x_{ij}} \right| \cdot |\phi(x_{ij}) - \phi(\hat{x}_{ij})|$$

\[\leq 2\sqrt{\lambda} \sum_{i=1}^{d} \sum_{j=1}^{w_i} \frac{\Phi(f)}{\Phi(\hat{x}_{ij})} \left| \frac{\partial f(\bar{x})}{\partial x_{ij}} \right| \alpha^{L - \lfloor 1 + c \log_{1/\alpha} w_i \rfloor} \leq 2\sqrt{\lambda} \alpha^{-L}. \quad (\triangle)\]

\[\square\]

The case that $d = \Delta$ can only happen at the root of our computational tree. Following the arguments in the proofs of 8, 9 and the bound in (5), it is easy to see that a universal constant upper bound for the error contraction exists, i.e.,

$$\sum_{i=1}^{\Delta} \sum_{j=1}^{w_i} \frac{\Phi(f)}{\Phi(\bar{x}_{ij})} \left| \frac{\partial f(\bar{x})}{\partial x_{ij}} \right| < \max_{z \in [0,1]} \sqrt{\frac{\Delta^2(\Delta - 1)\Delta^{-1}z^\Delta(1-z)}{(\Delta - 2)\Delta + (\Delta - 1)\Delta^{-1}z^\Delta}} < 3,$$

Thus $|\phi(R_v) - \phi(R(G,v,L))| \leq 6\sqrt{\lambda} \alpha^{-L}$ for every $v$.

Then the lemma follows from Proposition 7, since

$$|R_v - R(G,v,L)| = \frac{1}{\Phi(\bar{x})} \cdot |\phi(R_v) - \phi(R(G,v,L))| \leq 6\lambda \sqrt{1 + \lambda} \cdot \alpha^{-L} \quad \square$$
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\textbf{Abstract}

In this paper we address the problem of generating all elements obtained by the saturation of an initial set by some operations. More precisely, we prove that we can generate the closure by polymorphisms of a boolean relation with a polynomial delay. Therefore we can compute with polynomial delay the closure of a family of sets by any set of “set operations” (e.g. by union, intersection, difference, symmetric difference...). To do so, we prove that for any set of operations $F$, one can decide in polynomial time whether an element belongs to the closure by $F$ of a family of sets. When the relation is over a domain larger than two elements, we prove that our generic enumeration method fails, since the associated decision problem is $\text{NP}$-hard.
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\textbf{1 Introduction}

In enumeration we are interested in listing a set of elements, which can be of exponential cardinality in the size of the input. The complexity of enumeration problems is thus measured in terms of the input size and output size. The enumeration algorithms with a complexity polynomial in both the input and output are called output polynomial or total polynomial time. Another, more precise notion of complexity, is the \textit{delay} which measures the time between the production of two consecutive solutions. We are especially interested in problems solvable with a delay polynomial in the input size, which are considered as the \textit{tractable problems} in enumeration complexity. For instance, the maximal independent sets of a graph can be enumerated with polynomial delay [7].

If we allow the delay to grow during the algorithm, we obtain incremental delay algorithms: the first $k$ solutions can be enumerated in a time polynomial in $k$ and in the size of the input.

Many problems which can be solved with an incremental delay have the following form: given a set of elements and a polynomial time function acting on tuples of elements, produce the closure of the set by the function. For instance, the best algorithm to generate all circuits of a matroid is in incremental delay because it uses some closure property of the circuits [8].

In this article, we try to understand when saturation problems which are natural incremental delay problems can be in fact solved by a polynomial delay algorithm. To tackle this question we need to restrict the saturation operation. In this article, an element will be a vector over some finite set and we ask the saturation operation to act \textit{coefficient-wise} and in the same way on each coefficient. We prove that, when the vector is over the boolean domain, every possible saturation can be computed in polynomial delay. To do that we study a decision version of our problem, denoted by $\text{Closure}_F$: given a vector $v$ and a set...
of vectors $S$ decide whether $v$ belongs to the closure of $S$ by the operations of $F$. We prove $\text{Closure}_F \in \mathbb{P}$ for all sets of operations $F$ over the boolean domain.

When the domain is boolean, the problem can be reformulated in terms of set systems or hypergraphs. It is equivalent to generating the smallest hypergraph which contains a given hypergraph and which is closed by some operations. We show how to efficiently compute the closure of a hypergraph by any family of set operations (any operation that is the composition of unions, intersections, and complementations) on the hyperedges. This extends known methods such as the closure of a hypergraph by union, by union and intersection or the generation of the cycles of a graph by computing the closure of the fundamental cycles by symmetric difference. In general, knowing how to compute a closure may serve as a good tool to design other enumeration algorithms. One only has to express an enumeration problem as the closure of some sufficiently small and easy to compute set of elements and then to apply the algorithms presented in this article.

The closure computation is also related to constraint satisfaction problems (CSP). Indeed, the set of vectors can be seen as a relation $R$ and the problem of generating its closure by some operation $f$ is equivalent to the computation of the smallest relation $R'$ containing $R$ such that $f$ is a polymorphism of $R'$. There are several works on enumeration in the context of CSP, which deal with enumerating solutions of a CSP in polynomial delay [5, 3]. The simplest such result [5] states that in the boolean case, there is a polynomial delay algorithm if and only if the constraint language is Horn, anti-Horn, bijunctive or affine. Our work is completely unrelated to these results, since we are not interested in the solutions of CSPs but only in generating the closure of relations. However, we use tools from CSPs such as the Post’s lattice [10], used by Schaefer in his seminal paper [13], and the Baker-Pixley theorem [2].

The main theorem of this article settles the complexity of a whole family of decision problems and implies, quite surprisingly, that the backtrack search is enough to obtain a polynomial delay algorithm to enumerate the closure of boolean vectors under any fixed set of binary operations. For all these enumeration problems, compared to the naïve saturation algorithm, our method has a better time complexity (even from a practical point of view) and a better space complexity (polynomial rather than exponential). Moreover, besides the generic enumeration algorithm, we try to give for each closure rule an algorithm with the best possible complexity. In doing so, we illustrate several classical methods used to enumerate objects such as amortized backtrack search, hill climbing, Gray code . . .

1.1 Organization of the Paper

In Sec. 2, we define enumeration complexity, our problem and the backtrack search. In Sec. 3, we use Post’s lattice, restricted through suitable reductions between clones, to determine the complexity of $\text{Closure}_F$ for all sets of binary operations $F$. It turns out that there are only a few types of closure operations: the monotone operations (Sec. 3.1), the addition over $\mathbb{F}_2$ (Sec. 3.2), the set of all operations (Sec. 3.3), two infinite hierarchies related to the majority function (Sec. 3.4) and the limit cases of the previous hierarchies (Sec. 3.5). Finally, in Sec. 4, we give polynomial delay algorithms for three classes of closure operation over any finite domain and prove that the method we use in the boolean case fails.

2 Preliminaries

Given $n \in \mathbb{N}$, $[n]$ denotes the set $\{1, ..., n\}$. For a set $D$ and a vector $v \in D^n$, we denote by $v_i$ the $i^{th}$ coordinate of $v$. Let $i,j \in [n]$, we denote by $v_{i,j}$ the vector $(v_i, v_j)$. More generally,
for a subset $I = \{i_1, \ldots, i_k\}$ of $[n]$ with $i_1 < \ldots < i_k$ we denote by $v_I$ the vector $(v_{i_1}, \ldots, v_{i_k})$. If $S$ is a set of vectors we denote by $S_I$ the set $\{v_I \mid v \in S\}$. The characteristic vector $v$ of a subset $E$ of $[n]$ is the vector in $\{0, 1\}^n$ such that $v_i = 1$ if and only if $i \in X$.

### 2.1 Complexity

In this section, we recall basic definitions about enumeration problems and their complexity, for further details and examples see [14].

Let $\Sigma$ be some finite alphabet. An **enumeration problem** is a function $A$ from $\Sigma^*$ to $\mathcal{P}(\Sigma^*)$. That is to each input word, $A$ associates a set of words. An algorithm which solves the enumeration problem $A$ takes any input word $w$ and produces the set $A(w)$ word by word and without redundancies. We always require the sets $A(w)$ to be finite. We may also ask $A(w)$ to contain only words of polynomial size in the size of $w$ and that one can test whether an element belongs to $A(w)$ in polynomial time. If those two conditions hold, the problem is in the class EnmP which is the counterpart of NP for enumeration. Because of this relationship to NP, we often call solutions the elements we enumerate.

The **delay** is the time between the productions of two consecutive solutions. It also includes the time to find the first solution and the time to detect that no further solution exists. Usually we want to bound the delay of an algorithm for all pairs of consecutive solutions and for all inputs of the same size. If this delay is polynomial in the size of the input, then we say that the algorithm is in **polynomial delay** and the problem is in the class DelayP. We also require that the time to find the first solution and the time to detect that no further solution exists is polynomial. If the delay is polynomial in the input and the number of already generated solutions, we say that the algorithm is in **incremental delay** and the problem is in the class IncP. By definition we have DelayP $\subseteq$ IncP. Moreover (DelayP $\cap$ EnmP) $\neq$ (IncP $\cap$ EnmP) modulo the exponential time hypothesis [4]. Note that in an enumeration algorithm we allow a polynomial precomputation step, usually to set up data structures, which is not taken into account in the delay. This is why we can have a delay smaller than the size of the input.

We now explain a very classical and natural enumeration method called the **Backtrack Search** (sometimes also called the **flashlight method**) used in many previous articles [11, 15]. We represent the solutions we want to enumerate as vectors of size $n$ and coefficients in $D$. In practice solutions are often subsets of $[n]$ which means that $D = \{0, 1\}$ and the vector is the characteristic vector of the subset.

The enumeration algorithm is a depth first traversal of a tree whose nodes are partial solutions. The nodes of the tree will be all vectors $v$ of size $l$, for all $l \leq n$, such that $v = w|_{[l]}$ and $w$ is a solution. The children of the node $v$ will be the vectors of size $l + 1$, which restricted to $[l]$ are equal to $v$. The leaves of this tree are the solutions of our problem, therefore a depth first traversal will visit all leaves and yield all solutions. We want an enumeration algorithm with a delay polynomial in $n$. Since a branch of the tree is of size $n$, we need to be able to find the children of a node in a time polynomial in $n$ to obtain a polynomial delay. The delay also depends linearly on $|D|$, but in the rest of the paper $|D|$ will be constant. Therefore the problem is reduced to the following decision problem: given $v$ of size $l$ is there $w$ a solution such that $v = w|_{[l]}$? This problem is called the **extension problem** associated to the enumeration problem.

**Proposition 1.** Given an enumeration problem $A$, such that for all $w$, $A(w)$ can be seen as vectors of size $n$ with coefficients in $D$, with $n$ and $|D|$ polynomially related to $|w|$. If the extension problem associated to $A$ is in P, then $A$ is in DelayP.
2.2 Closure of Families by Set Operations

We fix $D$ a finite domain. Given a $t$-ary operation $f$ (a function from $D^t$ to $D$), $f$ can be naturally extended to a $t$-ary operation over vectors of the same size. For a $t$-tuples of vectors of size $n$ $v^1, \ldots, v^t$, $f$ will then act coefficient-wise, that is for all $i \leq n$, $f(v^1, \ldots, v^t)_i = f(v^1_i, \ldots, v^t_i)$.

**Definition 2.** Let $\mathcal{F}$ be a finite set of operations over $D$. Let $S$ be a set of vectors of size $n$ over $D$. Let $\mathcal{F}^t(S) = \{f(v_1, \ldots, v_t) \mid v_1, \ldots, v_t \in \mathcal{F}^{t-1}(S) \text{ and } f \in \mathcal{F}\}$ and $\mathcal{F}^0(S) = S$.

The closure of $S$ by $\mathcal{F}$ is $Cl_{\mathcal{F}}(S) = \bigcup_t \mathcal{F}^t(S)$.

Remark that $Cl_{\mathcal{F}}(S)$ is also the smallest set which contains $S$ and which is closed by the operations of $\mathcal{F}$. The set $Cl_{\mathcal{F}}(S)$ is invariant under the operations of $\mathcal{F}$: these operations are called polymorphisms of the set $Cl_{\mathcal{F}}(S)$, a notion which comes from universal algebra.

As an illustration, assume that $D = \{0, 1\}$ and that $\mathcal{F} = \{\lor\}$. Then the elements of $S$ can be seen as subsets of $[n]$ (each vector of size $n$ is the characteristic vector of a subset of $[n]$) and $Cl_{\{\lor\}}(S)$ is the closure by union of all sets in $S$. Let $S = \{\{1, 2, 4\}, \{2, 3\}, \{1, 3\}\}$ then $Cl_{\{\lor\}}(S) = \{\{1, 2, 4\}, \{1, 2, 3, 4\}, \{2, 3\}, \{1, 3\}, \{1, 2, 3\}\}$. Remark that $Cl_{\{\lor\}}(S)$ is indeed closed by union, that is $\lor$ is a polymorphism of $Cl_{\{\lor\}}(S)$.

The problem we try to solve in this article, for all sets of operations $\mathcal{F}$ over $D$, is $\text{ENUM}\text{Cl}_{\mathcal{F}}$: given a set of vectors $S$ compute $Cl_{\mathcal{F}}(S)$. We will always denote the size of the vectors of $S$ by $n$ and the cardinality of $S$ by $m$. We introduce two related decision problems. First, the extension problem associated to a set of operations $\mathcal{F}$, is the problem $\text{EXT}\text{Cl}_{\mathcal{F}}$: given $S$ a set of vectors of size $n$, and a vector $v$ of size $l \leq n$, is there a vector $v' \in Cl_{\mathcal{F}}(S)$ such that $v = v'_l$? Second, the closure problem, denoted by $\text{CLOS}\text{E}_{\mathcal{F}}$, is a restricted version of the extension problem where $v$ is of size $n$.

Remark that $\text{EXT}\text{Cl}_{\mathcal{F}}$ can be reduced in linear time to $\text{CLOS}\text{E}_{\mathcal{F}}$ by transforming the instance $(S, v)$ of $\text{EXT}\text{Cl}_{\mathcal{F}}$ with $v$ of size $l$ into the instance $(S_l, v)$ of $\text{CLOS}\text{E}_{\mathcal{F}}$. By combining the previous remark and Proposition 1, we have the following proposition.

**Proposition 3.** If $\text{CLOS}\text{E}_{\mathcal{F}} \in P$ then $\text{ENUM}\text{Cl}_{\mathcal{F}} \in \text{DelayP}$.

We have introduced an infinite family of problems, whose complexity we want to determine. Several families of operations may produce the same closure. To deal with that, we need to introduce the notion of functional clone.

**Definition 4.** Let $\mathcal{F}$ be a finite set of operations over $D$, the functional clone generated by $\mathcal{F}$, denoted by $\mathcal{F}^\lhd$, is the set of operations obtained by any composition of the operations of $\mathcal{F}$ and of the projections $\pi^k_n : D^n \to D$ defined by $\pi^k_n(x_1, \ldots, x_n) = x_k$.

This notion is useful, because two sets of functions which generate the same clone applied to the same set produce the same closure. Therefore to prove our main theorem, we need to consider all clones rather than all sets of functions.

**Lemma 5.** For all set of operations $\mathcal{F}$ and all set of vectors $S$, $Cl_{\mathcal{F}}(S) = Cl_{\mathcal{F}^\lhd}(S)$.

The number of clones over $D$ is infinite even when $D$ is the boolean domain (of size 2). However, in this case the clones form a countable lattice, called Post’s lattice [10]. Moreover there is a finite number of well described clones plus a few very regular infinite families of clones.
<table>
<thead>
<tr>
<th>Clone</th>
<th>Base</th>
</tr>
</thead>
<tbody>
<tr>
<td>(I_2)</td>
<td>(\emptyset)</td>
</tr>
<tr>
<td>(L_2)</td>
<td>(x + y + z)</td>
</tr>
<tr>
<td>(L_0)</td>
<td>(x + y)</td>
</tr>
<tr>
<td>(E_2)</td>
<td>(\land)</td>
</tr>
<tr>
<td>(S_{10})</td>
<td>(x \land (y \lor z))</td>
</tr>
<tr>
<td>(S_{10}^e)</td>
<td>(\text{Th}^{k+1}_k, x \land (y \lor z))</td>
</tr>
<tr>
<td>(S_{12})</td>
<td>(x \land (y \rightarrow z))</td>
</tr>
<tr>
<td>(S_{12}^e)</td>
<td>(\text{Th}^{k+1}_k, x \land (y \rightarrow z))</td>
</tr>
<tr>
<td>(D_2)</td>
<td>(\text{maj})</td>
</tr>
<tr>
<td>(D_1)</td>
<td>(\text{maj}, x + y + z)</td>
</tr>
<tr>
<td>(M_2)</td>
<td>(\lor, \land)</td>
</tr>
<tr>
<td>(R_2)</td>
<td>(x \oplus y : z)</td>
</tr>
<tr>
<td>(R_0)</td>
<td>(\lor, +)</td>
</tr>
</tbody>
</table>

Figure 1 The reduced Post’s lattice, the edges represent inclusions of clones.

3 The Boolean Domain

In this part we will prove our main theorem on the complexity of \(\text{Closure}_F\), when the domain is boolean. An instance of one such problem, denoted by \(S\), will be equivalently seen as a set of vectors of size \(n\) or a set of subsets of \([n]\).

Theorem 6. Let \(F\) be any fixed finite set of operations over the boolean domain, then \(\text{Closure}_F \in P\) and \(\text{EnumClosure}_F \in \text{DelayP}\).

To prove our main theorem, we will prove that \(\text{Closure}_F \in P\), for each clone \(F\) in Post’s lattice. We first show that for certain \(F\) the problem \(\text{Closure}_F\) can be reduced to \(\text{Closure}_G\) where \(G\) is a simpler clone obtained from \(F\). This helps to reduce the number of cases we need to consider.

To an operation \(f\) we can associate its dual \(\overline{f}\) defined by \(\overline{f}(s_1, \ldots, s_t) = \neg f(\neg s_1, \ldots, \neg s_t)\).

If \(F\) is a set of operations, \(\overline{F}\) is the set of duals of operation in \(F\). We denote by \(0\) and \(1\) the constant functions which always return 0 and 1. By a slight abuse of notation, we will also denote by \(\emptyset\) the all zero vector and by \(1\) the all one vector.

Proposition 7. The following problems can be polynomially reduced to \(\text{Closure}_F\):
1. \(\text{Closure}_{F \cup \{0\}}, \text{Closure}_{F \cup \{1\}}, \text{Closure}_{F \cup \{0, 1\}}\)
2. \(\text{Closure}_{\overline{F}}\)
3. \(\text{Closure}_{F \cup \{-\}}\) when \(F = \overline{F}\)

For a modern presentation of all boolean clones, their bases and the Post’s lattice see [12]. In Fig. 1, we represent only the clones such that any clone of Post’s lattice can be reduced to one of those using Proposition 7. We have already explained how our main theorem need only to be proved for all clones such than all sets of functions. By Proposition 7, it is enough to prove it for all clones of Fig. 1, as we now do in the rest of this section.
3.1 Conjunction

We first study one of the simplest clones: \( E_2 = \langle \land \rangle \). We give an elementary proof that \( \text{Closure}_{E_2} \in \text{P} \), then we explain how to obtain a good delay for \( \text{EnumClosure}_{E_2} \). For a binary vector \( v \), let us denote by \( \mathcal{P}(v) \) (resp. \( \mathcal{P}(v) \)) the set of indices \( i \) for which \( v_i = 0 \) (resp. \( v_i = 1 \)).

**Proposition 8.** \( \text{Closure}_{E_2} \in \text{P} \).

**Proof.** Let \( S \) be a set of Boolean vectors. If we apply \( \land \) to a couple of vectors in \( S \) it produces the intersection of two vectors when seen as sets. Since the intersection operation is associative and commutative, \( \text{Cl}_{E_2}(S) \) is the set of arbitrary intersections of elements of \( S \). Let \( v \) be a vector and let \( S_1 \) be the set \( \{ w \in S \mid w_{\mathcal{P}(v)} = 1 \} \). Assume now that \( v \) can be obtained as an intersection of elements \( v_1, \ldots, v_t \), those elements must be in \( S_1 \) because of the monotonicity of the intersection for the inclusion. On the other hand, by definition of \( S_1 \), \( v \) will always be smaller than or equal to \( \cap_{w \in S_1} w \). Therefore, \( v \in \text{Cl}_{E_2}(S) \) if and only if \( v = \cap_{w \in S_1} w \). This intersection can be computed in time \( O(mn) \) which concludes the proof.

By Proposition 1, we can turn the algorithm for \( \text{Closure}_{E_2} \) into an enumeration algorithm for \( \text{EnumClosure}_{E_2} \) with delay \( O(mn^2) \). We explain in the next proposition how to reduce this delay to \( O(mn) \), which is the best known complexity for this problem.

**Proposition 9.** There is an algorithm solving \( \text{EnumClosure}_{E_2} \) with a delay \( O(mn) \).

**Proof.** We use the backtrack search described in Proposition 1 but we maintain data structures which allow us to decide \( \text{Closure}_{E_2} \) quickly. Let \( S \) be the input set of \( m \) vectors of size \( n \). During the traversal of the tree we update the partial solution \( p_i \), represented by an array of size \( n \) which stores whether \( p_i = 1 \), \( p_i = 0 \) or is yet undefined.

A vector \( v \) of \( S \) is compatible with the partial solution if \( \mathcal{P}(p) \subseteq \mathcal{P}(v) \). We maintain an array \( \text{COMP} \) indexed by the sets of \( S \), which stores whether each vector of \( S \) is compatible or not with the current partial solution. Finally we update an array \( \text{COUNT} \), such that \( \text{COUNT}[i] \) is the number of compatible vectors \( v \in S \) such that \( v_i = 1 \). Remark that a partial solution \( p \) can be extended into a vector of \( \text{Cl}_{E_2}(S) \) if and only if for all \( i \in \mathcal{P}(p), \text{COUNT}[i] > 0 \), the solution is then the intersection of all compatible vectors.

At each step of the traversal, we select an index \( i \) such that \( p_i \) is undefined and we set first \( p_i = 0 \) then \( p_i = 1 \). When we set \( p_i = 1 \), there is no change to do in \( \text{COUNT} \) and \( \text{COMP} \) and we can check whether this extended partial solution is correct by checking if \( \text{COUNT}[i] > 0 \) in constant time. When we set \( p_i = 1 \), we need to update \( \text{COMP} \) by removing from it every vector \( v \) such that \( v_i = 0 \). Each time we remove such a vector \( v \), we decrement \( \text{COUNT}[j] \) for all \( j \) such that \( v_j = 0 \). If there is a \( j \) such that \( \text{COUNT}[j] \) is decremented to 0 then the extension of \( p \) by \( p_i = 1 \) is not possible.

When we traverse a whole branch of the tree of partial solutions during the backtrack search, we will set \( p_i = 1 \) for each \( i \) at most once and then we need to remove each vector from \( \text{COMP} \) at most once. Therefore the total number of operations we do to maintain \( \text{COMP} \) and \( \text{COUNT} \) is \( O(mn) \) and so is the delay.

The problem \( \text{EnumClosure}_{E_2} \) is related to several interesting enumeration problems such as listing the solutions of a DNF formula. There is an intriguing open question on its complexity: can we have a delay sublinear in \( m \) or only dependent on \( n \), that is a delay polynomial in the size of the solutions? For all other clones, in contrast, we give enumeration algorithms with a delay polynomial in the size of the solutions.
3.2 Algebraic Operations

We first deal with the clone \( L_0 = \langle +, \rangle \) where + is the boolean addition. Note that \( Cl_{L_0}(S) \) is the vector space generated by the vectors in \( S \). Seen as an operation on sets, + is the symmetric difference of the two sets.

**Proposition 10.** Closure \( L_0 \in P \).

**Proof.** Let \( S \) be the set of input vectors, let \( v \) be a vector and let \( A \) be the matrix whose rows are the elements of \( S \). The vector \( v \) is in \( Cl_{L_0}(S) \) if and only if there is a solution over \( \mathbb{F}_2 \) to \( Ax = v \). Solving a linear system over \( \mathbb{F}_2 \) can be done in polynomial time which proves the proposition. □

The previous proposition yields a polynomial delay algorithm by applying Proposition 1. One can get a better delay, by computing in polynomial time a maximal free family \( M \) of \( S \), which is a basis of \( Cl_{L_0}(S) \). The basis \( M \) is a succinct representation of \( Cl_{L_0}(S) \). One can generate all elements of \( Cl_{L_0}(S) \) by going over all possible subsets of elements of \( M \) and summing them. The subsets can be enumerated in constant time by using Gray code enumeration (see [9]). The sum can be done in time \( n \) by adding a single vector since two consecutive sets differ by a single element in the Gray code order. Therefore we have, after the polynomial time computation of \( M \), an enumeration in delay \( O(n) \).

With some care, we can extend this result to the clone \( L_2 \) generated by the sum modulo two of three elements.

**Proposition 11.** Closure \( L_2 \in P \).

**Proof.** First remark that any vector in \( Cl_{L_2}(S) \) is the sum of an odd number of vectors in \( S \). In other words \( v \in Cl_{L_2}(S) \) if and only if there is a vector \( x \) such that \( Ax = v \) and that the Hamming weight of \( x \) is odd. One can compute a basis \( B \) of the vector space of the solutions to the equation \( Ax = v \). If all elements of \( B \) have Hamming weight even, then their sums also have Hamming weight even. Therefore \( v \in Cl_{L_2}(S) \) if and only if there is an element in \( B \) with odd Hamming weight, which can be decided in polynomial time. □

3.3 Conjunction and Disjunction

In this subsection, we deal with the largest possible clones of our reduced Post lattice: \( M_2 = \langle \wedge, \vee, + \rangle \), \( R_2 = \langle x \mid y : z \rangle \) and \( R_0 = \langle \vee, \wedge, + \rangle \).

**Proposition 12.** Closure \( M_2 \in P \).

**Proof.** Let \( S \) be a vector set and for all \( i \in [n] \), let \( X_i := \{ v \in S \mid v_i = 1 \} \). We will show that a vector \( u \) belongs to \( Cl_{M_2}(S) \) if and only if \( u = \bigwedge_{i \in \mathcal{F}(u)} \bigvee_{v \in X_i} v \). Clearly, if \( u = \bigwedge_{i \in \mathcal{F}(u)} \bigvee_{v \in X_i} v \) then \( u \in Cl_{M_2}(S) \).

Assume first that there exists \( i \in \mathcal{F}(u) \) such that \( X_i = \emptyset \) i.e. for all \( v \in S \), \( v_i = 0 \). Then clearly, for all \( w \in Cl_{M_2}(S) \), \( w_i = 0 \) and then \( u \notin Cl_{M_2}(S) \). Assume now that \( X_i \neq \emptyset \) for all \( i \in \mathcal{F}(u) \) and assume that \( u \neq t := \bigwedge_{i \in \mathcal{F}(u)} \bigvee_{v \in X_i} v \). So there exists \( j \in \mathcal{F}(u) \) such that \( t_j = 1 \).

Thus, there exists \( i \in \mathcal{F}(u) \) such that for all \( v \in X_i \), \( v_j = 1 \). We have that for all \( v \in S \), \( v_i = 1 \Rightarrow v_j = 1 \). Let us show that this property is preserved by both operations \( \wedge \) and \( \vee \) and then that this property holds for all \( w \in Cl_{M_2}(S) \). Assume that the property holds for a set \( \mathcal{F} \). Let \( a, b \in \mathcal{F} \) and let \( v := a \wedge b \). If \( v_j = 1 \), we have \( a_i = 1 \) and \( b_i = 1 \) and then \( a_j = 1 \) and \( b_j = 1 \). We conclude that \( v_j = a_j \wedge b_j = 1 \). Assume now that \( v = a \vee b \) and
that \( v_i = 1 \). Then either \( a_i = 1 \) or \( b_i = 1 \), say w.l.o.g. that \( a_i = 1 \). Then \( a_j = 1 \) and we have \( v_j = a_j \lor b_j = 1 \). We have shown that the property is preserved by both operations, therefore \( u \) cannot belong to \( Cl_M(S) \) since \( u_i = 1 \) and \( u_j = 0 \).

We can decide \( Cl_M(S) \) in time \( O(mn^2) \) therefore by applying Proposition 1, we get an enumeration algorithm with delay \( O(mn^3) \). We can precompute the \( n \) vectors \( x^i = \bigwedge_{v \in X_i} v \) and generate their unions in delay \( O(n^2) \) thanks to Proposition 9. We can do better by using the inclusion structure of the \( x^i \) to obtain a \( O(n) \) delay.

\[ \textbf{Proposition 13.} \text{ EnumClosure}_{M_2} \text{ can be solved with delay } O(n). \]

If we consider \( \text{EnumClosure}_{M_2 \cup \{ \neg \}}(S) \), it is very easy to enumerate. Let \( X_i = \{ v \mid v \in S, v_i = 1 \} \cup \{ \neg v \mid v \in S, v_i = 0 \} \) and let \( x^i = \bigwedge_{v \in X_i} v \). The set \( Cl_{M_2 \cup \{ \neg \}}(S) \) is in fact a boolean algebra, whose atoms are the \( x^i \). Indeed, either \( x_{i,j}^i = x_{i,j}^j \) and they are equal or \( x_{i,j}^i \cap x_{i,j}^j = \emptyset \). Since \( A = \{ x_i^i \mid i \in [n] \} \), two distinct unions of elements in \( A \) produce distinct elements. Hence by enumerating all possible subsets of \( A \) with a Gray code, we can generate \( Cl_{M_2 \cup \{ \neg \}}(S) \) with a delay \( O(n) \) (even \( O(1) \) when always equal coefficients are grouped together).

The closures by the clones \( R_2 \) and \( R_0 \) are equal to the closure by \( M_2 \cup \{ \neg \} \) up to some coefficients which are fixed to 0 or 1, thus they are as easy to enumerate.

\[ \textbf{Proposition 14.} \text{ The problems Closure}_{R_2}, \text{ Closure}_{R_0} \text{ can be reduced to Closure}_{M_2} \text{ in polynomial time.} \]

### 3.4 Majority and Threshold

An operation \( f \) is a near unanimity of arity \( k \) if it satisfies \( f(x_1, x_2, \ldots, x_k) = x \) for each \( k \)-tuple with at most one element different from \( x \). The threshold function of arity \( k \), denoted by \( Th_{k-1} \), is defined by \( Th_{k-1}(x_1, \ldots, x_k) = 1 \) if and only if at least \( k-1 \) of the elements \( x_1, \ldots, x_k \) are equal to one. It is the smallest near unanimity operation over the booleans. The threshold function \( Th_2 \) is the majority operation over three booleans that we denote by \( maj \) and the clone it generates is \( D_2 \). We first give a characterization of \( Cl_{D_2}(S) \) which helps prove that \( \text{Closure}_{D_2} \in P \). The characterization is a particular case of a universal algebra theorem that we then use to compute the closure by any clone which contains a threshold function.

\[ \textbf{Lemma 15.} \text{ Let } S \text{ be a vector set. A vector } v \text{ belongs to } Cl_{D_2}(S) \text{ if and only if for all } i, j \in [n], i \neq j, \text{ there exists } x \in S \text{ such that } x_{i,j} = v_{i,j}. \]

**Proof.** (\( \Longrightarrow \)) Given \( a, b \in \{ 0, 1 \} \) and \( i, j \in [n], i \neq j \), we first show that if for all \( v \in S \), \( v_i \neq a \) or \( v_j \neq b \) then for all \( u \in Cl_{D_2}(S) \), \( v_i \neq a \) or \( v_j \neq b \). It is sufficient to prove that this property is preserved by applying \( maj \) to a vector set i.e. that if \( S \) has this property, then \( maj(S) \) has also this property. Let \( x, y, z \in S \), \( v := maj(x, y, z) \), and assume for contradiction that \( v_{i,j} = (a, b) \). Since \( v_i = a \), there are at least two vectors among \( \{ x, y, z \} \) that are equal to \( a \) at index \( i \). Without loss of generality, let \( x \) and \( y \) be these two vectors. Since for all \( u \in S \), \( u_i \neq a \) or \( u_j \neq b \), we have \( x_i \neq b \) and \( y_j \neq b \) and then \( y_j \neq b \) which contradicts the assumption. We conclude that if \( v \in Cl_{D_2}(S) \), then for all \( i, j \in [n], \) there exists \( u \in S \) with \( v_{i,j} = u_{i,j} \).

(\( \Longleftarrow \)) Let \( k \leq n \) and let \( a_1, \ldots, a_k \in \{ 0, 1 \} \). We will show by induction on \( k \), that if for all \( i, j \leq k \) there exists \( v \in S \) with \( v_i = a_i \) and \( v_j = a_j \), then there exists \( u \in Cl_{D_2}(S) \) with \( u_1 = a_1, u_2 = a_2, \ldots, u_k = a_k \). The assertion is true for \( k = 2 \). Assume it is true for \( k - 1 \),
and let \( a_1, ..., a_k \in \{0,1\} \). By induction hypothesis there exists a vector \( v \in Cl_{D_2}(\mathcal{S}) \) with \( w_1 = a_1, ..., w_{k-1} = a_{k-1} \). By hypothesis, for all \( i \leq k \) there exists \( v^i \in \mathcal{S} \) with \( v^i_1 = a_1 \) and \( v^i_k = a_k \). We then construct a sequence of vectors \( (v^i)_{i\leq k} \) as follow. We let \( v^1 = v^1 \) and for all \( 1 < i < k \), \( v^i = \text{maj}(w_i, v^{i-1}, v^i) \). We claim that \( u := u^{k-1} \) has the property sought i.e. for all \( i \leq k \), \( u_i = a_i \). First let prove that for all \( i < k \) and for all \( j \leq i \), \( u^i_j = a_j \). It is true for \( u_1 \) by definition. Assume now that the property holds for \( u^{i-1} \), \( i < k \). Then, by construction, for all \( j \leq i - 1 \), we have \( u^i_j = a_j \) since \( w_i = a_j \) and \( u^{i-1}_j = a_j \). Furthermore, we have \( u^i_k = \text{maj}(w_i, u^{i-1}_k, v^i_k) = a_i \) since \( w_i = a_i \) and \( v^i_k = a_k \). We conclude that for all \( i \leq k - 1 \), \( u_i = u^{k-1}_i = a_i \).

We claim now that for all \( i < k \), \( u^i_k = a_k \). It is true for \( u^1 \). Assume it is true for \( u^{i-1} \), \( i < k \). Then we have \( u^i_k = \text{maj}(w_k, u^{i-1}_k, v^i_k) \) which is equal to \( a_k \) since \( u^{i-1}_k = a_k \) by induction and \( v^i_k = a_k \) by definition. We then have \( u_i = a_i \) for all \( i \leq k \) which concludes the proof.

As an immediate consequence we get the following corollary and proposition.

\[ \Rightarrow \text{Corollary 16.} \text{ Closure}_{D_2} \in P. \]

\[ \Rightarrow \text{Proof.} \text{ Using Lemma 15, one decides whether a vector } v \text{ is in } Cl_{D_2}(\mathcal{S}), \text{ by considering every pair of indices } i, j \text{ and checking whether there is a vector } w \in \mathcal{S} \text{ such that } v_{i,j} = w_{i,j}. \text{ The complexity is in } O(nm^2). \]

\[ \Rightarrow \text{Proposition 17. } \text{EnumClosure}_{D_2} \text{ can be solved in delay } O(n^2). \]

\[ \Rightarrow \text{Proof.} \text{ We do a backtrack search and we explain how to efficiently decide Closure}_{D_2} \text{ during the enumeration. We first precompute for each pair } (i,j) \text{ all values } (a,b) \text{ such that there exists } v \in \mathcal{S}, v_{i,j} = (a,b). \text{ When we want to decide whether the vector } v \text{ of size } l \text{ can be extended into a solution, it is enough that it satisfies the condition of Lemma 15. Moreover, we already know that } v[1-1] \text{ satisfies the condition of Lemma 15. Hence we only have to check that the values of } v_{i,j} \text{ for all } i < l \text{ can be found in } S_{i,j} \text{ which can be done in time } O(l). \text{ The delay is the sum of the complexity of deciding Closure}_{D_2} \text{ for each partial solution in a branch: } O(n^2). \]

It turns out that Lemma 15 is a particular case of a general theorem of universal algebra which applies to all near unanimity terms. However we felt it was interesting to give the lemma and its proof to get a sense of how the following theorem is proved.

\[ \Rightarrow \text{Theorem 18 (Baker-Pixley, adapted from [2]). Let } \mathcal{F} \text{ be a clone which contains a near unanimity term of arity } k, \text{ then } v \in Cl_{\mathcal{F}}(\mathcal{S}) \text{ if and only if for all sets of indices } I \text{ of size } k - 1, v_I \in Cl_{\mathcal{F}}(\mathcal{S})_I. \]

This allows to settle the case of \( D_1 = < \text{maj}, x + y + z > \) and of the two infinite families of clones of our restricted lattice \( S^k_{10} = < Th_k^{k+1}, x \wedge (y \vee z) > \) and \( S^k_{12} = < Th_k^{k+1}, x \wedge (y \rightarrow z) >. \)

\[ \Rightarrow \text{Corollary 19. If a clone } \mathcal{F} \text{ contains } Th_k^{k+1} \text{ then Closure}_{\mathcal{F}} \text{ is solvable in } O(nm^k). \text{ In particular Closure}(S^k_{10}), \text{ Closure}(S^k_{12}) \text{ and Closure}(D_1) \text{ are in } P. \]

We have proved that the complexity of any closure problem in one of our infinite families is polynomial. Remark that we can use the method of Proposition 17 to obtain a delay \( O(n^k) \) for enumerating the elements of a set closed by a near unanimity function of arity \( k \). Notice that we could have applied Theorem 18 to the clones of Subsection 3.3 which all contain the \text{maj} function. However, it was relevant to deal with them separately to obtain a different algorithm with delay \( O(n) \) rather than \( O(n^2) \).
Notice that the complexity of Closure\_f is increasing with the smallest arity of a near unanimity function in \(\mathcal{F}\). We should thus investigate the complexity of the uniform problem when the clone is given as input. Let ClosureThreshold be the following problem: given a set \(\mathcal{S}\) of vectors and an integer \(k\) decide whether the vector \(1 \in Cl_{S_{10}}(\mathcal{S})\). It is a restricted version of the uniform problem, but it is already hard to solve because we can reduce the Hitting Set problem to its complement.

**Theorem 20.** Closure\_Threshold is coNP-complete.

In fact, the result is even stronger because our reduction preserves the value \(k\). We cannot hope to get an FPT algorithm for ClosureThreshold parameterized by \(k\) since the Hitting Set problem parameterized by the size of the hitting set is \(\text{W}[2]\)-complete [6]. It means that if we want to significantly improve the delay of our enumeration algorithm for the clone \(S_{10}\), we should drop the backtrack search since it relies on solving Closure\_Threshold.

### 3.5 Limits of the Infinite Parts

Here we deal with the two cases left which are the limits of the two infinite hierarchies of clones we have seen in the previous subsection. Let us begin with \(S_{12} = \langle x \land (y \rightarrow z) \rangle\).

**Remark.** Let \(\mathcal{S}\) be a vector set and assume that there exists some \(i \in [n]\) such that for all \(v \in \mathcal{S}\), \(v_i = 1\) (resp. \(v_i = 0\)) then for all \(w \in Cl_{S_{12}}(\mathcal{S})\) we have \(w_i = 1\) (resp. \(w_i = 0\)). Then we will assume in this section that for all \(i \in [n]\) there is at least a vector \(v\) in \(\mathcal{S}\) with \(v_i = 1\) and a vector \(w\) with \(w_i = 0\).

**Theorem 21.** Let \(\mathcal{S}\) be a vector set, a vector \(v\) belongs to \(Cl_{S_{12}}(\mathcal{S})\) if and only if

- there exists \(w \in \mathcal{S}\) such that \(\mathcal{I}(v) \subseteq \mathcal{I}(w)\)
- for all \((k, i) \in \mathcal{I}(v) \times \mathcal{I}(v)\) there exists \(w \in \mathcal{S}\) with \(w_{k,i} = (0, 1)\) or \(w_{k,i} = (1, 0)\)

**Proof.** Let us start by proving the following claim.

**Claim:** Let \(k, i \in [n]\). Then there exists \(u \in Cl_{S_{12}}(\mathcal{S})\) such that \(u_{k,i} = (1, 0)\) if and only if there exists \(v \in \mathcal{S}\) such that \(v_{k,i} = (1, 0)\) or \(v_{k,i} = (0, 1)\).

Assume first that there exists \(v \in \mathcal{S}\) such that \(v_{k,i} = (0, 1)\). Let \(w \in \mathcal{S}\) such that \(w_{k,i} = (1, 0)\) or \(w_{k,i} = (0, 1)\). Without loss of generality, such vectors exist by the assumption of Remark 3.5. Then \(u := x \land (v \rightarrow y)\) has the sought property, i.e \(u_{k,i} = (1, 0)\). Assume now that for all \(v \in \mathcal{S}\), \(v_{k,i} \neq (1, 0)\) and \(v_{k,i} \neq (0, 1)\). We show that this property is preserved by the application of \(x \land (y \rightarrow z)\). For all \(v \in \mathcal{S}\), \(v_{k,i} = (1, 1)\) or \(v_{k,i} = (0, 0)\). Since the function \(x \land (y \rightarrow z)\) acts coordinate-wise on the vectors, if we consider \(w = x \land (y \rightarrow z)\) with \(x, y, z \in \mathcal{S}\) we must have \(w_i = w_k\). Therefore \(w_{k,i} \neq (1, 0)\) and \(w_{k,i} \neq (0, 1)\) which implies by induction that there is no \(v\) with \(v_{k,i} = (0, 1)\) and \(v \in Cl_{S_{12}}(\mathcal{S})\). This completes the proof of the claim and we now prove the theorem.

\((\Leftarrow)\) We can simulate \(w \land v\) with \(w \land (w \rightarrow v)\). We will show that for all \(i \in \mathcal{I}(v)\) either there exists a vector \(v' \in \mathcal{S}\) such that \(\mathcal{I}(v) \subseteq \mathcal{I}(v')\) and \(v = 0\) or we can construct it. Notice that it is sufficient in order to prove that \(v \in Cl_{S_{12}}(\mathcal{S})\) since we have \(v = \bigwedge_{i \in \mathcal{I}(v)} v_i\). So let \(i \in \mathcal{I}(v)\) and assume that for all \(w \in \mathcal{S}\) such that \(\mathcal{I}(v) \subseteq \mathcal{I}(w)\) we have \(w_i = 1\). Let \(w\) be such a vector and let \(\mathcal{I}(v) = \{j_1, j_2, \ldots, j_k\}\). We will construct a sequence of vectors \((w^l)_{1 \leq k}\) such that for all \(l \leq k\) and for all \(r \leq l\), \(w_{j_r} = 1\) and \(w_{j_r} = 0\). Let \(w^1\) be the vector with \(w_{j_1} = 1\) and \(w_{j_1} = 0\). By the claim, such a vector exists in \(Cl_{S_{12}}(\mathcal{S})\). Now for all \(l \leq k\), let us define \(w^l := w \land (w \rightarrow w^{l-1})\) where \(w^l\) is a vector such that \(w_{j_1} = 0\) and \(w_{j_1} = 1\) and there is such a vector in \(Cl_{S_{12}}(\mathcal{S})\) by the claim. Since by induction we have \(w_{j_1} = 0\), and since \(w_{j_1} = 1\), we have \((w \rightarrow w^{l-1}) = 0\) and thus \(w^l = 0\). Now since \(w_{j_1} = 0\) and \(w_{j_1} = 1\) we have
\[ w^j_l = 1. \text{ Finally, for all } r < l, \text{ we have } w^j_r \text{ and } w^{j-1}_r = 1. \text{ Hence } w^j_r = 1. \text{ We obtain that } \mathcal{P}(v) \subseteq \mathcal{P}(w^k) \text{ and } w^k = 0. \]

\((\implies)\) Let \( v \in Cl_{S_{12}}(S) \). Notice that if \( v = x \land (y \to z) \), then \( \mathcal{P}(v) \subseteq \mathcal{P}(x) \). Thus, there exists \( w \in S \) such that \( \mathcal{P}(v) \subseteq \mathcal{P}(w) \). Now, by the claim, for all \( k, i \in [n] \) such that \( v_{k,i} = (1, 0) \) there exists \( w \in S \) such that \( w_{k,i} = (1, 0) \) or \( w_{k,i} = (0, 1) \) which conclude the proof. ▶

\textbf{Corollary 22.} \( Cl_{S_{12}} \in \mathbb{P} \).

Finally, we deal with the clone \( S_{10} = \langle x \land (y \lor z) \rangle \). The characterization of \( Cl_{S_{10}}(S) \) and its proof are very similar to the one of \( Cl_{S_{12}}(S) \).

\textbf{Theorem 23.} Let \( S \) be a vector set, a vector \( v \) belongs to \( Cl_{S_{10}}(S) \) if and only if

\begin{itemize}
  \item there exists \( w \in S \) such that \( \mathcal{P}(v) \subseteq \mathcal{P}(w) \)
  \item for all \( (k, i) \in \mathcal{P}(v) \times \mathcal{P}(v) \) there exists \( w \in S \) with \( w_{k,i} = (1, 0) \)
\end{itemize}

\textbf{Corollary 24.} \( Cl_{S_{10}} \in \mathbb{P} \).

\section{Larger Domains}

In this section, we try to extend some results of the boolean domain to larger domains.

\subsection{Tractable Closure}

The first tractable case is an extension of the clones of Subsection 3.4. Indeed using Th. 18, we can get an equivalent to Corollary 19 and to Proposition 17 in any domain size.

\textbf{Corollary 25.} If \( F \) contains a near unanimity operation, then \( Cl_{F} \in \mathbb{P} \).

\textbf{Proposition 26.} If \( F \) contains a near unanimity term of arity \( k \), then \( EnumCl_{F} \) can be solved in delay \( O(n^{k-1}) \).

The second tractable case is a generalization of Subsection 3.2.

\textbf{Proposition 27.} Let \( f \) be a commutative group operation over \( D \), then \( Cl_{<f>} \in \mathbb{P} \).

\textbf{Proof.} We want to solve \( Cl_{<f>} \), given \( S \) a set of vectors and \( v \) a vector. Let \( A \) be the matrix which have the elements of \( S \) as rows. The vector \( v \) is in \( Cl_{<f>}(S) \) if and only there is a vector \( x \) with coefficients in \( \mathbb{Z} \) such that \( Ax = v \). This equation is not over a field so we cannot solve it directly. We apply a classical group theorem to the finite commutative group \( (D, f) \), which states that \( D \) is a direct sum of cyclic groups \( D_1, \ldots, D_t \) whose order is the power of a prime. The equation \( Ax = v \) can be seen as a set of equations over fields: \( A_i x_i = v_i \), for \( i \leq t \), where \( A_i, x_i \), and \( v_i \) are the projection of \( A, x \) and \( v \) over \( D_i \). We can easily reconstruct \( x \) which have the projections \( x_i \) on \( D_i \) by the Chinese remainder theorem. Therefore, deciding whether \( v \in Cl_{<f>}(S) \) is equivalent to solving a set of linear systems and hence is in polynomial time. ▶

One natural generalization would be to allow the function \( f \) to be non commutative. In that case, we conjecture that \( Cl_{<f>} \) is \( \mathbb{NP} \)-hard.
4.2 A Limit to the Backtrack Search

The last case we would like to extend is the clone generated by the conjunction. A natural generalization is to fix an order on $D$ and to study the complexity of $\text{Closure}_{<f>}$ with $f$ monotone. Let $f$ be the function over $D = \{0, 1, 2\}$ defined by $f(x, y) = \min(x + y, 2)$. This function is clearly monotone for the usual order. However we can prove that EXACT-3-COVER reduces to $\text{Closure}_{<f>}$. 

▶ Proposition 28. $\text{Closure}_{<f>}$ is NP-complete.

This hardness result implies that we cannot use the backtrack search to solve the associated enumeration algorithm. However, if we allow a space proportional to the number of solutions, we can still get a polynomial delay algorithm for associative functions, a property satisfied by the function $f$ of the last proposition. Remark that the space used can be exponential while the backtrack search only requires a polynomial space.

▶ Proposition 29. If $f$ is an associative function, then $\text{EnumClosure}_{<f>} \in \text{DelayP}$.

Proof. Let $S$ be an instance of $\text{EnumClosure}_{<f>}$. Let $G$ be the directed graph with vertices $\text{Cl}_{<f>} (S)$ and from each $v \in \text{Cl}_{<f>} (S)$, there is an arc to $f(v, s)$ for all $s \in S$. Since $f$ is associative, by definition of $G$, every vertex of $\text{Cl}_{<f>} (S)$ is accessible from a vertex in $S$. Therefore we can do a depth-first traversal of the graph $G$ to enumerate all solutions. A step of the traversal is in polynomial time: from an element $v$ we generate its neighborhood: $f(v, s)$ for $s \in S$. The computation of $f(v, s)$ is in time $O(n)$ and $|S| = m$. We must also test whether the solution $f(v, s)$ has already been generated. This can be done in time $O(n)$ by maintaining a self balanced search tree containing the generated solutions, since there are at most $|D|^n$ solutions. In conclusion the delay of the enumeration algorithm is in $O(nm)$ thus polynomial. ▼

To obtain a polynomial space algorithm, we could try to use the reverse search method [1]. To do that, we want the graph $G$ to be a directed acyclic graph, which is the case if we require the function to be monotone. The monotonicity also ensures that the depth of $G$ is at most $n(|D| - 1)$. However we also need to be able to compute for each element of $G$ a canonical ancestor in polynomial time and it does not seem to be easy even when $f$ is monotone. We leave the question of finding a good property of $f$ which ensures the existence of an easy to compute ancestor open for future research.
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Abstract

Cost register automata (CRA) and its subclass, copyless CRA, were recently proposed by Alur et al. as a new model for computing functions over strings. We study structural properties, expressiveness, and closure properties of copyless CRA. We show that copyless CRA are strictly less expressive than weighted automata and are not closed under reverse operation. To find a better class we impose restrictions on copyless CRA, which ends successfully with a new robust computational model that is closed under reverse and other extensions.
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1 Introduction

Weighted automata (WA) are an expressible extension of finite state automata for computing functions over strings. They have been extensively studied since Schützenberger [17], and its decidability problems [12, 1], extensions [7], logic characterization [7, 11], and applications [14, 6] have been deeply investigated.

Unfortunately, there exists a lack of research on understanding subclasses of functions below the class of WA. Recently Alur et al. [2, 4] introduced the computational model of cost register automata (CRA), an alternative model for computing functions over strings. The idea of this model is to enhance deterministic finite automata with registers that can be combined by using operations over a fixed semiring. In contrast to previous models with counters, CRA blindly updates its registers on each transition by using values computed on the previous state. In [2], it was shown that CRA are strictly more expressive than WA. Interestingly, it was also shown that a natural subfragment of CRA is equally expressive to WA, which gives a new representation for understanding this class of functions.

A new representation for WA allows to study natural subclasses of functions that could not be proposed from the classical perspective. This is the case for the class of copyless CRA that where proposed in [2]. The idea of the so-called copyless restriction is to use each register at most once in every transition. Intuitively, this automaton model is register-deterministic in the sense that it cannot copy the content of each register, similar to a deterministic finite automaton that cannot make a copy of its current state. The copyless restriction was successfully used in the context of streaming tree transducers [3] for capturing MSO-transductions over trees and it was proposed as a natural restriction over CRA. Furthermore, copyless CRA are an excellent candidate for having good decidability properties. It was stated in [2] that the existing proofs of undecidability in WA rely on the unrestricted non-deterministic nature of the model and, thus, it is believed that copyless CRA might have good decidability properties. Despite that this is a natural and interesting model for computing
functions, research on this line has not been pursued further and not much is known about copyless CRA.

In this paper we study the structure, expressiveness, and closure properties of copyless CRA. We start by developing a toolkit of structural properties for analysing copyless CRA. Towards this goal, we introduce a normal form on the registers of copyless CRA. We show that every copyless CRA can be put in this normal form which considerably simplifies the analysis of this model. With this restriction we provide further results that explain the flow and grow of registers content during a run. Specifically, we prove that from its normal form one can identify a subset of registers, called stable registers, that cannot be reset and are constantly growing during a run. We show that stable registers lead the behaviour of copyless CRA and that they are crucial to analyse the growing rate of loops.

Then we turn our attention on studying the expressivity of copyless CRA. As a proof of concept, we use the structural properties developed in this paper to compare the expressiveness of copyless CRA with the class of functions defined by WA. We show that copyless CRA are strictly less expressive than WA. Furthermore, we show that copyless CRA are strictly less expressive than regular cost functions, a class of functions introduced in [2]. It is important to stress that it was previously believed that copyless CRA was strictly less expressive than WA, but this is the first paper which proves this statement formally.

In the last sections, we focus on the robustness of copyless CRA in terms of its closure properties. The robustness of a computational model is usually measured in terms of how stable is the model when new operations or extensions are allowed. Deterministic finite automata are a good example for the previous statement: they are closed under several extensions/operations like set operations (e.g. union, intersection), different flavours of non-determinism, regular look-ahead, two-directions (in particular, under reverse), etc. These properties are probably one of the reasons behind its fruitful connection with MSO logic or finite monoids [5, 16]. Unfortunately, this measure of robustness put copyless CRA in an undesirable position: our expressiveness result shows that copyless CRA are not closed under reverse and, furthermore, under any extensions regarding directions of its reading head. This implies that the behaviour of copyless CRA is asymmetric with respect to the input, which buried our expectations of a robust class for computing functions.

The lack of good closure properties for copyless CRA fuels our interest in its subclasses. We consider a natural fragment of copyless CRA, called bounded alternation copyless CRA (BAC). This class was previously introduced in [13] and characterized in terms of the so-called Maximal Partition logic. Interestingly, this fragment of copyless CRA does not lose much in terms of expressivity. In fact, most examples in [2] and in this paper are definable by BAC. Furthermore, all the structural toolkit introduced for copyless CRA also extend for this class. In contrast to copyless CRA, BAC are robust under several and natural extensions previously considered in [2, 3]. Specifically, we show that BAC are closed under unambiguous non-determinism, regular look-ahead and under reverse. These results emphasize that BAC is a promising computational model in the world of quantitative functions and show that there exists a rich theory of functions below the class of WA.

**Organization.** In Section 2 we introduce copyless CRA and some basic definitions. In Section 3 we introduce the normal form and analyze the content of registers during the runs of copyless CRA. Then we show in Section 4 that the class of copyless CRA is not closed under reverse. In Section 5 we define BAC and show some closure properties of this class. We conclude in Section 6 with possible directions for future research. Due to the page limit all full proofs are moved to the appendix, available online.
2 Preliminaries

In this section, we recall the definitions of cost register automata and the copyless restriction. We start with the definitions of expressions and substitutions over a semiring that are standard in this area.

Semirings and functions. A semiring is a structure $S = (S, \emptyset, \odot, 0, 1)$ where $(S, \emptyset, \emptyset)$ is a commutative monoid, $(S \setminus \{0\}, \odot, 1)$ is a monoid, multiplication distributes over addition, and $0 \odot s = s \odot 0 = 0$ for each $s \in S$. If the multiplication is commutative, we say that $S$ is commutative. In this paper, we always assume that $S$ is commutative. For the sake of simplicity, we usually denote the set of elements $S$ by the name of the semiring $S$. As standard examples of semirings we will consider the semiring of natural numbers $\mathbb{N}(+, \cdot) = (\mathbb{N}, +, \cdot, 0, 1)$, the min-plus semiring $\mathbb{N}_\infty(\min, +) = (\mathbb{N}_\infty, \min, +, \infty, 0)$ and the max-plus semiring $\mathbb{N}_\infty(\max, +) = (\mathbb{N}_\infty, \max, +, -\infty, 0)$ which are standard semirings in the field of weighted automata [8].

In this paper, we study the specification of functions from strings to values, namely, from $\Sigma^*$ to $S$. We say that a function $f : \Sigma^* \to S$ is definable by a computational system $A$ (e.g. weighted automaton, or CRA) if $f(w) = [A](w)$ for any $w \in \Sigma^*$, where $[A]$ is the semantics of $A$ over strings. For any string $w$, we denote by $w^r$ the reverse string. We say that a class of functions $F$ is closed under reverse [2] if for every $f \in F$ there exists a function $f^r \in F$ such that $f^r(w^r) = f(w)$ for all $w \in \Sigma^*$.

Variables, expressions, and substitutions. Fix a semiring $S = (S, \emptyset, \odot, 0, 1)$ and a set of variables $\mathcal{X}$ disjoint from $S$. We denote by Expr($\mathcal{X}$) the set of all syntactical expressions that can be defined with $\mathcal{X}$, constants in $S$, and the binary operations $\emptyset, \odot$. For any expression $e \in$ Expr($\mathcal{X}$) we denote by $\text{Var}(e)$ the set of variables in $e$. We call an expression $e \in$ Expr($\mathcal{X}$) a ground expression if $\text{Var}(e) = \emptyset$. For any ground expression we define $[e] \in S$ to be the evaluation of $e$ with respect to $S$.

A substitution over $\mathcal{X}$ is defined as a mapping $\sigma : \mathcal{X} \to$ Expr($\mathcal{X}$). We denote the set of all substitutions over $\mathcal{X}$ by Subs($\mathcal{X}$). A ground substitution $\sigma$ is a substitution where the expression $\sigma(x)$ is ground for every $x \in \mathcal{X}$. Any substitution $\sigma$ can be extended to a mapping $\tilde{\sigma} :$ Expr($\mathcal{X}$) $\to$ Expr($\mathcal{X}$) such that, for every $e \in$ Expr($\mathcal{X}$), $\tilde{\sigma}(e)$ is the resulting expression $e[\sigma]$ of substituting each $x \in \text{Var}(e)$ by the expression $\sigma(x)$. For example, if $\sigma(x) = 2x$ and $\sigma(y) = 3y$, and $e = x + y$, then $\tilde{\sigma}(e) = 2x + 3y$. Using the extension $\tilde{\sigma}$, we can define the composition substitution $\sigma_1 \circ \sigma_2$ of two substitutions $\sigma_1$ and $\sigma_2$ such that $\sigma_1 \circ \sigma_2(x) = \tilde{\sigma}_1(\tilde{\sigma}_2(x))$ for each $x \in \mathcal{X}$.

A valuation is defined as a substitution of the form $\nu : \mathcal{X} \to S$. We denote the set of all valuations over $\mathcal{X}$ by Val($\mathcal{X}$). Clearly, any valuation $\nu$ composed with a substitution $\sigma$ defines a ground substitution, since $\text{Var}(\nu \circ \sigma(x)) = \emptyset$ for all $x \in \mathcal{X}$.

In this paper, we say that two expressions $e_1$ and $e_2$ are equal (denoted by $e_1 = e_2$) if they are equal up to evaluation equivalence, that is, $[\nu \circ e_1] = [\nu \circ e_2]$ for every valuation $\nu \in$ Val($\mathcal{X}$). Similarly, we say that two substitutions $\sigma_1$ and $\sigma_2$ are equal (denoted by $\sigma_1 = \sigma_2$) if $\sigma_1(x) = \sigma_2(x)$ for every $x \in \mathcal{X}$.

Cost register automata. A cost register automaton (CRA) over a semiring $S$ [2] is a tuple $A = (Q, \Sigma, \mathcal{X}, \delta, q_0, \nu_0, \mu)$ where $Q$ is a set of states, $\Sigma$ is the input alphabet, $\mathcal{X}$ is a set of variables (we also call them registers), $\delta : Q \times \Sigma \to Q \times$ Subs($\mathcal{X}$) is the transition function, $q_0$ is the initial state, $\nu_0 : \mathcal{X} \to S$ is the initial valuation, and $\mu : Q \to$ Expr($\mathcal{X}$) is the final
output function. A configuration of $A$ is a tuple $(q, \nu)$ where $q \in Q$ and $\nu \in \text{Val}(\mathcal{X})$ represents the current values in the variables of $A$. Given a string $w = a_1 \ldots a_n \in \Sigma^*$, the run of $A$ over $w$ is a sequence of configurations: $(q_0, \nu_0) \xrightarrow{a_1} (q_1, \nu_1) \xrightarrow{a_2} \ldots \xrightarrow{a_n} (q_n, \nu_n)$ such that, for every $1 \leq i \leq n$, $\delta(q_{i-1}, a_i) = (q_i, \sigma_i)$ and $\nu_i(x) = [\nu_{i-1} \circ \sigma_i(x)]$ for each $x \in \mathcal{X}$. The output of $A$ over $w$, denoted by $[A](w)$, is $[\nu_n \circ \mu(q_n)]$.

The run of $A$ over $w$ can be equally defined in terms of ground expressions rather than values. A ground configuration of $A$ is a tuple $(q, c)$ where $q \in Q$ and $c \in \text{Subs}(\mathcal{X})$ is a ground substitution. Given a string $w = a_1 \ldots a_n \in \Sigma^*$, the ground run of $A$ over $w$ is a sequence of ground configurations: $(q_0, s_0) \xrightarrow{a_1} s_1 \xrightarrow{a_2} s_2 \xrightarrow{a_n} s_n$ such that for $1 \leq i \leq n$, $\delta(q_{i-1}, a_i) = (q_i, \sigma_i)$, $s_0 = \nu_0$ and $\varsigma(x) = \varsigma_n \circ \varsigma_{i}(x)$ for each $x \in \mathcal{X}$. We denote the output ground expression of $A$ over a string $w$ by $[A](w) = s_n \circ \rho(q_n)$. Notice that, in contrast to ordinary runs, ground runs keep ground expressions as partial values of the run. It is easy to see that $[A](w) = ([A](w))$.

We define the transitive closure of the transition function $\delta^* : Q \times \Sigma^* \rightarrow Q \times \text{Subs}(\mathcal{X})$, by induction over the word-length. Formally, $\delta^*(q, \epsilon) = (q, \text{id})$ where $\epsilon$ is the empty word and $\text{id}(x) = x$ for all $x \in \mathcal{X}$; and $\delta^*(q_1, w \cdot a) = (q_3, \sigma \circ \sigma')$, whenever $\delta^*(q_1, w) = (q_2, \sigma)$ and $\delta(q_2, a) = (q_3, \sigma')$. For a CRA $A$ we define the set $\text{Subs}(A)$ of all substitutions in $A$ such that $\sigma \in \text{Subs}(A)$ if, and only if, $\delta^*(p, w) = (q, \sigma)$ for some $p, q \in Q$ and $w \in \Sigma^*$.

**Copyless restriction and copyless CRA.** We say that an expression $e \in \text{Expr}(\mathcal{X})$ is *copyless* if $e$ uses every variable from $\mathcal{X}$ at most once. For example, $x \cdot (y + z)$ is copyless but $x \cdot y + x \cdot z$ is not copyless (because $x$ is mentioned twice). Notice that the copyless restriction is a syntactical constraint over expressions. Furthermore, we say that a substitution $\sigma$ is *copyless* if for every $x \in \mathcal{X}$ the expression $\sigma(x)$ is copyless and $\text{Var}(\sigma(x)) \cap \text{Var}(\sigma(y)) = \emptyset$ for every pair of different registers $x, y \in \mathcal{X}$. Copyless substitutions, similar to copyless expressions, are restricted in such a way that each variable is used at most once in the whole substitution.

A CRA $A$ is called *copyless* if for every transition $\delta(q_1, a) = (q_2, \sigma)$ the substitution $\sigma$ is copyless; and for every state $q \in Q$ the expression $\mu(q)$ is copyless, where $\mu$ is the output function of $A$. In other words, every time $A$ updates registers or outputs a value, each copyless expression can be used only once. It is straightforward that if $A$ is copyless then all substitutions $\sigma \in \text{Subs}(A)$ are also copyless. In the following, we give an example of a copyless CRA.

**Example 1.** Let $\mathcal{S}$ be the max-plus semiring $\mathbb{N}_\infty(\text{max}, +)$ and $\Sigma = \{a, b\}$. Consider the function $f_1$ that for a given string $w \in \Sigma^*$ computes the longest substring of $b$’s. This can be easily defined by the CRA $A_1$ in Figure 1. The CRA $A_1$ stores in the $x$-register the length of the last suffix of $b$’s and in the $y$-register the length of the longest substring of $b$’s seen so far. One can easily check that $A_1$ is a copyless CRA. Indeed, each substitution is copyless and the final output expression $\max\{x, y\}$ is copyless as well.

**Example 2.** Let $\mathcal{S}$ be the max-plus semiring $\mathbb{N}_\infty(\text{max}, +)$ and $\Sigma = \{a, b, \#\}$. Consider the function $f_2$ such that, for any $w \in \Sigma^*$ of the form $w_0 \# w_1 \# \ldots \# w_n$ with $w_i \in \{a, b\}^*$, it
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computes the maximum number of a’s or b’s for each substring \( w_i \) (i.e., \( \max\{|w_i|_a,|w_i|_b\} \)) and then it sums these values over all substrings \( w_i \), that is, \( f_2(w) = \sum_{i=0}^n \max\{|w_i|_a,|w_i|_b\} \). One can check that the copyless CRA \( A_2 \) in Figure 1 computes \( f_2 \). The copyless CRA \( A_2 \) follows similar ideas to \( A_1 \): the registers \( x \) and \( y \) count the number of a’s and b’s, respectively, in the longest suffix without \# and the register \( z \) stores the partial output without considering the last suffix of a’s and b’s.

In the diagram of \( A_2 \), we omit an assignment if a register is not updated (i.e., it keeps its previous value). For example, for the a-transition we omit the assignments \( y := y \) and \( z := z \) for the sake of presentation of the CRA. One should keep in mind these assignments because of the copyless restriction.

**Trim assumption.** For technical reasons, in this paper we assume that our finite automata and cost register automata are always trim, namely, all their states are reachable from some initial states (i.e., they are accessible) and they can reach some final state (i.e., they are co-accessible). It is worth noticing that verifying if a state is accessible or co-accessible is reduced to a reachability test in the transition graph \([15]\) and this can be done in NLOGSPACE. Thus, we can assume without lost of generality that all our automata are trimmed.

### 3 Structural Properties of Copyless CRA

Fix a copyless CRA \( A = (Q, \Sigma, X, \delta, q_0, \nu, \mu) \). In this section we analyze the structure of \( A \) and develop some machinery that will be useful in Section 4. These results help to understand the internal structure of copyless CRA.

**Normal form.** Let \( A \) be a copyless CRA and let \( \preceq \) be a predefined linear order over \( X \). We say that \( \sigma \in \text{Subs}(A) \) is in normal form with respect to \( \preceq \) if \( x \preceq y \) for all \( x \in X \) and all \( y \in \text{Var}(\sigma(x)) \). In other words, all variables mentioned in \( \sigma(x) \) are greater or equal to \( x \) with respect to \( \preceq \). Furthermore, we write that \( A \) is in normal form with respect to \( \preceq \) if every \( \sigma \in \text{Subs}(A) \) is in normal form with respect to \( \preceq \). For example, the copyless CRA in Example 1 is in normal form with respect to the order \( y \preceq x \). Throughout the paper we assume that every set of registers \( X \) is given with a linear order \( \preceq_X \). Instead of writing that \( A \) or \( \sigma \in \text{Subs}(A) \) are in normal form with respect to \( \preceq_X \) we write in short that \( A \) is in normal form, and that \( \sigma \) is in normal form.

**Example 3.** Consider the set of registers \( X = \{x, y\} \) with the order \( x \preceq y \). The copyless CRA \( B_1 \) in Figure 2 is not in normal form, because of the b-transitions. On the other hand, the copyless CRA \( B_2 \) is in normal form. For both automata we omit the initial states, initial valuations and final output functions because they are not relevant for the discussion.

In the previous example, the automaton \( B_1 \) uses the registers \( x \) and \( y \) to count the number of a’s and b’s. However, depending on the current state both registers have either
the number of $a$’s or the number of $b$’s. It is clear that one would like to avoid this type
of behavior in a theoretical analysis. Intuitively, one register should always contain the
number of $a$’s and the other register the number of $b$’s. One can clearly transform $B_1$ to an
automaton in normal form by exchanging the use of $x$ and $y$ in the transitions and encoding
this permutation between registers in the states. This is precisely what the automaton $B_2$
does. In the following result, we generalize this idea for all copyless CRA.

**Proposition 4.** For every copyless CRA $A$ there exists a copyless CRA in normal form
$A'$ with the same set of registers such that they output the same ground expressions for all
words and thus recognize the same function. The number of states in $A'$ can be bounded
exponentially in the size of the automaton $A$.

**Proof (sketch).** For a copyless CRA $A = (Q, \Sigma, \mathcal{X}, \delta, q_0, \nu_0, \mu)$, we define the set of states for
$A'$ by $Q' = Q \times \{ \rho \mid \rho \text{ is a permutation of the set } \mathcal{X} \}$. Let $\delta(q, a) = (p, \sigma)$ be a transition.
The idea is to find a permutation $\rho$ such that the new substitution $\sigma'(x) = \sigma(\rho(x))$ is a
substitution in normal form. Such a permutation always exists because $A$ satisfies the
copyless restriction. Intuitively, the substitutions $\sigma'$ and $\sigma$ store the same values in the
registers, but the corresponding values might be in different registers. To enable $A'$ to find
the proper value of every register, we store the permutation $\rho$ in the state $p$ (i.e., the one
defined by the substitution $\sigma$) and update the transition of $A$ accordingly.

### Stable registers and reset substitutions

Let now $A$ be a copyless CRA in normal form. During a run of $A$ the content of its registers flows from higher to lower registers with respect to the total order $\leq$. This does not necessarily mean that the content of all registers eventually reaches the $\leq$-minimum register. For example, if all substitutions in $A$ are of the form $\sigma(x) = x \oplus k$ for some $k \in \mathbb{S}$, then each register will store just its own content during the whole run. Intuitively, in this example each register is “stable” with respect to the content flow of $A$, since each register never passes its value to lower registers. This idea motivates the notion of *stable registers* which are essential to understand the behaviour and output of copyless CRA. Let $\sigma \in \text{Subs}(A)$ be a copyless substitution in normal form. We say that a register $x$ is $\sigma$-stable (or stable on $\sigma$) if $x \in \text{Var}(\sigma(x))$. More general, we write that a register $x$ is stable in $A$ if $x$ is $\sigma$-stable for all substitutions $\sigma \in \text{Subs}(A)$.

Stable registers play a crucial role in the behavior of copyless CRA. We show that they are the only registers whose value always depends on the whole word. Namely, we can always
“reset” the value of non-stable registers to a constant. For instance, the automaton $A_1$ in
Example 1 resets the register $x$ to 0 each time the symbol $a$ is read. On the other side, the register $y$ is stable and it cannot be reset to a constant. In fact its value only grows or
remains the same during the run of $A_1$.

We formalize this idea of resetting the content of registers as follows: a substitution $\sigma \in \text{Subs}(A)$ is a reset substitution if $\text{Var}(\sigma(x)) = \emptyset$ for all non $\sigma$-stable registers $x$. We say that a substitution $\sigma \in \text{Subs}(A)$ is an $A$-reset substitution if $\text{Var}(\sigma(x)) = \emptyset$ for all non-stable registers in $A$.

In the next result, we say that a copyless CRA is strongly connected if all states are
mutually reachable in the transition graph of $A$.

**Proposition 5.** Let $A$ be a copyless and strongly connected CRA in normal form. Then
for all $q, q' \in Q$ there exists $w^{q,q'} \in \Sigma^*$ and a substitution $\sigma$ such that $\delta'(q, w^{q,q'}) = (q', \sigma)$ and
$\sigma$ is an $A$-reset substitution. Furthermore, there exists $w^{q,q'}$ containing all letters in $\Sigma$.

The strongly connected restriction is a technical assumption to be sure that the result holds
for every pair of states. Of course, the result also holds if we restrict to the strongly connected
components of \( \mathcal{A} \). For instance in Example 1 it suffices to take the word \( w = a \) given that
the substitution defined by the -transition is an \( \mathcal{A} \)-reset substitution.

**Growing rate of stable registers in a cycle.** The behavior of cycles in a computation model is always important; most of the decidability results can be derived from a good understanding of its cyclic behavior. Here, we study how the content of stables registers behaves through cycles. We say that a word \( w \in \Sigma^* \) is a cycle over a state \( q \in Q \) in \( \mathcal{A} \) if \( \delta^*(q, w) = (q, \sigma) \) for some substitution \( \sigma \). Of course, the iteration of a cycle \( w \) (i.e. \( w^n \) for any \( n \geq 1 \)) is also a cycle over \( q \) and it satisfies \( \delta^*(q, w^n) = (q, \sigma^n) \) for any \( n \). The next result shows that by iterating a cycle one can always “reset” the content of non \( \sigma \)-stable registers.

▶ **Lemma 6.** Let \( \mathcal{A} \) be in normal form and \( \sigma \in \text{Subs}(\mathcal{A}) \) a copyless substitution in normal form. There exists \( N \geq 0 \) such that \( \sigma^N \) is a reset substitution.

In the next proposition, we study the growing behavior of stable registers when a reset substitution is iterated. This will be useful to understand the behavior of copyless CRA inside their cycles. For this result we need an additional assumption that automata do not use 0 in their expressions. Moreover the expressions in our semirings that do not use 0 do not evaluate to 0. This is a technical assumption to avoid having 0 in the registers of CRA. Notice that the arctic-semiring \( \mathbb{N}_{\infty}(\max,+) \) satisfies 0 = \( -\infty \) and that the functions we defined in Section 4 do not output \( -\infty \). Also in \( \mathbb{N}_{\infty}(\max,+) \) expressions defined with \( \max, + \) and \( \mathbb{N} \) do not evaluate to \( -\infty \). Thus this assumption does not influence the results in Section 4.

▶ **Proposition 7.** Let \( \mathcal{A} \) be in normal form, \( \sigma \in \text{Subs}(\mathcal{A}) \) a reset substitution and \( x \) a \( \sigma \)-stable register. Then there exist \( c,d \in \mathbb{N} \) with \( c \neq 0 \) such that for every \( i \geq 0 \) we have:

\[
\sigma^{i+1}(x) = (c^i \odot \sigma(x)) \oplus (d \odot \bigoplus_{j=0}^{i-1} c^j).
\]

In particular, for the semiring \( \mathbb{N}_{\infty}(\max,+) \) (i.e. \( \odot = + \) and \( \oplus = \max \)) one can check that this is equivalent to \( \sigma^{i+1}(x) = \max \{ i \cdot c + \sigma(x), (i - 1) \cdot c + d \} \), which shows that, intuitively, the \( \sigma \)-stable registers grow linearly when the substitution \( \sigma \) is cycling. For instance, consider the copyless CRA in Example 1 and let \( \sigma \) be the substitution defined by the -transition. One can easily check that the register \( x \) is \( \sigma \)-stable since \( \sigma(x) = x + 1 \). Furthermore, \( \sigma^{i+1}(x) = x + i + 1 \), which is as in Proposition 7 (take \( c = 1,d = 0 \)). This is precisely the expected behaviour of the copyless CRA on a long sequence of \( b \)'s.

### 4 Inexpressibility of Copyless CRA

In this section, we use the techniques discussed previously to show a function that is not definable by any copyless CRA. This function can be defined by a weighted automaton, which will prove that copyless CRA are less expressive than weighted automata. Interestingly, the “reverse” of this function is definable by copyless CRA. From this, we will conclude that copyless CRA are not closed under reverse.

Consider the function \( f_B \) given by the copyless CRA \( \mathcal{B} \) over \( \Sigma = \{a, b, \#\} \) and \( \mathbb{N}_{\infty}(\max,+) \) in Figure 3. To understand \( f_B \), let us define the output of \( \mathcal{B} \) formally. For any \( w \in \Sigma^* \), let \( k \) be the number of \#-symbols in \( w \). Furthermore, for \( 0 < i < k \) let \( n_i \) and \( m_i \) be the number of \( a \)'s and \( b \)'s, respectively, between the \( i \)-th and \( (i + 1) \)-th occurrence of \# in \( w \). Additionally, let \( n_0,m_0,n_k,m_k \) be the numbers of \( a \)'s and \( b \)'s before and after the first and last \# in \( w \).
By the definition of $\mathcal{B}$ in Figure 3, one can easily check that $f_{\mathcal{B}}$ is defined by $f_{\mathcal{B}}(\epsilon) = 0$, for the empty word $\epsilon$, and

$$f_{\mathcal{B}}(w) = \max_{j \in \{-1,0\ldots,k\}} \left\{ m_j + \sum_{i=j+1}^{k} n_i \right\}$$

for $w \neq \epsilon$, where $m_{-1} = 0$. From the above definition, one can also give a formal definition of $f^R_{\mathcal{B}}$, the reverse function of $f_{\mathcal{B}}$, which is given by reversing the role of $n_i$ and $m_j$ in (1). Formally, one can easily check that $f^R_{\mathcal{B}}$ is defined by $f^R_{\mathcal{B}}(\epsilon) = 0$, and

$$f^R_{\mathcal{B}}(w) = \max_{j \in \{0\ldots,k,k+1\}} \left\{ j - 1 \sum_{i=0}^{j} n_i + m_j \right\} ,$$

for $w \neq \epsilon$, where $m_{k+1} = 0$. The following theorem is the main result of this section.

**Theorem 8.** The function $f^R_{\mathcal{B}}$ is not recognizable by any copyless CRA.

**Proof (sketch).** By contradiction, suppose that $\mathcal{A} = (Q, \Sigma, \mathcal{X}, \delta, q_0, \nu_0, \mu)$ is a copyless CRA in normal form with respect to $\prec$, which recognizes (2). To prove Theorem 8, we analyze the content of the registers after reading the word $w_0 \cdot w(j, s)$, where

$$w(j, s) = (w_a \cdot (a^{m_a-j}) \cdot w'_a \cdot w_b \cdot (b^{n_b-j}) \cdot w'_b \cdot w_a \cdot (a^{n_a-j}) \cdot w'_a) .$$

for $j, s \in \mathbb{N}$. To understand the construction of $w(j, s)$, consider the following diagram, which is a fragment of $\mathcal{A}$.

First, the prefix $w_0$ is used to reach the connected component of $\mathcal{A}$ to make the Proposition 5 work and $q$ is the state that $\mathcal{A}$ reaches after reading $w_0$. By a standard automata argument, one can find a state $q_a$ such that for some number $n_a$ the word $a^{n_a}$ is a cycle over $q_a$. Similarly, there is a state $q_b$ and a number $n_b$ such that $b^{n_b}$ is a cycle over $q_b$. The words $w_a$ and $w_b$ go from $q$ to the states $q_a$ and $q_b$, respectively, and the words $w'_a$ and $w'_b$ go back to $q$. To analyze the run of $\mathcal{A}$ on $w(j, s)$ we need only the component above.

The next step is to study the asymptotic growing of $f^R_{\mathcal{B}}$ over $w_0 \cdot w(j, s)$ in terms of $j$ and $s$. For this, the most important fragments of $w(j, s)$ are the subwords $a^{n_a-j}$ and $b^{n_b-j}$. To omit technical difficulties we do not discuss further here the remaining parts of $w(j, s)$. In a nutshell, the words $w_a$, $w_b$, $w'_a$, and $w'_b$ are the reset words discussed in Proposition 5. Recall that the size of these words does not depend on $j$ and $s$ and they contain all symbols in $\Sigma$, in particular $\#$.
We can estimate the output of $f_{B}^{R}$ over $w_{0} \cdot w(j, s)$ in terms of $j$ and $s$ by using (2). Given that the subwords $a^{n_{a} \cdot j}$ and $b^{n_{b} \cdot j}$ are separated by $\#$ (by Proposition 5), we conclude that the last sequence of $a$’s is not included in the sum. This is because the maximum in (2) is achieved when $n_{j_{1}}$ contains the subword $b^{n_{b} \cdot j}$ and thus the last sequence of $a$’s will not be included in the final sum. Then one can prove that the value of the output of $f_{B}^{R}$ over $w(j, s)$ is equal to

$$f_{B}^{R}(w) = n_{b} \cdot j^{2} + s \cdot n_{a} \cdot j + O(1).$$

There are some $a$’s and $b$’s in the remaining parts of $w(j, s)$ and $w_{0}$ that contribute to the output, but these are constant terms that can be hidden in $O(1)$.

By Lemma 6 we can take $n_{a}$ big enough such that if $\delta^{\ast}(q_{a}, a^{n_{a}}) = (q_{a}, \sigma_{a})$ then the substitution $\sigma_{a}$ is a reset substitution. Let $x$ be a stable register. By Proposition 7 we can approximate the expressions $\sigma_{a}^{j+1}(x)$ for $j$ big enough. In the semiring $\mathbb{N}_{\infty}(\max, +)$ the content of $x$ when reading this loop can be estimated by

$$\sigma_{a}^{j+1}(x) = \max \{ j \cdot c_{x} + \sigma_{a}(x) + O(1), \ j \cdot c_{x} + O(1) \}$$

for some constant $c_{x}$. Intuitively, this means that for $j$ big enough after reading $a^{n_{a} \cdot j}$ the content of every stable register $x$ is growing linearly to $j$ or the content of $x$ becomes linear in $j$. Similarly we can estimate the content of stable registers after reading $b^{n_{b}}$. The word $w(j, s)$ ends with $w_{a}'$, which resets the content of all non-stable registers to a constant, thus we can estimate their content with $O(1)$.

Consider now $j$ as a variable and $s$ as a fixed parameter in $w(j, s)$. By the previous analysis the contents of the stable registers after reading $w(j, s)$ are quadratic functions in $j$, where the coefficient of $j$ comes from the growth of registers when reading the subwords $a^{n_{a} \cdot j}$. We show that in every register either the coefficient of $j$ is small compared to $s \cdot n_{a}$, or linear in $(s + 1) \cdot n_{a}$. In both cases the output function cannot combine the registers to get a polynomial with $s \cdot n_{a}$ as a coefficient of $j$. Finally, for any $A$ we can fix the parameter $s$ to be big enough comparing to the number of registers.

From Theorem 8 we immediately get the following corollary.

**Corollary 9.** There exists a semiring $S$ such that the class of functions recognizable by copyless register automata over $S$ is not closed under reverse.

In [13] it is shown that copyless CRA are contained in weighted automata (WA). The previous results delimit the expressiveness of copyless CRA: they are strictly less expressive than WA. It is easy to define $f_{B}^{R}$ by a polynomial ambiguous weighted automaton (i.e. a subclass of WA where the numbers of accepting runs is bounded by a polynomial function), which shows that copyless CRA is a strict subclass of weighted automata. Furthermore, in [2] Alur et al. introduced the class of *regular cost functions* defined in terms of streaming string-to-tree transducers (see [2] for more details). This class contained copyless CRA but it was left open whether this inclusion is strict or not. Since the class of regular cost functions is closed under reverse operation, Corollary 9 proves that copyless CRA are strictly contained in the class of regular cost functions.

**Corollary 10.** The class of functions defined by copyless CRA is strictly contained in the class of functions defined by weighted automata and in the class of regular cost functions.

A natural question is whether the class of functions defined by copyless CRA is strictly contained in the class of functions defined by polynomial ambiguous weighted automata. We
conjecture that copyless CRA can express functions that are not expressible by polynomial ambiguous automata. A candidate function is the copyless CRA $A_2$ in Example 2 for which it seems that one needs exponentially many runs in order to be computed by a weighted automaton.

## 5 Bounded Alternation Copyless CRA

Given that copyless CRA are not closed under reverse operation we look for a robust subclass of copyless CRA. The proof of Theorem 8 suggests that the alternation between semiring operations is the reason why copyless CRA cannot replicate the behavior of the CRA $B$ in backward mode: $B$ can sum the number of $a$- and $b$-symbols to maximize each time that a $\#$-symbol is read, but it cannot do the same alternation of operations when the word is read in the other direction. This fact inspires the definition of bounded alternation copyless CRA, a strict subclass of copyless CRA where the output is restricted to expressions with bounded alternation. This class was proposed in [13] and characterized in terms of the so-called Maximal Partition logic. In this section, we show that bounded alternation copyless CRA has also good closure properties; this class is closed under unambiguous non-determinism, regular look-ahead and, moreover, under reverse.

The alternation of $e \in \text{Expr}(X)$ is defined as the maximum number of switches between $\oplus$ and $\otimes$ operations over all branches of the parse-tree of $e$. Formally, let $\sigma \in \{\oplus, \otimes\}$ and $\bar{\sigma}$ be the dual operation of $\sigma$ in $\Sigma$. We define the set of expressions $\text{Expr}_0(\sigma)(X)$ with $0$-alternation by $\text{Expr}_0(\sigma)(X) = X \cup \bar{\Sigma}$. For any $N \geq 1$, we define the set of expressions $\text{Expr}_N(\sigma)(X)$ as the $\oplus$-closure of $\text{Expr}_{N-1}(\sigma)(X)$, namely, $\text{Expr}_N(\sigma)(X)$ is the minimal set of expressions that contains $\text{Expr}_{N-1}(\sigma)(X)$ and satisfies that $e_1 \oplus e_2 \in \text{Expr}_N(\sigma)(X)$ whenever $e_1, e_2 \in \text{Expr}_N(\sigma)(X)$. We define $\text{Expr}_N(X) = \text{Expr}_N(0)(X) \cup \text{Expr}_N(\bar{\sigma})(X)$, namely, the set of all expressions with alternation bounded by $N$.

We say that a copyless CRA $A$ has bounded alternation if the number of alternations of all ground expressions output by $A$ is uniformly bounded by a constant, that is, there exists $N$ such that $|A|(w) \in \text{Expr}_N(X)$ for every $w \in \Sigma^*$. A copyless CRA $A$ is called a bounded alternation copyless CRA (BAC) if $A$ has bounded alternation. All the examples of copyless CRA presented in Section 2 have bounded alternation. For example, one can easily check that the alternation of the copyless CRA in Example 1 is bounded by $2$.

The alternation of any expression can be easily derived just by counting what is the maximum number of alternation between $\oplus$ and $\otimes$. However, it is not directly clear how to check if a copyless CRA has bounded alternation from its definition. We show that this semantical property can be verified in $\text{NLogSpace}$ in the size of a copyless CRA.

► Proposition 11. The problem of deciding whether a copyless CRA has bounded alternation can be computed in $\text{NLogSpace}$. Furthermore, if a copyless CRA has bounded alternation, the alternation is bounded by $|Q| \cdot \max\{\text{alt}(\sigma) \mid \exists p, q \in Q. \delta(q, a) = (p, \sigma)\}$ where $\text{alt}(\sigma)$ is the alternation of $\sigma$.

### Closure under unambiguous non-determinism.

We first extend the model of bounded alternation copyless CRA with non-determinism. The class CRA was designed as a deterministic model in contrast to weighted automata, where non-determinism plays a crucial role. Thus, we restrict non-determinism to be unambiguous, namely, we allow many runs over a word but at most one accepting run, which defines the output. Formally, a non-deterministic CRA is a tuple $A = (Q, \Sigma, X, \Delta, I_0, V_0, F, \mu)$ where $Q$, $\Sigma$, $X$, and $\mu$ are defined as before, $\Delta \subseteq Q \times \Sigma \times Q \times \text{Subs}(X)$ is a finite transition relation, $I_0 \subseteq Q$ is a set of initial states,
$V_0 : I_0 \to \text{Val}(\mathcal{X})$ assigns an initial valuation for each initial state, and $F$ is the set of final states. Additionally, we assume that for every $q, q' \in Q$ and $a \in \Sigma$ there exists at most one $\sigma \in \text{Subs}(\mathcal{X})$ such that $(q, a, q', \sigma) \in \Delta$. Given a string $w = a_1 \ldots a_n \in \Sigma^*$, a run of $\mathcal{A}$ over $w$ is a sequence of configurations: $(q_0, \nu_0) \xrightarrow{\Delta} (q_1, \nu_1) \xrightarrow{\Delta} \ldots \xrightarrow{\Delta} (q_n, \nu_n)$ such that $q_0 \in I_0$, $\nu_0 = V_0(q_0)$, and for $1 \leq i \leq n$, $(q_{i-1}, a_i, q_i, \sigma_i) \in \Delta$ and $\nu_i(x) = [\nu_{i-1} \circ \sigma_i(x)]$ for each $x \in \mathcal{X}$. Furthermore, a run of $\mathcal{A}$ over $w$ is an accepting run if $q_n \in F$. We say that $\mathcal{A}$ is unambiguous if for every $w \in \Sigma^*$ there exists exactly one accepting run of $\mathcal{A}$ over $w$. The output of $\mathcal{A}$ over $w$ is defined as $[\mathcal{A}](w) = [\nu_n \circ \mu(q_n)]$ where $(q_n, \nu_n)$ is the final configuration of the only accepting run of $\mathcal{A}$ over $w$.

The definitions of unambiguous copyless CRA and unambiguous BAC are straightforward restrictions of this definition.

We do not know whether for each unambiguous copyless CRA there is an equivalent deterministic copyless CRA. However, this is true when we assume bounded alternation.

**Theorem 12.** Let $\mathcal{A} = (Q, \Sigma, \mathcal{X}, \delta, I_0, V_0, F, \mu)$ be an unambiguous BAC whose alternation is bounded by $N$. There exists a deterministic BAC $\mathcal{A}'$ that computes the same function as $\mathcal{A}$, that is, $[\mathcal{A}](w) = [\mathcal{A}'](w)$ for every $w \in \Sigma^*$. Furthermore, the number of states of $\mathcal{A}'$ is of size $2^{O(|Q|^1 \cdot |X|^1 \cdot N^2)}$ and the number of registers in $\mathcal{A}'$ is of size $O((|Q| \cdot |X|^1 \cdot N)$.

**Proof (sketch).** The construction goes by storing in $\mathcal{A}'$ the tree of $\mathcal{A}$-runs over the input. Of course, if we would keep all possible runs, then the set of states of $\mathcal{A}'$ would be infinite. A well-known property of unambiguous CRA is that, for each prefix, there is at most $|Q|$ possible runs and, furthermore, the last state of each run is different. Thus, $\mathcal{A}'$ can keep a tree structure in the states representing the runs where each branch represents a run and the number of branches is bounded by $|Q|$.

Unfortunately, we cannot do the same trick by naively keeping copies of the registers for each $\mathcal{A}$-run (recall that $\mathcal{A}'$ must be copyless). To overcome this problem, $\mathcal{A}'$ will do partial evaluation of the runs and postpone the use of common registers whenever it is possible by exploiting the copyless restriction and bounded alternation of $\mathcal{A}$. The full construction is in the appendix, available online.

**Closure under regular look-ahead.** Our next extension of the CRA model is based on regular look-ahead, namely, transitions that can check regular properties over the input. Regular look-ahead has been extensively studied for finite automata [9, 10] and has been stated as a key property of a model for computing non-boolean functions [3, 2]. Let $\text{REG}_{\Sigma}$ be the set of all regular languages over $\Sigma$. A CRA with regular look-ahead (CRA-RLA) is a tuple $\mathcal{A} = (Q, \Sigma, \mathcal{X}, \Delta, q_0, I_0, \mu)$ where $Q, \Sigma, \mathcal{X}, q_0, I_0,$ and $\mu$ are defined as before and $\Delta : Q \times \text{REG}_{\Sigma} \to Q \times \text{Subs}(\mathcal{X})$ is a partial transition function. Given a string $w = a_1 \ldots a_n \in \Sigma^*$, the run of $\mathcal{A}$ over $w$ is a sequence of configurations: $(q_0, \nu_0) \xrightarrow{\Delta} (q_1, \nu_1) \xrightarrow{\Delta} \ldots \xrightarrow{\Delta} (q_n, \nu_n)$ such that for $1 \leq i \leq n$, $\Delta(q_{i-1}, L_i) = (q_i, \sigma_i)$, $a_i \ldots a_n \in L_i$ and $\nu_i(x) = [\nu_{i-1} \circ \sigma_i(x)]$ for each $x \in \mathcal{X}$. The output of $\mathcal{A}$ over $w$ is defined as usual, i.e. $[\mathcal{A}](w) = [\nu_n \circ \mu(q_n)]$.

To keep determinism, we also restrict $\Delta$ as follows: for a fixed state $q$ let $\Delta(q, L_1) = (q_1, \sigma_1), \Delta(q, L_2) = (q_2, \sigma_2), \ldots, \Delta(q, L_k) = (q_k, \sigma_k)$ be all transitions with $q$ in the first coordinate and $L_1, \ldots, L_k \in \text{REG}_{\Sigma}$. Then the languages $L_1, \ldots, L_k$ are pairwise disjoint (i.e. $L_i \cap L_j = \emptyset$). Note that $\mathcal{A}$ is always deterministic, i.e. after reading the remaining suffix the automaton is forced to take at most one available transition. The restrictions to copyless and bounded alternation CRA-RLA are defined as expected.

Like for unambiguous copyless CRA, we do not know if extending copyless CRA with regular look-ahead results in a more expressive model. Assuming bounded alternation we prove that the resulting class of functions is the same.
Theorem 13. For every BAC $A$ with regular look-ahead there exists a BAC $A'$ without regular look-ahead that computes the same function, that is, $[A](w) = [A'](w)$ for every $w \in \Sigma^*$. Furthermore, the number of states and the number of registers of $A'$ is double-exponential and polynomial, respectively, in the size of $A$.

Proof (sketch). The proof goes by constructing an unambiguous BAC $A''$ that guesses the sequence of transitions $\Delta(p, L) = (q, \sigma)$ and checks later that $L$ is satisfied over the suffix. If $L$ is given by a finite deterministic automaton $R$, this check can be done unambiguously by keeping the current state of each $R$ and removing repeated runs. By Theorem 12, we know that $A''$ can be converted into an equivalent deterministic BAC $A'$.

Closure under reverse. We finish this section proving that, in contrast to copyless CRA (see Section 4), BAC are closed under reverse. Recall that a subclass $\mathcal{C}$ of CRA is closed under reverse if for every $A \in \mathcal{C}$ there exists $A' \in \mathcal{C}$ such that $[A](w) = [A'](w^r)$ for every $w \in \Sigma^*$.

Theorem 14. For every BAC $A$ there exists a BAC $A'$ that computes the reverse function of $A$, that is, $[A](w) = [A'](w^r)$ for every $w \in \Sigma^*$. Furthermore, the number of states is double-exponential and the number of registers is polynomial in the size of $A$.

We conclude this section by stressing the robustness of bounded alternation copyless CRA: they are closed under unambiguous non-determinism, regular look-ahead, and reverse operation. Notice that all the structural properties studied in Section 3 also apply to this class, in particular, the results regarding normal form and stable registers.

6 Conclusions and Future Work

In this paper, we studied structural properties, expressiveness and closure properties of copyless CRA. In particular, we showed that the class of functions recognized by copyless CRA are not closed under reverse. To recover the closure properties of CRA, we proposed the subclass of bounded alternation copyless CRA (BAC). We prove that BAC are closed under unambiguous non-determinism, regular look-ahead, and reverse. For general copyless CRA, we do not know whether this class is closed under unambiguous non-determinism or regular look-ahead. A positive answer would be surprising, since unambiguous automata are often trivially closed under the reverse operation (e.g. finite automata or weighted automata).

To study whether a subclass of CRA is closed under reverse, one could approach the problem in a more general way. A natural extension of BAC is to enhance the model with the ability of moving in both directions. Our results do not give a straightforward argument that BAC is closed under two-way extension, but we believe that this could be shown by exploiting the copyless restriction and bounded alternation similar as in the proof of Theorem 13.

The most important task for future work is to study the decidability properties of copyless CRA or BAC. The classical questions for computational models, like boundedness or equivalence of two automata, remain unanswered. We hope that the machinery developed in Section 3 is a first step towards answering these questions.
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Abstract

Algorithmic statistics considers the following problem: given a binary string \( x \) (e.g., some experimental data), find a “good” explanation of this data. It uses algorithmic information theory to define formally what is a good explanation. In this paper we extend this framework in two directions.

First, the explanations are not only interesting in themselves but also used for prediction: we want to know what kind of data we may reasonably expect in similar situations (repeating the same experiment). We show that some kind of hierarchy can be constructed both in terms of algorithmic statistics and using the notion of a priori probability, and these two approaches turn out to be equivalent (Theorem 5).

Second, a more realistic approach that goes back to machine learning theory, assumes that we have not a single data string \( x \) but some set of “positive examples” \( x_1, \ldots, x_l \) that all belong to some unknown set \( A \), a property that we want to learn. We want this set \( A \) to contain all positive examples and to be as small and simple as possible. We show how algorithmic statistic can be extended to cover this situation (Theorem 11).
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1 Introduction and Notation

Let \( x \) be a binary string, and let \( A \) be a finite set of binary strings containing \( x \). Considering \( A \) as an “explanation” (statistical model) for \( x \), we want \( A \) to be as simple and small as possible (the smaller \( A \) is, the more specific the explanation is). This approach can be made formal in the framework of algorithmic information theory, where the notion of algorithmic (Kolmogorov) complexity of a finite object (a string or a set encoded as a binary string in a natural way) is defined.

The definition and basic properties of Kolmogorov complexity can be found in the textbooks [5], [8], for a short survey see [6]. Informally Kolmogorov complexity of a string \( x \) is defined as the minimal length of a program that produces \( x \). This definition depends on the programming language, but there are optimal languages that make the complexity minimal up to a constant; we fix one of them and denote the complexity of \( x \) by \( C(x) \).

We also use another basic notion of the algorithmic information theory, the *discrete a priori probability*. Consider a probabilistic machine \( A \) without input that outputs some binary string and stops. It defines a probability distribution on binary strings: \( m_A(x) \) is

* This work was partially supported by RaCAF ANR-15-CE40-0016-01 grant and RFBR grant 16-01-00362.
the probability to get $x$ as the output of $A$. (The sum of $m_A(x)$ over all $x$ can be less than 1 since the machine can also hang.) The functions $m_A$ can be also characterized as lower semicomputable semimeasures (non-negative real-valued functions $m(\cdot)$ on binary strings such that the set of pairs $(r, x)$ where $r$ is a rational number, $x$ is a binary string and $r < m(x)$, is computably enumerable, and $\sum m(x) \leq 1$). There exists a universal machine $U$ such that $m_U$ is maximal (up to $O(1)$-factor) among all $m_A$. We fix some $U$ with this property and call $m_U(x)$ the \textit{discrete a priori probability} of $x$, denoted as $m(x)$. The function $m$ is closely related to Kolmogorov complexity. Namely, the value $-\log_2 m(x)$ is equal to $C(x)$ with $O(\log C(x))$-precision.

Now we can define two parameters that measure the quality of a finite set $A$ as a model for its element $x$: the complexity $C(A)$ of $A$ and the binary logarithm $\log |A|$ of its size. The first parameter measures how simple is our explanation; the second one measures how specific it is. We use binary logarithms to get both parameters in the same scale: to specify an element of a set of size $N$ we need $\log N$ bits of information.

There is a trade-off between two parameters. The singleton $A = \{x\}$ is a very specific description, but its complexity may be high. On the other hand, for a $n$-bit string $x$ the set $A = B^n$ of all $n$-bit strings is simple, but it is large. To analyze this trade-off, following [3, 4], let us note that every set $A$ containing $x$ leads to a \textit{two-part description} of $x$: first we specify $A$ using $C(A)$ bits, and then we specify $x$ by its ordinal number in $A$, using $\log |A|$ bits. In total we need $C(A) + \log |A|$ bits to specify $x$ (plus logarithmic number of bits to separate two parts of the description). This gives the inequality

$$C(x) \leq C(A) + \log |A| + O(\log C(A))$$

(the length of the optimal description, $C(x)$, does not exceed the length of any two-part description). The difference

$$\delta(x, A) = C(A) + \log |A| - C(x)$$

is called \textit{optimality deficiency} of $A$ (as a model for $x$). As usual in algorithmic statistic, all our statements are made with logarithmic precision (with error tolerance $O(\log n)$ for $n$-bit strings), so we ignore the logarithmic terms and say that $\delta(x, A)$ is positive and measures the overhead caused by using two-part description based on $A$ instead of the optimal description for $x$.

Note that this overhead $\delta(x, A)$ is zero for $A = \{x\}$, so the question is whether we can obtain $A$ that is simpler than $x$ but maintains $\delta(x, A)$ reasonably small. This trade-off is reflected by a curve called sometimes that the \textit{profile} of $x$; this profile can be defined also in terms of randomness deficiency (the notion of $(\alpha, \beta)$-stochastocity introduced by Kolmogorov, see [8], [9], [7]), and in terms of time-bounded Kolmogorov complexity (the notion of depth, see [4]).

In our paper we apply these notions to an analysis of the prediction and learning. In Section 2 we consider, for a given string $x$, all “good” explanations and consider their union. Elements of this union are strings that can be reasonably expected when the experiment that produced $x$ is repeated. We show that this union has another equivalent definition in terms of a priori probability (Theorem 5).

In Subsection 2.5 we consider a situation where we start with several data strings $x_1, \ldots, x_l$ obtained in several independent experiments of the same type. We show that all the basic notions of algorithmic statistics can be extended (with appropriate changes) to this framework, as well as Theorem 5.
2 Prediction Hierarchy

2.1 Algorithmic Prediction

Assume that we have some experimental data represented as a binary string \( x \). We look for a good statistical model for \( x \) and find some set \( A \) that has small optimality deficiency \( \delta(x, A) \).

If we believe in this model, we expect only elements from \( A \) as outcomes when the same experiment is repeated. The problem, however, is that many different models with small optimality deficiency may exist for a given \( x \), and they may contain different elements. If we want to cover all the possibilities, we need to consider the union of all these sets, so we get the following definition. In the following definition we assume that \( x \) is a binary string of length \( n \), and all the sets \( A \) also contain only strings of length \( n \).

Definition 1. Let \( x \in \mathbb{B}^n \) be a binary string and let \( d \) be some integer. The union of all finite sets of strings \( A \subset \mathbb{B}^n \) such that \( x \in A \) and \( \delta(x, A) \leq d \) is called algorithmic prediction \( d \)-neighborhood of \( x \).

Obviously \( d \)-neighborhood increases as \( d \) increases. It becomes trivial (contains all \( n \)-bit strings) when \( d = n \) (then \( \mathbb{B}^n \) is one of the sets \( A \) in the union).

Example 2. If \( x = 0 \ldots 0 \) (the strings consisting of \( n \) zeros), then \( x' \) belongs to \( d \)-neighborhood of \( x \) iff \( C(x') \lesssim d \).

Example 3. If \( x \) is a random string of length \( n \) (i. e. \( C(x) \approx n \)) then the \( d \)-neighborhood of \( x \) contains all strings of length \( n \) provided \( d \) is greater than some function of order \( O(\log n) \).

2.2 Probabilistic Prediction

There is another natural approach to prediction. Since we treat the experiment as a black box (the only thing we know is its outcome \( x \)), we assume that the possible models \( A \subset \mathbb{B}^n \) are distributed according to their a priori probabilities, and consider the following two-stage process. First, a finite set is selected randomly: a non-empty set \( A \) is chosen with probability \( m(A) \) (note that a priori probability can be naturally defined for finite sets via some computable encoding). Second, a random element \( x \) of \( A \) is chosen uniformly. In this process every string \( x \) is chosen with probability

\[
\sum_{A \ni x} m(A)/|A|,
\]

and it is easy to see that this probability is equal to \( m(x) \) up to a \( O(1) \)-factor. Indeed, the formula above defines a lower semicomputable function of \( x \), so it does not exceed \( m(x) \) more than by \( O(1) \)-factor. On the other hand, if we restrict the sum to the singleton \( \{x\} \), we already get \( m(x) \) up to a constant factor. So this process gives nothing new in terms of the final output distribution on the outcomes \( x \). Still the advantage is that we may consider, for a given pair of strings \( x \) and \( y \), the conditional probability

\[
p(y|x) = \Pr[y \in A \mid \text{the output of the two-stage process is } x].
\]

In other words, by definition

\[
p(y|x) = \frac{\sum_{A \ni x,y} m(A)/|A|}{\sum_{A \ni x} m(A)/|A|}.
\]
As we have said, the denominator equals \( m(x) \) up to \( O(1) \)-factor, so
\[
p(y|x) = \frac{\sum_{A \ni x,y} m(A)/|A|}{m(x)}
\]
up to \( O(1) \)-factor. Having some string \( x \) and some threshold \( d \), we now can consider all strings \( y \) such that \( p(y|x) \geq 2^{-d} \) (we use the logarithmic scale to facilitate the comparison with algorithmic prediction). These strings could be considered as plausible ones to appear when repeating the experiment of unknown nature that once gave \( x \).

Our main result shows that this approach is essentially equivalent to the algorithmic prediction. By a technical reason we have to change slightly the random process that defines \( p(y|x) \). Namely, it is strange to consider models that are much more complex than \( x \) itself, so we consider only sets \( A \) whose complexity does not exceed \( \text{poly}(n) \); any sufficiently large polynomial can be used here (in fact, \( 4n \) is enough). So we assume that the sums in (1) and (2), and in similar formulas in the sequel are always restricted to sets \( A \subset \mathbb{B}^n \) that have complexity at most \( 4n \), and take this modified version of (1) as a final definition for \( p(y|x) \).

\[\text{Definition 4.} \quad \text{Let} \ x \ \text{be a binary string and let} \ d \ \text{be an integer. The set of all strings} \ y \ \text{such that} \ p(y|x) \geq 2^{-d} \ \text{is called \textit{probabilistic prediction} \textit{d-neighborhood} of} \ x. \]

We are ready to state the main result of this section.

\[\textbf{Theorem 5.} \]
(\(a\)) For every \( n \)-bit string \( x \) and for every \( d \) the algorithmic prediction \( d \)-neighborhood is contained in probabilistic prediction \( d + O(\log n) \)-neighborhood.

(\(b\)) For every \( n \)-bit string \( x \) and for every \( d \) the probabilistic prediction \( d \)-neighborhood of \( x \) is contained in algorithmic prediction \( d + O(\log n) \)-neighborhood.

The next section contains the proof of this result; later we show some its possible extensions.

### 2.3 The Proof of the Theorem 5

**Proof of (a)**. This direction is simple. Assume that some string \( y \) belongs to the algorithmic prediction \( d \)-neighborhood of \( x \), i.e., there is a set \( A \) containing \( x \) and \( y \) such that \( C(A) + \log |A| \leq C(x) + d \). We may assume without loss of generality that \( d \leq 2n \) otherwise all \( n \)-bit string belong to probabilistic prediction \( d \)-neighborhood of \( x \) (take \( A = \mathbb{B}^n \)). Then the inequality for \( C(A) + \log |A| \) implies that complexity of \( A \) does not exceed \( 4n \), so the set \( A \) is included in the sum. This inequality implies also that
\[
\frac{m(A)/|A|}{m(x)} \geq 2^{d-O(\log n)}
\]
(as we have said, \( -\log m(u) \) equals \( C(u) + O(\log C(u)) \)). This fraction is one of terms in the sum that defines \( p(y|x) \), so \( y \) belongs to the probabilistic prediction \( d + O(\log n) \)-neighborhood of \( x \).

Before proving the second part (b), we need to prove a technical lemma. It is inspired by [11, Lemma 6] where it was shown that if a string belongs to many sets of bounded complexity, then one of them has even smaller complexity. We generalize that result as follows.

**Lemma 6.** Assume that sets \( L \) and \( R \) consist of finite objects (in particular, Kolmogorov complexity \( C(v) \) is defined for \( v \in L \)). Assume that \( R \) is has at most \( 2^n \) elements. Let \( G \) be
a finite bipartite graph where $L$ and $R$ are the sets of its left and right nodes, respectively. Assume that a right node $x$ has at least $2^k$ neighbors of Kolmogorov complexity at most $i$. Then $x$ has a neighbor of complexity at most $i - k + O(C(G) + \log(k + i + n))$. Here $C(G)$ stands for the length of the shortest program that given any $v \in L$ outputs a list of its neighbors.

**Proof.** Let us enumerate left nodes that have complexity at most $i$. We start a selection process: some of them are marked (=selected) immediately after they appear in the enumeration. This selection should satisfy the following requirements:
- at any moment every right node that has at least $2^k$ neighbors among enumerated nodes, has a marked neighbor;
- the total number of marked nodes does not exceed $2i - k + O(k + i + n)$ for some polynomial $p$ (fixed in advance).

If we have such a selection strategy of complexity $C(G) + O(\log(i + k + n))$, this implies that the right node $x$ has a neighbor of complexity at most

$$i - k + O(C(G) + \log(k + i + n)),$$

namely, any its marked neighbor (that marked neighbor can be specified by its number in the list of all marked nodes).

To prove the existence of such a strategy, let us consider the following game. The game is played by two players, who alternate moves. The maximal number of moves is $2^i$. At each move the first player plays a left node, and the second player replies saying whether she marks that node or not. The second player loses if the number of marked nodes exceeds $2i - k + 1(n + 1)\ln 2$ or if after some of her moves there exists a right node $y$ that has at least $2^k$ neighbors among the nodes chosen by the first player but has no marked neighbor. (The choice of the bound $2i - k + 1(n + 1)\ln 2$ will be clear from the probabilistic estimate below.) Otherwise she wins.

Assume first that the set $L$ of left nodes is finite (recall that the set of right nodes is finite by assumption). Then our game is a finite game with full information, hence one of the players has a winning strategy. We claim that the second player can win. If it is not the case, the first player has a winning strategy. We get a contradiction by showing that the second player has a probabilistic strategy that wins with positive probability against any strategy of the first player. So we assume that some strategy of the first player is fixed, and consider the following simple probabilistic strategy of the second player: every node presented by the first player is marked with probability $p = 2^{-k}(n + 1)\ln 2$. The expected number of marked nodes is $p2^i = 2i - k + 1(n + 1)\ln 2$. By Markov’s inequality, the number of marked nodes exceeds the expectation by a factor of 2 with probability less than $\frac{1}{2}$. So it is enough to show that the second bad case (after some move there exists a right node $y$ that has $2^k$ neighbors among the nodes chosen by first player but has no marked neighbor) happens with probability at most $\frac{1}{2}$.

For that, it is enough to show that for every node right node $y$ the probability of this bad event is less than $\frac{1}{2}$ divided by the number $|R|$ of right nodes. Let us estimate this probability. If $y$ has $2^k$ (or more) neighbors, the second player had (at least) $2^k$ chances to mark its neighbor (when these $2^k$ nodes were presented by the first player), and the probability to miss all $2^k$ these chances is at most $(1 - p)^{2^k}$. The choice of $p$ guarantees that this probability is less than $2^{n-1} \leq (1/2)/|R|$. Indeed, using the bound $1 - x \leq e^{-x}$, it is easy to show that

$$(1 - p)^{2^k} \leq e^{\ln 2(-n - 1)} = 2^{-n-1}.$$
We have proven that the winning strategy exists but have not yet estimated is complexity. A winning strategy can be found be an exhaustive search among all the strategies. The set of all strategies is finite and the game is specified by \( G, i \) and \( k \). Therefore the complexity of the first found winning strategy is at most \( C(G) + O(\log(i + k)) \).

Thus the Lemma 6 is proven in the case when \( L \) is a finite set. To extend the proof to general case, notice that the winning condition depends only on the neighborhood of each left node. The worst graph for the the second player is the following “model” graph. It has \( 2^{n+i} \) left nodes and \( 2^n \) right nodes and each of \( 2^n \) possible neighborhoods is shared by \( 2^i \) left nodes. A winning strategy for such a graph can be found from \( n, i \) and \( k \) and hence its complexity is logarithmic in \( n + i + k \). That strategy can be translated to the game associated with the initial graph, this translation increases the complexity by \( C(G) \), as we have to translate each left node played by the first player to a left node of the model graph.

Having in mind future applications in Subsection 2.4, we will consider in the next statement an arbitrary decidable family \( \mathcal{A} \) of finite sets though in this section we need only the case when \( \mathcal{A} \) contains all finite sets.

**Corollary 7.** Let \( \mathcal{A} \) be a decidable family of finite sets. Assume that \( x_1, \ldots, x_l \) are strings of length \( n \). Denote by \( \mathcal{A}_m^n \) all subsets of \( \mathcal{B}^n \) of complexity at most \( m \). Then the sum

\[
S := \sum_{A \in \mathcal{A}_m^n, x_1 \ldots, x_l \in A} \frac{m(A)}{|A|}
\]

equals to its maximal term up to a factor of \( 2^{O(\log(n+m+l))} \).

**Proof of the corollary.** Let \( M \) denote the maximal term in the sum \( S \). Obviously the sum \( S \) is equal to the sum over \( i \leq m \) and \( j \leq n \) of sums

\[
\sum_{A \in \mathcal{A}_m^n \atop C(A)=i \atop \log |A|=j \atop x_1 \ldots, x_l \in A} \frac{m(A)}{|A|}.
\]

As there are \((m+1)(n+1)\) such sums, we only need to prove that each sum (3) is at most \( M \cdot 2^{O(\log(n+m+l))} \). In other words, we have to show that for all \( i, j \) there is a set \( H \in \mathcal{A}_m^n \) with \( x_1, \ldots, x_l \in A \) such that \( \frac{m(H)}{|H|} \) is greater than the sum (3) up to a factor of \( 2^{O(\log(n+m+l))} \).

To this end fix \( i \) and \( j \). Since \( m(u) = 2^{-C(u) - O(\log C(u))} \), the sum (3) equals

\[
\sum_{A \in \mathcal{A}_m^n \atop C(A)=i \atop \log |A|=j \atop x_1 \ldots, x_l \in A} 2^{-C(A) - \log |A| + O(\log(n+m))} = \sum_{A \in \mathcal{A}_m^n \atop C(A)=i \atop \log |A|=j \atop x_1 \ldots, x_l \in A} 2^{-i-j + O(\log(n+m))}
\]

All the terms in the sum (4) coincide and thus the sum (4) is equal to \( 2^{-i-j + O(\log(n+m))} \) times the number of sets \( A \in \mathcal{A}_m^n \) with \( C(A) = i \), \( \log |A| = j \), \( x_1, \ldots, x_l \in A \). Let \( k \) denote the floor of the binary logarithm of that number.

Consider the bipartite graph whose left nodes are finite subsets from \( \mathcal{A}^n \) of cardinality at most \( 2^k \), right nodes are \( l \)-tuples of \( n \)-bit strings and a left node \( A \) is adjacent to a right node \( (x_1, \ldots, x_l) \) if all \( x_1, \ldots, x_l \) are in \( A \). The complexity of this graph is \( O(\log(n+l+j)) \) and the logarithm of the number of right nodes is \( nl \). By Lemma 6 there is a set \( H \in \mathcal{A}_m^n \) of
log-size $j$ and complexity at most $i - k + O(\log(i + j + k + n + l)) = i - k + O(\log(l + m + n))$ with $x_1, \ldots, x_j \in \mathcal{A}$. The fraction $\frac{m(\pi)}{m}$ is equal to $2^{-(i-k)-j}$ up to a factor of $2^{O(\log(n+m+l))}$.

Recall that the sum (4) equals to $2^{k}2^{-i-j}$ up to the same factor and thus we are done. ▶

**Remark.** Consider the following case of Corollary 7: $\mathcal{A}$ is the family of all finite subsets, $l = 1$. As was shown in Subsection 2.2 the sum $\sum_{A \ni x} m(A)/|A|$, is equal to $m(x)$ up to a constant factor.

By this reason, we expect that the accuracy in the corollary can be improved.

**Proof of (b).** Let $y$ be some string that belongs to probability prediction $d$-neighborhood for $x$. According to (2), it implies that

$$\sum_{A \ni x, y} \frac{m(A)}{|A|} \geq m(x)2^{-d-O(\log n)} = 2^{-d-C(x)-O(\log n)}. $$

Now we will use Corollary 7 for $l = 2$, $x_1 = x$, $x_2 = y$, $m = 4n$ and the family of all sets as $\mathcal{A}$. By this corollary there is a set $A \ni x, y$ such that $m(A)/|A| = 2^{-d-C(x)-O(\log n)}$, so: $C(A) + \log |A| - C(x) \leq d + O(\log n)$, i.e. $y$ belongs to the algorithmic prediction $d + O(\log n)$-neighborhood of $x$. ◀

### 2.4 Sets of Restricted Type

In some cases we know *a priori* what sets could be possible explanations, and are interested only in models from this class. To take this into account, we consider some family $\mathcal{A}$ of finite sets, and look for sets $A$ in $\mathcal{A}$ that contain the data string $x$ and are “good models” for $x$. This approach was used in [11]; it turns out that many results of algorithmic statistics can be extended to this case (though sometimes we get weaker versions with more complicated proofs).

In this section we show that Theorem 5 also has an analog for arbitrary decidable family $\mathcal{A}$. The family of all subsets of $\mathbb{B}^n$ that belong to $\mathcal{A}$ is denoted by $\mathcal{A}^n$.

First we consider the case when for each string $x$ the set $\mathcal{A}$ contains the singleton $\{x\}$.

Let us define probability prediction neighborhood for a $n$-bit string $x$ with respect to $\mathcal{A}$. Again we consider a two-stage process: first, some set of $n$-bit strings from $\mathcal{A}$ is chosen with probability $m(A)$. Second, a random element in $A$ is chosen uniformly. Again, we have to assume that we choose sets whose complexity is not greater than $4n$. A value $p_A(y|x)$ is then defined as the conditional probability of $y \in A$ with the condition “the output of the two-stage process is $x$”:

$$p_A(y|x) = \frac{\sum_{A \ni x,y} m(A)/|A|}{\sum_{A \ni x} m(A)/|A|} \quad (5)$$

Here the sum is taken over all sets in $\mathcal{A}^n$ that have complexity at most $4n$.

Again as in Subsection 2.2 the denominator equals $m(x)$ up to $O(1)$-factor (because $\{x\} \in \mathcal{A}$), so:

$$p_A(y|x) = \frac{\sum_{A \ni x,y} m(A)/|A|}{m(x)} \quad (6)$$

up to $O(1)$-factor.

Then $\mathcal{A}$-probabilistic prediction $d$-neighborhood is defined naturally: a string $y$ belongs to this neighborhood if $p_A(y|x) \geq 2^{-d}$. The $\mathcal{A}$-algorithmic prediction $d$-neighborhood for $x$ is
defined as follows: a string $y$ belong to it if there is a set $A \ni x$, $y$ that belongs to $A^n$ such that $\delta(x, A) \leq d$.

Now we are ready to state an analog of Theorem 5:

> **Theorem 8.** Let $\mathcal{A}$ be a decidable family of binary strings containing all singletons. Then:

(a) For every $n$-bit string $x$ and for every $d$ the $\mathcal{A}$-algorithmic prediction $d$-neighborhood is contained in $\mathcal{A}$-probabilistic prediction $d + O(\log n)$-neighborhood.

(b) For every $n$-bit string $x$ and for every $d$ the $\mathcal{A}$-probabilistic prediction $d$-neighborhood of $x$ is contained in $\mathcal{A}$-algorithmic prediction $d + O(\log n)$-neighborhood.

**Proof of (a).** The proof is similar to the proof of Theorem 5 (a). Assume that a string $y$ belongs to the algorithmic prediction $d$-neighborhood for $x$, i.e., there is a set $A \in \mathcal{A}^n$ containing $x$ and $y$ such that $C(A) + \log |A| \leq C(x) + d$. If $d > 3n$, then the statement is trivial. Indeed, there is a set $A' \in \mathcal{A}^n$ that contains $x$ and $y$ such that $\delta(x, A') \leq 3n$. To prove this, we can not set $A' = \mathbb{B}^n$ any more, as this set may not belong to $\mathcal{A}$. However we may let $A'$ be the first set in $\mathcal{A}^n$, that contains $x$ and $y$. The complexity of this set is not greater than $|x| + |y| \leq 2n$ and log-size is not greater than $n$. Thus $\delta(x, A') \leq 3n$. The rest of the proof is completely similar to the proof of Theorem 5 (a). ▶

**Proof of (b).** The proof is similar to the proof of Theorem 5 (b). ▶

Now we state and prove Theorem 8 in general case (for families $\mathcal{A}$ that may not contain all singletons). In the case $x \in \bigcup \mathcal{A}^n$, where $n = |x|$, the definition of $\mathcal{A}$-probability prediction neighborhood remains the same. Otherwise, if $x \notin \bigcup \mathcal{A}^n$, the string $x$ can not appear in the two-stage process, so in this case we define $\mathcal{A}$-probability prediction $d$-neighborhood for $x$ as the empty set for every $d$. Notice, that now we can not rewrite (5) as (6) because $\{x\}$ may not belongs to $\mathcal{A}$.

Now we define $\mathcal{A}$-algorithmic prediction neighborhood. There is a subtle point that should be taken into account: it may happen that there is no set $A \in \mathcal{A}$ containing $x$ such that $\delta(x, A) \approx 0$. By this reason we include in the algorithmic prediction neighborhood of $x$ the union of all sets $A$ in $\mathcal{A}$, such that $\delta(x, A)$ is as small as it is possible:

> **Definition 9.** Let $x \in \mathbb{B}^n$ be a binary string, let $d$ be some integer and let $\mathcal{A}$ be some family of sets. The union of all finite sets in $\mathcal{A}^n$ such that $x \in A$ and every $B \in \mathcal{A}^n$ that contains $x$ satisfies the inequality: $\delta(x, A) \leq \delta(x, B) + d$ is called $\mathcal{A}$-algorithmic prediction $d$-neighborhood of $x$. (In other words, $d$-neighborhood includes all sets $A$ whose $\delta(x, A)$ is at most $d$ more than the minimum.)

> **Theorem 10.** Let $\mathcal{A}$ be a decidable family of binary strings. Then:

(a) For every $n$-bit string $x$ and for every $d$ the $\mathcal{A}$-algorithmic prediction $d$-neighborhood is contained in $\mathcal{A}$-probabilistic prediction $d + O(\log n)$-neighborhood.

(b) For every $n$-bit string $x$ and for every $d$ the $\mathcal{A}$-probabilistic prediction $d$-neighborhood of $x$ is contained in $\mathcal{A}$-algorithmic prediction $d + O(\log n)$-neighborhood.

Notice that if $x \notin \bigcup \mathcal{A}^n$ then both algorithmic and prediction neighborhoods are empty and the statement is trivial. Therefore in the proof we will assume that this is not the case.

**Proof of (a).** The proof is completely similar to the proof of Theorem 8. ▶
Proof of (b). Let \( y \) be some strings that belongs to probability prediction \( d \)-neighborhood for \( x \), that is,
\[
\sum_{A \ni x,y} \frac{m(A)}{|A|} \geq 2^{-d} \sum_{A \ni x} \frac{m(A)}{|A|}
\] (7)

Let
\[
A_x = \arg \max \{ m(A) / |A| \mid x \in A^n \}
\]
and
\[
A_{xy} = \arg \max \{ m(A) / |A| \mid x, y \in A^n \}.
\]

Recall that \( m(A) / |A| = 2^{-C(A) - \log |A|} \) (up to a \( 2^{O(\log n)} \) factor) and by Corollary 7 the sums in both parts of the equality are equal to their largest terms (again up to \( 2^{O(\log n)} \) factor). Therefore,
\[
2^{-C(A_{xy}) - \log |A_{xy}|} \geq 2^{-d - O(\log n)} 2^{-C(A_x) - \log |A_x|},
\]
which means that \( \delta(x, A_{xy}) \leq \delta(x, A_x) + d + O(\log n) \). Hence \( y \) belongs \( A \)-algorithmic prediction \( d + O(\log n) \)-neighborhood of \( x \).

2.5 Prediction for Several Examples

Consider the following situation: we have not one but several strings \( x_1, \ldots, x_l \in \mathbb{B}^n \) that are experimental data. We know that they were drawn independently with respect to the uniform probability distribution in some unknown set \( A \). We want to explain these observation data, i. e. to find an appropriate set \( A \). Again we measure the quality of explanations by two parameters: \( C(A) \) and \( \log |A| \).

In this section we will extend previous results to this scenario. Again we assume that we know a priori which sets could be possible explanations. So, we consider only sets from a decidable family of sets \( \mathcal{A} \).

Let \( \overrightarrow{x} \) denote the tuple \( x_1, \ldots, x_l \). Let \( A \subset \mathbb{B}^n \) be a set that contains all strings from \( \overrightarrow{x} \). Then we can restore \( \overrightarrow{x} \) from \( A \) and indexes of strings from \( \overrightarrow{x} \) in \( A \) and hence we have:
\[
C(\overrightarrow{x}) \leq C(A) + l \log |A| + O(\log n).
\]

Therefore it is natural to define the optimality deficiency of \( A \ni \overrightarrow{x} \) by the formula
\[
\delta(\overrightarrow{x}, A) := C(A) + l \log |A| - C(\overrightarrow{x}).
\]

The definitions of the \( A \)-algorithmic prediction \( d \)-neighborhood of the tuple \( \overrightarrow{x} \) is obtained from Definition 9 by changing \( x \) to \( \overrightarrow{x} \).

In a similar way we modify the definition of the \( A \)-probabilistic prediction neighborhood. Again we consider a two-stage process: first, a set of \( n \)-bit strings from \( A \) is chosen with probability \( m(A) \). Second, \( l \) random elements in \( A \) are chosen uniformly and independently on each other. Again, by technical reason, we assume, that we consider only sets whose complexity is not greater then \( (l + 3)n \). The value \( p_A(y \mid \overrightarrow{x}) \) is defined as the conditional probability of \( y \in A \) under the condition [the output of this two-stage process is equal to \( \overrightarrow{x} \)]:
\[
p_A(y \mid \overrightarrow{x}) = \frac{\sum_{A \ni \overrightarrow{x}, y} m(A) / |A|^l}{\sum_{A \ni \overrightarrow{x}} m(A) / |A|^l}.
\]
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Here both sums are taken over all sets $A \subseteq \mathcal{A}^n$ that have complexity at most $n(l + 3)$. (If no such set contains $x$ then $p_A(y|\vec{x}) = 0.$) By definition, a string $y$ belongs to $\mathcal{A}$-probabilistic prediction $d$-neighborhood for $\vec{y}$ if $p_A(y|\vec{x}) \geq 2^{-d}$.

Now we are ready to state an analog of Theorem 10:

**Theorem 11.** Let $\mathcal{A}$ be a decidable family of binary strings. Then:

(a) For every $l$-bit strings $\vec{x}$ and for every $d$ the $\mathcal{A}$-algorithmic prediction $d$-neighborhood is contained in $\mathcal{A}$-probabilistic prediction $d + O(\log(n + l))$-neighborhood of $\vec{y}$.

(b) For every $l$-bit strings $\vec{x}$ and for every $d$ the $\mathcal{A}$-probabilistic prediction $d$-neighborhood of $\vec{y}$ is contained in $\mathcal{A}$-algorithmic prediction $d + O(\log(n + l))$-neighborhood of $\vec{x}$.

**Proof.** The proof is entirely similar to the proof of Theorem 10, but now Corollary 7 is applied for $l$ and $l + 1$ strings so the accuracy becomes $O(\log(n + l))$.

### 3 Non-uniform Probability Distributions

We have considered so far only uniform probability distributions as statistical hypotheses. The paper [10, Appendix II] justifies such a restriction: it was observed there that for every data string $x$ and for probability distribution $P$ there is a finite set $A \ni x$ that is not worse than $P$ as an explanation for $x$ (with logarithmic accuracy). However, if the data consists of more than one string, then this is not the case. Now, we will explain this in more details.

The quality of a probability distribution $P$ as an explanation for the data $x_1, \ldots, x_l$ is measured by the following two parameters:

- the complexity $C(P)$ of the distribution $P$,
- $-\log(P(x_1) \cdots P(x_l))$ (the smaller this parameter is the larger is the likelihood to get the tuple $\vec{x}$ by independently drawing $l$ strings with respect to $P$).

We consider only distributions over finite sets such that the probability of every outcome is a rational number. The complexity of such a distribution is defined as the complexity of the set of all pairs $(y, P(y))$ ordered lexicographically.

If $P$ is a uniform distribution over a finite set $A$ then the first parameter becomes $C(A)$ and the second one becomes $-l \log |A|$. If $l = 1$ then for every pair $x, P$ there is a finite set $A \ni x$ such that both $C(A), -\log P(x)$ are at most $C(P), -\log P(x)$ with the accuracy $O(\log |x|)$. Indeed, let $A = \mathbb{B}^n$ if $P(x) \geq 2^{-n}$ and

$$A = \{ x \in \mathbb{B}^n \mid P(x) \geq 2^{-i}\}$$

if $2^{-i} \leq P(x) < 2^{-i+1} \leq 2^{-n}$. In both cases we have $C(A) \leq C(P) + O(\log n)$ and $\log |A| \leq -\log P(x) + 1$.

For $l = 2$ this is not the case:

**Example 12.** Let $x_1$ be a random string of length $2n$ and $x_2 = 00 \ldots 0y$ be a string of length $2n$ where $y$ is a random string of length $n$ independent of $x_1$ (that is, $C(x_1, x_2) = 3n + O(1)$). A plausible explanation of such data is the following: the strings $x_1, x_2$ were drawn independently with the respect the distribution $P$ where half of the probability is uniformly distributed over all strings of length $2n$ and the remaining half is uniformly distributed over all strings of length $2n$ starting with $n$ zeros. The complexity of this distribution $P$ is negligible $(O(\log n))$ and the second parameter $-\log(P(x_1)P(x_2))$ is about $3n$. On the other hand there is no simple set $A$ containing both strings $x_1, x_2$ with $2\log |A|$ being close to $3n$. Indeed, for every set $A$ containing $x_1$ we have $C(A) + \log |A| \geq 3n - O(\log n)$ and hence $2\log |A| \geq 6n - 2C(A) - O(\log n) \gg 3n$ (the last inequality holds provided $C(A)$ is small).
Therefore we will not restrict the class of statistical hypotheses to uniform distributions. We will show that the main result of [11] (Theorem 16 below) translates to the case of several strings, i.e., to the case \( l > 1 \) (Theorem 17 below).

### 3.1 The Profile of a Tuple \( x_1, \ldots, x_l \)

Fix \( x_1, \ldots, x_l \in \mathbb{B}^n \). As above, we will denote by \( \vec{x} \) the tuple \( x_1, \ldots, x_l \). The optimality deficiency is defined by the formula

\[
\delta(\vec{x}, P) = C(P) - \log(P(x_1) \ldots P(x_l)) - C(\vec{x}).
\]

This value is non-negative up to \( O(\log(n + l)) \), since given \( P \) and \( l \) we can describe the tuple \( \vec{x} \) in \(-\log(P(x_1) \ldots P(x_l)) + O(1)\) bits, using the Shannon-Fano code.

\[\blacktriangleright\text{Definition 13.}\] The profile \( P_{\vec{x}} \) of the tuple \( \vec{x} \) is defined as the set of all pairs \( \langle a, b \rangle \) of naturals such that there is a probability distribution \( P \) of Kolmogorov complexity at most \( a \) with \( \delta(\vec{x}, P) \leq b \).

Loosely speaking, a tuple of strings \( \vec{x} \) is called \textit{stochastic} if there is a simple distribution \( P \) such that \( \delta(\vec{x}, P) \approx 0 \). In other words, if \( \langle a, b \rangle \in P_{\vec{x}} \) for \( a, b \approx 0 \). Otherwise it is called \textit{non-stochastic}. In one-dimensional case non-stochastic objects were studied, for example, in [7], [11]. However, in the one-dimensional case we can not present explicitly a non-stochastic object. In the two-dimensional case the situation is quite different: let \( x_1 \) be a random string of length \( n \) and let \( x_2 = x_1 \). For such pair \( x_1, x_2 \) there is no simple distribution \( P \) with small \( \delta(\langle x_1, x_2 \rangle, P) \). Indeed, for any probability distribution \( P \) we have \( C(P) - \log P(x_1) \geq C(x_2) = n \) for \( i = 1, 2 \) (with accuracy \( O(1) \)). Adding these inequalities we get

\[
2C(P) - \log(P(x_1)P(x_2)) \geq 2n.
\]

Hence \( \delta(\langle x_1, x_2 \rangle, P) \geq 2n - C(P) - C(x_1, x_2) = n - C(P) \), which is very large provided \( C(P) \ll n \).

In general, if strings \( x_1 \) and \( x_2 \) have much \textit{common information} (i. e. \( C(x_1, x_2) \ll C(x_1) + C(x_2) \)), then the pair \( \langle x_1, x_2 \rangle \) is non-stochastic. There is also a non-explicit example of a non-stochastic pair of strings: consider any pair whose first term is non-stochastic. There is no good explanation for the first term, hence there is no good explanation for the whole pair.

The first example suggests the following question: is the profile of the pair of strings \( x_1, x_2 \) determined by \( C(x_1), C(x_2), C(x_1, x_2), P_{x_1}, P_{x_2} \) and \( P_{[x_1, x_2]} ? \) Here \( [x_1, x_2] \) denotes the concatenation of strings \( x_1 \) and \( x_2 \). Notice that \( P_{[x_1, x_2]} \) denotes the 1-dimensional profile of the string \( [x_1, x_2] \) and is not to be confused with \( P_{x_1, x_2} \), which is the 2-dimensional profile of the pair of strings \( x_1, x_2 \). The following theorem is the main result of Section 3. It provides a negative answer to this question.

\[\blacktriangleright\text{Theorem 14.}\] For every \( n \) there are strings \( x_1, x_2, y_1 \) and \( y_2 \) of length \( 2n \) such that:

1. The sets \( P_{x_1} \) and \( P_{y_1}, P_{x_2}, P_{y_2}, P_{[x_1, x_2]} \) and \( P_{[y_1, y_2]} \) are at most \( O(\log n) \) apart.
2. \( C(x_1) = C(y_1) + O(\log n), \ C(x_2) = C(y_2) + O(\log n), \ C(x_1, x_2) = C(y_1, y_2) + O(\log n). \)
3. However the distance between \( P_{x_1, x_2} \) and \( P_{y_1, y_2} \) is greater than \( 0.5n - O(\log n) \). (We say that the distance between two sets \( R \) and \( Q \) is at most \( \varepsilon \) if \( R \) is contained in \( \varepsilon \)-neighborhood, with respect to \( L_\infty \)-norm, of \( Q \), and vice versa.)
Theorem 17 is basically an analog of Theorem 16 for a restricted class of distributions, namely, for product distributions $Q$ on $l$-tuples, i.e., distributions of the form $Q(x_1, \ldots, x_l) = P(x_1) \cdots P(x_l)$. A natural question is whether Theorem 16 can be generalized to any decidable class of distributions. This is indeed the case and the proof is very similar to the proof of Theorem 17.
An Open Question

Can we improve the accuracy in Corollary 7 from $2^{O(\log(n+m+l))}$ to $2^{O(\log(n+l))}$?
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\textbf{Abstract}

We consider the problem to find a set $X$ of vertices (or arcs) with $|X| \leq k$ in a given digraph $G$ such that $D = G - X$ is an acyclic digraph. In its generality, this is Directed Feedback Vertex Set or Directed Feedback Arc Set respectively. The existence of a polynomial kernel for these problems is a notorious open problem in the field of kernelization, and little progress has been made.

In this paper, we consider both deletion problems with an additional restriction on $D$, namely that $D$ must be an out-forest, an out-tree, or a (directed) pumpkin. Our main results show that for each of these three restrictions the vertex deletion problem remains \textsc{NP}-hard, but we can obtain a kernel with $k^{O(1)}$ vertices on general digraphs $G$. We also show that, in contrast to the vertex deletion problem, the arc deletion problem with each of the above restrictions can be solved in polynomial time.

\textbf{1998 ACM Subject Classification} F2.2 Nonnumerical Algorithms and Problems

\textbf{Keywords and phrases} directed feedback vertex/arc set, parameterized algorithms, kernels

\textbf{Digital Object Identifier} 10.4230/LIPIcs.STACS.2016.55

\section{Introduction}

In this paper, we study the problem of removing a (small) subset of vertices $X$ from a graph $G$ such that the resulting graph $G - X$ is acyclic. On undirected graphs, this translates immediately to the property that $G - X$ is a forest or (if we insist that $G - X$ is connected) a tree. The problem to decide whether a given undirected graph $G$ has a set $X \subseteq V(G)$ of size at most a given integer $k$ such that $G - X$ is a forest or a tree is known as Feedback Vertex Set and Tree Deletion Set respectively.

Over the past years, we have gotten to understand the complexity of Feedback Vertex Set and Tree Deletion Set quite well. Both problems are \textsc{NP}-hard\cite{14, 20}. It is long known that the minimization version of Feedback Vertex Set admits a polynomial-time 2-approximation algorithm\cite{2} and that Feedback Vertex Set admits a polynomial kernel parameterized by $k$\cite{19} (see e.g.\cite{8, 11} for background on kernelization). The minimization version of Tree Deletion Set, in contrast, cannot be polynomial-time approximated within a factor $\tilde{O}(n^{1-\epsilon})$ for any $\epsilon > 0$\cite{20}, unless $P = \text{NP}$. However, Tree Deletion Set was recently shown to admit a polynomial kernel (when parameterized by $k$)\cite{13}.

The usual way to generalize Feedback Vertex Set and Tree Deletion Set to digraphs is to insist that the resulting digraph has no directed cycle. Indeed, the problem to
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decide whether a given digraph $G$ has a set $X \subseteq V(G)$ of size at most a given integer $k$ such that $G - X$ is a (connected) acyclic digraph is known as Directed Feedback Vertex Set (Connected DAG Vertex Deletion Set). In contrast to their undirected counterparts, the complexity situations for Directed Feedback Vertex Set and Connected DAG Vertex Deletion Set are very much unclear.

It is known that Directed Feedback Vertex Set is NP-hard [14], even on tournaments [18]. Connected DAG Vertex Deletion Set is NP-hard and cannot be polynomial-time approximated within a factor $O(n^{1-\epsilon})$ for any $\epsilon > 0$ [20], but we are not aware of any results on the parameterized complexity of this problem. Directed Feedback Vertex Set is polynomial-time approximable within a factor of $O(\log |V(G)| \log \log |V(G)|)$ on general digraphs [9, 17], but it is open whether this is best possible. Directed Feedback Vertex Set has a kernel of exponential size $k^{O(k)}$, as the problem was shown fixed-parameter tractable by Chen et al. [4], but it is unknown whether a polynomial kernel exists. In fact, this question remains open despite being posed several times [4, 10, 8, 6, 5].

There is limited insight into whether Directed Feedback Vertex Set could admit a polynomial kernel. Abu-Khzam [1] (see also Dom et al. [7]) showed that Directed Feedback Vertex Set admits a polynomial kernel if the given digraph is a (bipartite) tournament and Bang-Jensen et al. [3] recently extended this to generalizations of tournaments. We are not aware of polynomial kernels for Directed Feedback Vertex Set on other restricted classes of digraphs. This suggests to explore other roads towards an answer to the open question of a polynomial kernel for Directed Feedback Vertex Set.

Our Contributions

We study a different translation of Feedback Vertex Set and Tree Deletion Set to digraphs. Instead of transferring the property that the resulting graph should be acyclic to digraphs, we transfer the property that the resulting graph should be a forest or tree. To this end, we consider the notion of an out-tree, which is a digraph where each vertex has in-degree at most 1 and the underlying (undirected) graph is a tree. An out-forest is a disjoint union of out-trees. This leads to the following parameterized problems:

**Out-Forest/Out-Tree Vertex Deletion Set**

*Input:* A digraph $G$ and an integer $k$.

*Question:* Is there a set $X \subseteq V(G)$ with $|X| \leq k$ s.t. $G - X$ is an out-forest/out-tree?

Note that these problems can also be viewed as a restricted version of Directed Feedback Vertex Set and Connected DAG Vertex Deletion Set. Here, instead of restricting the input graph $G$ as Abu-Khzam [1] and Dom et al. [7] did when they considered tournaments, we consider general digraphs $G$ as input but restrict what kind of acyclic digraph the resulting digraph $G - X$ should be.

Thinking further in this direction, we consider another restriction on the resulting digraph, namely that it should be a pumpkin. A digraph is a pumpkin if it consists of a source vertex $s$ and a sink vertex $t$ ($s \neq t$), together with a collection of internally vertex-disjoint induced directed paths from $s$ to $t$. Note that the underlying graph of a pumpkin is not acyclic, in contrast to out-forests and out-trees. This leads to the following parameterized problem:

**Pumpkin Vertex Deletion Set**

*Input:* A digraph $G$ and an integer $k$.

*Question:* Is there a set $X \subseteq V(G)$ with $|X| \leq k$ s.t. $G - X$ is a pumpkin?
We consider all three problems on general digraphs, and observe that each is $\text{NP}$-hard, even on acyclic digraphs. More importantly, we show that all three problems admit a polynomial kernel.

*$\textbf{Theorem 1.}$ *Out-Tree Vertex Deletion Set* is $\text{NP}$-hard, even on acyclic digraphs, but admits a kernel with $O(k^3)$ vertices.  

*$\textbf{Theorem 2.}$ *Out-Forest Vertex Deletion Set* is $\text{NP}$-hard, even on acyclic digraphs, but admits a kernel with $O(k^3)$ vertices.  

*$\textbf{Theorem 3.}$ *Pumpkin Vertex Deletion Set* is $\text{NP}$-hard, even on acyclic digraphs, but admits a kernel with $O(k^{18})$ vertices.  

The polynomial kernel for *Out-Tree Vertex Deletion Set*, presented in Sec. 2, relies on a large set of reduction rules that heavily exploit that vertices of out-trees have in-degree at most 1. Although this ‘forbidden structure’ seems to lend itself naturally to a characterization by forbidden induced subgraphs that can be attacked through a standard approach using the Sunflower Lemma (cf. [12, Lemma 3.2]), the demand that the resulting digraph be connected means that substantially different methods must be employed to obtain meaningful structure.

After applying our set of reduction rules, the underlying graph of the resulting digraph $G'$ contains a small feedback vertex set $F$. It then remains to show that the forest $G' - F$ has bounded size by analyzing the interaction of $G' - F$ with $F$. In particular, we argue that the leaves of $G' - F$ can be split into four types, and bound the number of leaves of each type. In the analysis of one of the types (the fourth), we adapt some of the rules of the polynomial kernel for *Tree Deletion Set* by Giannopoulou et al. [13] to the directed case; the analysis for the other cases is new and specific to *Out-Tree Vertex Deletion Set*.

The kernel for *Out-Forest Vertex Deletion Set* follows the same lines, but requires an additional reduction rule, presented in Sec. 3. We believe that the Sunflower Lemma could yield an alternative road to a polynomial kernel for *Out-Forest Vertex Deletion Set* (as connectedness is no longer an issue), but we chose to instead present our simple extension of the kernel for *Out-Tree Vertex Deletion Set*.

The polynomial kernel for *Pumpkin Vertex Deletion Set*, presented in Sect. 4, uses completely different methods. We first show that there are only poly$(k)$ candidates for the source and sink of the pumpkin. Therefore, we can split the instance into poly$(k)$ new instances with an annotated source and sink, each of which we subsequently kernelize. The resulting kernelized instances can be seen as a Turing kernel of the problem. Instead of being satisfied with this, we show that we can modify and combine these kernelized instances into a single instance of *Pumpkin Vertex Deletion Set*, which forms the final kernel.

The NP-hardness results and missing proofs are deferred to the full version of this paper.

**Edge and Arc Deletion Problems**

Instead of deleting vertices to get an acyclic graph, we also consider the problem of deleting edges or arcs from a given (di)graph to obtain an acyclic (di)graph. On undirected graphs, the problem to delete edges to obtain a forest or tree can easily be shown to be polynomial-time solvable by reducing to finding a spanning forest/tree. On digraphs, however, the complexity situation is quite different. In fact, it can be readily shown that the problem of deleting arcs from a digraph to remove all cycles must have the same complexity as *Directed Feedback Vertex Set* [9]. Therefore, one wonders how this affects the three problems of this paper.

The arc-deletion versions of our problems are defined as follows. Given a subset $B$ of the arcs of a digraph $G$, the digraph *induced by* $B$ is the graph with vertex set equal to the set of endpoints of the arcs in $B$ and arc set equal to $B$.  


Theorem 4. Out-Forest Arc Deletion Set, Out-Tree Arc Deletion Set, and Pumpkin Arc Deletion Set can be solved in polynomial time.

A shortened proof of this theorem is in Sect. 5; full proofs are deferred to the full version.

Throughout this paper, we consider digraphs $G$ with vertex set $V(G)$ and arc set $A(G)$. For a digraph $G$, we denote its underlying undirected graph by $\langle G \rangle$. The in-degree and the out-degree of a vertex $v \in V(G)$ is denoted $d^-(v)$ resp. $d^+(v)$.

For a digraph $G$ and distinct vertices $u, v \in V(G)$, call $P = [w_0, \ldots, w_\ell]$ an induced directed $u, v$-path (of length $\ell$) if $u = w_0, v = w_\ell$, $(w_i, w_{i+1})$ are arcs of $G$ for $i = 0, \ldots, \ell - 1$ and $d^-(w_i) = d^+(w_1) = 1$ for $i = 1, \ldots, \ell - 1$.

2 Polynomial Kernel for Out-Tree Vertex Deletion

For a digraph $G$, call a set $S \subseteq V(G)$ an out-tree vertex deletion set if $G - S$ is an out-tree. To obtain a polynomial kernel for OUT-TREE VERTEX DELETION SET parameterized by solution size $k$, we first generalize the problem to its vertex-weighted variant, defined as:

Weighted Out-Tree Vertex Deletion Set

\begin{itemize}
\item \textbf{Input:} A digraph $G$ with weight function $w : V(G) \rightarrow \mathbb{N}$; an integer $k$.
\item \textbf{Question:} Is there a set $S \subseteq V(G)$ of weight $w(S) = \sum_{v \in S} w(v) \leq k$ so that $G - S$ is an out-tree?
\end{itemize}

Allowing vertices to carry weights will allow for more flexible reduction rules. Using four relatively standard reduction rules (described in the full version), we can impose the following structure on instances of Weighted Out-Tree Vertex Deletion Set:

Lemma 5. Given an instance $(G, w, k)$ of Weighted Out-Tree Vertex Deletion Set, in polynomial time we can construct an instance $(G', w', k')$ such that:

1. $d^-(v) \leq k + 1$ for each $v \in V(G')$;
2. $w'(v) \leq k + 1$ for each $v \in V(G')$;
3. no vertex $v \in V(G')$ has $d^-(v) = 1$ and $d^+(v) = 0$;
4. every induced directed path of $G'$ has length at most 4;
5. $(G, w)$ has an out-tree vertex deletion set of weight at most $k$ if and only if $(G', w')$ has an out-tree vertex deletion set of weight at most $k'$.

We now define several novel reduction rules that are specific to Weighted Out-Tree Vertex Deletion Set. A collision in $G$ is an ordered triple $(u, m, v)$ of distinct vertices $u, m, v$ such that $(u, m), (v, m) \in A(G)$. A collision only demands that $(u, m), (v, m) \in A(G)$; it does not specify anything about other arcs between $u, m, v$.

Lemma 6 (Collision Star Rule). Let $(u_1, m_1, v), \ldots, (u_{k+1}, m_{k+1}, v)$ be collisions that pairwise intersect only in $v$. Let $G' = G - v$, let $k' = k - w(v)$ and $w' = w|_{V(G')}$. Then $(G, w)$ has an out-tree vertex deletion set of weight at most $k$ if and only if $(G', w')$ has an out-tree vertex deletion set of weight at most $k'$.
Proof. Let \( S \) be an out-tree vertex deletion set of \((G, w)\) of weight at most \( k \). We argue that \( v \in S \); this then implies immediately that \( S \setminus \{v\} \) is an out-tree vertex deletion set of \((G', w')\) with weight at most \( k' = k - w(v) \). To this end, suppose that \( v \notin S \); then from each collision \((u_i, m_i, v)\), at least one of \( u_i, m_i \) belongs to \( S \), since \( S \) must intersect all collisions (out-trees are free of collisions). As each of \( u_i, m_i \) has weight at least 1 and the pairs \((u_1, m_1), \ldots, (u_{k+1}, m_{k+1})\) are pairwise vertex-disjoint, this contradicts that \( w(S) \leq k \); hence, \( v \in S \).

Conversely, let \( S' \) be an out-tree vertex deletion set of \((G', w')\) of weight at most \( k' \). As out-tree vertex deletion sets are closed under taking supersets, \( S = S' \cup \{v\} \) is an out-tree vertex deletion set of \((G, w)\). Further, the weight of \( S \) is equal to \( w(S) = w'(S') + w(v) \leq k + w(v) = k \).

We can implement the rule in polynomial time by considering each \( v \) in turn and then running a maximum matching algorithm. For a vertex \( v \), let \( N_v^+ \) denote its set of out-neighbors. Let \( N_v^- \) denote the set of in-neighbors of the vertices in \( N_v^+ \), where we ensure that \( v \) is not placed in \( N_v^- \); now consider an auxiliary graph \( H_v \) on \( N_v^+ \cup N_v^- \), were \( u \in N_v^+ \) and \( w \in N_v^- \) are adjacent if and only if there is an arc from \( w \) to \( u \) in \( G \). Then any set of collisions that pairwise intersect only in \( v \) (as in the lemma statement) induces a matching in \( H_v \), and conversely, any matching in \( H_v \) induces a set of collisions that pairwise intersect only in \( v \) (as in the lemma statement). Hence, it suffices to find, for each \( v \in V(G) \) a matching of size at least \( k \) in \( H_v \), which can be done in polynomial time. \( \blacksquare \)

Note again that the rule only specifies that the arcs \((u_i, m_i)\) and \((m_i, v)\) for \( i = 1, \ldots, k+1 \) should belong to \( A(G) \); it does not specify anything about other arcs between these vertices.

**Lemma 7 (Source Rule).** If \( G \) contains at least \( k + 2 \) vertices of in-degree 0, then \((G, w)\) does not contain an out-tree vertex deletion set of weight at most \( k \).

We apply the above rules exhaustively, before continuing to the next rule.

**Lemma 8 (Feedback Vertex Set Rule).** If a 2-approximate minimum size undirected feedback vertex set of \((G)\) has size more than \( 2k \), then \((G, w)\) does not admit an out-tree vertex deletion set of weight at most \( k \).

This rule is correct, because \((G - S)\) is acyclic, where \( S \) is an out-tree vertex deletion set of \((G, w)\). We thus assume that \((G)\) has a feedback vertex set \( F \) of size at most \( 2k \).

We next argue that if \( G - F \) has many vertex-disjoint collisions, then \( G \) does not admit an out-tree vertex deletion set of low weight, because an out-tree does not contain any collisions. Observe that finding the maximum number of vertex-disjoint collisions in a digraph is in general an NP-hard problem, because of a straightforward reduction from the \( P_2 \)-matching problem, which is known to be NP-hard [15]. However, here we only need to solve this task in \( G - F \), which is a forest. We are then able to employ a greedy algorithm that ‘cuts away’ collisions in a bottom-up fashion and finds a largest set of vertex-disjoint collisions in \( G - F \) in polynomial time.

**Lemma 9 (Disjoint Collisions Rule).** If \( G - F \) contains more than \( k \) vertex-disjoint collisions, then \((G, w)\) does not admit an out-tree vertex deletion set of weight at most \( k \).

Assume now that Lemma 9 has been applied, and that \( F \) (as before) is a feedback vertex set of \((G)\). Let \( T_1, \ldots, T_c \) denote the set of connected components of \( G - F \); then each underlying undirected component \((T_i)\) is a tree. Let \( L \) denote the set of leaves of \((T_1), \ldots, (T_c)\). Our strategy to prove a polynomial kernel will be to first bound \(|L|\), and therefrom bound both \( c \) and \( \sum_{i=1}^c |V(T_i)| \).
Bounding the Number of Leaves

We consider four types of leaves. Throughout, we assume that a leaf of type \( i \) is not of type \( i - 1, \ldots, 1 \).

Type 1: Leaves with an arc to a vertex of \( F \).

By Lemma 5(1), \( \sum_{v \in F} d^-(v) \leq |F|(k + 1) \leq 2k(k + 1) \). Hence, the number of leaves with an arc to a vertex of \( F \) is at most \( 2k(k + 1) \).

Type 2: Leaves without any arc to or from a vertex of \( F \).

By Lemma 5(3), such a leaf must be a source of \( G \). We can bound the number of leaves of type 2 by \( k + 1 \), since Lemma 7 does not apply.

Type 3: Leaves with an arc from a vertex of \( F \) whose unique incident arc in \( G - F \) is an out-arc.

Let \( v_1, \ldots, v_\ell \) denote those leaves. An \( F \)-disjoint path is a directed path \( P \) in \( G \) between two vertices \( u, v \in V(G) \) such that no vertex of \( P \) belongs to \( F \); in particular, \( u, v \notin F \). Call a vertex \( m \notin F \) a mixer for \( i, j \) (where \( i, j \) are distinct) if there exist \( F \)-disjoint paths from \( v_i \) to \( m \) and from \( v_j \) to \( m \); we also say that \( i, j \) get mixed at \( m \). If \( m \notin F \) is a mixer for some \( i, j \), then we simply call \( m \) a mixer. Observe that for any \( m \notin F \), there is an \( F \)-disjoint path in \( G \) to some \( v_i \) only if \( v_i \) and \( m \) are part of the same tree of \( (G) - F \); therefore, if such a path exists, then it is unique.

We now construct a set \( M \) of mixers, as follows. Initialize \( M = \emptyset \) and \( I = \{1, \ldots, \ell \} \). Iteratively find a mixer \( m \) for some \( \{i, j\} \subseteq I \) such that for any \( \{i', j'\} \subseteq I \) that get mixed at \( m \), the \( F \)-disjoint path from \( v_i \) to \( m \) or \( F \)-disjoint path from \( v_j \) to \( m \) is free of mixers for \( i, j \), and \( i', j \), and \( i', j' \) as internal vertex. Then add \( m \) to \( M \), and remove all indices from \( I \) that get mixed at \( m \). Denote by \( I' \) the set of indices in \( I \) at the end of this procedure.

We can show that the set of mixers induces a set of vertex-disjoint collisions of size \( |M| \) by using that two unique indices \( i, j \) get mixed at each \( m \in M \); the \( F \)-disjoint paths from \( v_i \) and \( v_j \) to \( m \) then ensure that \( m \) has two unique in-neighbors. Hence, the following lemma follows from Lemma 9:

**Lemma 10.** For the constructed set \( M \) of mixers, \( |M| \leq k \).

Consider any index \( i \in \{1, \ldots, \ell\} \setminus I' \), and let \( m \) denote the mixer that was added to \( M \) at the step that \( i \) was removed from \( I \). Let \( P_i \) be an \( F \)-disjoint path from \( v_i \) to \( m \) that is guaranteed by \( m \) being a mixer. It follows from the construction of \( M \) that \( \{P_i \mid i \in \{1, \ldots, \ell\} \setminus I'\} \) forms a collection of \( F \)-disjoint paths that are pairwise disjoint except possibly for their end vertices. By Lemma 5(1), \( d^-(m) \leq k + 1 \) for each \( m \in M \). Hence, \( \ell - |I'| \leq |M|(k + 1) \leq k(k + 1) \).

To bound \( |I'| \), we find a set of inclusion-wise maximal directed paths starting in the vertices in \( \{v_i \mid i \in I'\} \). The ends (not equal to \( v_i \)) of these paths yield a set of collisions, which are almost disjoint. Then Lemmas 6 and 9 combined imply:

**Lemma 11.** \( |I'| \leq 3k^2 + 2k \).

Adding up, we have that \( \ell \leq 3k^2 + 2k + k(k + 1) = 4k^2 + 3k \).

Type 4: Leaves with an arc from a vertex of \( F \) whose arc in \( G - F \) is an in-arc.

To bound the number of leaves of Type 4, we need an extra reduction rule. This rule is similar to one applied by Giannopoulou et al. [13] in a different context. The general idea is
to translate the constraints on leaves of Type 4 into a set of linear equations, then kernelize this set of equations, and use that kernel to reduce the number of leaves of Type 4. Since this works in the same way as in the paper by Giannopoulou et al. [13], we defer the details to the full version.

Lemma 12. The number of leaves of Type 4 is at most $2k(k+1)^2 + k + 1$.

After analyzing all types of leaves, we can conclude that $|L| \leq 2k^3 + 10k^2 + 9k + 2$. Using standard arguments about trees in conjunction with the properties ensured by Lemma 5(4), we can show the following:

Lemma 13. The number of vertices in $T_1, \ldots, T_c$ is $O(k^3)$ in total.

Proof. Since we already bounded the number of leaves of $T_1, \ldots, T_c$, it suffices to bound the number of internal vertices. Let $D$ denote the set of internal vertices of $T_1, \ldots, T_c$ that have degree at least 3 in $\langle G \rangle$. Since the number $|L|$ of leaves is $O(k^3)$, we have $|D| = O(k^3)$ as well by standard arguments on trees.

It remains to bound the number of internal vertices of degree 2 in $\langle G \rangle$. The number of such vertices that neighbor a leaf is $O(k^3)$, so it remains to consider vertices that have distance at least 2 to every leaf in $\langle G \rangle$.

We start by bounding the number of such vertices involved in a collision. First, consider collisions $(u, m, v)$ for which $m$ has degree at least 3 in $\langle G \rangle$. Such collisions involve at most $\sum_{v \in D} d_{\langle G \rangle}(v)$ vertices of degree 2 in $\langle G \rangle$. Since this sum is bounded by $2|L|$, we obtain a bound of $O(k^3)$ for such vertices.

Now consider collisions $(u, m, v)$ for which $m$ has degree 2 in $\langle G \rangle$ but at least one of $u, v$ has degree at least 3 in $\langle G \rangle$. The number of vertices of degree 2 involved in such collisions is at most $2 \sum_{v \in D} d_{\langle G \rangle}(v) = O(k^3)$.

It remains to count vertices involved in collisions that do not touch an internal vertex of degree at least 3 in $\langle G \rangle$. Note that any such collision can overlap at most two others. Hence, by Lemma 9, at most $7k$ vertices can be involved, or we can reject $(G, k)$ as a “no”-instance. Therefore, $O(k^3)$ internal vertices of degree 2 are involved in a collision.

Any internal vertex of degree 2 that is not involved in a collision must lie on a directed path between two vertices that are either of degree at least 3 or are involved in a collision. By another rule deferred to the full version of this paper, all directed paths have length at most 4; this leads to a bound of $4\left(\sum_{v \in D} d(v)\right) + O(k^3)) = O(k^3)$.

Now, by Lemma 5(2), each vertex has weight at most $k + 1$, and thus this kernel can be encoded with $O((k^3) \log k)$ bits. This completes the proof of Theorem 1.

3 Polynomial Kernel for Out-Forest Vertex Deletion

Given a digraph $G$, we call a set $S \subseteq V(G)$ an out-forest vertex deletion set if $G - S$ is an out-forest. To obtain the polynomial kernel for Out-Forest Vertex Deletion Set, we proceed similarly as in the case of Out-Tree Vertex Deletion Set. Namely, we can argue that almost all reduction rules that apply to Out-Tree Vertex Deletion Set also work for Out-Forest Vertex Deletion Set. More precisely, one can argue that Lemmas 5, 6, 8, and 10, and 12 also apply. This way, we can bound the number of Type 1, Type 3 and Type 4 leaves by a polynomial in $k$ in instances of Out-Forest Vertex Deletion Set that have been reduced by their respective rules.

However, Lemma 7 does not apply. Therefore, we cannot bound the number of Type 2 leaves by a polynomial in $k$ in instances of Out-Forest Vertex Deletion Set that have
been reduced by all rules except the one of Lemma 7. Instead, we propose the following additional rule:

**Lemma 14 (Out-Forest Source Rule).** Let \((G, w, k)\) be an instance of Out-Forest Vertex Deletion Set. If \(G\) contains a vertex \(v\) of in-degree 0 with unique out-neighbor \(u\) that itself has \(v\) as its unique in-neighbor, then let \(G' = G - v\) and let \(w' = w|_{V(G')}\). Then \((G, w)\) has an out-forest vertex deletion set of weight at most \(k\) if and only if \((G', w')\) has an out-forest vertex deletion set of weight at most \(k\).

Crucially, the rule is invalid for Out-Tree Vertex Deletion Set, because if \(u\) is part of the deletion set for the resulting instance, then we might also need to add \(v\) to the deletion set in the original instance.

Once an instance of Out-Forest Vertex Deletion Set has been reduced by all previous rules except the one of Lemma 7 and additionally by the one of Lemma 14, we can also bound the number of Type 2 leaves by a polynomial in \(k\).

**Lemma 15.** There are at most \(3k^2(k + 1)\) leaves of Type 2.

**Proof.** We perform a marking scheme. Initially, no vertices are marked. Consider any unmarked leaf \(u\) of Type 2 for which its unique out-neighbor \(m\) is also unmarked. Since the rule of Lemma 14 cannot be performed, \(m\) has at least one other in-neighbor besides \(u\). Let \(v\) be an arbitrary in-neighbor of \(m\) that is not \(u\). Store the collision \((u, m, v)\), and mark \(u\), \(m\), and \(v\). Perform this procedure until no longer possible. At the end, each leaf of Type 2 has a marked vertex as its out-neighbor. Since each marked vertex has in-degree at most \(k + 1\) by Lemma 5(1), it suffices to bound the number of marked vertices.

Consider all collisions \(Z = \{(u_i, m_i, v_i)\}\) that were stored during the marking scheme. Whenever we added \((u, m, v)\), the vertices \(u\) and \(m\) were unmarked. Therefore, for each \(i 
eq j\), \(\{u_i, m_i\} \cap \{u_j, m_j\} = \emptyset\). However, the \(v\)-vertices might coincide between the different stored collisions. Let \(Y = \{v_i \mid (u_i, m_i, v_i) \in Z\}\). Since Lemma 9 does not apply, \(|Y| \leq k\). Now consider the set \(Y_v\) of collisions that were stored for a fixed vertex \(v \in Y\), i.e., \(Y_v := \{(u_i, m_i, v_i) \in Z \mid v_i = v\}\). Since Lemma 6 cannot be applied, \(|Y_v| \leq k\). Therefore, \(|Z| \leq |Y| \cdot \max_{v \in Y} |Y_v| \leq k^2\), and thus the number of marked vertices is at most \(3k^2\).

### 4 Polynomial Kernel for Pumpkin Vertex Deletion Set

We first give a simple property of the problem, and use it to give our first reduction rule. Let \((G, k)\) be an instance of Pumpkin Vertex Deletion Set. Let \(HI = \{v \in V(G) \mid d^-(v) \geq k + 2\}\) and \(HO = \{v \in V(G) \mid d^+(v) \geq k + 2\}\).

**Lemma 16 (High Degree Rule).** If \(|HI| > k + 1\) or \(|HO| > k + 1\), then \((G, k)\) is a “no”-instance.

We now assume that \((G, k)\) is an instance of Pumpkin Vertex Deletion Set to which Lemma 16 does not apply; that is, \(|HI|, |HO| \leq k + 1\). We call such an instance primary-reduced. We now split \((G, k)\) into \((k + 2)^2\) instances of the following problem.

**Annotated Pumpkin Vertex Deletion Set**

**Input:** A digraph \(G\), an integer \(k\), a set \(S \subseteq V(G)\) with \(|S| \leq 1\) and a set \(T \subseteq V(G)\) with \(|T| \leq 1\) and \(S \cap T = \emptyset\), such that each vertex \(v \in V(G) \setminus (S \cup T)\) satisfies \(\max\{d^-(v), d^+(v)\} \leq k + 1\).

**Question:** Is there a set \(X \subseteq V(G)\) with \(|X| \leq k\) for which \(G - X\) is a pumpkin with source \(s\) and sink \(t\) s.t. \(S \subseteq \{s\}\) and \(T \subseteq \{t\}\)?
The annotation of the problem is a source and sink (when $S \neq \emptyset$ or $T \neq \emptyset$). We call it Fully Annotated Pumpkin Vertex Deletion Set if both $S$ and $T$ are non-empty.

Now, for each $S \subseteq HO$ with $|HO \cap S| \leq 1$ and for each $T \subseteq HI \setminus S$ with $|HI \cap T| \leq 1$, let $W_{ST} = (HI \cup HO) \setminus (S \cup T)$ and construct the instance $I_{ST} = (G - W_{ST}, k - |W_{ST}|, S, T)$ of Annotated Pumpkin Vertex Deletion Set. Let $\mathcal{I}$ denote the set of all such instances; we call this the primary split of $(G, k)$. Observe that $|\mathcal{I}| \leq (k + 2)^2$ since $|HI|, |HO| \leq k + 1$.

Lemma 17. $(G, k)$ is a “yes”-instance if and only if at least one of the instances of Annotated Pumpkin Vertex Deletion Set of the primary split of $(G, k)$ is a “yes”-instance.

4.1 Polynomial Kernel for Annotated Pumpkin Vertex Deletion Set

We start with several reduction rules. Let $(G', k', S', T')$ be an instance of Annotated Pumpkin Vertex Deletion Set.

Lemma 18 (Source-Sink Rule). If $G'$ has more than $k' + 1$ vertices $v$ with $d^-(v) = 0$ or more than $k' + 1$ vertices $v$ with $d^+(v) = 0$, then $(G', k', S', T')$ is a “no”-instance.

Lemma 19 (Long Path Rule). For distinct vertices $u, v \in V(G')$, let $P = \{w_0, \ldots, w_t\}$ be an induced directed $u, v$-path of $G'$ of length $\ell > k' + 2$ so that $\{w_1, \ldots, w_{t-1}\} \cap (S \cup T) = \emptyset$. Obtain $G''$ from $G'$ by removing $w_1$ and adding the arc $(w_0, w_2)$. Then $(G'', k', S', T')$ is a “yes”-instance if and only if $(G', k', S', T')$ is.

Lemma 20 (Parallel Paths Rule). Let $u, v$ be distinct vertices. If there are $\ell$ induced directed $u, v$-paths that do not contain a vertex of $S'$ and $\ell > k' + 2$, then $G''$ be obtained from $G'$ by removing all vertices of $\ell - (k' + 2)$ arbitrary such paths. Then $(G'', k', S', T')$ is a “yes”-instance if and only if $(G', k', S', T')$ is.

We now assume that $(G', k', S', T')$ is an instance of Annotated Pumpkin Vertex Deletion Set on which Lemmas 18, 19, and 20 have no effect. We may thus assume that $G$ has at most $k' + 1$ vertices $v$ with $d^-(v) = 0$ and that $G$ has at most $k' + 1$ vertices $v$ with $d^+(v) = 0$. Moreover, each induced directed path has length at most $k' + 2$. Finally, there are at most $k' + 2$ induced directed paths between any (ordered) pair of vertices. We call such an instance reduced.

Lemma 21. Let $(G', k', S', T')$ be a reduced instance of Annotated Pumpkin Vertex Deletion Set. If $|V(G')| > 2(k' + 3)^2(2k' + 3)^3$, then $(G', k', S', T')$ is a “no”-instance.

Proof. The rule can clearly be executed in linear time, so it remains to prove correctness. Suppose that $(G', k', S', T')$ is a “yes”-instance, and let $X' \subseteq V(G')$ be any set such that $G' - X'$ is a pumpkin with source $s'$ (where $S' \subseteq \{s'\}$) and sink $t'$ (where $T' \subseteq \{t'\}$), and that $|X'| \leq k'$. We will say that a vertex $v \in V(G')$ has low degree if $\max\{d^-(v), d^+(v)\} \leq k' + 1$.

We perform an iterative marking scheme. Initially, no vertices are marked. As long as this is possible, find an unmarked low-degree vertex $v \in V(G')$ such that $v$ has at least two unmarked in-neighbors or at least two unmarked out-neighbors; then, mark $v$ and its low-degree in- and out-neighbors.

We claim that at most $(k' + 2)(2k' + 3)$ vertices are marked. Since in each iteration we mark a low-degree vertex and (some of) its in- and out-neighbors, the number of vertices that are marked in an iteration is at most $2k' + 3$. Hence, it suffices to bound the number of iterations. Consider any iteration and let $v$ denote the vertex for this iteration. We count two iterations for the case that $v = s'$ or $v = t'$, and thus may assume that $v \neq s'$ and $v \neq t'$.
Without loss of generality assume that \( v \) has at least two unmarked in-neighbors. Then either \( v \in X' \) or at least one of the unmarked in-neighbors of \( v \) must be in \( X' \). Since the marking scheme proceeds iteratively, this means that after \( k' + 3 \) iterations, we know that \( X' \) contains at least \( k' + 1 \) vertices, a contradiction. Hence, there are at most \( k' + 2 \) vertices, and the claim follows.

We now bound the total number of vertices \( v \) with \( \max\{d^-(v), d^+(v)\} > 1 \). Let \( v \) be any vertex such that \( \max\{d^-(v), d^+(v)\} > 1 \). Since the marking scheme was exhaustive, \( v \) has at least one marked neighbor. Since each marked vertex has low degree and there are at most \((k' + 2)(2k' + 3)\) marked vertices by the above claim, there can be at most \((k' + 2)(2k' + 3)^2\) vertices \( v \) with \( \max\{d^-(v), d^+(v)\} > 1 \).

To complete the proof, we notice that since the instance is reduced and thus Lemma 18 cannot be applied, there are at most \( 2k' + 2 \) vertices \( v \) with \( \min\{d^-(v), d^+(v)\} = 0 \). Let \( C \) denote the set of vertices \( v \) (\( v \neq s', t' \)) satisfying \( \min\{d^-(v), d^+(v)\} = 0 \) or \( \max\{d^-(v), d^+(v)\} > 1 \). We just proved that \( |C| \leq (k' + 3)(2k' + 3)^2 \). As any vertex \( v \in V(G') \setminus (C \cup \{s', t'\}) \) satisfies \( d^-(v) = d^+(v) = 1 \), all vertices of \( V(G') \setminus (C \cup \{s', t'\}) \) are on induced directed paths between vertices of \( C \cup \{s', t'\} \). Since the instance is reduced and thus Lemma 19 cannot be applied, any such induced directed path has length at most \( k' + 2 \). Moreover, because each vertex of \( C \) has low degree, a vertex of \( C \) is incident upon at most \( 2k' + 2 \) induced directed paths. Hence, there are at most \((|C|)(2k' + 2)(k' + 1)\) vertices \( v \in V(G') \setminus (C \cup \{s', t'\}) \) in induced directed paths that have at least one vertex of \( C \) as an endpoint. Finally, there might be induced directed paths that have \( s' \) and \( t' \) as endpoints. However, since the instance is reduced and thus Lemmas 19 and 20 cannot be applied, there are at most \( k' + 2 \) induced directed \( s', t' \)-paths, each of at most \( k' + 1 \) internal vertices. Therefore, \(|V(G')| \leq 2 + (k' + 1)(k' + 2) + |C| + |C|(2k' + 2)(k' + 1) \leq 2(k' + 3)^2(2k' + 3)^3\) and the lemma follows.

\[ \textbf{Theorem 22.} \text{ Annotated Pumpkin Vertex Deletion Set has a polynomial kernel with at most } 2(k' + 3)^2(2k' + 3)^3 = O(k^5) \text{ vertices.} \]

### 4.2 Polynomial Kernel for Pumpkin Vertex Deletion Set

Let \((G, k)\) be an instance of Pumpkin Vertex Deletion Set. Find the primary split \( I \) of \((G, k)\), and kernelize each of the resulting instances of Annotated Pumpkin Vertex Deletion Set using Theorem 22. Let \( I' \) denote the set of resulting instances of Annotated Pumpkin Vertex Deletion Set. Let \( p(k) = 2 + (k' + 3)(2k' + 3)^3 \); that is, \( p(k) \) is the bound of Theorem 22.

To obtain the kernel, we need to know the source and sink of the pumpkin. Therefore, for each instance \( I_{S,T} \in I' \) where \( |S| = 0 \) or \( |T| = 0 \), we create at most \((p(k))^2 - |S| - |T|\) new instances of Fully Annotated Pumpkin Vertex Deletion Set as follows. Let \( I_{S,T} = (G', k', S, T) \). If \( |S| = 0 \) and \( |T| = 1 \), then for each \( v \in V(G') \setminus T \), create a new instance \( J_{v,T} = (G', k', \{v\}, T) \). We create similar instances if \( |S| = 1 \) and \( |T| = 0 \). If \( |S| = 0 \) and \( |T| = 0 \), then for each ordered pair \( u, v \in V(G') \), create a new instance \( J_{u,v} = (G', k', \{u\}, \{v\}) \). Let \( J \) denote the set of these new instances and of all instances \( I_{S,T} \in I' \) where \( |S|, |T| > 0 \). We call \( J \) the secondary split of \((G, k)\). Observe that \( |J| \leq (k + 2)^2(p(k))^2 \), since each instance in \( I' \) has at most \( p(k) \) vertices by Theorem 22. Moreover, each instance of \( J \) is indeed an instance of Fully Annotated Pumpkin Vertex Deletion Set. Similar to Lemma 17, we can now prove the following lemma.

\[ \textbf{Lemma 23.} \text{ \((G, k)\) is a “yes”-instance if and only if at least one of the instances of Fully Annotated Pumpkin Vertex Deletion Set of the secondary split of \((G, k)\) is a “yes”-instance.} \]
We give part of the proof of Theorem 4 by giving the polynomial-time algorithm for
We can now complete the proof of Theorem 3 by simply taking a disjoint union of the instances
Therefore, if $v$ vertex 
Pumpkin Arc Deletion Set.
We need the following auxiliary lemma.
Out-Forest Arc Deletion Set
that implies that we can find a maximum independent set of $M$.
Using Edmond’s Theorem, the matroid intersection polytope has an efficient separation oracle which consists of sequentially checking both $M_1, M_2$ separation oracles. Using the ellipsoid method to convert a separation oracle into an optimization algorithm allows us to construct a polynomial-time algorithm for optimization over the intersection polytope $P(M_1 \cap M_2)$. Linear programming duality combined with the matroid intersection theorem implies that we can find a maximum independent set of $M_1 \cap M_2$ in polynomial time. We refer to Schrijver’s book [16, Theorem 41.1] for further explanation.
Therefore, we can find a maximum size out-forest of $G$ in polynomial time. This proves that Out-Forest Arc Deletion Set can be solved in polynomial time.
Pumpkin Arc Deletion Set. We need the following auxiliary lemma.
Lemma 25. Given a digraph $G$ and a pair of distinct vertices $s, t \in V(G)$, in polynomial time we can either find a set $Z \subseteq A(G)$ of smallest size such that the arcs of $G - Z$ induce a pumpkin with source $s$ and sink $t$, or correctly answer that no $Z \subseteq A(G)$ exists such that the arcs of $G - Z$ induce a pumpkin with source $s$ and sink $t$.

Proof (Sketch). We perform the following algorithm to construct the set $Z \subseteq A(G)$; the proof of its correctness is deferred to the full version. First, add all incoming arcs of $s$ and all outgoing arcs of $t$ to $Z$, and remove these arcs from $G$. Now replace each vertex $v \in V(G) \setminus \{s, t\}$ by two vertices $v^-$ and $v^+$, add an arc $a_v$ from $v^-$ to $v^+$, direct all incoming arcs of $v$ towards $v^-$, and direct all outgoing arcs of $v$ to start at $v^+$. Let $G'$ denote the resulting graph. Let $w$ be a cost function that assigns cost 0 to $a_v$ for each $v \in V(G) \setminus \{s, t\}$ and cost $(-1)$ to each other arc of $G'$, and let $c$ be a capacity function that assigns capacity 1 to each arc. Now find a minimum-cost $s, t$-flow $f$ in $G'$; this takes polynomial time and yields a flow $f$ that assigns flow 0 or 1 to each arc of $G'$ [16, p. 177–181]. Add all arcs of $A(G)$ that are assigned flow 0 by $f$ to $Z$. If the value of the flow $f$ is 0, then answer “no”. ◀

Now let $(G, k)$ be an instance of Pumpkin Arc Deletion Set. For each pair of distinct vertices $s, t \in V(G)$, apply the algorithm of Lemma 25. Return “yes” if the size of the smallest set $X$ found over all choices of $s, t$ is at most $k$, and “no” otherwise. The correctness of the algorithm is immediate from Lemma 25. This proves that Pumpkin Arc Deletion Set can be solved in polynomial time.

6 Conclusions

In this paper, we took a different approach to generalizing Feedback Vertex Set and Tree Deletion Set to digraphs: instead of generalizing the property that the resulting graph should be ‘acyclic’, we generalized the property that the resulting graph should be a ‘forest’ and ‘tree’ respectively. The corresponding problems, Out-Forest Vertex Deletion Set and Out-Tree Vertex Deletion Set, were both shown to admit a polynomial kernel.

We also considered Pumpkin Vertex Deletion Set, which in contrast to the previous two problems asks for the deletion to a digraph for which the underlying graph is not acyclic. We showed that Pumpkin Vertex Deletion Set admits a polynomial kernel as well.

In the past, efforts to find a polynomial kernel for Directed Feedback Vertex Set were aimed at considering restricted classes of digraphs [1, 7]. We believe that our work establishes a different line of attack that could help to resolve this longstanding open problem. In particular, all three studied problems are of the form “delete $k$ vertices to an acyclic digraph that is a II”, where in our case II is ‘out-forest’, ‘out-tree’, or ‘pumpkin’. Therefore, we ask for which other properties II does this problem have a polynomial kernel (parameterized by $k$) on general digraphs?

An interesting next step in the suggested research program would be to consider the problem to delete $k$ vertices to obtain a planar acyclic digraph with a single source and a single sink. On the one hand, as evidenced by our polynomial kernel for Pumpkin Vertex Deletion Set, the restriction to a single source and a single sink can be quite helpful. On the other hand, there is no restriction on the (in-)degrees of the vertices, which neutralizes most of the reduction rules presented in this paper. Therefore, we believe that resolving Single-Source&Sink Planar Acyclic Digraph Vertex Deletion Set might yield crucial insights. (Note that without planarity condition, this problem is equivalent to Directed Feedback Vertex Set.)

Of course, this conclusion is not complete without asking the question whether Directed Feedback Vertex Set has a polynomial kernel.
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Abstract
In this work we study the relationship between size and treewidth of circuits computing variants of the element distinctness function. First, we show that for each $n$, any circuit of treewidth $t$ computing the element distinctness function $\delta_n : \{0,1\}^n \rightarrow \{0,1\}$ must have size at least $\Omega\left(\frac{n^2}{2^{O(t)} \log n}\right)$. This result provides a non-trivial generalization of a super-linear lower bound for the size of Boolean formulas (treewidth 1) due to Nečiporuk. Subsequently, we turn our attention to read-once circuits, which are circuits where each variable labels at most one input vertex. For each $n$, we show that any read-once circuit of treewidth $t$ and size $s$ computing a variant $\tau_n : \{0,1\}^n \rightarrow \{0,1\}$ of the element distinctness function must satisfy the inequality $t \cdot \log s \geq \Omega\left(\frac{n \log n}{\log n}\right)$. Using this inequality in conjunction with known results in structural graph theory, we show that for each fixed graph $H$, read-once circuits computing $\tau_n$ which exclude $H$ as a minor must have size at least $\Omega(n^2 / \log^2 n)$. For certain well studied functions, such as the triangle-freeness function, this last lower bound can be improved to $\Omega(n^2 / \log^2 n)$.
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1 Introduction
The problem of explicitly defining a function in NP which requires super-linear circuit size has proven to be notoriously hard. Currently, the best known lower bound for a function in NP is of the order $3n - o(1)$ of circuits with arbitrary fan-in-2 gates [4, 8], and of the order of $5n - o(1)$ for circuits with gates from the binary De-Morgan basis [18, 21]. In the particular case of boolean formulas, Nečiporuk proved an $\Omega(n^2 / \log n)$ lower bound for the size of boolean formulas over the full binary basis computing the $n$-bit element distinctness function [24]. Intuitively, the element distinctness function $\delta_n : \{0,1\}^n \rightarrow \{0,1\}$ takes as input a sequence of $m$ numbers $s_1, s_2, \ldots, s_m \in \{1, \ldots, m^2\}$ encoded as binary strings with $2 \log m$ bits, and returns 1 if and only if all numbers in this sequence are distinct. Remarkably, Nečiporuk’s lower bound has resisted improvements during the last four decades, and remains the strongest known lower bound for the size of formulas over the full binary basis. In the restricted setting of formulas over the De-Morgan basis, a size lower bound of $n^{3-o(1)}$ was obtained by Håstad [15] using different techniques.

In this work, we consider the problem of proving circuit size lower bounds for circuits of low treewidth. During the past decade a considerable amount of research has been devoted to the
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1 Recently, this lower bound was improved to $(3 + 1/86)n - o(n)$ [10].
study of the computational power and the combinatorial properties of circuits parameterized by treewidth \([1, 2, 6, 11, 12, 16, 19]\). In our first result we generalize Nečiporuk’s lower bound to the context of circuits of low treewidth.

**Theorem 1.** Let \(C\) be a circuit of treewidth \(t\) computing the element distinctness function \(\delta_n\). Then \(C\) has size \(\Omega(\frac{n^2}{\log n})\).

Here the size of a circuit \(C\) is defined as its wire-complexity, i.e., the total number of edges in \(C\). Therefore, our lower bound holds for circuits containing unbounded fan-in AND and OR gates, and more generally, unbounded fan-in associatively constructible gates, which we will define in Section 2. Theorem 1 generalizes Nečiporuk’s non-linear lower bound, from the context of Boolean formulas (that is to say, circuits of treewidth 1) to the context of circuits of low treewidth. In particular, our result implies an \(\Omega(n^2/\log n)\) lower bound for the size of circuits whose underlying undirected graph belongs to several interesting classes, such as trees (treewidth at most 1), TTSP series-parallel graphs (treewidth at most 2), outer-planar graphs (treewidth at most 2), Halin graphs (treewidth at most 3), \(k\)-outerplanar graphs for fixed \(k\) (treewidth at most \(O(k)\)), etc. Additionally, Theorem 1 implies non-linear lower bounds even for circuits of treewidth \(o(\log n)\).

It is worth comparing our result with another prominent restricted family of circuits for which no non-linear lower bound is known, namely, circuits whose underlying graph belongs to the class of Valiant Series-Parallel graphs [31]. We refer to [7] for a clear definition of this class. It can be shown that the class of Valiant-series-parallel graphs strictly contains the class of TTSP-series-parallel graphs (which have treewidth 2). Nevertheless, Valiant-series-parallel graphs are incomparable with graphs of treewidth \(k\), for \(k \geq 3\). On the one hand, there are Valiant-series-parallel graphs of treewidth at least \(k\) for every \(k \in \mathbb{N}\). For instance, the \(k \times k\) grid-graph is Valiant-series-parallel but has treewidth \(k\). On the other hand, it is easy to construct graphs of treewidth 3 which are not Valiant-series-parallel. Proving a non-linear lower bound for Valiant-series-parallel circuits remains a major open problem in circuit complexity [25, 28].

Next, we turn our attention to **read-once** circuits, which are circuits where each variable has a unique label at most one input vertex. These circuits have also been known in the VLSI literature as **semilective** circuits [17]. Read-once circuits parameterized by treewidth have been studied by the SAT-solving and proof-complexity communities. Part of the interest in these circuits is due to the fact that the satisfiability problem for read-once circuits size \(s\) and treewidth \(t\) can be solved in time \(2^{O(t)} \cdot s^{O(1)}\) [1, 2, 6, 12]. Questions related to the design of optimal VLSI circuits have motivated the study of the complexity of planar read-once circuits computing explicit functions (i.e. functions in NP). Within this line of research, quadratic lower bounds have been obtained for the size of planar read-once circuits computing both multiple-output functions [22] and single-output functions [29]. We contrast these quadratic lower bounds with the fact that for multilective planar circuits, i.e., planar circuits in which variables can label arbitrarily many input gates, the best known lower bounds are of the order of \(O(n \log n)\) for single-output functions and of the order of \(O(n^{3/2})\) for multiple-output functions [30].

In this work we introduce the **symmetric non-deterministic state complexity** (symmetric-NSC) of a Boolean function, a complexity measure that is lower-bounded by the size of the smallest read-once oblivious branching program computing the function in question. We show that if \(C\) is a read-once circuit of size \(s\) and treewidth \(t\) computing a function \(f_n : \{0, 1\}^n \rightarrow \{0, 1\}\) of symmetric-NSC \(\text{snsc}(f_n)\), then \(t \cdot \log s \geq \Omega(\log \text{snsc}(f_n))\). Using this tradeoff in conjunction with known results from structural graph theory, we show that for
each fixed graph $H$, read-once $H$-minor-free\(^2\) circuits computing $f_n$ must have size at least $\Omega\left( \frac{\log^2 n \text{msat}(f_n)}{\log^2 n} \right)$.

Subsequently, we introduce a variant $\tau_n : \{0,1\}^n \to \{0,1\}$ of the element distinctness function and show that its symmetric-NSC is lower bounded by $2^{\Omega(n/\log n)}$. From these results we have that read-once $H$-minor-free circuits computing $\tau_n$ require size $\Omega(n/\log^4 n)$. Near-quadratic lower bounds can also be obtained for the size of read-once $H$-minor-free circuits computing certain well studied functions, such as the triangle-freeness function $\Delta_n$, and the triangle-parity function $\oplus\text{ Clique}_{3,n}$. A result from [9] implies that the symmetric-NSC of these functions is lower-bounded by $2^{\Omega(n)}$. Therefore, read-once $H$-minor-free circuits computing both $\Delta_n$ and $\oplus\text{ Clique}_{3,n}$ require size $\Omega(n^2/\log^2 n)$.

2 Preliminaries

Let $\Sigma$ be a finite set of symbols. A $k$-ary gate over $\Sigma$ is a function $g : \Sigma^k \to \Sigma$. For $k \geq 3$, we say that a $k$-ary gate $g$ is associatively constructible if there exists an associative operation $\circ : \Sigma \times \Sigma \to \Sigma$ such that $g(x_1, \ldots, x_k) = x_1 \circ \cdots \circ x_k$. Alternatively, we say that $g$ is a $\oplus$-gate of fan-in $k$. Unbounded fan-in AND and OR gates are clearly associatively constructible. An unbounded fan-in MOD$_r$ gate can be simulated by an associatively constructible gate $g$ that computes the sum of its inputs modulo $r$, together with a unary gate $g' : \Sigma \to \Sigma$ that returns 0 if this sum is congruent to 0 mod $r$, and which returns 1 otherwise.

An associatively constructible circuit with $n$ inputs is a directed acyclic graph $C = (V, E, g)$ where $V$ is a set of vertices, $E$ is a set of directed edges, and $g$ is a function that labels each vertex $v \in V$ with a symbol from $\Sigma$, a gate over $\Sigma$, or a variable from $\{x_1, \ldots, x_n\}$. The function $g$ must satisfy the following conditions:

1. If the in-degree of $v$ is 0, then $g(v)$ is either an element of $\Sigma$ or a variable in $\{x_1, \ldots, x_n\}$.
2. If the in-degree of $v$ is $k$, then $g(v)$ is a $k$-ary gate over $\Sigma$. Additionally, if $k \geq 3$, then $g(v)$ is associatively constructible.

Vertices of in-degree 0 are called inputs. An input is initialized if it is labeled with an element of $\Sigma$, and uninitialized if it is labeled with a variable. A formula is a circuit whose underlying graph is a tree. We say that a circuit $C = (V, E, g)$ is read once if no two input vertices are labeled with the same variable. Since our circuits may contain associatively constructible gates of unbounded fan-in and unbounded fan-out, we define the size $|C|$ of a circuit $C$ as the number of edges in $C$.

Below, we define the notion of rooted carving decomposition of a circuit, a variant of the notion of carving decomposition defined in [27]. If $T$ is a tree, we denote by $\text{nodes}(T)$ the set of all nodes of $T$, and by $\text{leaves}(T)$ the set of all leaves of $T$. For each node $u \in \text{nodes}(T)$, we let $T[u]$ denote the subtree of $T$ rooted at $u$.

**Definition 2 (Carving Decomposition).** A rooted carving decomposition of a circuit $C = (V, E, g)$ is a pair $(T, \gamma)$ where $T$ is a binary tree and $\gamma : \text{leaves}(T) \to V$ is a bijection mapping each leaf $u \in \text{leaves}(T)$ to a single vertex $\gamma(u) \in V$.

Observe that the internal nodes of a carving decomposition $T$ are unlabeled. Given a node $u \in \text{nodes}(T)$, we let $V(u) = \gamma(\text{leaves}(T[u])) = \{\gamma(v) \mid v \in \text{leaves}(T[u])\}$ be the image of the leaves of $T[u]$ under $\gamma$. For two distinct subsets $V_1, V_2$ of vertices of a circuit $C$ we let

\(^2\) We say that a circuit $C$ is $H$-minor-free if its underlying undirected graph excludes $H$ as a minor.
\(E(V_1, V_2)\) denote the set of edges in \(G\) with one endpoint in \(V_1\) and another endpoint in \(V_2\). The width \(\text{carw}(T)\) of the carving decomposition \(T\) is defined as

\[
\max\{|E(V(u), V \setminus V(u))| : u \in \text{nodes}(T)\}.
\]

The carving width \(\text{carw}(C)\) of a circuit \(C\) is the minimum width of a carving decomposition of \(C\). The following lemma, whose proof is based on a result from [23], relates carving width and treewidth of a circuit.

\[\textbf{Lemma 3} \text{ (From Tree-Decompositions to Carving Decompositions).} \text{ Let } C = (V, E, g) \text{ be an associatively constructible circuit of treewidth } t. \text{ There is a circuit } C' \text{ of size } |C'| \leq 2 \cdot |C|, \text{ maximum degree } 3, \text{ and carving width at most } 3t + 3 \text{ such that } C \text{ and } C' \text{ compute the same function.}\]

### 3 Nečiporuk’s Method

In this section we briefly describe Nečiporuk’s method for proving non-linear lower bounds on the size of Boolean formulas over the complete binary basis. For our purposes, it will be convenient to divide this method into three steps. Our first main result (Theorem 1) follows from a generalization of Step 1 given below. A complete proof of Nečiporuk’s theorem can be found in [20].

**Step 1:** Let \(X = \{x_1, \ldots, x_n\}\) be a set of variables, \(f : \{0,1\}^X \rightarrow \{0,1\}\) be a Boolean function on \(X\), and \(Y \subseteq X\) be a subset of variables of \(X\). We denote by \(N_f(Y)\) the number of distinct functions that can be obtained by initializing all variables in \(X \setminus Y\) with values in \(\{0,1\}\). The first step in the proof of Nečiporuk’s theorem consists in providing an upper bound for \(N_f(Y)\). If \(f\) can be computed by a Boolean formula \(F\), such upper bound can be given in terms of the number of inputs of \(F\) labeled with variables in \(Y\).

\[\textbf{Proposition 4.} \text{ Let } f : \{0,1\}^X \rightarrow \{0,1\} \text{ be a function computable by a boolean formula } F. \text{ Let } Y \subseteq X \text{ be a subset of variables such that at most } l \text{ inputs of } F \text{ are labeled with variables in } Y. \text{ Then } N_f(Y) \text{ is at most } 2^{O(l^2)}.
\]

Note that if \(g : \{0,1\}^X \rightarrow \{0,1\}\) is a function obtained from \(f\) by initializing all variables in \(X \setminus Y\), then \(g\) can be represented by a boolean formula \(F_g\) with \(l\) uninitialized inputs which is obtained from \(F\) by initializing all inputs labeled with variables in \(X \setminus Y\). The proof of Proposition 4 follows by noting that the Boolean formula \(F_g\) can be simplified into a Boolean formula \(F'_g\) also computing the function \(g\), in such a way that \(F'_g\) has at most \(l\) inputs, all of which are uninitialized, and in which all internal nodes have fan-in 2. This implies that \(F'_g\) has at most \(l - 1\) internal nodes. Since there are 16 possible Boolean functions of fan-in 2, there are at most \(16^{l-1}\) choices for \(g\).

**Step 2:** The second step consists in exhibiting an explicit Boolean function with many sub-functions. Intuitively, a function \(f : \{0,1\}^X \rightarrow \{0,1\}\) has many sub-functions if the quantity \(N_f(Y)\) is large for some subsets \(Y \subseteq X\) of suitable size. Let \(X = \{x_1, \ldots, x_n\}\) be a set of \(n = 2m \log m\) distinct variables partitioned into \(m\) blocks \(Y_1, Y_2, \ldots, Y_m\), where each block \(Y_i\) has \(2 \log m\) variables. The element distinctness function \(\delta_n : \{0,1\}^X \rightarrow \{0,1\}\) is defined as follows for each assignment \(s_1, s_2, \ldots, s_m\) of the blocks \(Y_1, Y_2, \ldots, Y_m\) respectively.

\[
\delta_n(s_1, s_2, \ldots, s_m) = \begin{cases} 
1 & \text{if } s_i \neq s_j \text{ for } i \neq j, \\
0 & \text{otherwise}.
\end{cases}
\]
The following lemma states that the element distinctness function defined in Equation 1 has many sub-functions.

**Lemma 5 (See [20], Section 6.5).** Let \( \delta_n : \{0,1\}^X \rightarrow \{0,1\} \) be the element distinctness function defined in Equation 1, where \( |X| = n \) and \( X = Y_1 \cup Y_2 \cup \ldots \cup Y_m \) with \( |Y_i| = 2 \log m \). Then for each \( i \in \{1,\ldots,m\} \), \( N_{\delta_n} (Y_i) \geq 2^{O(n)} \).

**Step 3:** In the third step, we combine Proposition 4 with Lemma 5 to obtain a non-linear lower bound for the size of Boolean formulas computing the element distinctness function \( \delta_n : \{0,1\}^X \rightarrow \{0,1\} \) defined in Equation 1. Let \( F \) be a Boolean formula computing \( \delta_n \). Let \( l_i \) denote the number of inputs of \( F \) labeled with some variable in \( Y_i \). By Proposition 4, we have that \( N_{\delta_n} (Y_i) \leq 2^{O(l_i)} \). On the other hand, by Lemma 5, \( N_{\delta_n} (Y_i) \geq 2^{O(n)} \). Combining these two inequalities, we have that

\[
2^{O(l_i)} \geq N_{\delta_n} (Y_i) \geq 2^{O(n)}.
\]

This implies that \( l_i \geq \Omega(n) \). In other words, there are \( \Omega(n) \) inputs of \( F \) labeled with variables from \( Y_i \). Since there are \( m = \Omega(\frac{n}{\log n}) \) blocks \( Y_i \), we have that the number of inputs of \( F \) labeled with variables in \( X \) is at least \( \Omega\left(\frac{n^2}{\log n}\right) \). □

### 3.1 Generalizing Nečiporuk’s Theorem

In this section we will generalize Nečiporuk’s non-linear lower bound to the context of circuits of low treewidth (Theorem 1). We call attention to the fact that this lower bound concerns circuits in which each variable can label arbitrarily many input vertices. The following lemma, which generalizes Proposition 4, is the main technical result towards the proof of Theorem 1.

**Lemma 6.** Let \( f : \{0,1\}^X \rightarrow \{0,1\} \) be a function computable by a Boolean circuit \( C \) of treewidth \( t \). Let \( Y \subseteq X \) be a subset of variables such that at most \( l \) inputs of \( C \) are labeled with variables in \( Y \). Then \( N_f (Y) \) is at most \( 2^l \cdot 2^{O(t)} \).

The next two subsections will be dedicated to the proof of Lemma 6. Before, we show how Lemma 6 can be used to prove Theorem 1.

**Proof of Theorem 1.** Let \( |X| = n = 2m \log m \), and \( Y_1, \ldots, Y_m \) be a partition of the variables in \( X \), where for each \( i \), \( |Y_i| = 2 \log m \). Let \( l_i \) be the number of inputs of \( C \) labeled with a variable from \( Y_i \). By Lemma 5, \( N_{\delta_n} (Y_i) \geq 2^{O(n)} \). On the other hand, by Lemma 6, \( N_{\delta_n} (Y_i) \leq 2^l \cdot 2^{O(t)} \). Therefore, by combining these two inequalities, we have \( 2^l \cdot 2^{O(t)} \geq N_{\delta_n} (Y_i) \geq 2^{O(n)} \). This implies that \( l_i \geq \Omega(n/2^{O(t)}) \). Since there are \( m = \Omega(\frac{n}{\log n}) \) blocks of variables \( Y_i \), we have that the number of inputs of \( C \) is at least \( \frac{n^2}{2^{O(t) \cdot \log n}} \). □

### 3.2 Defining Relations via Constraint Satisfaction Problems

In this section we will introduce some terminology and basic results which will be used in the proof of Lemma 6. Let \( X \) be a set of variables. An assignment of \( X \) is a function \( a : X \rightarrow \{0,1\} \) that associates with each variable \( x \in X \) a value \( a(x) \in \{0,1\} \). We let \( \{0,1\}^X \) denote the set of all assignments of \( X \). A relation over \( X \) is any subset \( R \subseteq \{0,1\}^X \). We say that each variable \( x \in X \) is constrained by \( R \). In some places we write \( \text{var}(R) \) to denote the set of variables constrained by \( R \). If \( a \) is an assignment of \( X \), and \( Y \subseteq X \), then we let \( a|_Y \) denote the restriction of \( a \) to \( Y \). More precisely, for each \( x \in Y \), \( a|_Y (x) = a(x) \). We say that an assignment \( a \in \{0,1\}^X \) satisfies a relation \( R \) over \( Y \subseteq X \) if \( a|_Y \in R \). If
\( R \subseteq \{0,1\}^X \) is a relation over \( X \), and \( Y \subseteq X \), then the restriction of \( R \) to \( Y \) is the relation \( R|_Y = \{a|_Y \mid a \in R\} \). The following immediate observation says the result of restricting a relation \( R \subseteq \{0,1\}^X \) to a subset \( X' \) and subsequently to a subset \( Y \subseteq X' \) is equivalent to restricting \( R \) directly to \( Y \).

**Observation 1.** Let \( R \) be a relation over \( X \) and let \( Y \subseteq X' \subseteq X \). Then \( R|_Y = (R|_{X'})|_Y \).

Below, we define the notion of *constraint satisfaction problem* over \( X \).

**Definition 7.** A constraint satisfaction problem (CSP) over a set of variables \( X \) is a set of relations

\[
K = \{R_1, R_2, \ldots, R_r\}
\]

where for each \( i \in \{1, \ldots, r\} \), \( R_i \) is a relation over some subset \( X_i \subseteq X \) of variables.

We note that two relations \( R_i \) and \( R_j \) in \( K \) in which \( \text{var}(R_i) \neq \text{var}(R_j) \) are considered to be different. A CSP \( K \) over a set of variables \( X \) can be used to define a relation \( R(K) \) over \( X \). Intuitively, the relation \( R(K) \) consists of all assignments over \( X \) that satisfy each relation in \( K \).

\[
R(K) = \{a \in \{0,1\}^X \mid a|_{X_i} \in R_i \text{ for } i \in \{1, \ldots, r\}\}.
\]  

Let \( K \) be a CSP over a set of variables \( X \) and let \( S \subseteq K \). We denote by \( c(S) \) the set of variables that are simultaneously constrained by some relation in \( S \) and some relation \( K \setminus S \). We say that \( c(S) \) is the *cutset* of \( S \) with respect to \( K \). Given a CSP \( K \) over a set of variables \( X \), and a subset \( Y \subseteq X \), we will deal with the problem of obtaining a CSP \( K' \) with less relations than \( K \), but with the property that \( R(K)|_Y = R(K')|_Y \). The following simple lemma will be crucial for this goal.

**Lemma 8.** Let \( K = \{R_1, \ldots, R_r\} \) be a CSP over a set of variables \( X \), let \( Y \subseteq X \), and \( S \subseteq K \) be such that \( \text{var}(S) \cap Y \subseteq c(S) \). Consider the CSP

\[
K' = (K \setminus S) \cup \{R(S)|_{c(S)}\}.
\]

Then \( R(K)|_Y = R(K')|_Y \).

### 3.3 Circuits vs CSPs

In this section we prove Lemma 6. The idea behind the proof is the following. Let \( C \) be a circuit of carving width \( w \) computing a function \( f : \{0,1\}^Y \to \{0,1\} \). As a fist step, we associate with \( C \) a CSP \( K(C) \) over a set of variables \( Y \cup \{x_e \mid e \in E\} \). This CSP has the property that \( R(K(C))|_Y \) consists precisely of those assignments that cause \( C \) to evaluate to 1. In a second step, we use the fact that \( C \) has carving width \( w \) to obtain a new CSP \( K' \) such that each relation in \( K' \) constrains at most \( w \) variables, and such that the number of relations in \( K' \) is proportional to the number of uninitialized inputs of \( C \). This new CSP \( K' \) has the property that \( R(K')|_Y = R(K(C))|_Y \). Finally, if we are given a function \( f : \{0,1\}^X \to \{0,1\} \) and a subset \( Y \subseteq X \) of variables, then we will have that there are at most \( 2^{2^{\vartheta(w)}} \) distinct functions arising by restricting all variables in \( X \setminus Y \) to values in \( \{0,1\} \).

**Definition 9 (CSP Derived from a Circuit).** Let \( C = (V, E, g) \) be a circuit whose inputs are labeled with variables from \( Y \). We let \( K(C) = \{R_v \mid v \in V\} \) be the CSP over the variables \( Y \cup \{x_e \mid e \in E\} \) which is defined as follows.
1. If $v$ is an input vertex labeled by $g$ with a variable $x$, and $v$ is the source of edges $e_1, \ldots, e_k$, then $R_v$ is a relation over the variables $Y_v = \{x, x_{e_1}, \ldots, x_{e_k}\}$, and an assignment $a : Y_v \rightarrow \Sigma$ is in $R_v$ if and only if
   \[ a(x) = a(x_{e_1}) = \ldots = a(x_{e_k}). \]

2. If $v$ is an internal vertex labeled with a gate $g(v)$, $v$ is the target of edges $e_1, \ldots, e_k$, and $v$ is the source of edges $e'_1, \ldots, e'_k$, then $R_v$ is a relation over the variables $Y_v = \{x_{e_1}, \ldots, x_{e_k}, x_{e'_1}, \ldots, x_{e'_k}\}$, and an assignment $a : Y_v \rightarrow \Sigma$ is in $R_v$ if and only if
   \[ g(v)(a(x_{e_1}), \ldots, a(x_{e_k})) = a(x'_{e_1}) = \ldots = a(x'_{e_k}). \]

3. If $v$ is the output vertex of $C$, and $v$ is the target of edges $e_1, \ldots, e_k$, then $R_v$ is a relation over the variables $Y_v = \{x_{e_1}, \ldots, x_{e_k}\}$ and $a : \{x_{e_1}, \ldots, x_{e_k}\} \rightarrow \Sigma$ is in $R_v$ if and only if
   \[ g(v)(x_{e_1}, \ldots, x_{e_k}) = 1. \]

Intuitively, the variables $Y$ are input variables of the circuit $C$, while the variables \( \{x_e \mid e \in E\} \) are used to keep track of the evaluation of the circuit $C$ when the variables in $Y$ are initialized. The relation $R(K(C))$ associated with the CSP $K(C)$ contains all assignments of $Y \cup \{x_e \mid e \in E\}$ which encode an initialization of the input variables together with an evaluation of the gates of the circuits which evaluate to 1. If we restrict the relation $R(K(C))$ to the variables in $Y$, then we recover precisely the set of assignments that cause $C$ to evaluate to 1.

**Observation 2.** Let $C$ be a circuit computing a function $f : \{0, 1\}^Y \rightarrow \{0, 1\}$. Let $K(C)$ be the CSP associated with $C$. Then $R(K(C))|_Y = \{a \in \{0, 1\}^Y \mid f(a) = 1\}$.

We note that the number of relations in $R(K(C))$ is precisely the number of gates of $C$, and therefore there is no a priori correspondence between the number of relations in $R(K(C))$ and the number of inputs of $C$ labeled by variables in $Y$. The following theorem says that if $C$ is a circuit of carving width $w$ then one can construct a CSP $K$ whose size is proportional to the number of inputs of $C$ labeled with variables in $Y$, in such a way that the number of variables constrained by each relation in $K$ is proportional to $w$, and such that $R(K)|_Y = R(K(C))|_Y$.

**Theorem 10 (CSP Reduction).** Let $C$ be a circuit of carving width $w$ computing a function $f : \{0, 1\}^Y \rightarrow \{0, 1\}$. Let $l \geq |Y|$ be the number of inputs of $C$ labeled with variables in $Y$. Then there exists a CSP $K = \{R_1, \ldots, R_k\}$ with $k \leq 3 \cdot l$ such that for each $i = \{1, \ldots, k\}$, $R_i$ constrains at most $2 \cdot w$ variables and such that $R(K)|_Y = \{a \in \{0, 1\}^Y \mid f(a) = 1\}$.

It is worth noting that the CSP $K$ in Theorem 10 is obtained from the CSP $K(C)$ by applying several non-trivial simplification steps. Before proving Theorem 10 we show how this theorem can be used to prove Lemma 6.

**Proof of Lemma 6.** Let $f : \{0, 1\}^X \rightarrow \{0, 1\}$ be a boolean function which is computable by a circuit $C$ of treewidth $t$. By Lemma 3, there exists a circuit $C'$ of size $|C'| \leq 2 \cdot |C|$ such that $C'$ of maximum degree 3 and carving width at most $w = 3(t + 1)$ such that $C'$ computes $f$. Now let $Y \subseteq X$. Then each initialization of the variables in $X \setminus Y$, gives rise to a circuit $C''$ in which all $l$ uninitialized inputs are labeled with variables in $Y$. By Theorem 10, there is a CSP $K$ with at most $3 \cdot l$ relations, such that each relation $R$ in $K$ constrains at most $2 \cdot w = 6(t + 1)$ variables, and such that $R(K)|_Y$ is precisely the set of assignments of the variables in $Y$ which cause the circuit $C''$ to evaluate to 1. This implies that there are at most $2^{2d^{(t+1)} \cdot 3l}$ possible distinct functions arising from the restrictions of variables not in $Y$. ▶
In the remainder of this section, we prove Theorem 10. Let \( C = (V, E, g) \) be a circuit of carving-width \( w \) computing a function \( f : \Sigma^* \rightarrow \Sigma \). Let \( K = K(C) = \{ R_v \mid v \in V \} \) be the CSP associated with \( C \). We note that \( Y \cup \{ x_e \mid e \in E \} \) is the set of variables constrained by relations in \( K \). We say that a relation \( R_v \) is a \( Y \)-relation if \( R_v \) constrains some variable in \( Y \). Let \( (T, \gamma) \) be a carving decomposition of \( (V, E) \). For a node \( u \) of \( T \) we let \( \text{leaves}(T[u], Y) \) denote the set of leaves \( u' \) of \( T[u] \) such that the relation \( R_{\gamma(u')} \) is a \( Y \)-relation. We say that a node \( u \in \text{nodes}(T) \) is a \( Y \)-node if \( u \) is either a leaf such that \( R_{\gamma(u)} \) is a \( Y \)-relation, or if \( u \) is an internal node \( u \in \text{nodes}(T) \) such that \( \text{leaves}(T[u.l], Y) \neq \emptyset \) and \( \text{leaves}(T[u.r], Y) \neq \emptyset \). If \( u \) is a \( Y \)-node, then we say that a node \( u' \neq u \) is the \( Y \)-parent of \( u \) if \( u' \) is the ancestor of \( u \) at minimal distance from \( u \) with the property that \( u' \) is itself a \( Y \)-node. We let \( \text{nodes}(T, Y) \) denote the set of all \( Y \)-nodes of \( T \).

**Lemma 11.** \(|\text{nodes}(T, Y)| = 2 \cdot |\text{leaves}(T, Y)| - 1.\)

Intuitively, the idea of the proof of Lemma 11 consists in showing that the set of all \( Y \)-nodes of \( T \) induces a binary tree. Since a binary tree with \(|\text{leaves}(T, Y)| \) leaves has \(|\text{leaves}| - 1 \) internal nodes, the total number of \( Y \)-nodes is \( 2 \cdot |\text{leaves}(T, Y)| - 1 \). Now let \( T' = T \setminus \text{nodes}(T, Y) \) be the forest which is obtained by deleting from \( T \) all of its \( Y \)-nodes. We note that the number of connected components in the forest \( T' \) is at most \(|\text{nodes}(T, Y)| = 2 |\text{leaves}(T, Y)| - 1 \). We let \( T_1, \ldots, T_k \), for \( k \leq |\text{nodes}(T, Y)| \) be the connected components of \( T' \). For each \( i \in \{1, \ldots, k\} \), let \( S_i = \{ R_v \mid \exists u \in \text{leaves}(T_i), \gamma(u) = v \} \) be the sub-CSP of \( K(C) \) formed by the relations associated to vertices of \( C \) that label the leaves of the connected component \( T_i \). Let \( c(S_i) = \text{var}(K(C), S_i) \cap \text{var}(S_i) \) be the cut-set of \( S_i \) with respect to \( K(C) \). In other words, \( c(S_i) \) is the set of variables that are constrained by some relation in \( S_i \), and another relation in \( K \setminus S_i \). Note that \( c(S_i) \cap Y = \emptyset \). The fact that \((T, \gamma)\) is a carving decomposition of \( C \) of width \( w \) implies that the number of variables in \( c(S_i) \) is at most \( 2 \cdot w \). Let \( R_i = R(S_i)|_{c(S_i)} \). Then we define our CSP as follows.

\[
K = \left( K(C) \setminus \bigcup_{i=1}^{k} S_i \right) \cup \bigcup_{i=1}^{k} \{ R_i \}
\]

(5)

Note that each subset of relations \( S_i \subseteq K(C) \) corresponding to the connected component \( T_i \) is replaced by a unique relation \( R_i \). By Lemma 11 there are at most \( 2 \cdot |\text{leaves}(T, Y)| - 1 \) connected components in \( T' \). Therefore, the number of relations in \( K \) is upper-bounded by \(|\text{leaves}(T, Y)| + 2 |\text{leaves}(T, Y)| - 1 = 3 |\text{leaves}(T, Y)| \). We claim that \( R_K|_Y = R(K(C))|_Y \). To prove this claim, let \( K_0, K_1, \ldots, K_k \) be a sequence of CSPs where \( K_0 = K(C) \), and for each \( i \in \{1, \ldots, k\} \), \( K_i = (K_{i-1} \setminus S_i) \cup \{ R_i \} \). Then clearly we have that \( K = K_{K} \). We claim that for each \( j \in \{0, \ldots, k\} \), \( K_j|_Y = K(C)|_Y \). In the base case, \( k = 0 \), and the claim follows trivially. Now assume that \( K_j|_Y = K(C)|_Y \). By Lemma 8, we have that \( K_{j+1}|_Y = K_{j+1}|_Y \). \( \square \)

### 4 Symmetric Non-deterministic State Complexity

Let \( \Sigma \) be a finite set of symbols. In this section we introduce the notion of symmetric non-deterministic state complexity of functions of the form \( f : \Sigma^n \rightarrow \{0, 1\} \) and of finite languages included in \( \Sigma^* \). We note that this notion is intimately related with the size of the smallest non-deterministic oblivious, read-once branching program [26] computing \( f \). A non-deterministic finite automaton (NFA) over \( \Sigma \) is a 5-tuple \( A = (Q, \Sigma, \mathcal{R}, Q_0, F) \) where \( Q \) is a set of states, \( Q_0 \subseteq Q \) is a set of initial states, \( F \subseteq Q \) is a set of final states and \( \mathcal{R} \subseteq Q \times \Sigma \times Q \) is a transition relation. We write \( q \xrightarrow{a} q' \) to denote that the triple \((q, a, q')\) belongs to \( \mathcal{R} \). We say that a string \( w = w_1 w_2 \ldots w_n \in \Sigma^n \) is accepted by \( A \) if there is a
sequence \( q_0 \xrightarrow{w_1} q_1 \xrightarrow{w_2} \ldots \xrightarrow{w_m} q_n \) such that \( q_0 \in Q_0 \) and \( q_n \in Q_F \). We denote by \( \mathcal{L}(\mathcal{A}) \) the set of all strings accepted by \( \mathcal{A} \).

Let \( \mathcal{L} \subseteq \Sigma^n \) be a set of length-\( n \) strings over \( \Sigma \). The **non-deterministic state complexity** (NSC) of \( \mathcal{L} \), denoted \( nsc(\mathcal{L}) \), is defined as the minimum number of states of a NFA accepting \( \mathcal{L} \).

Let \( f : \Sigma^n \rightarrow \{0, 1\} \) be a function. We denote by \( \mathcal{L}(f) \) the set of all strings \( w \in \Sigma^n \) for which \( f(w) = 1 \). We define the non-deterministic state complexity of \( f \) as \( nsc(f) := nsc(\mathcal{L}(f)) \).

For each positive integer \( n \), we define \( [n] = \{1, \ldots, n\} \). We denote by \( \text{Perm}(n) \) the set of all permutations of the set \([n]\). If \( \pi : [n] \rightarrow [n] \) is a permutation in \( \text{Perm}(n) \) and \( w \in \Sigma^n \), then we let \( \pi(w) \) be the string in \( \Sigma^n \) that is defined by setting \( \pi(w)_\pi(j) = w_j \) for each \( j \in [n] \).

Intuitively, the \( j \)-th position of \( w \) is mapped to the position \( \pi(j) \) of \( \pi(w) \). If \( \mathcal{L} \subseteq \Sigma^n \) is a set of length-\( n \) strings over \( \Sigma \), then we denote by \( \pi(\mathcal{L}) \) the language obtained from \( \mathcal{L} \) by permuting the coordinates of each string in \( \mathcal{L} \) according to \( \pi \). More precisely,

\[
\pi(\mathcal{L}) = \{ \pi(w) \mid w \in \mathcal{L} \}.
\]

The symmetric non-deterministic state complexity (symmetric-NSC) of a language \( \mathcal{L} \subseteq \Sigma^n \) is defined as the minimum non-deterministic state complexity of a permuted version of \( \mathcal{L} \).

**Definition 12 (Symmetric Nondeterministic State Complexity).** Let \( \mathcal{L} \subseteq \Sigma^n \). The symmetric non-deterministic state complexity of \( \mathcal{L} \) is defined as

\[
snc(\mathcal{L}) = \min_{\pi \in \text{Perm}(n)} nsc(\pi(\mathcal{L})).
\]

The symmetric-NSC of a function \( f : \Sigma^n \rightarrow \{0, 1\} \) is defined as \( snc(f) = snc(\mathcal{L}(f)) \).

We note that the symmetric-NSC of a function \( f : \{0, 1\}^n \rightarrow \{0, 1\} \) is lower-bounded by the size of the smallest non-deterministic oblivious read-once \( |\Sigma| \)-way branching program computing \( f \). Therefore, functions requiring exponential size branching programs of this particular form have exponential symmetric non-deterministic state complexity. Two examples of such functions are the triangle-freeness function \( \Delta_n : \{0, 1\}^n \rightarrow \{0, 1\} \), and the triangle-parity function \( \oplus \text{Clique}_{3,n} : \{0, 1\}^n \rightarrow \{0, 1\} \). Both functions take as input an array \( x = (x_{ij})_{1 \leq i \leq j \leq m} \) consisting of \( n = \binom{m}{2} \) Boolean variables representing an undirected graph \( G(x) \) on \( m \) vertices \( \{1, \ldots, m\} \). The graph \( G(x) \) has an edge connecting vertices \( i \) and \( j \), with \( i < j \), if and only if \( x_{ij} = 1 \). The triangle-freeness function \( \Delta_n \) returns 1 on an input \( x \) if and only if the graph \( G(x) \) does not contain a triangle. The triangle-parity function \( \oplus \text{Clique}_{3,n} \) returns 1 if and only if the parity of the number of the triangles in \( G(x) \) is odd. In [9] it was shown that read-once non-deterministic branching programs computing the functions \( \Delta_n \) and \( \oplus \text{Clique}_{3,n} \) require size \( 2^{O(n)} \). Therefore, the same lower bound holds for the symmetric-NSC of these functions.

**Theorem 13 ([9]).** \( snc(\Delta_n) \geq 2^{O(n)} \) and \( snc(\oplus \text{Clique}_{3,n}) \geq 2^{O(n)} \).

### 4.1 On a Variant of the Element Distinctness Function

We say that a binary string \( w \) is **even** if \( w \) has an even number of ones. Analogously, we say that \( w \) is **odd** if \( w \) has an odd number of ones. For each \( r \in \mathbb{N} \), we let \( \text{even}(r) \) denote the set of all strings of even parity in the set \( \{0, 1\}^r \). Let \( \Sigma(m) = \{1, \ldots, m\} \), and \( P(m) \subseteq \Sigma(m)^m \) be the set of all length-\( m \) strings over \( \Sigma(m) = \{1, \ldots, m\} \) whose entries are pairwise distinct.

Let \( n = (\lceil \log m \rceil + 1) \cdot m \) and let \( b : \{1, \ldots, m\} \rightarrow \text{even}(\lceil \log m \rceil + 1) \) be an injection that maps each number \( j \in \{1, \ldots, m\} \) to an even binary string \( b(j) \) of length \( \lceil \log m \rceil + 1 \). We let

\[
B(n) = \{ b_1 b_2 \ldots b_m \in \{0, 1\}^n \mid w_1 w_2 \ldots w_m \in P(m) \}\]
be the binary language that is obtained from $P(m)$ by mapping each string in $P(m)$ to its binary representation. We define the even element distinctness function $\tau_n : \{0, 1\}^n \rightarrow \{0, 1\}$ as the function that returns 1 on an input $w \in \{0, 1\}^n$ if and only if $w \in B(n)$. Note that by definition, the symmetric-NSC of $\tau_n$ is the symmetric-NSC of $B(n)$.

**Theorem 14.** The function $\tau_n : \{0, 1\}^n \rightarrow \{0, 1\}$ has symmetric-NSC $2^\Omega(n/\log n)$.

The proof of Theorem 14 will use the following result.

**Theorem 15** (Glaister-Shallit [13]). Let $\mathcal{L} \subseteq \Sigma^n$ be a set of length-$n$ strings over $\Sigma$, and suppose that there exists a set $F = \{(x_i, w_i) \mid 1 \leq i \leq k\}$ of pairs of strings such that
1. $x_i, w_i \in \mathcal{L}$ for $1 \leq i \leq k$
2. $x_i, w_j \notin \mathcal{L}$ for $1 \leq i, j \leq k$ and $i \neq j$
Then any non-deterministic finite automaton accepting $\mathcal{L}$ has at least $k$ states.

The set $F$ in Theorem 15 is called a fooling set for $\mathcal{L}$. We will prove Theorem 14 by constructing, for each permutation $\pi : [n] \rightarrow [n]$, a fooling set $F_\pi$ of size $2^\Omega(n/\log n)$ for the language $\pi(B(n))$. To construct $F_\pi$, it will be convenient to view strings as Boolean functions over sets of positions. In other words, if $S$ is a set of positive integers, then a string $s \in \mathcal{L}$ is simply a Boolean function $w : S \rightarrow \{0, 1\}$. We note that we allow $S$ to be any set of positive integers and not necessarily an interval of the form $[n] = \{1, \ldots, n\}$. The parity of $w$ is defined as the parity of the number of positions in which $w$ evaluates to 1: $\text{par}(w) = |\{i \in S \mid w(i) = 1\}| \mod 2$. The restriction of $w$ to a subset $T \subseteq S$ is the string $w|_T : T \rightarrow \{0, 1\}$ which is defined by setting $w|_T(i) = w(i)$ for every $i \in T$. If $S \subseteq [n], w : S \rightarrow \{0, 1\}$ is a string, and $\pi : [n] \rightarrow [n]$ is a permutation, then we let $\pi(w)$ be the string $w' : \pi(S) \rightarrow \{0, 1\}$ that is defined by setting $w'(\pi(i)) = w(i)$ for each $i \in S$. We let $L = \{1, \ldots, [n/2]\}$ and $R = \{[n/2] + 1, \ldots, n\}$ be respectively the first and the second halves of the set $[n] = \{1, \ldots, n\}$. We say that a permutation $\pi$ splits a subset $S \subseteq [n]$ if $\pi(S) \cap L \neq \emptyset$ and $\pi(S) \cap R \neq \emptyset$. In other words, $\pi$ splits $S$ if some elements of $S$ are mapped by $\pi$ to the first half of $[n]$ and some elements of $S$ are mapped by $\pi$ to the second half of $[n]$.

If $S$ and $S'$ are subsets of $[n]$ such that $S \cap S' = \emptyset$, and $w : S \rightarrow \{0, 1\}$ and $w' : S' \rightarrow \{0, 1\}$ are strings with domain $S$ and $S'$ respectively, then the concatenation of $w$ with $w'$ is simply the function $w \cdot w' : S \cup S' \rightarrow \{0, 1\}$ which is equal to $w$ when restricted to $S$ and equal to $w'$ when restricted to $S'$. Let $S = \{j_1, j_2, \ldots, j_k\} \subseteq [n]$ where $j_1 < j_2 < \ldots < j_k$. We let $\text{ord}_S(i) = j_i$ denote the $i$-th element of $S$. Let $S$ and $S'$ be subsets of $[n]$ of same size. We say that strings $w : S \rightarrow \{0, 1\}$ and $w' : S' \rightarrow \{0, 1\}$ are equivalent, which we denote by $w \equiv w'$, if for each $i \in \{1, \ldots, |S|\}, w(\text{ord}_S(i)) = w'(\text{ord}_{S'}(i))$. Note that if $S = S'$ then $w \equiv w'$ if and only if $w = w'$. Let $n = (1 + \lfloor \log m \rfloor) \cdot m$. Let $I_1, \ldots, I_m$ be the sequence of subsets of $[n]$ such that for each $i \in [m], I_i = \{(i-1) \cdot (1 + \lfloor \log m \rfloor), \ldots, i \cdot (1 + \lfloor \log m \rfloor)\}$. In other words, $I_{m-1}, I_m$ is a partition of the set $[n]$ into $m$ consecutive intervals of equal size. We say that $I_1, \ldots, I_m$ is the uniform interval partition of $[n]$. Let $I_{1r}, I_{2r}, \ldots, I_{kr}$ be intervals which are split by $\pi$. Let $(I_{1j}^L, I_{1j}^R), \ldots, (I_{jr}^L, I_{jr}^R)$ be pairs of intervals such that for each $r \in \{1, \ldots, l\}$, $\pi(I_{jr}^L) \subseteq L$ and $\pi(I_{jr}^R) \subseteq R$. Let $a_1, a_2, a_3, b_1, \ldots, b_l, c_1, \ldots, c_l$ and $d_1, \ldots, d_l$ be $2k + 2l$ distinct binary strings with domain $\{1, \ldots, \lfloor \log m \rfloor + 1\}$ such that the following conditions are satisfied for each $r \in \{1, \ldots, k\}$.

1. $a_1|_{\pi(I_{1r}) \cap L}$ is even and $a_{r+1}|_{\pi(I_{1r}) \cap R}$ is even.
2. $b_1|_{\pi(I_{2r}) \cap L}$ is odd and $b_{r-1}|_{\pi(I_{2r}) \cap R}$ is odd.

For each $(k + l)$-tuple of bits $x_1, \ldots, x_k, y_1, \ldots, y_l$, select a string $w[x_1, \ldots, x_k, y_1, \ldots, y_l]$ in $\{0, 1\}^n$ satisfying the following properties for each $r \in \{1, \ldots, k\}$ and $s \in \{1, \ldots, l\}$.

1. If $x_r = 0$ then $w[x_1, \ldots, x_k, y_1, \ldots, y_l]|_{I_{sr}} \equiv a_r$
2. If $x_r = 1$ then $w[x_1, \ldots, x_k, y_1, \ldots, y_l]|_{i_s} \equiv b_r$
3. If $ys = 0$ then $w[x_1, \ldots, x_k, y_1, \ldots, y_l]|_{i_s} \equiv c_s$ and $w[x_1, \ldots, x_k, y_1, \ldots, y_l]|_{i_s} \equiv d_s$
4. If $ys = 1$ then $w[x_1, \ldots, x_k, y_1, \ldots, y_l]|_{i_s} \equiv c_s$

We let $F^{k,l}_\pi$ be the set obtained by splitting each string $w[x_1, \ldots, x_k, y_1, \ldots, y_l]$ into a left part and a right part.

$$F^{k,l}_\pi = \{ (w[x_1, \ldots, x_k, y_1, \ldots, y_l]|_L, w[x_1, \ldots, x_k, y_1, \ldots, y_l]|_R) \mid x_r, y_s \in \{0, 1\} \} \quad (8)$$

**Theorem 16.** The set $F^{k,l}_\pi$ defined in Equation 8 is a fooling set for $\pi(B(n))$ of size $2^{k+l}$.

We note that for each permutation $\pi$, there exists an $\alpha \leq m/4$ such that the fooling set $F_\pi = F^{m/4-\alpha}_\pi$ is well defined. Therefore, by Theorem 16, we have that

$$|F_\pi| \geq 2^{m/4} = 2^{O(n/\log n)}.$$

5 Non-Linear Lower Bounds for Read-Once Circuits Excluding a Minor

In this section we show that exponential lower bounds for the symmetric non-deterministic complexity of a function $f_n : \{0, 1\}^n \to \{0, 1\}$ imply super-linear lower bounds for the size of read-once circuits excluding a fixed graph $H$ as a minor. We start by establishing a connection between the symmetric-NSC of a circuit, and its pathwidth. More precisely, we will show that any function that can be computed by a read-once circuit of pathwidth $k$ has symmetric-NSC at most $2^k \cdot |C|$.

**Definition 17 (Path Decomposition).** A path decomposition of a circuit $C = (V, E, g)$ is a sequence $P = (B_1, B_2, \ldots, B_m)$ of subsets of vertices of $G$ satisfying the following properties.

(i) $V = \bigcup_{i=1}^m B_i$.
(ii) For each $i, j, k \in \mathbb{N}$ with $i < j < k$, $B_i \cap B_k \subseteq B_j$.
(iii) For each edge $(u, v) \in E$ there is an $j$ such that $\{u, v\} \subseteq B_j$.

The sets $B_i$ are the bags of the decomposition. The path-width of $P$ is defined as the size of its largest bag minus one. In other words $pw(G, P) = \max_i |\{B_i\}| - 1$. The pathwidth of a graph $G$ is defined as $pw(G) = \min_P pw(G, P)$ where $P$ ranges over all path decompositions of $G$. Let $C$ be a read-once circuit and $P = (B_1, B_2, \ldots, B_m)$ be a path decomposition of $C$. If $v$ is a vertex of $C$ then we let $first(v, P)$ denote the smallest $i$ such that $v \in B_i$.

**Theorem 18.** Let $C$ be a read-once circuit and $P = (B_1, B_2, \ldots, B_m)$ be a path decomposition of $C$ of width $w$. Let $x_1, x_2, \ldots, x_n$ be an ordering of the variables of $C$ such that $\pi(x_i) < first(x_{i+1}, P)$ for each $i \in \{1, \ldots, n - 1\}$. Then for each $b \in \Sigma$, one can construct a NFA on $|\Sigma|^{O(w)} \cdot m$ states accepting the following language.

$$L(C, b) = \{a_1 a_2 \ldots a_n \in \Sigma^n \mid C(a_1 a_2 \ldots a_n) = b\}.$$

We note that any read-once circuit $C$ of pathwidth $k$ has a decomposition of width $k$ with $O(|C|)$ bags\(^3\). Therefore, as a corollary of Theorem 18 and Theorem 14 we have a trade-off between the size of a circuit and its pathwidth.

\(^3\) Any graph $G$ of pathwidth $w$ has a path decomposition of width $w$ with $|G|$ bags.
Theorem 19. Let \( f_n : \{0,1\}^n \to \{0,1\} \) be a function of symmetric-NSC \( \text{snsc}(f_n) \). Then for any read-once circuit computing \( f_n \), the following inequality is satisfied.

\[
\text{pw}(C) + \log |C| \geq \log \text{snsc}(f_n).
\]  

(9)

It is well known that the pathwidth of any graph is greater than its treewidth by at most a multiplicative logarithmic factor [5]. In other words, the following relation between the pathwidth and treewidth of a circuit (graph) can be verified:

\[
\text{pw}(C) \leq \text{tw}(C) \cdot O(\log |C|).
\]

Therefore, stated in terms of treewidth, Equation 9 can be rewritten as follows.

\[
\text{tw}(C) \cdot \log |C| + \log |C| \geq \Omega(\log \text{snsc}(f_n)).
\]  

(10)

Theorem 20 ([3],[14]). For any fixed graph \( H \), every \( H \)-minor-free graph \( G \) with \( s \) vertices has treewidth at most \( O(\sqrt{s}) \).

Therefore, combining Equation 10 with Theorem 20 we have the following theorem. We say that a circuit \( C \) is \( H \)-minor-free if its underlying undirected graph is \( H \)-minor-free.

Theorem 21. Let \( C \) be an \( H \)-minor-free, read-once circuit computing a Boolean function \( f : \{0,1\}^n \to \{0,1\} \). Then \( |C| \geq \Omega\left(\left(\frac{\log \text{snsc}(f_n)}{\log n}\right)^2\right) \).

Finally, as a corollary of Theorem 21, Theorem 13 and Theorem 14 we have that the triangle-freeness function \( \Delta_n \), the triangle-parity function \( \bigoplus \text{Clique}_3 \), and the even element distinctness function \( \tau_n \) require \( H \)-minor-free read-once circuits of near quadratic size.

Corollary 22. Let \( C, C' \) and \( C'' \) be \( H \)-minor-free, read-once circuits computing the triangle-freeness function \( \Delta_n \), the triangle-parity function \( \bigoplus \text{Clique}_3 \), and the even element distinctness function \( \tau_n \) respectively. Then \( |C| \geq \Omega\left(\frac{n^2}{\log n}\right) \), \( |C'| \geq \Omega\left(\frac{n^2}{\log n}\right) \), and \( |C''| \geq \Omega\left(\frac{n^2}{\log n}\right) \).
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Abstract

Dynamic programming on path and tree decompositions of graphs is a technique that is ubiquitous in the field of parameterized and exponential-time algorithms. However, one of its drawbacks is that the space usage is exponential in the decomposition’s width. Following the work of Allender et al. [Theory of Computing, ’14], we investigate whether this space complexity explosion is unavoidable. Using the idea of reparameterization of Cai and Juedes [J. Comput. Syst. Sci., ’03], we prove that the question is closely related to a conjecture that the LONGEST COMMON SUB-SEQUENCE problem parameterized by the number of input strings does not admit an algorithm that simultaneously uses \(\text{XP}\) time and \(\text{FPT}\) space. Moreover, we complete the complexity landscape sketched for pathwidth and treewidth by Allender et al. by considering the parameter \text{tree-depth}. We prove that computations on tree-depth decompositions correspond to a model of non-deterministic machines that work in polynomial time and logarithmic space, with access to an auxiliary stack of maximum height equal to the decomposition’s depth. Together with the results of Allender et al., this describes a hierarchy of complexity classes for polynomial-time non-deterministic machines with different restrictions on the access to working space, which mirrors the classic relations between treewidth, pathwidth, and tree-depth.
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1 Introduction

Treewidth is a parameter that measures how easily a graph can be decomposed into a tree-like structure, called a tree decomposition. While initially introduced by Robertson and Seymour in their Graph Minors project [41], treewidth has found numerous applications in the field of algorithms, because many problems that are intractable on general graphs, become efficiently solvable on graphs of small treewidth. Theorems of Courcelle [14] and of Arnborg et al. [5] explain that every problem expressible in Monadic Second Order logic can be solved in time \(f(s)\cdot n\) on graphs of treewidth \(s\) and size \(n\), for some function \(f\). While \(f\) can be non-elementary in general, for many classic problems, like \textsc{Vertex Cover}, \textsc{3Coloring}, or \textsc{Dominating...}

\(*\) Research supported by Polish National Science Centre grant DEC-2013/11/D/ST6/03073. During the work on these results, Michał Pilipczuk held a post-doc position at Warsaw Center of Mathematics and Computer Science, and was supported by Foundation for Polish Science (FNP) via START stipend programme.
On Space Efficiency of Algorithms Working on Structural Decompositions of Graphs

Set, the natural dynamic programming approach yields a running time of $O(c^n \cdot n)$ for a small constant $c$. Dynamic programming procedures working on tree decompositions are important for applications, as they often serve as critical subroutines in more complex techniques, e.g., subexponential parameterized algorithms derived using bidimensionality [16], or approximation schemes obtained via Baker’s approach [7]. Algorithms working on tree decompositions are usually analyzed in the paradigm of parameterized complexity, where treewidth is the considered parameter. We refer to textbooks [15, 17, 22] for a broad introduction, and to a recent survey of Langer et al. [30] for more specific results.

A certain limitation of dynamic programming on a tree decomposition is that it uses space exponential in its width, which is often a prohibitive factor in practical applications. Therefore, recently there is much focus on reducing the space complexity of exponential-time algorithms to polynomial, even at the cost of slightly worsening the time complexity [6, 9, 23, 24, 34, 37]. Here, the usage of algebraic tools proved to be an extremely useful approach. Unfortunately, algorithms working on treewidth remain a family where virtually no progress has been achieved in this matter. Therefore, a natural question arises: Can we reduce the space complexity of algorithms working on tree decompositions while keeping (or moderately worsening) their time complexity? This was first asked explicitly by Lokshtanov et al. [33], who sketched how a simple tradeoff achieves polynomial space complexity while increasing the time complexity to $2^{O(s^2)} + O(n^2)$. The question was reiterated later by Langer et al. [30].

Following early completeness results of Monien and Sudborough [36] on bandwidth-constrained problems and of Gottlob et al. [26] on conjunctive queries of bounded treewidth, Allender et al. [4] recently initiated the systematic study of satisfaction complexity in variable path- and treewidth. Essentially, they observe that CSP-like problems—say, 3COLORING for concreteness—when limited to instances of small treewidth or pathwidth, are complete for certain complexity classes under logspace reductions. More precisely, when the input graph is equipped with a path decomposition of width at most $s(n) \geq \log n$, for some fixed function $s$ of the input size, then 3COLORING (denoted in this case as pw-3COLORING[$s$]) is complete for the class $\text{NPoly}[poly, s(poly)]$: problems that admit non-deterministic algorithms working simultaneously in polynomial time and space $O(s(poly(n))$. Similarly tw-3COLORING[$s$], where $s(n)$ bounds the width of a given tree decomposition, is complete for the class $\text{NAuxPDA}[poly, s(poly)]$; the difference with $\text{NPoly}[poly, s(poly)]$ is that the algorithm can use an auxiliary push-down of unlimited size, to which read/write access is only from the top. Allender et al. also describe the class in terms of semi-unbounded fan-in (SAC) circuits. They assume $s(n) = \log^k n$, but the proof works in the more general setting given below.

**Theorem 1** ([4]). Let $s(n) \geq \log n$ be a nice function. Then pw-3COLORING[$s$] is complete for $\text{NPoly}[poly, s(poly)]$ under logspace reductions, whereas tw-3COLORING[$s$] is complete for $\text{NAuxPDA}[poly, s(poly)]$ under logspace reductions.

Thus, the feasibility of various space-time tradeoffs when working on tree/path decompositions is equivalent to inclusions of corresponding complexity classes. For instance (assuming for conciseness $\forall c \ s(n^c) = O(s(n))$, e.g., $s(n) = \log^k n$ for $k \geq 1$), pw-3COLORING[$s$] is solvable:

---

1 Allender et al. use SAT parameterized by treewidth/pathwidth of its primal graph as an exemplary problem, but SAT and 3COLORING can be easily seen to be equivalent under logspace reductions; see Lemma 10. In this paper, we prefer to use 3COLORING as an exemplary hard CSP-like problem.

2 By a nice function we mean a function $s$ that is constructible and such that $s(n)/\log n$ is non-decreasing.
in time \(2^{o(s(n) \cdot \log n)}\) and space \(2^{o(s(n))}\) if and only if \(N[\text{poly}, s] \subseteq D[\text{time space} \cdot \log n, s\cdot \log] = D[\text{time space} \cdot \log n, s\cdot \log.]

Similar statements can be inferred for treewidth. In contrast, the best known determinization for \(N[\text{poly}, s]\) come from a brute-force approach or Savitch's theorem [43], yielding respectively (for \(s(n) \geq \log n\)) \(D[2^{O(s)}] = D[2^{O(s)}] = D[2^{O(s)}] = D[2^{O(s)} = D[2^{O(s)}].\)

In this manner, Allender et al. conclude that, intuitively speaking, achieving better time-space tradeoffs for algorithms working on path and tree decompositions of small width would require developing a general technique of improving upon the tradeoff of Savitch. As Lipton phrased it, “one of the biggest embarrassments of complexity theory is the fact that Savitch’s theorem has not been improved [...]. Nor has anyone proved that it is tight” [31].

Allender et al. argue that such an improvement would contradict certain rescaled variants of known conjectures about the containment of time- and space-constrained classes, in particular the assumption that \(NL \subseteq SC\); we refer to [4] for details. We consider the study of Allender et al. not as a definite answer in the topic, but rather as an invitation to a further investigation of the introduced conjectures.

Our Contribution. In the Longest Common Subsequence problem (LCS), we are given an alphabet \(\Sigma\) and \(k\) strings over \(\Sigma\), and ask for the longest sequence of symbols that appears as a subsequence in each input string. The applicability of the LCS problem in, e.g., computational biology, motivated many to search for faster, more space-efficient algorithms, as the classical dynamic programming solution, running in time and space \(O(n^k)\) (where \(n\) is the length of each string) is often far from practical. From the point of view of parameterized complexity, LCS parameterized by \(k\) is \(W[t]-hard\) for every level \(t\) [11], remains \(W[1]-hard\) for a fixed-sized alphabet [39], and is \(W[1]-complete\) when parameterized jointly by \(k\) and \(t\), the target length of the subsequence [27]. In a recent breakthrough, Abboud et al. [1] proved that the existence of an algorithm with running time \(O(n^{k-\varepsilon})\), for any \(\varepsilon > 0\), would contradict the Strong Exponential Time Hypothesis. As far as the space complexity is concerned, only modest progress has been achieved: The best known result, by Barsky et al. [8], improves the space complexity to \(O(n^{k-1})\). This motivates us to formulate the following conjecture.

Conjecture 2. There is no algorithm for LCS that works in time \(n^{f(k)}\) and space \(f(k)\cdot\text{poly}(n)\) for a computable function \(f\), where \(k\) is the number of input strings and \(n\) their total length.

Quite surprisingly, we show that Conjecture 2 is closely related to the question of time-space tradeoffs for algorithms working on small pathwidth, as detailed in Theorem 15. There, the conjecture is sandwiched between a weaker statement that it is impossible to achieve subexponential space while keeping single exponential time complexity, and a stronger statement that this holds even if we allow the time complexity exponent to increase by an arbitrarily slowly growing function of the width. To prove this, we use a completeness result of Elberfeld et al. [21] for LCS, which allows to formulate Conjecture 2 as an equivalent statement in parameterized complexity about the impossibility of determinization results improving upon Savitch’s theorem. Using the ideas of Cai and Juedes [12] connecting subexponential complexity to fixed-parameter tractability, we consider a reparameterized version of pw-3COLORING. This allows us to compare questions concerning time-space tradeoffs for pw-3COLORING and determinization of \(N[\text{time space}, t, s]\) classes to those concerning parameterized classes and the complexity of LCS. In particular, we show that Conjecture 2
implies $\text{NL} \not\subseteq \text{D}[\text{poly} \cdot \text{poly log}]$ (the latter class being usually called $\text{SC}$) and is implied by a rescaled version of the following stronger variant: $\text{NL} \not\subseteq \text{D}[2^{\text{poly}(\log^2 n)}, n^{o(1)}]$.

In the second part of this work, we complement the findings of Allender et al. [4] by considering the graph parameter tree-depth. Tree-depth of a graph is lower bounded by its pathwidth and upper bounded by its treewidth times $\log n$. Our motivation for considering this parameter is two-fold. First, recent advances have uncovered a wide range of topics where tree-depth appears naturally. For instance, it plays an important role in the theory of sparse graphs of Nešetřil and Ossona de Mendez [38], it is the key factor in classifying homomorphism problems that can be solved in logspace [13], and characterizes classes of graphs where the expressive power of First-Order and Monadic Second-Order logic coincides [19]. It was rediscovered several times under different names: minimum elimination tree height [40], ordered chromatic number [28], vertex ranking [10], or the maximum number of introduce nodes on a root-to-leaf path of a tree decomposition [24].

Second, algorithms working on tree-depth decompositions model generic exponential-time Divide&Conquer algorithms. In this approach, after finding a small, balanced separator $S$ in the graph, the algorithm tries all possible ways a solution can interact with $S$, and solves connected components of $G - S$ recursively. This naturally gives rise to a tree-depth decomposition of the graph, where $S$ is placed on top, and decompositions of the components of $G - S$ are attached below it as subtrees. The maximum total number of separator vertices handled at any moment in the recursion corresponds to the depth of the decomposition. Thus, many classic Divide&Conquer algorithms, including the ones derived for planar graphs using the Lipton-Tarjan separator theorem [32], can be reinterpreted as first building a tree-depth decomposition of the graph using a separator theorem, and then running the algorithm on it.

Most importantly for us, recursive algorithms working on tree-depth decompositions run in polynomial space. For instance, such an algorithm for 3Coloring on a tree-depth decomposition of depth $s$ runs in time $3^s \cdot \text{poly}(n)$ and space $O(s + \log n)$ (see Lemma 20), which places $\text{td-3Coloring}[s]$ in $\text{D}[2^{O(\text{poly})}, s + \log] = \text{D}[s + \log n]$. This is immediate for CSP-like problems like 3Coloring, but recently Fürer and Yu [24] showed that algebraic transforms can be used to reduce the space usage to polynomial in $n$ also for other problems, like counting perfect matchings or dominating sets. We describe how this approach gives an $3^s \cdot \text{poly}(n)$-time poly$(n)$-space algorithm for Dominating Set in more detail in the full version of the article. This means that the reduction of space complexity that is conjectured to be impossible for treewidth and pathwidth, actually is possible for tree-depth. Therefore, we believe that it is useful to study the computation model standing behind low tree-depth decompositions, in order to understand how it differs from the models for treewidth and pathwidth.

Consequently, mirroring Theorem 1, we prove that computations on tree-depth decompositions exactly correspond to the class $\text{NAuxSA}[\text{poly}, \log, s \text{ (poly)}]$; problems that can be decided by a non-deterministic Turing Machine that uses polynomial time and logarithmic space, but also has access to an auxiliary stack of maximum height $s$. The stack can be freely read by the machine, just as the input tape, but write access is only via push/pop operations.

▶ Theorem 3. Let $s(n) \geq \log^2 n$ be a nice function. Then $\text{td-3Coloring}[s]$ is complete for $\text{NAuxSA}[\text{poly}, \log, s(\text{poly})]$ under logspace reductions.
Thus, computations on tree-depth and path decompositions differ by the access restrictions to $O(s)$ space used by the machine. While for pathwidth this space can be accessed freely, for tree-depth all except an $O(\log n)$ working buffer has to be organized in a stack.

The proof of Theorem 3 largely follows the approach of Akatov and Gottlob [3], who proved a different completeness result for the class $\text{NAuxSA}_{\text{time}, \text{space}, \text{height}}$, which they call $\text{DC}^1$. The main idea is to regularize the run of the machine so that the push-pop tree has the rigid shape of a full binary tree. Then we can use this concrete structure to “wrap around” gadgets encoding an accepting run of a regularized $\text{NAuxSA}$ machine. However, the motivation in the work of Akatov and Gottlob was answering conjunctive queries in a hypergraph by exploiting a kind of balanced decomposition, and hence the problem proven to be complete for $\text{DC}^1$ is a quite general and expressive problem originating in database motivations; see [2, 3] for details. In our setting, in order to get a reduction to $3\text{COLORING}$, we need to work more to encode an accepting run. In particular, to encode each part of the computation where no push or pop is performed, instead of producing a single atom in a conjunctive query, we use computation gadgets that originate in Cook’s proof of the $\text{NP}$-completeness of $\text{SAT}$. The assumption that the computation has a polynomial number of steps is essential here for bounding the tree-depth of each such gadget. This way, Theorem 3 presents a more natural complete problem for $\text{DC}^1$.

Another difference is that Theorem 3 works for any well-behaved function $s(n) \geq \log^2 n$, as opposed to the bound $s(n) = \log^2 n$ inherent to the problem considered by Akatov and Gottlob. For this, the crucial new idea is to increase the working space of the machine to $s(n)/\log n$ in order to be able to perform regularization — a move that looks dangerous at first glance, but turns out not to increase the expressive power of the computation model. This proves the following interesting by-product of our work.

**Theorem 4.** Let $s(n) \geq \log^2 n$ be a nice function. Then

$$\text{NAuxSA}_{\text{time}, \text{space}, \text{height}}[\text{poly}, \log, s(\text{poly})] = \text{NAuxSA}_{\text{time}, \text{space}, \text{height}}[\text{poly}, s(\text{poly})/\log, s(\text{poly})].$$

The following determinization follows from the $O(s + \log n)$ algorithm for td-$\text{3COLORING}$.

**Theorem 5.** Let $s(n) \geq \log^2(n)$ be a nice function. Then

$$\text{NAuxSA}_{\text{time}, \text{space}, \text{height}}[\text{poly}, \log, s(\text{poly})] \subseteq D[s(\text{poly})].$$

Theorem 5 for $s(n) = \log^2 n$ also follows from the work of Akatov and Gottlob [3]. Observe that now the justification for the assumption $s(n) \geq \log^2 n$ becomes apparent: for, say, $s(n) = \log n$, the theorem would state that $L = \text{NL}$, a highly unexpected outcome.

We find Theorem 5 interesting, because a naive simulation of the whole configuration space for $\text{NAuxSA}$ would require space exponential in $s$. It appears, however, that the exponential blow-up of the space complexity can be avoided. We do not see any significantly simpler way to prove this result other than going through the td-$\text{3COLORING}[s]$ problem, and hence it seems that the tree-depth view gives a valuable insight into the computation model of $\text{NAuxSA}$. The classic relations between treewidth, pathwidth and tree-depth are, through completeness results, mirrored in a hierarchy between $\text{NAuxPDA}$, $\text{N}$, and $\text{NAuxSA}$ classes, as detailed in the concluding section. In particular, this answers a question of Akatov and Gottlob [2, 3] about the relation of $\text{NAuxSA}_{\text{time}, \text{space}, \text{height}}[\text{poly}, \log, \text{poly log}]$ to other classes in $\text{NP}$.

Finally, using Theorem 3 we also give an alternative view on $\text{NAuxSA}$ computations using alternating Turing machines in Theorem 21, answering another question of Akatov and Gottlob. From this point of view, Theorem 5 is immediate.
2 Preliminaries

Reductions and complexity classes. For two languages $P,Q$, we write $P \leq_L Q$ when $P$ is logspace reducible to $Q$. Most of the complexity classes we consider are closed under logspace reductions. Because we handle various measures of complexity and compare a wide array of classes that bound two measures simultaneously, we introduce the following notation. A complexity class is first described by the machine model: $D$, $N$, $A$ denote deterministic, non-deterministic, and alternating (see [42]) Turing machines, respectively. Then bounds on complexity measures are described (up to constant factors) as a list of functions with the measure’s name underneath. All functions except the symbol $f$ (which we reserve for classes in parameterized complexity) are functions of the input size $n$. For example, $N[t,s]$ is the class often known as NTiSp$(t(n),s(n))$. We write poly$(n)$ for $n^{O(1)}$, e.g., $D[\text{poly}] = P$. An auxiliary push-down or stack is denoted as AuxPDA or AuxSA, respectively: the difference is that a push-down can only be read at the top, while a stack can be read just as a tape (both can be written to only by pushing and popping symbols at the top), see e.g. [44]. The measure named height is the maximum height of the push-down or stack.

We write $\log$ for the logarithm with base 2 and log when the base is irrelevant. We say a function $s : \mathbb{N} \to \mathbb{N}$ is constructible if there is a Turing machine which given a number $n$ in unary outputs $s(n)$ in unary using logarithmic space; in particular, this implies $s(n) \leq \text{poly}(n)$. A function $s$ is nice if it is constructible and $\frac{\log(n)}{\log \log(n)}$ is non-decreasing. For simplicity, we will assume all functions $s : \mathbb{N} \to \mathbb{N}$ describing complexity bounds to be nice.

Note that logspace reductions can blow-up instance sizes polynomially, hence the closure of $N[t,s]$ under such reductions is $N[t,\text{poly}(s)]$, for example. These are equal for functions $s(n)$ such that $s(\text{poly}(n)) \leq O(s(n))$ (that is, for every $c > 0$ there is a $d > 0$ such that $s(n^c) \leq d \cdot s(n)$). This includes $\log^k(n)$ for any $k \geq 1$ and $\log n \log \log n$, for example.

Structural parameters. We recall the definition of tree-depth. See e.g. [15, 41] for definitions of treewidth and pathwidth. For technical reasons, we assume that in all given tree and path decompositions $T$, $|T| \leq 2|V(G)|^2$; standard methods allow to prune any decomposition to this size in logspace, see e.g. [29, Lemma 13.1.2]. For conciseness, we will refer to the certifying structures as decompositions for all three parameters.

Definition 6 (tree-depth). A tree-depth decomposition of an undirected graph $G$ is a rooted forest $T$ (disjoint union of rooted trees) together with a bijection $\mu$ from the vertices of $G$ to the nodes of $T$, such that for every edge $uv$ of $G$, $\mu(u)$ is an ancestor of $\mu(v)$ or vice-versa in $T$. The depth of $T$ is the largest number of nodes on a path between a root and a leaf. The tree-depth of $G$ is the minimum depth over all possible tree-depth decompositions of $G$.

The following lemma describes well-known inequalities between the three parameters.

Lemma 7 (⋆). There is a constant $c \in \mathbb{N}$ such that for any graph $G$, $\text{td}(G) \geq \text{pw}(G) \geq \text{tw}(G) \geq \text{td}(G)/(c \cdot \log |V(G)|)$. Furthermore, each inequality is certified by an algorithm that transforms the respective graph decompositions in logspace.

For a graph problem, such as 3COLORING, a structural parameter $\pi \in \{\text{td, pw, tw}\}$, and a nice function $s : \mathbb{N} \to \mathbb{N}$, we define $\pi$-3COLORING$[s]$ to be the decision problem where given

---

3 Proofs of statements marked with ⋆ are deferred to the full version of the article (in the appendix).
an instance $G$ of 3Coloring and a $\pi$-decomposition of $G$, we ask whether the decomposition has width at most $s(|V(G)|)$ and $G$ is a yes-instance of 3Coloring. The assumption that a decomposition is given on input is to factor away the complexity of finding it, which is a problem not directly relevant to our work. Note that the validity and width/depth of a decomposition given in any natural encoding can easily be checked in logarithmic space.

Observe also that for any $c > 0$, $\pi$-3Coloring[$s(n)$] is equivalent to $\pi$-3Coloring[$s(n^c)$] under logspace reductions. A reduction to $\pi$-3Coloring[$s(n^c)$] is trivial, while the reverse reduction follows easily by padding: adding isolated vertices up to size $n^c$ that do not change the answer nor the value of $\pi$. Also, as we assume $s$ to be nice, we have $\frac{s(n)}{\log n} \leq c(n^c)$, hence $c \cdot s(n) \leq s(n^c)$ for any $c \geq 1$. This implies that $\pi$-3Coloring[$c \cdot s(n)$] is equivalent to $\pi$-3Coloring[$s(n)$]. Thus, the hierarchy of Lemma 7 takes the following form.

\begin{itemize}
  \item Corollary 8. Let $s : \mathbb{N} \to \mathbb{N}$ be a nice function. Then
  \[ \text{td-3Coloring}[s] \leq_L \text{pw-3Coloring}[s] \leq_L \text{tw-3Coloring}[s] \leq_L \text{td-3Coloring}[s \cdot \log] \]
\end{itemize}

Equivalence of problems. A reduction between two graph problems preserves structural parameters if for each parameter $tw, pw, td$ and any instance with graph $G$, a decomposition of $G$ of width/depth at most $s$ can be transformed in logspace into a decomposition of the graph $H$ produced by the reduction of width/depth at most $O(s)$. Many NP-hardness reductions have this property, in particular those that replace each vertex or edge with a constant-size gadget (see the ‘local replacement’ and ‘component design’ methods in Garey and Johnson [25]). For example, 3Coloring and variants of SAT are equivalent in all our theorems, while VERTEX COVER or DOMINATING SET (defined in [25]) are at least as hard.

\begin{itemize}
  \item Definition 9. Let $\phi$ be a CNF formula. The primal (Gaifman) graph of $\phi$ is the graph with a vertex for each variable of $\phi$ and an edge between every pair of variables that appear together in some clause. The incidence graph of $\phi$ is the bipartite graph with a vertex for each clause and each variable of $\phi$, where every clause is adjacent to variables contained in it.
  \item Lemma 10 (♠). The following problems are equivalent under logspace reductions preserving structural parameters: 3Coloring, CNF-SAT (with the primal graph), $k$-SAT (with either the primal or incidence graph) for each $k \geq 3$. Furthermore, VERTEX COVER, INDEPENDENT SET and DOMINATING SET each admit such a reduction from the above problems.
\end{itemize}

Cook’s theorem with bounded space. A common element in our reductions is the description of Turing machine computations using CNF formulas, as in Cook’s theorem. Already Monien and Sudborough [36] observed that Cook’s reduction applied to machines with bounded space yields formulas of bounded width. The difference is that machine’s worktape space bound can be much smaller than the input word—access to the read-only input tape has to be implemented differently. To later handle stack machines, we also need to consider a second input tape separately. We informally state the version of Cook’s construction we need.

\begin{itemize}
  \item Lemma 11 (Computation gadget, ♠). Let $M$ be an NTM over alphabet $\Sigma$ with two read-only input tapes and one work tape. Given an input word $\alpha$ of length $n$ and integers $s,t,h$ in unary such that $\lg n, \lg h \leq O(s)$, one can in logspace output a CNF formula such that:
    \begin{itemize}
      \item The formula has poly($n, t, s, h$) variables, including named variables $v_1, \ldots, v_{h \cdot |\Sigma|}$, $u_1, \ldots, u_{\ell(s)}$, $v_1, \ldots, v_{\ell(s)}$, describing: a word $\bar{w}$ and two configurations $u, v$ of $M$ (up to $s$ symbols of the working tape, heads’ positions encoded in binary, and the state).
      \item Any assignment to the named variables can be extended to a satisfying assignment if $M$ on inputs $\alpha$ and $\bar{w}$ has a run from $u$ to $v$, using at most $t$ steps and $s$ space.
      \item The formula’s primal graph has pathwidth $O(s+h)$ and tree-depth $O(s \cdot \log(n+s+t+h)+h)$.
    \end{itemize}
\end{itemize}
3  Connections with Tradeoffs for LCS

In this section we relate Conjecture 2 to statements of varying strength concerning different time-space tradeoffs. The results are summarized in Figure 1.

A pl-reduction between parameterized problems is an algorithm that transforms an instance of one problem with parameter \( k \) into an equivalent instance of another problem with parameter \( k' \leq f(k) \), working in space \( f(k) + O(\log n) \), for some computable \( f \). Following Elberfeld et al. [21] we define \( \mathcal{N}[f \text{poly}, f \log] \) as the class of parameterized problems that can be solved in non-deterministic time \( f(k) \text{poly}(n) \) and space \( f(k) \log(n) \) for some computable function \( f \), where \( k \) is the parameter. Deterministic classes \( \mathbb{D}[t,s] \) are defined analogously for various expressions \( t, s \). All those mentioned in the article are closed under pl-reductions.

We do not use the better known fpt-reductions because the inverse of a function \( f \) is the function \( f^{-1}(n) := \max\{i \mid f(i) \leq n\} \); observe that \( f(f^{-1}(n)) \leq n \leq f^{-1}(f(n)) \). Conjecture 2 concerns the following parameterized problem.

<table>
<thead>
<tr>
<th>LCS</th>
<th>Parameter: ( k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input: A finite alphabet ( \Sigma ), ( k ) strings ( s_1, s_2, \ldots, s_k ) over ( \Sigma ), and an integer ( \ell ).</td>
<td></td>
</tr>
<tr>
<td>Question: Is there a common subsequence of ( s_1, s_2, \ldots, s_k ) of length at least ( \ell )?</td>
<td></td>
</tr>
</tbody>
</table>

Elberfeld et al. [21], drawing on the work of Guillemot [27], pinpointed the complexity of LCS, allowing Conjecture 2 to be phrased as a general statement in parameterized complexity.

\[\blacktriangleright\textbf{Theorem 12 ([21])}.\] LCS is complete for \( \mathcal{N}[f \text{poly}, f \log] \) under pl-reductions.

\[\blacktriangleright\textbf{Corollary 13}.\] Conjecture 2 holds if and only if \( \mathcal{N}[f \text{poly}, f \log] \not\subseteq \mathbb{D}[n^f, f \text{poly}] \).

Similarly as described in the introduction, the best known determinization results can only place \( \mathcal{N}[f \text{poly}, f \log] \) in \( \mathbb{D}[n^f, n^f] \) (commonly known as XP) and \( \mathbb{D}[n^{f(k) \log n}, f(k) \cdot \log^2 n] \).

Following Cai and Juedes [12], to relate parameterized tractability bounds to subexponential bounds, we define a reparameterized version of \( \text{pw-3COLORING} \).

<table>
<thead>
<tr>
<th>pw-3COLORING( \log^2 n )</th>
<th>Parameter: ( s/\log n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input: A graph ( G ) and a path decomposition of ( G ) of width ( s ).</td>
<td></td>
</tr>
<tr>
<td>Question: Is ( G ) 3-colorable?</td>
<td></td>
</tr>
</tbody>
</table>

Similarly as in Theorem 1, pathwidth-constrained problems turn out to be complete for non-deterministic computation with simultaneous time and space bounds.

\[\blacktriangleright\textbf{Theorem 14} (\blacktriangleleft).\] pw-3COLORING\( \log^2 n \) is complete for \( \mathcal{N}[f \text{poly}, f \log] \) under pl-reductions.

Containment follows from a poly-time, \( O(s + \log n) \)-space non-deterministic algorithm that proceeds on consecutive bags of the decomposition, guessing each vertex color and remembering only those in the current bag. Completeness is proved with a direct application of Lemma 11 to a problem with parameter \( k \) solved in space \( O(f(k) \log n) \), yielding through Lemma 10 a pw-3COLORING instance of width \( s = O(f(k) \log n) \).

Conjecture 2 is thus equivalent to the statement that pw-3COLORING\( \log^2 n \) is not in \( \mathbb{D}[n^f, f \text{poly}] \), which gives Theorem 15.1. To contrast pathwidth with tree-depth, Lemma 20

\[\text{In this section, we only use time-space-bounded classes, hence we drop the subscripts for readability.}\]
(introduced later) places \(3\text{-}\text{COLORING}^{\log n} \) in \(D[n^I, f \log I] \), a class known as \(XL\). Similarly as in the work of Cai and Juedes [12], we show that also subexponential bounds on the complexity of \(pw-3\text{COLORING}\) are related to the parameterized complexity of \(pw-3\text{COLORING}^{\log n}\). This gives the sandwiching of Conjecture 2 between two similar statements in Theorem 15.2, 15.3. An even weaker statement is proved equivalent to \(NL \not\subseteq SC\) by a simple padding argument in Theorem 15.4. For a somewhat less natural, stronger variant of Conjecture 2, we can show a similar, but exact correspondence in 15.5 (note the quasi-polynomial factor on both sides).

**Theorem 15** (\(\blacklozenge\)). Consider deterministic algorithms for \(pw-3\text{COLORING}\) working on instances of size \(n\) with a given path decomposition of width \(s\) (uniformly for all values of \(s\)).

1. There is no such algorithm working in time \(n^{f(s/\log n)}\) and space \(f(s/\log n)\text{poly}(n)\) for any computable \(f\) if and only if Conjecture 2 holds.
2. Assuming Conjecture 2, there is no such algorithm working in time \(2^{O(s)}\text{poly}(n)\) and space \(2^{o(s)}\text{poly}(n)\).
3. If Conjecture 2 fails, then for every unbounded, computable function \(g\), there is such an algorithm working in time \(2^{-g(s)}\text{poly}(n)\) and space \(2^{o(g(s))}\text{poly}(n)\).
4. There is no such algorithm working in time \(2^{O(s)}\text{poly}(n)\) and space \(\text{poly}(s, \log n)\) if and only if \(NL \not\subseteq SC\).
5. There is no such algorithm working in time \(2^{o(s^2)}n^{O(\log n)}\) and space \(2^{o(s)}\text{poly}(n)\) if and only if \(N[f, f \log I] \subseteq D[n^f, f \text{poly}]\).

**Proof of Theorem 15(2).** Suppose to the contrary that \(pw-3\text{COLORING}\) can be solved in time \(2^{O(s)}\text{poly}(n)\) and space \(2^{o(s)}\text{poly}(n)\). We show that \(N[f, f \log I] \subseteq D[n^f, f \text{poly}]\), contradicting Conjecture 2. The assumption implies that \(pw-3\text{COLORING}^{\log n}\) can be solved in time \(2^{O(k \log n)} = n^{O(k)}\) and space \(2^{k \log n} / g(k \log n)\) for some unbounded and non-decreasing computable function \(g(\cdot)\). If \(k \leq g(k \log n)\), then the bound on space is bounded by \(n\). Otherwise, if \(k > g(k \log n) \geq g(\log n)\), then \(n \leq 2^{g^{-1}(k)}\). In this case the bound on space is bounded by a computable function of \(k\), namely \(2^{k \cdot g^{-1}(k)}\). Hence in each case, the same algorithm solves \(pw-3\text{COLORING}^{\log n}\) in time \(n^{O(k)}\) and space \(n + 2^{k \cdot g^{-1}(k)}\). By Theorem 14, this implies \(N[f, f \log I] \subseteq D[n^f, f \text{poly}]\). \(\blacklozenge\)

We summarize the relationships around Conjecture 2 in Figure 1. The weakest statement there is \(NL \not\subseteq SC\), a widely explored hypothesis in complexity theory. Since \(\text{DIRECTED} (s,t)-\text{REACHABILITY}\) (asking given a directed graph and two nodes \(s, t\), whether \(t\) is reachable from \(s\)) is an \(NL\)-complete problem, this is also equivalent to the question of whether this problem can be decided in polynomial time and polylogarithmic space. However, even this weakest statement is not known to be implied by better known conjectures such as the Exponential Time Hypothesis. It seems that the simultaneous requirement on bounding two complexity measures—time and space—has a nature independent of the usual time complexity considerations. Hence, new assumptions may be needed to explore this paradigm, and we hope that Conjecture 2 may serve as a transparent and robust example of such.

In a certain restricted computation model (allowing operations on graph nodes only, not on individual bits), unconditional tight lower bounds have been proved by Edmonds et al. [18]: it is impossible to decide \(\text{DIRECTED} (s,t)-\text{REACHABILITY}\) in time \(2^{o(n^{1/2})}\) and space \(O(n^{1/2})\) (for any \(\varepsilon > 0\), even if randomization is allowed. Essentially all known techniques for solving \(\text{DIRECTED} (s,t)-\text{REACHABILITY}\) are known to be implementable in this model [35] (including DFS, BFS, theorems of Savitch, of Immerman and Szelepcsényi, as well as Reingold’s breakthrough), therefore this strongly suggests that no algorithm running in time \(2^{o(n^{1/2})}\) and space \(n^{o(1)}\) is possible, that is, \(NL \not\subseteq D[2^{o(n^{1/2})}, n^{o(1)}]\).

---

**STACS 2016**
There is no algorithm for pw-3Coloring working in time \(2^{o_{\text{eff}}(\log n)}\) and space \(2^{o_{\text{eff}}(s)}\) poly\((n)\) and space \(2^{o_{\text{eff}}(s)}\) poly\((n)\) \(\Downarrow\) (trivial)

For some computable unbounded function \(g\) there is no algorithm for pw-3Coloring working in time \(2^g(s)\) poly\((n)\) and space \(2^{o_{\text{eff}}(s)}\) poly\((n)\) \(\Downarrow\) (Thm 15.3)

There is no algorithm for pw-3Coloring working in time \(n^{f(s/\log n)}\) and space \(f(s/\log n)\) poly\((n)\) for a computable \(f\) \(\Downarrow\) (Thm 15.2)

There is no algorithm for pw-3Coloring working in time \(2^{O(s)}\) poly\((n)\) and space \(2^{o_{\text{eff}}(s)}\) poly\((n)\) \(\Downarrow\) (trivial)

Figure 1 A summary of the relationships between various statements related to Conjecture 2.

By Theorem 1, this is equivalent to saying that pw-3Coloring[log] cannot be solved in these time and space bounds. The strongest statement on Figure 1 is a rescaling of this, that is, it implies \(\text{NL} \not\subseteq D[2^{o_{\text{eff}}(\log^2 n)}, n^{o_{\text{eff}}(1)}]\) by a trivial padding argument, but the reverse implication is also probable in the sense that any proof of the latter would likely scale to prove the former. However, it is still possible that an algorithm working in polynomial space refutes the stronger statement even though \(\text{NL} \not\subseteq D[2^{o_{\text{eff}}(\log^2 n)}, n^{o_{\text{eff}}(1)}]\).

### 4 Treedepth

In this section we sketch the proof of Theorem 3. Let \(s : \mathbb{N} \rightarrow \mathbb{N}\) be a nice function. First, we discuss more precisely the model of machines used to define class \(\text{NAuxSA}[\text{poly}, \log, s]\).

The machine has three tapes, each using a fixed, finite alphabet \(\Sigma\): a read-only input tape, a working tape of length \(O(\log n)\), and a stack tape of length \(s(n)\). On each of the tapes there is a head; the transitions of the machine depend on its state and the triple of symbols under the heads. The input tape is read-only. The stack tape can be read but not freely written on; instead, the transitions of the machine may contain instructions push \(\sigma\) or pop, working naturally. Since \(s\) is nice, \(s(n) \leq \text{poly}(n)\) so within the working tape the machine can keep track of the current height of the stack and the indices on which the heads are positioned.

We start the proof of Theorem 3 by showing containment, exemplifying how the resources are used. The idea is to perform a depth-first search of the tree-depth decomposition, guessing the color of each entered vertex, pushing it onto the stack and popping it when withdrawing from the vertex. Thus, the stack maintains the guessed colors on the path from the current vertex to the root, allowing correctness to be checked.
and depth at most \( s(n) \). We define a regular stack machine in the following way. For any valid sequence of symbols \( s \) that can be pushed onto the stack, define the corresponding push-pop tree \( \tau(s) \) to be the ordered tree (a rooted tree with an order imposed on the children of each node) in which a depth-first search would result in the sequence \( s \), where entering/withdrawing from a vertex corresponds to a push/pop operation. We say that \( \tau(s) \) is in \( \text{NAuxSA}[\text{poly}, s, s] \) if it is recognized by an NTM \( M \) with \( s(n)/\log(n) \) working space and an auxiliary stack of height \( s(n) \) that has the following properties:

1. \( M \) pushes and pops blocks of \( b = \lceil s(n)/\log(n) \rceil \) symbols at a time, say, simultaneously from/to the first \( b \) positions of the worktape.
2. Whenever \( M \) decides to push or pop, it can only change its state. Moreover, the decision about using a push or pop transition depends only on the machine’s state.
3. If \( M \) accepts input \( a \), then there is a run on \( a \) where the push-pop tree (where pushing/popping a block is considered atomic) is the full binary tree of depth exactly \( c \lceil \log n \rceil \), for some fixed integer \( c \). In particular, at the moment of accepting the stack is empty.

Restriction (2) is a technical adjustment. Restriction (1) is easily achieved by simulating the top symbols from the stack in a length \( b \) buffer on the working tape, pushing and popping a full buffer when needed. The most important restriction is (3): the push-pop tree has a fixed shape of a full binary tree. For this, we use the following observation of Akatov and Gottlob [3, 2], used also by Elberfeld et al. [20]. The traversal ordering of the nodes of an ordered tree is the linear ordering which places a parent before its children and, for children \( a, b \) of a node, \( a \) occurring before \( b \) places all descendants of \( a \) before all descendants of \( b \).

**Lemma 16.** For any nice \( s(n) \), \( \text{td-3COLORING}[s] \) is in \( \text{NAuxSA}[\text{poly}, s, s] \).

Clearly if \( s(n) \geq \log^2 n \), \( \text{NAuxSA}[\text{poly}, s, s] \subseteq \text{NAuxSA}[\text{poly}, s/\log, s] \).

The next step is to show how the stack operations of the latter class’ machines can be regularized. This idea originates in the approach of Akatov and Gottlob [3]. Following [3], we define a regular stack machine in the following way. For any valid sequence \( S \) of push/pop operations that starts and ends with an empty stack, define the corresponding push-pop tree \( \tau(S) \) to be the ordered tree (a rooted tree with an order imposed on the children of each node) in which a depth-first search would result in the sequence \( S \), where entering/withdrawing from a vertex corresponds to a push/pop operation. We say that a language is in \( \text{reg-NAuxSA}[\text{poly}, s/\log, s] \) if it is recognized by an NTM \( M \) with working space and an auxiliary stack of height \( s(n) \) that has the following properties:

1. \( M \) pushes and pops blocks of \( b = \lceil s(n)/\log(n) \rceil \) symbols at a time, say, simultaneously from/to the first \( b \) positions of the worktape.
2. Whenever \( M \) decides to push or pop, it can only change its state. Moreover, the decision about using a push or pop transition depends only on the machine’s state.
3. If \( M \) accepts input \( a \), then there is a run on \( a \) where the push-pop tree (where pushing/popping a block is considered atomic) is the full binary tree of depth exactly \( c \lceil \log n \rceil \), for some fixed integer \( c \). In particular, at the moment of accepting the stack is empty.

Restriction (2) is a technical adjustment. Restriction (1) is easily achieved by simulating the top symbols from the stack in a length \( b \) buffer on the working tape, pushing and popping a full buffer when needed. The most important restriction is (3): the push-pop tree has a fixed shape of a full binary tree. For this, we use the following observation of Akatov and Gottlob [3, 2], used also by Elberfeld et al. [20]. The traversal ordering of the nodes of an ordered tree is the linear ordering which places a parent before its children and, for children \( a, b \) of a node, \( a \) occurring before \( b \) places all descendants of \( a \) before all descendants of \( b \).

**Lemma 17.** Given an ordered tree \( T \) with \( n \) nodes and depth at most \( \log n \), one can in logarithmic space compute an embedding (an injection that preserves the ancestor relation and traversal ordering) into a full binary tree of depth \( 4 \log n \).

As in [3], this allows us to regularize our machines, as dummy pushes/pops can be non-deterministically guessed so that the push-pop tree of at least one run is a full binary tree.

**Lemma 18.** \( \text{NAuxSA}[\text{poly}, s/\log, s] \subseteq \text{reg-NAuxSA}[\text{poly}, s/\log, s] \).

Knowing that computations for \( \text{NAuxSA} \) can be conveniently regularized, we can describe the existence of such a computation by a CNF formula “wrapped around” the rigid shape of the full binary tree that encodes the push-pop tree of the run. We think of the computation as starting at the root node, moving down an edge whenever a push is made and moving up an edge whenever a pop is made. This was also the idea of Akatov and Gottlob [3], but our reduction needs to introduce many more elements, in particular copies of the gadget of Lemma 11 for every fragment between two push/pop operations. Each part of the computation depends only on symbols pushed onto the stack on the path to the root. This, together with the \( \mathcal{O}(\frac{\text{poly}}{\log n} \cdot \log n) = \mathcal{O}(s(n)) \) bound on the tree-depth of the computation gadget, will give rise to a tree-depth decomposition of depth \( \mathcal{O}(s(n)) \) of the obtained formula’s primal graph.
We show that bounding the time (as opposed to space) of a polynomial treesize ATM, leads to the following hierarchy of complexity classes between $s$ and $s \log s$, as opposed to small treewidth.

Let $s(n) = \log^kn$, $k \geq 2$. The hierarchy of graph parameters of Corollary 8 together with Theorems 1, 3, and 21 implies the following hierarchy of complexity classes between NL and NP.

$$\text{N [poly, } s\text{ ]} \subseteq [\text{td-3COLORING}[s]]^L \subseteq \text{A [poly, } s\text{ ]} \subseteq \text{D [poly, } s\text{ ]}$$

$$\text{N [poly, } s\text{ ]} \subseteq [\text{tw-3COLORING}[s]]^L \subseteq \text{A [poly, } s\text{ ]} \subseteq \text{D [poly, } s\text{ ]}$$

For $s(n) = \log^kn$, the classes have been considered under different names:
NAuxSA[\text{poly}, \log^k] was named DC^{k-1} (for divide and conquer) in [3, 2], N[\text{poly}, \log^k] are known as NSC^k (the non-deterministic variant of Steve’s Class), NAuxPDA[\text{poly}, \log^k] is shown equal to a class named SAC^k_{quasi} in [4].

This yields the following hierarchy:

\[
\begin{align*}
L & \subseteq NL \parallel NSC^1 \subseteq \cdots \subseteq DC^1 \subseteq \cdots \subseteq DC^{k-1} \subseteq SAC^k_{quasi} \subseteq DC^k \subseteq \cdots \subseteq NP \\
\end{align*}
\]
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Abstract

We present approximation algorithms for balanced partitioning problems. These problems are notoriously hard and we present new bicriteria approximation algorithms, that approximate the optimal cost and relax the balance constraint.

In the first scenario, we consider Min-Max \(k\)-Partitioning, the problem of dividing a graph into \(k\) equal-sized parts while minimizing the maximum cost of edges cut by a single part. Our approximation algorithm relaxes the size of the parts by \((1+\varepsilon)\) and approximates the optimal cost by \(O(\log^{1.5} n \log \log n)\), for every \(0 < \varepsilon < 1\). This is the first nontrivial algorithm for this problem that relaxes the balance constraint by less than 2.

In the second scenario, we consider strategies to find a minimum-cost mapping of a graph of processes to a hierarchical network with identical processors at the leaves. This Hierarchical Graph Partitioning problem has been studied recently by Hajiaghayi et al. who presented an \((O(\log n), (1+\varepsilon)(h+1))\) approximation algorithm for constant network heights \(h\). We use spreading metrics to give an improved \((O(\log n), (1+\varepsilon)h)\) approximation algorithm that runs in polynomial time for arbitrary network heights.
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1 Introduction

The problem of scheduling the processes of a parallel application onto the nodes of a parallel system can in its full generality be viewed as a graph mapping problem. Given a graph \(G = (V_G, E_G)\) that represents the workload, and a graph \(H = (V_H, E_H)\) that represents the physical computing resources, we want to map \(G\) onto \(H\) such that on the one hand the processing load is well balanced, and on the other hand the communication load is small.

More concretely, nodes of \(G\) represent processes and are weighted by a weight function \(w : V_G \rightarrow \mathbb{R}_{+}\). Edges of \(G\) represent communication requirements between processes, and are weighted by \(c_G : E_G \rightarrow \mathbb{R}_{+}\). Nodes and edges of \(H\) represent processors and communication links, respectively, and may also be weighted with \(w_H : V_H \rightarrow \mathbb{R}_{+}\) representing the processing capacity of a physical node, and \(c_H : E_H \rightarrow \mathbb{R}_{+}\) representing the bandwidth capacity of a communication link. The goal is to map nodes of \(G\) to nodes of \(H\), and to map edges of \(G\) to paths in \(H\) between the corresponding end-points such that a) every node in \(H\) obtains approximately the same weight and b) the communication load is small.

This general problem is very complex, and research has therefore focused on special cases. Many results can be interpreted as mapping to a star graph \(H\) with \(k\) leaves where the center
node $x$ has $w_H(x) = 0$, i.e., processes may not be mapped to the center ($c_H(e)$ is assumed to be uniform). When the goal is to minimize total communication load (sum over all edge loads in $H$) this problem is known as Min-Sum $k$-partitioning. You want to partition $G$ into $k$ disjoint pieces $V_1, \ldots, V_k$ such that the weight of any piece is at most $w(V_i) \leq w(V)/k$ but the total capacity of edges between partitions is minimized.

For this problem it is not possible to obtain meaningful approximation guarantees without allowing a slight violation of the balance constraints ($w(V_i) \leq w(V)/k$). Even et al. [5] obtain a bicriteria approximation guarantee of $(O(\log n), 2)$, which means they obtain a solution that may violate balance constraints by a factor of 2, and that has a cost that is at most an $O(\log n)$-factor larger than the cost of the optimum solution that does not violate balance constraints. This has been improved by Krauthgamer et al. [9] to $(O(\sqrt{\log n \log k}), 2)$. If one aims to violate the balance constraints by less than 2, completely different algorithms seem to be required that are based on Dynamic Programming. Andreev and Räcke [1] obtain an $(O(\log^{1.5} n), 1 + \varepsilon)$-approximation which has been improved by Feldmann and Foschini to $(O(\log n), 1 + \varepsilon)$. For the case that the weight function $w_H$ is non-uniform Krauthgamer et al. [10] obtain an $(O(\log n), O(1))$-approximation, which has been improved by Makarychev and Makarychev [11] to $(O(\sqrt{\log n \log k}), 5 + \varepsilon)$.

When the goal is to minimize the congestion (maximum load of a link) in the star network $H$, instead of the total communication load, the problem turns into the so-called Min-Max $k$-Partitioning problem. You want to partition a given graph $G$ into $k$-parts $V_1, \ldots, V_k$ of equal size such that $\max_i c(V_i)$ is minimized, where $c(V_i)$ denotes the total weight of edges leaving $V_i$ in $G$. For this problem Bansal et al. [2] obtain an $(O(\sqrt{\log n \log k}), 2 + \varepsilon)$-approximation but no non-trivial approximation that violates the balance constraint by less than 2 is known.

Hajiaghayi et al. [7] consider the mapping problem when $H$ is not just a star but exhibits parallelism on many different levels. For example, a large parallel system may consist of many workstations, each equipped with several CPUs, etc. Such parallel systems are usually highly symmetric. Therefore, Hajiaghayi et al. model them as a tree in which all subtrees routed at a specific level are isomorphic. They develop an approximation algorithm for a Hierarchical Graph Partitioning problem which then gives rise to a scheduling algorithm for such a regular tree topology with an approximation guarantee of $(O(\log n), (1 + \varepsilon)(h + 1))$. This algorithm runs in polynomial time as long as the height $h$ of the hierarchy is constant.

### 1.1 Our Contribution

In this paper we first consider the Min-Max $k$-Partitioning problem and show how to obtain a polylogarithmic approximation on the cost while only violating the balance constraints by a factor of $1 + \varepsilon$. For this we use a dynamic programming approach on trees, and then use an approximation of the graph by a single tree to obtain our result. Note that results that approximate the graph by a convex combination of trees [12] are not useful for obtaining an approximation for Min-Max $k$-Partitioning, as the objective function is not linear.

**Theorem 1.** There is a polynomial-time $(1 + \varepsilon, 1 + \varepsilon)$-approximation algorithm for Min-Max $k$-Partitioning on trees. This gives rise to an $(O(\log^{1.5} n \log \log n), 1 + \varepsilon)$-approximation algorithm for general graphs.

Then we consider the Hierarchical Graph Partitioning problem as introduced by Hajiaghayi et al. [7]. We give a slight improvement on the factor by which the balance constraints are violated, while maintaining the same approximation w.r.t. cost. More crucially, our result also works if the height $h$ is not constant.
Theorem 2. There exists an \( O(\log n, (1 + \varepsilon)h) \) approximation algorithm for Hierarchical Graph Partitioning whose running time is polynomial in \( h \) and \( n \).

Our technique is heavily based on spreading metrics and we show that a slight variation of the techniques in [5] can be applied.

At first glance the result of Theorem 2 does not look very good as the factor by which the balance constraints are violated seems to be very high as it depends on \( h \). However, we give some indication that a large dependency on \( h \) might be necessary. We show that an approximation guarantee of \( \alpha \leq h/2 \) implies an algorithm for the following approximate version of parallel machine scheduling (PMS). Given a PMS instance \( I \), with a set \( T \) of tasks, a length \( w_t \), \( t \in T \) for every task, and a deadline \( d \), we define the \( g \)-copied instance of \( I \) \( (g \in \mathbb{N}) \) as the instance where each task is copied \( g \) times and the deadline is multiplied by \( g \). The approximate problem is the following: Given \( I \), either certify that \( I \) is not feasible or give a solution to the \( g \)-copied instance of \( I \) for some \( g \leq \alpha \). It seems unlikely that this problem can be solved efficiently for constant \( \alpha \), albeit we do not have a formal hardness proof. These results have been deferred to the full version.

1.2 Basic Notation

Throughout this paper, \( G = (V, E) \) denotes the input graph with \( n = |V| \) vertices. Its edges are given a cost function \( c : E \rightarrow \mathbb{N} \) and its vertices are weighted by \( w : V \rightarrow \mathbb{N} \). For a subset of vertices \( S \subseteq V \), \( w(S) \) denotes the total weight of vertices in \( S \) and \( c(S) \) denotes the total cost of edges leaving \( S \), i.e., \( c(S) = \sum_{(x, y) \in E, (x, y) \subseteq S} c(e) \). We will sometimes refer to \( w(S) \) as the size of \( S \) and to \( c(S) \) as its boundary cost. In order to simplify the presentation, we assume that all edge costs and vertex weights are polynomially bounded in the number of vertices \( n \). This can always be achieved with standard rounding techniques at the loss of a factor \((1 + \varepsilon)\) in the approximation guarantee.

A partition \( \mathcal{P} \) of the vertex set \( V \) is a collection \( \mathcal{P} = \{ P_i \} \) of pairwise disjoint subsets of \( V \) with \( \bigcup_i P_i = V \). We define two different cost functions for partitions, namely \( \text{cost}_\text{sum}(\mathcal{P}) = \sum_i c(P_i) \) and \( \text{cost}_\text{max}(\mathcal{P}) = \max_i c(P_i) \). We drop the superscript whenever the type is clear from the context. A \((k, \nu)\)-balanced partition is a partition into at most \( k \) parts, such that the inequality \( \text{cost}_\mathcal{P}(P_i) \leq \nu \cdot w(P_i)/k \) holds for all parts. The costs of the \((1, \nu)\)-balanced partition with minimum cost w.r.t. \( \text{cost}_\text{sum} \) and \( \text{cost}_\text{max} \) are denoted with \( \text{OPT}_\text{sum}(k, G) \) and \( \text{OPT}_\text{max}(k, G) \), respectively.

A hierarchical partition \( \mathcal{H} = (\mathcal{P}_1, \ldots, \mathcal{P}_h) \) of height \( h \) is a sequence of \( h \) partitions, where \( \mathcal{P}_{t+1} \) is a refinement of \( \mathcal{P}_t \), i.e., for every \( S \in \mathcal{P}_{t+1} \), there is a set \( S' \in \mathcal{P}_t \) with \( S \subseteq S' \). We call \( \mathcal{P}_t \) the level-\( t \)-partition of \( \mathcal{H} \). For any cost vector \( \vec{\mu} \in \mathbb{R}^h \), the cost of \( \mathcal{H} \) is given by \( \text{cost}_\vec{\mu}(\mathcal{H}) = \sum_{t=1}^h \mu_t \cdot \text{cost}_\text{sum}(\mathcal{P}_t) \). A \((\vec{k}, \nu)\)-balanced hierarchical partition is a hierarchical partition where each level \( \mathcal{P}_t \) is \((k_t, \nu)\)-balanced. The minimum cost of a \((\vec{k}, 1)\)-balanced hierarchical partition w.r.t. \( \vec{\mu} \) is denoted with \( \text{OPT}_\vec{\mu}(\vec{k}, G) \).

An \((\alpha, \beta)\)-approximate hierarchical partition with respect to \( \vec{\mu} \) and \( \vec{k} \) is a \((\vec{k}, \beta)\)-balanced hierarchical partition whose cost is at most \( \alpha \cdot \text{OPT}_\vec{\mu}(\vec{k}, G) \). An \((\alpha, \beta)\)-approximation algorithm for Hierarchical Graph Partitioning finds an \((\alpha, \beta)\)-approximate hierarchical partition for any given input graph and cost vector. This also gives an \((\alpha, \beta)\)-approximation for scheduling on regular tree topologies (see [7]).

2 Min-Max K-Partitioning

In this section, we present an approximation algorithm for Min-Max k-Partitioning. Recall that this problem asks to compute a \((k, 1)\)-balanced partition \( \mathcal{P} \) of a given graph that
Improved Approximation Algorithms for Balanced Partitioning Problems

minimizes $\text{cost}^{\max}(P)$. We first consider instances, where the input graph is a tree $T = (V,E)$. A suitable approximation of the graph by a tree (see [3], [8], [13]) allows to extend the results to arbitrary graphs with a small loss in the approximation factor. Our algorithm is a decision procedure, i.e., it constructs for a given bound $b$ a solution whose cost is at most $(1 + \varepsilon)b$ or proves that $b < OPT^{\max}(k,G)$. A $(1 + \varepsilon, 1 + \epsilon)$-approximation algorithm follows by using binary search. In order to simplify the presentation, we assume throughout this chapter that all vertex weights are 1 and that $k$ divides $n$. We further assume that the approximation constant $\varepsilon$ is at most 1.

The algorithm heavily relies on the construction of a \textit{decomposition} of $T$, which is defined as follows. A decomposition of $T$ w.r.t. $k$ and $b$ is a partition $\mathcal{D} = \{D_i\}_i$, whose parts $D_i$ are connected components, have size $w(D_i) \leq n/k$ and boundary cost $e(D_i) \leq b$. With each decomposition $\mathcal{D}$ we associate a corresponding \textit{vector set} $\mathcal{I}_\mathcal{D}$. This set $\mathcal{I}_\mathcal{D}$ contains a vector $(e(D_i)/b, w(D_i)/n)$ that encodes the size and boundary cost of $D_i$ in a normalized way. By this $\mathcal{I}_\mathcal{D}$ contains (most of) the information about $\mathcal{D}$ and our algorithm can just work with $\mathcal{I}_\mathcal{D}$ instead of the full decomposition $\mathcal{D}$. Note that every vector in $\mathcal{I}_\mathcal{D}$ is bounded by $(1,1)$.

We call a partition of $\mathcal{I}_\mathcal{D}$ into $k$ subsets $\{I_i\}_i$, s.t. the vectors in each subset sum to at most $\alpha$ in both dimensions, an $\alpha$-\textit{packing} of $\mathcal{I}_\mathcal{D}$. The decomposition $\mathcal{D}$ is called $\alpha$-\textit{feasible} if an $\alpha$-packing of $\mathcal{I}_\mathcal{D}$ exists. Note that this implies $\alpha \geq 1$. Also note that this definition of feasibility may be nonstandard, as feasibility incorporates the decomposition cost, i.e., a 1-packing has cost $b$ (the bound that we guessed for the optimal solution).

Determining whether there is an $\alpha$-packing of a given vector set is an instance of the NP-hard Vector Scheduling problem. Chekuri and Khanna [4] gave a polynomial-time approximation scheme (PTAS) for the Vector Scheduling problem which leads to the following result.

\begin{lemma}
Let $\mathcal{D}$ be an $\alpha$-feasible decomposition of $T$ w.r.t. $k$ and $b$, then there is a polynomial-time algorithm to construct a $(k, (1 + \varepsilon)\alpha)$-balanced partition of $T$ of cost at most $(1 + \varepsilon)\alpha \cdot b$, for any $\varepsilon > 0$.
\end{lemma}

\begin{proof}
The proof has been deferred to the full version.
\end{proof}

An optimal (but slow) algorithm for Min-Max $k$-Partitioning could iterate over all possible decompositions of the graph and check if any of these decompositions is 1-feasible. If a 1-feasible decomposition is found, the corresponding 1-packing is computed, otherwise the bound $b$ is rejected.

We modify this approach to obtain a polynomial-time approximation algorithm. As the number of decompositions is exponential, we partition them into a polynomial number of \textit{classes}. This classification is such that decompositions of the same class are similar w.r.t. feasibility. More precisely, we show that if a decomposition is $\alpha$-feasible, then all decompositions of the same class are $(1 + \varepsilon)\alpha$-feasible.

We present a dynamic program that, for every class, checks whether a decomposition in that class exists and that computes some representative decomposition that is in this class. Then, we check the feasibility of every representative. As an exact check is NP-hard, we use the approximate Vector Scheduling as described above. If a 1-feasible decomposition exists, then a representative of the same class has been computed and furthermore, this representative is $(1 + \varepsilon)$-feasible. Consequently, we obtain a $(1 + \varepsilon)^2$-packing of the representative, which induces a $(k, (1 + \varepsilon)^2)$-balanced partition of $T$ with cost at most $(1 + \varepsilon)^2b$. 
2.1 Classification of Decompositions

We now describe the classification of decompositions using the vector set $I_D$. A vector $\vec{p} \in I_D$ is small, if both its coordinates are at most $\varepsilon^3$, otherwise it is large. Small and large vectors are henceforth treated separately.

We define a type of a large vector $\vec{p} = (p_1, p_2)$ as follows. Informally, the type of a large vector classifies the value of both coordinates. Let $i = 0$ if $p_1 < \varepsilon^4$, otherwise let $i$ be the integer such that $p_1$ lies in the interval $[(1 + \varepsilon)^i - 1 \varepsilon^4, (1 + \varepsilon)^{i+1} \varepsilon^4]$. Let $j = 0$ if $p_2 < \varepsilon^4$, otherwise let $j$ be the integer such that $p_2$ lies in $[(1 + \varepsilon)^j - 1 \varepsilon^4, (1 + \varepsilon)^{j+1} \varepsilon^4]$. Note that $i$ and $j$ can each take $t = \lceil \log_{1+\varepsilon}(1/\varepsilon) \rceil + 1$ different values because $\vec{p}$ is upper-bounded by $(1, 1)$. This is a consequence of normalizing the vectors in $I_D$ as mentioned earlier. The pair $(i, j)$ is the type of $\vec{p}$. We number types from $1, \ldots, t^2$ arbitrarily.

We next define the type of a small vector $\vec{q} = (q_1, q_2)$. Informally, the type of a small vector approximates the ratio $q_1/q_2$ of its coordinates. Let $s = \lceil \log_{1+\varepsilon}(1/\varepsilon) \rceil$ and subdivide $[\varepsilon, 1/\varepsilon]$ into $2s$ intervals of the form $[(1 + \varepsilon)^i, (1 + \varepsilon)^i+1]$ for $i = -s, \ldots, -1$. Crop the first and last interval at $\varepsilon$ and $1/\varepsilon$ respectively. Add two outer intervals $[0, \varepsilon)$ and $(1/\varepsilon, \infty)$ to obtain a discretization of the positive reals into $2s + 2$ types $-s, \ldots, -1, 0$. Let $\vec{q} = (q_1, q_2)$ has type $i$. If its ratio $q_1/q_2$ falls into the $i$-th interval.

Using these terms, we define the size signature and ratio signature of a vector set $I_D$. The size signature stores the number of large vectors of every type while the ratio signature stores the sum of small vectors of every type. Let $I^\text{large}_D$ denote the subset of large vectors and $I^\text{small}_D,j$ denote the subset of small vectors of type $j$.

**Definition 4 (Signature)**. Let $\mathcal{D}$ be a set of disjoint connected components. The vector $\vec{\ell} = (\ell_1, \ldots, \ell_2)$ is the size signature of $I_D$, if $I^\text{large}_D$ contains exactly $\ell_i$ vectors of type $i$ for $i = 1, \ldots, t^2$. The vector $\vec{h} = (h_1, \ldots, h_s)$ is the ratio signature of $I_D$ if $h_j = \sum_{\vec{p} \in I^\text{small}_D,j} \vec{p}$ for $j = -(s+1), \ldots, s$. We call $\vec{g} = (\vec{\ell}, \vec{h})$ the signature of $\mathcal{D}$ and $I_D$.

We prove in the following that decompositions with the same signature have nearly the same feasibility properties. We start with a technical claim whose proof is omitted here.

**Claim 5**. Let $0 < \varepsilon \leq 1$ and $s = \lceil \log_{1+\varepsilon}(1/\varepsilon) \rceil$. Then $s \cdot \varepsilon^3 \leq 2\varepsilon$.

**Proof**. The proof has been deferred to the full version.

**Lemma 6**. Assume that $\mathcal{D}$ is an $\alpha$-feasible decomposition of signature $\vec{g}$ and that $\mathcal{D}'$ has the same signature. Then $\mathcal{D}'$ is $(1 + 9\varepsilon)\alpha$-feasible.

**Proof**. Given an $\alpha$-packing $\{I_i\}_i$ of $I_D$, we describe a $(1 + 9\varepsilon)\alpha$-packing $\{I'_i\}_i$ of $I_{D'}$. For every vector $\vec{p} \in I_{D'}$, we have to select a set $I'_i$ to add this vector to. We only argue about the first coordinate of the resulting packing, the reasoning for the second coordinate is analogous.

We start with the large vectors. We choose an arbitrary bijection $\pi : I^\text{large}_{D'} \to I^\text{large}_D$ such that only vectors of the same type are matched. This can be done easily, since $I_D$ and $I_{D'}$ have the same size signature. Now, we add a vector $\vec{p} \in I^\text{large}_{D'}$ to set $I'_i$ if and only if $\pi(\vec{p}) \in I_i$.

As vector $\vec{p} = (p_1, p_2)$ and $\pi(\vec{p})$ share the same signature, their sizes are similar in both coordinates. More precisely if the first coordinate of $\vec{p}$ is larger than $\varepsilon^4$, then the first coordinate of $\pi(\vec{p})$ is at most $(1 + \varepsilon)p_1$. If $p_1$ is smaller than $\varepsilon^4$, then $p_2$ must be larger than $\varepsilon^3$ because $\vec{p}$ is a large vector. Consequently there can be at most $\alpha/\varepsilon^3$ large vectors with such a small first coordinate in the same part of $\alpha$-packing $\{I_i\}_i$. Their sum is bound by
\( \alpha \varepsilon \) in the first coordinate. Let \((L_i, L_i)\) denote the sum of large vectors in \(I_i\) and let \((L'_i, L'_i)\) denote the sum of large vectors in \(I'_i\). We have

\[
L'_i, \text{large} \leq (1 + \varepsilon)L_i, \text{large} + \alpha \varepsilon .
\] (1)

We now consider small vectors; recall that they are classified by their ratio. Let \((L_{i,j}, R_{i,j})\) denote the sum of small vectors of type \(j\) in \(I_i\). We call types \(j \geq 0\) left-heavy as they fulfill \(L_{i,j} \geq R_{i,j}\), and accordingly we call types \(j < 0\) right-heavy as they fulfill \(L_{i,j} < R_{i,j}\).

For left-heavy types, add vectors of \(I'_{D, j}^{\text{small}}\) to \(I'_i\) until the sum \((L'_{i,j}, R'_{i,j})\) of these vectors exceeds \(I_{i,j}\) in the first coordinate. It follows that \(L'_{i,j} \leq I_{i,j} + \varepsilon^3\), as the excess is at most one small vector. Summing over all left-heavy types gives

\[
\sum_{j=0}^{s} L'_{i,j} \leq (s + 1)\varepsilon^3 + \sum_{j=0}^{s} L_{i,j} \leq 3\varepsilon\alpha + \sum_{j=0}^{s} L_{i,j} .
\] (2)

where we used \(\alpha \geq 1\) and Claim 5 in the last step.

For right-heavy types, add vectors of \(I'_{D, j}^{\text{small}}\) to \(I'_i\) until the sum of these vectors exceeds \(R_{i,j}\) in the second coordinate. It follows that \(R'_{i,j} \leq R_{i,j} + \varepsilon^3\). We remark that the above procedure distributes all small vectors of any type \(j\). This follows because on the one hand the ratio signature ensures that the sum of vectors of type \(j\) is the same in \(I_D\) and \(I_{D'}\), and on the other hand our Greedy distribution assigns at least as much mass in the heavier coordinate as in the solution for \(\{I_i\}_i\). It remains to show an upper bound on \(L'_{i,j}\) for right-heavy types.

First consider Type \(-(s + 1)\), which corresponds to interval \([0, \varepsilon)\). Combining the upper bound on \(R'_{i,j}\) for right-heavy types and the fact that \(L'_{i,-(s+1)}, R'_{i,-(s+1)} < \varepsilon\), it follows that \(L'_{i,-(s+1)} \leq \varepsilon(R_{i,-(s+1)} + \varepsilon^3)\). As \(\varepsilon^3 \leq \alpha\) and \(R_{i,-(s+1)} \leq \alpha\), this implies \(L'_{i,-(s+1)} \leq 2\varepsilon\alpha\).

The remaining types correspond to an interval \([(1 + \varepsilon)^j, (1 + \varepsilon)^{j+1})\) and both \(L_{i,j}/R_{i,j}\) and \(L'_{i,j}/R'_{i,j}\) must lie in that interval. We derive a bound on \(L'_{i,j}\) as follows:

\[
L'_{i,j} \leq (1 + \varepsilon)^{j+1} R'_{i,j} \leq (1 + \varepsilon)^{j+1}(R_{i,j} + \varepsilon^3) \leq (1 + \varepsilon)^{j+1}(\frac{L_{i,j}}{1 + \varepsilon} + \varepsilon^3)
\]

\[
= (1 + \varepsilon)L_{i,j} + (1 + \varepsilon)^{j+1}\varepsilon^3 \leq (1 + \varepsilon)L_{i,j} + \varepsilon^3 .
\]

The first step uses the fact that \(L'_{i,j}/R'_{i,j} < (1 + \varepsilon)^{j+1}\). The second step uses the upper bound on \(R'_{i,j}\) for right-heavy types and the third step uses the bound \((L_{i,j}/R_{i,j} \geq (1 + \varepsilon)^{j})\). As \(j < 0\) for right-heavy types and \(\varepsilon > 0\), the last step follows. Summing up the bounds on all right-heavy types and using Claim 5 gives

\[
\sum_{j=-(s+1)}^{-(s+1)} L'_{i,j} \leq s\varepsilon^3 + 2\varepsilon\alpha + (1 + \varepsilon) \sum_{j=-(s+1)}^{-(s+1)} L_{i,j} \leq 4\varepsilon\alpha + (1 + \varepsilon) \sum_{j=-(s+1)}^{-(s+1)} L_{i,j} .
\] (3)

We now combine all bounds derived for part \(I'_i\). Let \((L_i, R_i)\) be the sum of vectors in \(I_i\) and let \((L'_i, R'_i)\) denote the sum of vectors in \(I'_i\). Clearly \(L'_i = L'_i, \text{large} + \sum_{j=-(s+1)}^{s} L'_{i,j}\) and a respective equality holds for \(R_i\). The first term \(L'_i, \text{large}\) is upper-bounded in Equation (1). The sum \(\sum_{j=0}^{s} L'_{i,j}\) is upper-bounded in Equation (2), and the sum \(\sum_{j=-(s+1)}^{-(s+1)} L'_{i,j}\)
We now present a dynamic program that computes a set of decompositions \( D \) with the following property: If there exists a decomposition of \( T \) with signature \( \vec{g} \), then \( D \) contains a decomposition with that signature. The dynamic program adapts a procedure given by Feldmann and Foschini [6]. We first introduce some terminology.

Fix an arbitrary root \( r \) of the tree and some left-right ordering among the children of each internal vertex. This defines the leftmost and rightmost sibling among the children. For each vertex \( v \), let \( L_v \) be the set of vertices that are contained in the subtree rooted at \( v \) or in a subtree rooted at some left sibling of \( v \). The dynamic program iteratively constructs sets of connected components of a special form, defined as follows.

A lower frontier \( F \) is a set of disjoint connected components with nodes, such that vertices that are not covered by \( F \) form a connected component including the root. In addition we require that components of a lower frontier have at most size \( n/k \) and at most cost \( b \). We define the cost of a lower frontier \( F \) as the total cost of edges with exactly one endpoint covered by \( F \). Note that this may be counter-intuitive, because the cost of a lower frontier does not consider the boundary cost of the individual connected components.

The algorithm determines for every vertex \( v \), signature \( \vec{g} \), cost \( \kappa \leq b \) and number of vertices \( m \leq n \), if there exists a lower frontier of \( L_v \) with signature \( \vec{g} \) that covers \( m \) vertices with cost \( \kappa \). It stores this information in a table \( D_v(\vec{g}, m, \kappa) \) and computes the entries recursively using a dynamic program. Along with each positive entry, the table stores the corresponding lower frontier. In the following paragraphs, we describe the dynamic program in more detail.

First, consider the case where \( v \) is a leaf and the leftmost among its siblings. Let \( v_p \) be the parent of \( v \). As \( L_v = \{ v \} \), the lower frontier of \( L_v \) is either empty or a single connected component \( \{ v \} \). Therefore \( D_v(\vec{g}, 0, 0) = 1 \) and \( D_v(\vec{g}(1, c(v, v_p)), 1, c(v, v_p)) = 1 \). Here, we use \( \vec{g}(\{S\}, c(S)) \) to denote the signature of a set that just contains connected component \( S \) (recall that \( c(S) \) denotes the cost of \( S \)). For all other values, \( D_v(\vec{g}, m, \kappa) = 0 \).

Second, consider the case where \( v \) is neither a leaf, nor the leftmost among its siblings. The case when \( v \) is a leaf but not leftmost sibling and the case when \( v \) is an inner vertex that is leftmost sibling and follow from an easy adaption. Let \( w \) be the left sibling of \( v \) and \( u \) its rightmost child. Observe that \( L_v \) is the disjoint union of \( L_u, L_w \) and \( \{ v \} \).

If the edge from \( v \) to its parent is not cut by a lower frontier \( F \) of \( L_u \), then \( v \) is not covered by \( F \). Consequently \( F \) splits into two lower frontiers \( F_u \) and \( F_w \) of \( L_u \) and \( L_w \) respectively. Denote their signatures with \( \vec{g}_u \) and \( \vec{g}_w \); they must sum up to \( \vec{g} \). If \( F_u \) covers \( m_u \) vertices, then \( F_w \) needs to cover \( m - m_u \) vertices. Similarly, if \( F_u \) has cost \( \kappa_u \), then \( F_w \)
needs cost $\kappa - \kappa_u$. Hence, if the edge from $v$ to its parent is not cut, $D_v(\vec{g}, m, \kappa)$ is equal to

$$\bigvee_{m_u \leq m, \kappa_u \leq \kappa, \vec{g}_u + \vec{g}_w = \vec{g}} (D_w(\vec{g}_w, m - m_u, \kappa - \kappa_u) \land D_u(\vec{g}_u, m_u, \kappa_u)) \tag{4}$$

If the edge from $v$ to its parent $v_p$ is cut by the lower frontier $\mathcal{F}$ of $L_v$, then $\mathcal{F}$ covers the entire subtree of $v$. It follows that $\mathcal{F}$ consists of three disjoint parts: a component $S$ that contains $v$, a lower frontier $\mathcal{F}_u$ of $L_u$ and a lower frontier $\mathcal{F}_w$ of $L_w$. Denote the cost of $\mathcal{F}_u$ by $\kappa_u$ and the cost of $\mathcal{F}_w$ by $\kappa_w$. Let $T_p$ denote the subtree of $v$. The cost $c(S)$ equals $\kappa_u + c(v, v_p)$, because $S$ is connected to $v_p$ in the direction of the root and with the highest vertices of $\mathcal{F}_u$ in the direction of the leaves. The cost $\kappa$ of the lower frontier $\mathcal{F}$ is $\kappa_w + c(v, v_p)$, because all edges leaving $\mathcal{F}_u$ have their endpoints in $\mathcal{F}$. The signatures of the three parts of $\mathcal{F}$ must sum up to $\vec{g}$, therefore $\vec{g} = \vec{g}_u + \vec{g}_w + \vec{g}(|S|, c(S))$. Hence, if the edge from $v$ to its parent is cut, $D_v(\vec{g}, m, \kappa)$ is equal to

$$\bigvee_{|S| \leq n/k, c(S) \leq b, \vec{g}_w + \vec{g}_w + \vec{g}(|S|, c(S)) = \vec{g}} \left( D_w(\vec{g}_w, m - |T_v|, \kappa - c(v, v_p)) \land D_u(\vec{g}_u, |T_v| - |S|, c(S) - c(v, v_p)) \right) \tag{5}$$

We conclude that $D_v(\vec{g}, m, \kappa) = 1$, if Term (4) or Term (5) evaluate to 1.

The running time of the dynamic program depends on the number of signatures that need to be considered at each vertex. The following lemma bounds their number, its proof is omitted due to space constraints.

**Lemma 7.** At vertex $v$, the dynamic program considers $|L_v|^4 + 4 + 4(2b)^{2+2\gamma}$ signatures, where $|L_v|$ is the size of $L_v$ and $\gamma = (k/\varepsilon)^2$.

**Proof.** The proof has been deferred to the full version. ▲

As the number of signatures is polynomial in $n$ and $k$, it follows that the above dynamic program only needs a polynomial number of steps.

**Observation 8.** Let $\mathbb{D}$ be the set of decompositions corresponding to positive entries of $D_v(\vec{g}, n, 0)$ as computed by the dynamic program. Then for any decomposition of $T$ with signature $\vec{g}$, there exists a decomposition in $\mathbb{D}$ with the same signature.

Combining the dynamic program with the properties of signatures, we obtain an approximation algorithm for Min-Max $k$-Partitioning on trees.

**Theorem 9.** There is a polynomial-time $(1 + \varepsilon, 1 + \varepsilon)$-approximation algorithm for Min-Max $k$-Partitioning on trees.

**Proof.** Follows from Lemmas 6, 7 and Observation 8. The running time is polynomial as both the dynamic program and the Vector Scheduling subroutine run in polynomial time. ▲

We extend our results to arbitrary undirected graphs $G = (V, E, c)$ with the help of a decomposition tree that acts as a cut sparsifier (see Räcke and Shah [13]). Theorem 1 follows by standard arguments that are deferred to the full version.
Algorithm 1 merge($\mathcal{H}' = (P'_1, \ldots, P'_h), \bar{k}$)

$P_1 \leftarrow$ Merge two sets of $P'_1$ with minimum combined weight until $|P'_1| = k_1$.

for $\ell \leftarrow 2, \ldots, h$ do
  
  $d \leftarrow k_{\ell}/k_{\ell-1}$.
  
  for all $P_{\ell-1,i} \in P_{\ell-1}$ do
    $Q \leftarrow \{P' \in P'_\ell \mid P' \cap P_{\ell-1,i} \neq \emptyset\}$. // Subclusters of $P_{\ell-1,i}$
    $P_{\ell,1} \leftarrow \emptyset, \ldots, P_{\ell,d} \leftarrow \emptyset$.
    while $Q \neq \emptyset$ do
      Assign $Q$’s next element to $P_{\ell,j}$ with smallest weight.
    end while
    $P_\ell \leftarrow P_\ell \cup \bigcup_j P_{\ell,j}$.
  end for
end for

Return $\mathcal{H} = (P_1, \ldots, P_h)$.

3 Hierarchical Partitioning

In this section, we present a bicriteria approximation algorithm for Hierarchical Graph Partitioning. In the Hierarchical Graph Partitioning problem, we are given a graph $G = (V,E)$ and parameters $\bar{k}$ and $\bar{\mu}$. We are asked to compute a $(\bar{k},1)$-balanced hierarchical partition $\mathcal{P}$ of $G$ that minimizes cost$_{\bar{\mu}}(\mathcal{P})$ among all such partitions. We assume furthermore that a $(\bar{k}, 1)$-balanced partition of $G$ exists and therefore $k_{\ell+1}/k_{\ell}$ is integral for all levels. This assumption is fulfilled in particular when $\bar{k}$ is derived from a regular hierarchical network. Note that this is an extension of Min-Sum $k$-Partitioning and that cost$_{\bar{\mu}}$ minimizes the weighted sum of all edges cut by all subpartitions. This contrasts with the objective function $\text{cost}^{\text{max}}$ considered in the previous section.

Our algorithm relies on the construction of graph separators. Graph separators are partitions in which the maximum weight of a part is bounded, but the number of parts is arbitrary. More precisely, a $\sigma$-separator of $G$ is a partition $\mathcal{P}$ of $G$, such that $w(P_i) \leq w(V)/\sigma$ for every $i$.

For any positive vector $\bar{\sigma} \in \mathbb{R}^h$, a $\bar{\sigma}$-hierarchical separator of $G$ is a hierarchical partition of $G$, where on every level $\mathcal{P}_\ell$ is a $\sigma_{\ell}$-separator. Note that any $(k, \nu)$-balanced partition is a $(k/\nu)$-separator and any $(\bar{k}, \nu)$-balanced hierarchical partition is a $(\bar{k}/\nu)$-hierarchical separator. An $\alpha$-approximate $\bar{\sigma}$-hierarchical separator w.r.t. $\bar{k}$ and $\bar{\mu}$ is a $\sigma$-hierarchical separator whose cost is at most $\alpha \cdot \text{OPT}_{\bar{\mu}}(\bar{k}, G)$.

Approximate hierarchical separators can be transformed into approximate hierarchical partitions using the merging procedure described in Algorithm 1. It is essentially a greedy strategy for bin packing on every level that makes sure that partitions remain refinements of each other. The next lemma states that the approximation error of the merging procedure is linear in the height $h$.

Lemma 10. Let $\mathcal{H}' = (P'_1, \ldots, P'_h)$ be an $\alpha$-approximate $\bar{k}/(1 + \varepsilon)$-hierarchical separator w.r.t. $\bar{k}$ and $\bar{\mu}$. Then Algorithm 1 constructs an $(\alpha, (1 + \varepsilon)(h + 1))$-approximate hierarchical partition $\mathcal{H}$ w.r.t. $\bar{\mu}$ and $\bar{k}$.

Moreover, if $P'_1$ contains at most $k_1$ parts, then $\mathcal{H}$ is an $(\alpha, (1 + \varepsilon)h)$-approximate hierarchical partition w.r.t. $\bar{\mu}$ and $\bar{k}$.

Proof. We use induction over $h$. For $h = 1$, assume without loss of generality that $P_{1,1} \in P'_1$ has maximum weight. If $w(P_{1,1}) > 2(1 + \varepsilon)w(V)/k_1$, then some merging must have occurred
in the first line of the algorithm. It follows that all distinct parts \( P_{1,i}, P_{1,j} \in P_1 \) have combined weight at least \( 2(1+\varepsilon)w(V)/k_1 \). This is a contradiction to the fact that the total weight of all parts is \( w(V) \).

Assume that the claim holds for some \( h \geq 1 \), i.e., the weight of all parts of \( P_h \) is upper-bounded by \((1 + \varepsilon)(h+1)w(V)/k_h \). Use \( d = k_{h+1}/k_h \). Assume without loss of generality that \( P_{h+1,1} \) receives the last element \( S \) from \( Q \) when considering \( f_{h,i} \) in the fourth line of the algorithm; this implies that the weight of \( P_{h+1,1} \) is smallest before receiving \( S \). To derive a contradiction, assume that \( w(P_{h+1,1}) > (1 + \varepsilon)(h+2)w(V)/k_{h+1} \). It follows that

\[
w(P_{h,i}) \geq w(S) + \sum_{j=1}^{d} w(P_{h+1,1} \setminus S) > \sum_{j=1}^{d} (w(P_{h+1,1}) - w(S))
\]

\[
> d \cdot \left( (1 + \varepsilon)(h+2) \frac{w(V)}{k_{h+1}} - (1 + \varepsilon) \frac{w(V)}{k_{h+1}} \right)
\]

The last line equals \((1+\varepsilon)(h+1)w(V)/k_h \) which is a contradiction to the induction hypothesis. For the first inequality, we used that part \( P_{h+1,1} \) had the smallest weight before receiving \( S \).

The last step uses the fact that the weight of all \( S \in Q \) is at most \((1 + \varepsilon)w(V)/k_{h+1} \).

As merging sets does not increase the cost of a hierarchical partition, the approximation factor \( \alpha \) on the cost does not change. This finishes the proof of the first statement.

To see the second statement, observe that if \( P'_{1} \) contains at most \( k_1 \) parts, then there is nothing to do in the first line of the algorithm. As no merging occurs, every set in \( P'_{1} \) has at most weight \((1 + \varepsilon)w(V)/k_1 \). With a similar induction argument as above, it follows that the merging procedure returns an \((\alpha, (1 + \varepsilon)\beta)\)-approximate hierarchical partition.

In the following, we describe an algorithm that computes an \( \mathcal{O}(\log n) \)-approximate \( \tilde{k}/(1 + \varepsilon) \)-hierarchical separator \( H' = (P'_1, \ldots, P'_h) \). We use \( \tilde{\mu} \) as a shorthand for \( \sum_{j=1}^{h} \mu_j \).

Our algorithm first computes partition \( P'_1 \) using the Min-Sum \( k \)-Partitioning algorithm by Feldmann and Foschini [6]. It can easily be adapted to handle polynomial vertex weights.

The following theorem states the result for the Min-Sum \( k \)-Partitioning algorithm.

**Theorem 11** ([6]). There is a polynomial-time algorithm that computes a \((k_1, 1+\varepsilon)\)-balanced partition of \( G \) with cut cost at most \( \mathcal{O}(\log n) \cdot \text{OPT}^{\text{sum}}(k_1, G) \).

Note that \( \tilde{\mu}_1 \cdot \text{OPT}^{\text{sum}}(k_1, G) \) is an upper bound on the cost of any \((\tilde{k}, 1)\)-balanced hierarchical partition.

The algorithm to construct \((P'_2, \ldots, P'_h)\) is an adaptation of the algorithm by Even et al. for Min-Sum \( k \)-Partitioning. Note that the following description is basically the description in [5]. It relies on a distance assignment \( \{d(e)\}_{e \in E} \) to the edges of \( G \), the spreading metric. The distances are used in a procedure called cut-proc that permits to find within a subgraph of \( G \) a subset of vertices \( T \), whose cut cost is bounded by its volume \( \text{vol}(T) \). The volume of a set of vertices is approximately the weighted length of the edges in its cut.

Given the procedure cut-proc, the algorithm constructs all the remaining partitions \((P'_2, \ldots, P'_h)\) as follows. First recall that \( P'_1 \) is already given by Theorem 11. For \( \ell \geq 2 \), the algorithm constructs \( P'_\ell \) by examining all parts of \( P'_{\ell-1} \) separately. On a given part \( P'_{\ell-1} \in P'_{\ell-1} \), it uses procedure cut-proc to identify a subgraph \( H \) of \( P'_{\ell-1} \). This subgraph becomes a part of \( P'_\ell \) and cut-proc is restarted on \( P_{\ell-1} \setminus H \). This process is repeated until less than \((1 + \varepsilon)w(V)/k_\ell \) vertices are left. The remaining vertices also constitute a part of \( P'_\ell \).

It is important to note during the following discussion that the boundary cost \( c(S) \) of a set \( S \subseteq V \) depends on the subgraph that \( S \) was chosen from. Sometimes, we will choose \( S \) from a subgraph \( H \) of \( G \); in this case, \( c(S) \) only counts the cost of edges leaving \( S \) towards \( H \).
The spreading metric used is an optimal solution to the following linear program, called spreading metrics LP.

\[
\begin{align*}
\min_{c(e) \in E} & \sum_{e \in E} c(e)d(e) \\
\text{s.t.} & \sum_{u \in S} \text{dist}_V(v, u) \cdot w(u) \geq \bar{\mu}_\ell \left( w(S) - \frac{w(V)}{k_\ell} \right), & 1 \leq \ell \leq h, \ S \subseteq V, \ v \in S \\
& 0 \leq d(e) \leq \bar{\mu}_1, & e \in E.
\end{align*}
\]

Using the distances \(d(e), \text{dist}_S(v, u)\) denotes the length of the shortest path between vertices \(v\) and \(u\) in subgraph \(S\). Let \(\tau\) denote the optimal value of the spreading metrics LP.

The following two lemmas prove the basic properties of solutions of the spreading metrics LP. Their proofs are omitted due to space constraints.

\textbf{Lemma 12.} Any \((\bar{\ell}, 1)\)-balanced hierarchical partition \(\mathcal{H} = (\mathcal{P}_1, \ldots, \mathcal{P}_h)\) induces a feasible solution to the spreading metrics LP of value \(\text{cost}_\mathcal{H}(\mathcal{H})\).

\textbf{Proof.} The proof has been deferred to the full version.

The above lemma implies that \(\tau\) is a lower bound on \(\text{cost}_\mathcal{H}(\mathcal{H})\). We define the radius of vertex \(v\) in some \(S \subseteq V\) as \(\text{radius}(v, S) := \max\{\text{dist}_S(v, u) \mid u \in S\}\).

The following lemma proves that any set of sufficient weight has at least constant radius.

\textbf{Lemma 13.} If \(S \subseteq V\) satisfies \(w(S) > (1 + \varepsilon)w(V)/k_\ell\) for some level \(\ell\), then for every vertex \(v \in S\), \(\text{radius}(v, S) \geq \frac{\varepsilon}{1 + \varepsilon} \bar{\mu}_\ell\).

\textbf{Proof.} The proof has been deferred to the full version.

Even though the spreading metrics LP contains an exponential number of constraints, it can be solved in polynomial time using the ellipsoid algorithm and a polynomial-time separation oracle. By rewriting the Constraints (6), we obtain for all levels \(\ell\), \(S \subseteq V\) and \(v \in S\) the constraint \(\sum_{u \in S} (\text{dist}_V(u, v) - \bar{\mu}_\ell)w(u) \geq w(V)/k_\ell\).

For any vertex \(v\), the left-hand side of the constraint is minimized when the subset \(S_v = \{u \in V \mid \text{dist}_V(v, u) \leq \bar{\mu}_\ell\}\) is chosen. Consequently, \(h\) single-source shortest path computations from every vertex provide a polynomial-time separation oracle for the spreading metrics LP.

The notation introduced next serves the definition of procedure cut-proc in Algorithm 2. A ball \(B(v, r)\) in subgraph \(G' = (V', E')\) is the set of vertices in \(V'\) whose distance to \(v\) is strictly less than \(r\), thus \(B(v, r) := \{u \in V' \mid \text{dist}_{V'}(u, v) < r\}\). The set \(E(v, r)\) denotes the set of edges leaving \(B(v, r)\). The volume of \(B(v, r)\), denoted by \(\text{vol}(v, r)\), is defined by

\[
\text{vol}(v, r) := \eta \cdot \tau + \sum_{(x, y) \in E(v, r), x \in B(v, r)} c(x, y)(r - \text{dist}_{B(v, r)}(v, x)),
\]

where \(\eta = \frac{1}{m}\). Note that the volume only considers the edges in the cut, not the edges within the ball, which is different from [5]. The following lemma is a corollary of Even et al. [5].

\textbf{Lemma 14.} Given a subgraph \(G' = (V', E')\) that satisfies \(w(V') > (1 + \varepsilon)w(V)/k_\ell\), and given a spreading metric \(\{d(e)\}_e\), procedure cut-proc finds a subset \(T \subseteq V'\) that satisfies \(w(T) \leq (1 + \varepsilon)w(V)/k_\ell\).
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The approximation guarantee on the cost induced by partitions \( \mathcal{P}_k \) to \( \mathcal{P}_h \) is given by the next theorem.

\[ \text{Theorem 15.} \quad \text{The sequence } \mathcal{H}' = (\mathcal{P}_1', \ldots, \mathcal{P}_h') \text{ is a } \tilde{k}/(1+\varepsilon)\text{-hierarchical separator with } |\mathcal{P}_1'| \leq k_1 \text{ and } \text{cost}_{\tilde{\mu}}(\mathcal{H}) \leq \alpha \cdot \text{OPT}_{\tilde{\mu}}(\tilde{k}, G), \text{ where } \alpha = \Theta(\log n). \]

**Proof.** The proof has been deferred to the full version.

We now claim that every edge \( e \in E \) appears at most once in the triple sum above. If \( e \) is cut by cut-proc for \( \mathcal{P}_1' \), it is removed from the subgraph for all further iterations of cut-proc.
on the same level $\ell$. Moreover, edge $e$ is not considered on all remaining levels $\ell' > \ell$, because procedure cut-proc is initiated on these levels with subgraphs of the parts of $P_\ell$. It follows that the triple sum is upper-bounded by $\tau$.

Using $\eta = \frac{1}{hn}$ and the fact that $\varepsilon$ is constant, we conclude that

$$
\sum_{\ell=2}^{h} \sum_{T_{\ell}} \tilde{\mu} \cdot c(T_{\ell}) \leq \frac{1 + \varepsilon}{\varepsilon} \ln \left( \frac{1 + \eta}{\eta} \right) (hn\eta + 1)\tau = \mathcal{O}(\log n)\tau.
$$

Recall that by Theorem 11, the weighted cost of the first partition $\tilde{\mu} \cdot \text{cost}^\text{sum}(P_1')$ is at most $\mathcal{O}(\log n)$ times the cost of the optimal hierarchical partition $\text{OPT}_{\tilde{\mu}}(k, G)$. As furthermore $\tau \leq \text{OPT}_{\tilde{\mu}}(k, G)$, the theorem follows.

In other words, the above theorem states that $H'$ is an $\mathcal{O}(\log n)$-approximate $k/(1 + \varepsilon)$-hierarchical separator. Combining Lemma 10 and Theorem 15 gives the following.

\begin{theorem}
There exists a $(\mathcal{O}(\log n), (1 + \varepsilon)h)$ approximation algorithm for Hierarchical Graph Partitioning whose running time is polynomial in $h$ and $n$.
\end{theorem}
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