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The program committee consisted of 35 members (plus the chair): Shipra Agarwal, Columbia; Zeyuan Allen-Zhu, MSR; Benny Applebaum, Tel Aviv; Paul Beame, U. of Washington; Karl Bringmann, MPI; Bernard Chazelle, Princeton; Jing Chen, Stony Brook; Rachel Cummings, Georgia Tech; Andrew Drucker, U. of Chicago; Faith Ellen, U. of Toronto; Kousha Etessami, U. of Edinburgh; Oded Goldreich, Weizmann; Anupam Gupta, CMU; Zhiyi Huang, U. of Hong Kong; Christian Ikenmeyer, MPI; Yael Kalai, MSR; Robert Kleinberg, Cornell; Tengyu Ma, Stanford; Yury Makarychev, TTIC; Ruta Mehta, UIUC; Raghu Meka, UCLA; Ashley Montanaro, Bristol; Shayan Oveis Gharan, U. of Washington; Christos Papadimitriou, Columbia; Seth Pettie, Michigan; Ronitt Rubinfeld, MIT and Tel Aviv; Atri Rudra, SUNY Buffalo; C. Seshadhri, UC Santa Cruz; Tselil Schramm, Harvard; Roy Schwartz, Technion; Li-Yang Tan, TTIC; Greg Valiant, Stanford; John Watrous, Waterloo; David Woodruff, CMU; and Yuan Zhou, Indiana. I wish to express my sincere thanks to them for agreeing to join the committee and then for investing a great deal of time and effort to evaluate the submissions. I am also grateful to the many subreviewers who assisted with the reviewing process.

The local organizers were Costis Daskalakis (MIT), Yael Kalai (Microsoft Research New England), and Vinod Vaikuntanathan, (MIT). I’d like to thank them profusely for their service. I’m also grateful to Umesh Vazirani, chair of the ITCS Steering Committee, who helped me throughout the process, to Thomas Vidick, who helped with the website among other things, and to Oded Goldreich, Christos Papadimitriou and Madhu Sudan for advice at various stages in the process. Finally, I would like to thank all the presenters and the audience at ITCS; I hope it continues to be a unique experience.

Anna R. Karlin
ITCS 2018 Program Chair
University of Washington
Seattle, WA USA
ITCS 2018 Conference Organization

Program Chair: Anna Karlin (University of Washington)

Local Organization: Costis Daskalakis (MIT)
Yael Kalai (Microsoft Research New England)
Vinod Vaikuntanathan (MIT)

Steering Committee Chair: Umesh Vazirani (UC Berkeley)

Steering Committee:
Sanjeev Arora, Princeton
Manuel Blum, Carnegie Mellon
Bernard Chazelle, Princeton
Irit Dinur, Weizmann
Oded Goldreich, Weizmann
Shafi Goldwasser, MIT and Weizmann
Richard Karp, UC Berkeley
Robert Kleinberg, Cornell University
Ueli Maurer, ETH
Silvio Micali, MIT
Christos Papadimitriou, Columbia
Michael Rabin, Harvard
Omer Reingold, Stanford
Tim Roughgarden, Stanford
Madhu Sudan, Harvard
Leslie Valiant, Harvard
Umesh Vazirani, Berkeley
Thomas Vidick, Caltech
Avi Wigderson, IAS
Andy Yao, Tsinghua

Program Committee:
Shipra Agarwal, Columbia University
Zeyuan Allen-Zhu, Microsoft Research
Benny Applebaum, Tel Aviv University
Paul Beame, University of Washington
Karl Bringmann, Max Planck Institute
Bernard Chazelle, Princeton University
Jing Chen, Stony Brook University
Rachel Cummings, Georgia Tech
Andrew Drucker, University of Chicago
Faith Ellen, University of Toronto
Kousha Etessami, University of Edinburgh
Oded Goldreich, Weizmann Institute
Anupam Gupta, Carnegie Mellon University
Zhiyi Huang, University of Hong Kong
Program Committee (continued):
Christian Ikenmeyer, Max Planck Institute
Yael Kalai, Microsoft Research
Anna Karlin, University of Washington
Robert Kleinberg, Cornell University
Tengyu Ma, Stanford
Yury Makarychev, TTIC
Ruta Mehta, UIUC
Raghu Meka, UCLA
Ashley Montanaro, University of Bristol
Shayan Oveis Gharan, University of Washington
Christos Papadimitriou, Columbia
Seth Pettie, University of Michigan
Ronitt Rubinfeld, MIT and Tel Aviv University
Atri Rudra, University at Buffalo, SUNY
C. Seshadhri, UC Santa Cruz
Tselil Schramm, Harvard
Roy Schwartz, Technion
Li-Yang Tan, TTIC
Greg Valiant, Stanford University
John Watrous, University of Waterloo
David Woodruff, Carnegie Mellon University
Yuan Zhou, Indiana University

Additional Reviewers:
Jake Abernethy
Tuqing Ai
Maryam Aliakbarpour
James Aspnes
Pablo Azar
Amos Beimel
Umang Bhaskar
Eric Blais
Ilario Bonacina
Simina Branzei
Jonah Brown-Cohen
Yang Cai
Clement Canonne
Deeparnab Chakrabarty
Eshan Chattopadhyay
Chandra Chekuri
Xi Chen
Richard Cole
Amit Daniely
Ilias Diakonikolas
Bill Fefferman
Amos Fiat
Weihao Kong
Massimo Lauria
James Lee
Yuanzhi Li
Yingyu Liang
Jinyan Liu
Florian Lonsing
Jiemiao Mao
Ilya Mironov
Cameron Musco
Christopher Musco
Rad Niazyadeh
Kobbi Nissim
Alex Olshevsky
Omer Paneth
Yuri Polyanskiy
Christos-Alexandros Psomas
Aditi Raghunathan
Ran Raz
Ilya Razenshtein
Alireza Rezaei
David Richerby
Additional Reviewers
(continued):
Yuval Filmus
Ankit Garg
Vasilis Gkatzelis
Parikshit Gopalan
Mayank Goswami
Joshua Grochow
Nima Haghpanah
Nika Haghtalab
Mohammadtaghi Hajiaghayi
Moritz Hardt
Johan Hastad
Justin Holmgren
Justin Hsu
Fotis Iliopoulos
Ziwei Ji
Frank Kammer
Daniel Kane
Ian Kash
Aggelos Kiayias
Masashi Kiyomi
Saleet Klein
Pavel Kolev
Swastik Kopparty
Pravesh Kothari
Ron Rothblum
He Sun
Xiaoming Sun
Madhur Tulsiani
Jonathan Ullman
Ruth Urner
Peter Van Emde Boas
Santosh Vempala
Thomas Vidick
Emanuele Viola
Adrian Vladu
Mor Weiss
Steven Wu
Xiaowei Wu
Haifeng Xu
Yang Yuan
Hongyang Zhang
Qin Zhang
Yuhao Zhang
Mingfei Zhao
Peilin Zhong
Xue Zhu
Barriers for Rank Methods in Arithmetic Complexity∗†

Klim Efremenko1, Ankit Garg2, Rafael Oliveira3, and Avi Wigderson4

1 Ben Gurion University of the Negev, Beer-Sheva, Israel 
klimefrem@gmail.com
2 Microsoft Research New England, 1 Memorial Dr, Cambridge, MA, USA 
garga@microsoft.com
3 Department of Computer Science, University of Toronto, 10 King’s College Road, Toronto, Canada 
rafael@cs.toronto.edu
4 Institute for Advanced Study, 1 Einstein Dr, Princeton, USA 
avi@math.ias.edu

Abstract

Arithmetic complexity, the study of the cost of computing polynomials via additions and multiplications, is considered (for many good reasons) simpler to understand than Boolean complexity, namely computing Boolean functions via logical gates. And indeed, we seem to have significantly more lower bound techniques and results in arithmetic complexity than in Boolean complexity. Despite many successes and rapid progress, however, foundational challenges, like proving super-polynomial lower bounds on circuit or formula size for explicit polynomials, or super-linear lower bounds on explicit 3-dimensional tensors, remain elusive.

At the same time (and possibly for similar reasons), we have plenty more excuses, in the form of “barrier results” for failing to prove basic lower bounds in Boolean complexity than in arithmetic complexity. Efforts to find barriers to arithmetic lower bound techniques seem harder, and despite some attempts we have no excuses of similar quality for these failures in arithmetic complexity. This paper aims to add to this study.

In this paper we address rank methods, which were long recognized as encompassing and abstracting almost all known arithmetic lower bounds to-date, including the most recent impressive successes. Rank methods (under the name of flattenings) are also in wide use in algebraic geometry for proving tensor rank and symmetric tensor rank lower bounds. Our main results are barriers to these methods. In particular,

- Rank methods cannot prove better than \(\Omega_d(n^{d/2})\) lower bound on the tensor rank of any \(d\)-dimensional tensor of side \(n\). (In particular, they cannot prove super-linear, indeed even > \(8n\) tensor rank lower bounds for any 3-dimensional tensors.)
- Rank methods cannot prove \(\Omega_d(n^{d/2})\) on the Waring rank\(^1\) of any \(n\)-variate polynomial of degree \(d\). (In particular, they cannot prove such lower bounds on stronger models, including depth-3 circuits.)

The proofs of these bounds use simple linear-algebraic arguments, leveraging connections between the symbolic rank of matrix polynomials and the usual rank of their evaluations. These

∗ This work was partially supported by NSF grants CCF-1149888, CCF-1523816, CCF-1412958, CAREER award DMS-1451191, European Community’s Seventh Framework Programme (FP7/2007-2013) under grant agreement number 257575, Simons Collaboration on Algorithms and Geometry, Simons Fellowship in Theoretical Computer Science and Siebel Scholarship.
† A full version of the paper is available at [14], https://arxiv.org/abs/1710.09502
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techniques can perhaps be extended to barriers for other arithmetic models on which progress has halted.

To see how these barrier results directly inform the state-of-art in arithmetic complexity we note the following. First, the bounds above nearly match the best explicit bounds we know for these models, hence offer an explanations why the rank methods got stuck there. Second, the bounds above are a far cry (quadratically away) from the true complexity (e.g. of random polynomials) in these models, which if achieved (by any methods), are known to imply super-polynomial formula lower bounds.

We also explain the relation of our barrier results to other attempts, and in particular how they significantly differ from the recent attempts to find analogues of “natural proofs” for arithmetic complexity. Finally, we discuss the few arithmetic lower bound approaches which fall outside rank methods, and some natural directions our barriers suggest.
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1 Introduction

Arithmetic complexity theory (often also called algebraic complexity theory) addresses the computation of algebraic objects (like polynomials, matrices, tensors) using the arithmetic field operations (and sometimes other operations like taking roots). Within computational complexity this field is nearly as old as Boolean complexity theory, which addresses the computation of discrete functions via logical operations, but of course mathematicians were interested in arithmetic computation for centuries before computer science was born. Indeed, Euclid’s algorithm for computing GCD, Gauss’ discovery of the FFT, and Abel’s impossibility result for solving quintic equations by radicals are all precursors of arithmetic complexity theory. Today algebraic algorithms pervade mathematics! Extensive surveys of this field are presented in the books [8, 52], and, more focused on the present material are the recent monographs [48, 12], as well as the book [33] which offers an algebro-geometric perspective.

Structurally, the Boolean and arithmetic theories, and especially the quest for lower bounds which we will focus on, progressed almost hand in hand. Shortly after the important discoveries of reductions and completeness leading to the definitions of \( P \), \( \text{NP} \), and complete problems for them, Valiant [51] developed the arithmetic analog notions of \( \text{VP} \), \( \text{VNP} \) and complete problems for them. Separating these pairs of classes stand as the long-term challenges of these fields, and their difficulty has led to the study of a large variety of restricted models in both. Definitions, techniques and results have propagated back and forth and inspired progress, but, all in all, we understand the arithmetic models much better. This of course comes as no surprise. In the arithmetic setting (especially over fields that are large, of characteristic zero, or are algebraically closed) the diverse tools of algebra are available, but have no analogs in the Boolean setting. Moreover, as arithmetic computation is mostly symbolic it is (essentially) more stringent than the Boolean computation of functions\(^2\); indeed, it is known that proving (a non-uniform version of) \( P \neq \text{NP} \) implies \( \text{VP} \neq \text{VNP} \) when the underlying field is \( \mathbb{C} \) [7], and thus arithmetic lower bounds are also formally easier to prove!

---

\(^2\) For example, the polynomial \( x^p - x \) over \( \mathbb{F}_p \) is nontrivial to compute, while the (identically zero) function it represents is trivial.
Despite exciting and impressive progress on arithmetic lower bounds (we will detail many later), some of the most basic questions remain open, and this seeming weakness of current techniques begs explanation, which will hopefully lead to new ones. In Boolean complexity there is a rich interplay between the discovery of the power of new techniques, and then their limitations, in the form of barrier results. Such results formally encapsulate a set of lower bound methods, and then prove (unconditional, or sometimes conditionally on natural assumptions) that these cannot solve basic questions. Well known barriers to large classes of techniques include the relativization barrier of Baker, Gill and Solovay [6], the natural proof barrier of Razborov and Rudich [45] and the algebrization barrier of Aaronson and Wigderson [2]. But there are many other important barriers, to more concrete lower bound methods, including [42, 43, 38]. Finding analogous barriers for arithmetic complexity has been much harder; while encapsulation of general lower bound techniques exists, e.g. in [20, 16, 21], there are really no proofs of their limitations (we will discuss these in the related works subsection below).

This paper provides, to the best of our knowledge, the first unconditional barrier results on a very general class of methods, capturing many of the known lower bounds, including the very exciting recent ones. We now begin to describe, through examples, the techniques we encompass under rank methods and then explain their limitations.

1.1 Sub-Additive Measures, Rank Bounds and Barriers

Throughout, we will discuss the computation of multivariate polynomials over any field, by arithmetic circuits of various forms, in a way that will not necessitate too many specific details; we will give these as needed, and give formal details in the technical sections. The examples we start with below will demonstrate many “cheap” computations may be encompassed by writing the output polynomial as a “short” sum of simpler ones. Thus lower bounds on the number of summands can yield (important) complexity lower bounds. We continue with discussing classes of such lower bound techniques, and then barrier results that put a limit on how large lower bounds such classes of techniques can prove.

Sub-additive measures

Let us start with some examples and then generalize them.

One of the earliest basic results in arithmetic complexity, due to Hyafil [26] states the following: if a homogeneous circuit of size $s$ computes an $n$-variate polynomial $f$ of degree $d$, then

$$f = g_1 + g_2 + \cdots + g_s$$

where each $g_i$ is simple, which here means highly reducible: $g_i = p_i \cdot q_i$, where the degrees of $p_i, q_i$ do not exceed $2d/3$. This result was developed towards parallelizing arithmetic computation, but can also be used for lower bounds: if we could find any sub-additive measure $\mu$ on polynomials, which is small on all possible $g_i$ but is large on $f$, we would have a lower bound on the minimum circuit size $s$ of $f$! In particular, Hyafil’s theorem implies that if the ratio of “large” and “small” values of $\mu$ is super-polynomial in $n, d$, this would imply$^3$ $\text{VP} \neq \text{VNP}$! We note that Hyafil’s theorem is today only one example of numerous other decomposition theorems of similar nature used in lower bounds, e.g. [37, 36, 41, 24] to mention a few.

$^3$ Since homogenous computation can efficiently simulate non-homogeneous one.
An even simpler example, where a similar decomposition follows directly from the definition, is tensor rank. Assume that a \(d\)-dimensional tensor (with \(n\) variables in each dimension) has rank \(s\). This means that

\[
f = g_1 + g_2 + \cdots + g_s
\]

where each \(g_i\) is simple, which here means of rank 1: \(g_i = \ell_i^{(1)} \otimes \ell_i^{(2)} \otimes \cdots \otimes \ell_i^{(d)}\), where \(\ell_i^{(j)}\) is a linear form in the variables of dimension \(j\). Again, any sub-additive measure \(\mu\) on tensors which is small on all possible rank 1 tensors \(g_i\), but is large on \(f\) would yield a lower bound on its tensor rank. This question is no less important than the previous one even though tensor rank seems like a more restricted complexity measure: Raz \[40\] proved that presenting an explicit tensor \(f\) of super-constant dimension \(d \leq \log n/\log \log n\), with a nearly-tight tensor rank lower bound of \(n^d(1-o(1))\) (which holds for most tensors) will imply \(\text{VP} \neq \text{VNP}\) (namely, explicit super-polynomial lower bounds on formulas)! We note that a similar example as tensor rank, where a decomposition suggests itself by definition, is Waring rank, where each \(g_i\) is a \(d\)-power of a linear form.

A third set of examples which directly gives such decompositions of computations is when considering bounded-depth circuits. In almost all computations one can assume without loss of generality that the top (output) gate is a plus gate, and so if a polynomial \(f\) is computed by a depth-\(h\) circuit of size \(s\), then

\[
f = g_1 + g_2 + \cdots + g_s
\]

where each \(g_i\) is simple in being of depth \(h - 1\) (and moreover, with a top product gate).

Sub-additive measures small on such simple polynomials and large on \(f\) were the key to the many successes on remarkably tight lower bounds for depth-3 and then depth-4 circuits \[36, 28, 22, 27, 17, 30, 29\]. These include the breakthrough of \((nd)^{\sqrt{d}}\) explicit lower bounds \[22\] on the size of homogeneous depth-4 circuits, which again seem much more restricted than it is: any super-constant improvement of the exponent will imply \(\text{VP} \neq \text{VNP}\)!

There are many other examples in which obtaining such decompositions as above uses extra tools like approximations, random restrictions, or iterations. Abstracting all these examples and indeed most known lower bounds in arithmetic complexity\textsuperscript{5}, can be done in a simple way. Let \(S\) be a set of simple polynomials, and let \(\hat{S}\) be their linear span. The \(S\)-complexity \(c_S(f)\) of a polynomial \(f \in \hat{S}\) is simply the smallest number \(s\) such that \(f = g_1 + g_2 + \cdots + g_s\) and each \(g_i \in S\). A sub-additive measure \(\mu\) is a function \(\mu : \hat{S} \to \mathbb{R}^+\) such that

\[
\mu(g + h) \leq \mu(g) + \mu(h)
\]

for any \(g, h \in \hat{S}\). Extending \(\mu\) to sets, denoting \(\mu(T) = \max\{\mu(g) : g \in T\}\), we can immediately derive a lower bound on \(c_S(f)\) for any polynomial \(f\) by

\[
c_S(f) \geq \mu(f)/\mu(S).
\]

Let \(\Delta_S\) denote all possible sub-additive measures on \(\hat{S}\). It is a triviality that \(c_S\) itself is a sub-additive measure in \(\Delta_S\), and hence this method can in principle provide tight lower bounds.

\textsuperscript{4} Directly generalizing matrix rank, which is the case \(d = 2\).

\textsuperscript{5} The discussion below is quite general and indeed applies to lower bounds and barriers that use sub-additive measures in practically any computational model.
bound on the complexity $c_S(f)$ for every $f$. However, the difficulty of proving lower bounds precisely means that $c_S$ is hard to understand, and so we try to “approximate it” with simpler measures $\mu \in \Delta$ for some family $\Delta \subseteq \Delta_S$ of sub-additive measures which are hopefully simpler to understand, compute and reason about.

**Barriers for sub-additive measures**

This brings us to the topic of this paper: barriers, or limits to the power of such class of lower bound methods. A barrier result for any such class of sub-additive measures $\Delta \subseteq \Delta_S$ simply asserts that $\mu(f)$ is small for every $\mu \in \Delta$ and any $f \in \hat{S}$ (whenever $\mu(S)$ is small).

The quantity

$$c(\Delta) = \mu(\hat{S})/\mu(S)$$

upper bounds the best lower bound which can be proven using any $\mu \in \Delta$ on any polynomial $f \in \hat{S}$, simply as $\mu(f) \leq c(\Delta) \cdot \mu(S)$ for all of them.

Of course, concrete lower bounds are obtained using specific measures $\mu$, and there is always hope that a clever variant of such a choice will give even better bounds; indeed, much of the progress in lower bounds is of this nature. The quality of barrier result is in classifying as large as possible a class of measures $\Delta$, which captures many complexity measures, such that either $c(\Delta)$ is close to the best known lower bounds, or it is well separated with a “desired” lower bound (e.g. one that would approach the complexity of a random polynomial, or that would significantly improve the state of art). In this paper we focus on rank methods, which we turn to describe now.

**Rank methods**

The rank function of matrices, is at once extremely well studied and understood in linear algebra, and is sub-additive. This has made numerous (implicit and explicit) choices of sub-additive measures, for a variety of computational models, to be defined via matrix rank, as follows. Fix a field $F$, and let $\text{Mat}_m(F)$ denote the set of all $m \times m$ matrices over $F$. Fix the set of (simple) polynomials $S$, (and thereby also their span $\hat{S}$) as before. Define the class $\Delta^S_0 \subseteq \Delta_S$ to be the set of sub-additive measures $\mu$ which arise in the following way. Let $L : S \to \text{Mat}_m(F)$ be any linear map for some integer $m$. Namely, for all $g,h \in S$ (and hence also in $\hat{S}$) we have $L(g + h) = L(g) + L(h)$, and that $L(bg) = L(g)$ for any non-zero constant $b \in F$. Define

$$\mu_L(f) = \text{rank}_F(L(f)).$$

Clearly, all these $\mu_L \in \Delta^S_0$ are sub-additive measures on $S$. We call the elements of $\Delta^S_0$ as rank methods for $S$.

As mentioned, rank methods abound in arithmetic (and other) lower bounds. The possibly familiar names including partial derivatives, shifted partial derivatives, evaluation dimension, coefficient dimension which are used e.g. in these lower bounds for monotone, non-commutative, homogeneous, multilinear, bounded-depth and other models [37, 49, 42, 36, 28, 22, 27, 15, 17, 30, 29] are all rank methods, and in many of these papers are explicitly stated as such. Moreover, in algebraic geometry, rank methods (usually called flattenings) are responsible for almost all tensor rank and symmetric tensor rank lower bounds (see e.g. [33]).

What should be stressed is that rank methods are extremely general. We do not restrict the size $m$ of matrices used in any way (and indeed in some applications, like shifted partial derivatives [22], $m$ grows super exponentially in the basic size parameters $n,d$). Moreover,
we demand no explicitness in the specification of the linear map $L$ (and indeed, in some applications, like the multilinear formula lower bounds in [39, 41] the map is chosen at random). The barrier results hold for all.

We prove barrier results for two classes of very weak computational models, tensor rank and Waring rank, which are very special cases of (respectively) multilinear and homogeneous depth-3 circuits (which themselves are the weakest class of circuits studied\(^6\)). As with all barrier results, the weaker the model for which they are proved, the better, as they scale up for stronger models automatically! As discussed above, we will compare our barriers both to the state-of-art lower bounds in these models, as well to the best one can hope for, namely the complexity of random polynomials.

1.2 Main results

Our results below work for infinite fields $\mathbb{F}$.\(^7\) We start with tensor rank, and proceed with Waring rank, which may be viewed as a symmetric version of tensor rank. In both cases, our barrier results nearly match (up to a function of $d$, the degree\(^8\)) the best explicit lower bounds (obtained by rank methods), and are roughly quadratically away from the (desired) lower bounds that hold for random polynomials.

Tensor rank

Tensors abound in mathematics and physics, and have been studied for centuries. We refer the reader to the book [32] for one good survey. From a computational perspective tensors have been extremely interesting as well, as many problems naturally present themselves in tensor form. In arithmetic complexity they are often called set-multilinear polynomials. While 2-dimensional tensors, namely matrices, are very well understood, $d$-dimensional tensors possess far less structure, and one way this is manifested is that the problem of computing tensor rank of 3-dimensional tensors is already $\text{NP}$-complete [23]. Many special cases, approximations and related decompositions of tensors were studied, especially recently with machine learning applications [11, 35, 5, 25, 18]. Let us define the model and problem formally.

Fix $n,d$. The family of polynomials of interest here is $\hat{S} = \text{Ten}_{n,d}(\mathbb{F})$, namely degree $d$ polynomials in $d$ sets of $n$ variables (so, total of $nd$ variables), in which each monomial has precisely one variable from each set. The coefficients of a tensor are naturally described by an $[n]^d$ box with entries from $\mathbb{F}$. The simple polynomials $S$ are rank-1 tensors, namely those which are products of $d$ linear forms, one in each set of variables (equivalently, the coefficients are described by the tensor product of $d$ vectors). The tensor rank of a tensor $f$ is the smallest number of rank-1 tensors which add up to it.

Most tensors have rank about $n^{d-1}/d$. Explicit lower bounds are way worse. It is trivial to construct an explicit $d$-dimensional tensor of rank $n^{(d/2)}$, and the best known lower bound is only a factor of 2 larger. Specifically, [4] give an explicit tensor with 0,1 coefficients of tensor rank at least $2n^{(d/2)} + n - d \log n$. Note in particular that the best lower bound for $d = 3$ is about $3n$. Although the lower bounds of [4] are not attained via a rank method, many other lower bounds for tensor rank are attained via a rank method in $\Delta_0^p$ ($T$ for

\(^6\) As depth-2 circuits simply represent polynomials trivially, as sums of monomials.

\(^7\) Our results below hold for all large enough fields $\mathbb{F}$ (polynomial in $n,m,d$), however, in most cases the dimension $m$ of the matrices is exponentially large in the parameters of interest – that is, $n,m$.

\(^8\) Which is a constant in the very interesting cases where the degree $d$ is a constant!
Tensor), namely using a sub-additive measure in the class of rank methods [34, 31]. Our barrier result proves that no bound better $2^d \cdot n^{[d/2]}$ can be proven by rank methods, and in particular for $d = 3$, they cannot beat $8n$ (a factor 8/3 away from the best explicit lower bound!).

\begin{itemize}
  \item **Theorem 1** (Statement of Theorem 3). $c(\Delta_T^0) \leq 2^d \cdot n^{[d/2]}$.
\end{itemize}

**Waring rank**

The Waring problem has a long history in mathematics, first in its number theoretic form initiated by Waring [53] in 1770 (writing integers as short sums of $d$-powers of other integers), and then in its algebraic form we care about, initiated by Sylvester [50] in 1851 (writing polynomials as short sums of powers of linear forms). Some of the basic questions (computing this minimum for monomials and for random polynomials) were only very recently resolved, using algebraic geometric techniques [10, 3]. In arithmetic complexity this model is often referred to as depth-3 powering circuits. Let us formalize the problem.

Fix $n, d$. The family of polynomials of interest here is $\hat{S} = \text{poly}_{n,d}$, all $n$-variate polynomials of total degree $d$. The simple generating set $S$ we care about here is the set of all $d$-powers, namely all polynomials of the form $\ell^d$, where $\ell$ is an affine function in the $n$ given variables. So, $c_S(f)$ is the smallest number $s$ such that $f$ can be written as a sum of such $d$ powers.

For most polynomials, the Waring rank was settled by [3], and is about $(n-1)^d$ for $d$ much smaller than $n$, and is precisely

$$\left[\frac{1}{n} \cdot \binom{n+d-1}{n-1} \right].$$

It is trivial to find an explicit $f \in \text{poly}_{n,d}$ whose Waring rank is $\Omega(n^{[d/2]})$, and the best known lower bound, due to [19] (again via rank method in $\Delta_W^0$), is only a little better,

$$\binom{n+\lceil d/2 \rceil - 1}{\lceil d/2 \rceil} + \lceil n/2 \rceil - 1.$$

Our barrier result proves that rank methods cannot improve this lower bound even by a factor of roughly $d$.

\begin{itemize}
  \item **Theorem 2** (Barriers for Waring Rank\footnote{A proof of this theorem appears in the full version of the paper [14]}). $c(\Delta_W^0) \leq (d+1) \cdot \binom{n+\lceil d/2 \rceil}{n}.$
\end{itemize}

### 1.3 High-level ideas of the proof

As mentioned, the proofs of our barrier results use only simple tools of linear algebra (although their use and combination is a bit subtle). Here are the key ideas of the proof, written abstractly in the general notation established above (again, we believe that they can be applied in other settings beyond the two we consider in this paper).

Consider any simple set $S$ of polynomials, and rank methods $\Delta_0^S$ for it. Thus, we need to provide an upper bound on the quantity $c(\Delta_S^0)$, namely on the ratio $\mu_L(f)/\mu_L(S)$ for every $f \in \hat{S}$, and every linear map $L : S \to \text{Mat}_m(\mathbb{F})$. Set $\mu = \mu_L(S)$. 

\footnote{A proof of this theorem appears in the full version of the paper [14]}
We view linear map $L$, which gives rise to a sub-additive measure in $\Delta_0^D$, as a matrix polynomial, namely as a polynomial with matrix coefficients, or equivalently as a symbolic matrix whose entries are polynomials. The variables of these polynomials will be the parameters of the family of simple polynomials $S$ (these parameters are the coefficients of the linear forms appearing in the decompositions in both the tensor rank and Waring rank settings). Call this symbolic matrix $L(S)$.

Next, the symbolic rank of $L(S)$ (over the field of rational functions in these variables) is bounded by the maximum rank of any evaluation of this matrix polynomial (this is the only place we use the fact that the field is large enough). By assumption, as these evaluations are all in the image of $L$ on the simple polynomials $S$, this maximum rank is at most $r$, and so is the symbolic rank.

The symbolic rank gives rise to a decomposition $L(S) = KM$ with $M, K$ having dimensions $m \times r$ and $r \times m$ respectively, and their entries are rational functions in the variables appearing in $L(S)$. We show that with a small loss in the dimension $r$, this affords a much nicer decomposition $L(S) = K'M'$, with dimensions $m \times r'$ and $r' \times m$ respectively, but now the entries of $K', M'$ are polynomial functions of the variables. Moreover, the polynomials in every column of $K'$ and every row of $M'$ are homogeneous of the same degree. For tensor rank we obtain $r' = r 2^d$, and for Waring rank we have $r' = r(d + 1)$.

As all entries in matrix $L(S)$ are polynomials of degree $d$, we must have for every $i \in [r']$, that either the $i$'th column of $K'$ or the $i$'th row of $M'$ have degree at most $\lceil d/2 \rceil$. The dimension of the space of (vector) coefficients of these vectors of polynomials is an appropriate function $D$ of $n, d$ (which in both cases we care about is about $n^{\lceil d/2 \rceil}$). Each such vector of polynomials generates at most $D$ constant vectors of their coefficients. Combining what we have, we see that for every $g \in S$, we have a decomposition $L(g) = C(g) + R(g)$, where the columns of $C(g)$ are spanned by at most $r'D$ vectors independent of $g$, and the rows of $R$ are spanned by at most $r'D$ vectors independent of $g$ (indeed the total number of these vectors is $r'D$). This gives an upper bound of $r'D$ on the rank of each $L(g)$, which of course is not interesting as we already have an upper bound of $r$ on each.

The punchline is obtained by using the linearity of $L$, and the fact that $\hat{S}$ is the linear span of $S$. Together, these imply that every matrix $L(f)$ with $f \in \hat{S}$ is also in the linear span of the matrices $\{L(g) : g \in S\}$, and so the same decomposition holds for them. Thus, the rank of each $L(f)$ is at most $r'D$, which is a bound on $\mu_L(\hat{S})$. Thus, $c(\Delta_0^D) \leq r'D/r$.

In the two settings we consider, $D$ is roughly the best known explicit lower bound, and $r'/r$ is a function of $d$ (namely, $d + 1$ for Waring rank, and $2^d$ for tensor rank).

### 1.4 Related Work

We now mention other attempts to provide barriers to arithmetic circuit lower bounds. We also mention rank lower bounds in Boolean complexity, and barriers for them. As will be evident, our work is very different than both sets.

All barrier results we are aware of in arithmetic complexity theory attempt to find analogs of the natural proof barrier in Boolean circuit complexity of Razborov and Rudich [45]. Roughly, a lower bound technique is natural if it satisfies three properties: usefulness, constructively, largeness which we will not need to define. They show how many Boolean circuit lower bound techniques satisfy these properties. Now crucially, the barrier results for natural proofs in the Boolean setting are conditional: they hold under a computational assumption on the existence of efficient pseudorandom generators. In this setting, this assumption is widely believed, and is known to follow from e.g. the existence of exponentially hard one-way functions (one which the world relies for cryptography and e-commerce).
In several works, starting with [1, 20], and following with the recent [16, 21], it was understood that an analogous framework with the same three properties is simple to describe (replacing the representation of Boolean functions by their truth tables by the representation of low-degree multivariate polynomials by their list of coefficients). And indeed, it captures essentially all arithmetic lower bounds known. Unfortunately, the main difference from the Boolean setting is the non-existence of an analogous pseudo-randomness theory, and a believable complexity assumption. Several suggestions for such an assumption were made in the works above, and as articulated in [16, 21], they all take the form of the existence of succinct hitting sets for small arithmetic circuits (indeed, such existence is equivalent to a barrier result). This assumption is related to PIT (polynomial identity testing) and GCT (geometric complexity theory), but the confidence in it is still shaky (initial work in [16] shows succinct hitting sets against extremely weak models of arithmetic circuits). But regardless how believable this assumption is, note that this barrier is again, conditional!

As mentioned earlier, our barrier results are completely unconditional, and moreover require no constructivity from the lower bound proof (thus capturing methods which are not strictly natural in the sense above). On the other hand, our framework of rank methods capture only a large subset, but certainly not all of the known lower bound techniques.

It is interesting that rank methods were used not only in arithmetic complexity, but also in Boolean complexity. While not directly related to our arithmetic setting, we mention where it was used, and which barriers were studied. First, Razborov has used the rank of matrices in an essential way for his lower bound on $AC^0$ [2] (although an elegant route around it was soon after devised by Smolensky [49]). In another work, Razborov [44] has shown how rank methods can be used to prove superpolynomial lower bounds on monotone Boolean formulas. His methods were recently beautifully extended to other monotone variants of other models including span programs and comparator circuits in [46]. The potential of such methods to proving non-monotone lower bounds for Boolean formulas was considered by Razborov [42], where he proves a strong barrier result in this Boolean setting. Observing that rank is a submodular function, he presents a barrier for any submodular progress measure on Boolean formulae: no such method can prove a super-linear lower bound! His barrier was recently made more explicit in [38].

1.5 Organization

In Section A we establish the notation that will be used throughout the paper and provide some lemmas which we will need in the later sections. In Section B, we establish the main technical content of our paper: we define three notions of matrix decomposition and relate these new definitions to commutative rank. In Section 2, we apply the new decompositions from Section B to obtain the main results of the paper, which are the limitations of the rank techniques. Finally, in Section 3 we conclude the paper and present some open questions and future directions of this work.

2 Rank Bounds

In this section, we show how the matrix decomposition techniques developed in Section B can be used to establish barriers to rank-based methods used to prove lower bounds for tensor rank.\(^{10}\)

\(^{10}\)For our results on barriers for Waring rank and constant depth circuits, please see the full version of the paper [14].
We show that any linear map, denoted here by $L : \text{Ten}_{n,d}(\mathbb{F}) \to \text{Mat}_m(\mathbb{F})$, for which $\text{rank}(L(u_1 \otimes \cdots \otimes u_d)) \leq r$ for all rank one tensors has the property that $\text{rank}(L(T)) \leq r \cdot 2^d \cdot n^{d/2}$ for any tensor $T \in \text{Ten}_{n,d}(\mathbb{F})$. This in turn, implies that such a technique cannot yield better lower bounds than

$$\text{rank}(T) > 2^d \cdot n^{d/2}$$

for any explicit tensor $T \in \text{Ten}_{n,d}(\mathbb{F})$.

To put this matter into perspective, it is very easy to obtain explicit tensors $T \in \text{Ten}_{n,d}(\mathbb{F})$ whose tensor rank is lower bounded by $\text{rank}(T) \geq n^{d/2}$. For instance, one can just take a full-rank matrix in $\text{Mat}_{n^{d/2}}(\mathbb{F})$. Nevertheless, despite much work on tensor rank lower bounds, the best lower bounds for the rank of explicit tensors are still of the form $\Omega(n^{d/2})$, as seen in the works [9, 4, 32].

On the other hand, it is well-known, see for instance [33], that a random tensor has rank on the order of $\frac{n^{d-1}}{d}$. Thus, our paper shows that rank-based methods for proving tensor rank lower bounds will not suffice to prove strong tensor lower bounds. We now state the main theorem of this section.

**Theorem 3 (Tensor Rank Upper Bounds).** Let $m, n \in \mathbb{N}$ be positive integers and $L : \text{Ten}_{n,d}(\mathbb{F}) \to \text{Mat}_m(\mathbb{F})$ be a linear map such that each rank one tensor $u_1 \otimes \cdots \otimes u_d$ is mapped into a matrix $L(u_1 \otimes \cdots \otimes u_d)$ such that

$$\text{rank}(L(u_1 \otimes \cdots \otimes u_d)) \leq r.$$  

Then it holds that

$$\text{rank}(L(f)) \leq r \cdot 2^d \cdot n^{d/2}$$

for any tensor $f \in \text{Ten}_{n,d}(\mathbb{F})$.

**Proof.** Let $x_1 \otimes \cdots \otimes x_d$ be a generic rank one tensor, where $x_i = (x_{i1}, \ldots, x_{im})$, with $x_{ij}$ being variables which take values from $\mathbb{F}$, for all $i \in [d]$. Additionally, let $x = (x_1, \ldots, x_d)$, that is, $x$ is the set of all variables involved, taking into account the partitions of the variables. As the map $L : \text{Ten}_{n,d}(\mathbb{F}) \to \text{Mat}_m(\mathbb{F})$ is a linear map, we must have that

$$L(x_1 \otimes \cdots \otimes x_d) = \sum_{i_1, i_2, \ldots, i_d = 1}^{n} A_{i_1, i_2, \ldots, i_d} \prod_{j=1}^{d} x_{ij},$$

where each $A_{i_1, i_2, \ldots, i_d} \in \text{Mat}_m(\mathbb{F})$ is a complex $m \times m$ matrix.\(^{11}\) Hence, $M(x) = L(x_1 \otimes \cdots \otimes x_d)$ is a matrix with set-multilinear polynomial entries, where each polynomial is set-multilinear over the sets of variables $x_1, \ldots, x_d$.

By Lemma 10 and the assumption that $\text{rank}(L(u_1 \otimes \cdots \otimes u_d)) \leq r$ for any multiset of vectors $u_i \in \mathbb{F}^m$, we have that

$$\text{rank}_{\mathbb{F}(x)}(L(x_1 \otimes \cdots \otimes x_d)) \leq r.$$  

In this case, the conditions of Lemma 17 apply and therefore there exist $R \leq r \cdot 2^d$ vectors of homogeneous set-multilinear polynomials $f_i(x), g_i(x) \in \mathbb{F}[x]$ for which

$$M(x) = \sum_{i=1}^{R} f_i(x) \otimes g_i(x).$$

\(^{11}\) One can see this by looking at the standard basis of the space $\text{Ten}_{n,d}(\mathbb{F})$ given by tensoring the standard basis vectors $e_{i_1} \otimes \cdots \otimes e_{i_d}$. 
Moreover, for all \( i \in [R] \), there exists a set \( S_i \) such that \( f_i(x) \) is set-multilinear with respect to the partition \( (x_j)_{j \in S_i} \), and \( g_i(x) \) is set-multilinear with respect to the partition \( (x_j)_{j \in [d] \setminus S_i} \). Thus, \( \deg(f_i) + \deg(g_i) \leq d \), which implies that \( \min(\deg(f_i), \deg(g_i)) \leq \lceil d/2 \rceil \), for each \( i \in [R] \). This bound on the minimum degree, combined with Corollary \( \ref{cor:unconditional} \) and the fact that \( f_i(x) \) and \( g_i(x) \) are set-multilinear, yield

\[
\text{rank}(C(f_i(x) \otimes g_i(x))) \leq n^{\lceil d/2 \rceil}.
\]

As \( \text{rank}(C(M(x))) \leq \sum_{i=1}^{R} \text{rank}(C(f_i(x) \otimes g_i(x))) \), we have that

\[
\text{rank}(C(M(x))) \leq R \cdot n^{\lceil d/2 \rceil}.
\]

To finish the proof, it is enough to show that \( L(f) \in C(M(x)) \), for any \( f \in \text{Ten}_{n,d}(\mathbb{F}) \).

For any rank one tensor \( u_1 \otimes \cdots \otimes u_d \), we have that \( L(u_1 \otimes \cdots \otimes u_d) \in C(M(x)) \), as \( L(u_1 \otimes \cdots \otimes u_d) = M(u) \). As any element \( f \in \text{Ten}_{n,d}(\mathbb{F}) \) can be written as a linear combination of rank one tensors and by linearity of \( L \), we have that

\[
L(f) \in \text{span} \{L(u_1 \otimes \cdots \otimes u_d) \mid u_1, \ldots, u_d \in \mathbb{F}^n\} \subseteq C(M(x)).
\]

Thus, \( L(f) \in C(M(x)) \) and we have that

\[
\text{rank}(L(f)) \leq \text{rank}(C(M(x))) \leq R \cdot n^{\lceil d/2 \rceil},
\]

as we wanted. \( \Box \)

The theorem above implies the following barrier on rank-based techniques.

**Corollary 4.** Let \( m, n \in \mathbb{N} \) be positive integers and \( L : \text{Ten}_{n,d}(\mathbb{F}) \to \text{Mat}_m(\mathbb{F}) \) be a linear map (i.e., a flattening). Then, any rank methods which use this linear map cannot prove lower bounds better than

\[
\text{rank}(f) > 2^d \cdot n^{\lceil d/2 \rceil}
\]

for any tensor \( f \in \text{Ten}_{n,d}(\mathbb{F}) \).

## 3 Conclusion and Open Problems

In this paper, we prove the first unconditional barrier for a wide class of lower bound techniques for tensor rank as well as the Waring rank of a polynomial. In particular, for 3-dimensional tensor rank, we show for the first time that a wide class of techniques cannot improve a known linear lower bound (of \( 2n \)) even beyond \( 8n \). Additionally, we provide an explicit instantiation of the rank method for depth-3 circuits, suggesting it will either help prove better lower bounds, or help develop a barrier for this model that explains the difficulty of proving better lower bounds.

We now provide a list of interesting directions for further research, both on the computational side as well as on the mathematical side.

1. Expand the set of methods for which unconditional barrier results be proven in arithmetic complexity theory, beyond the rank methods we study in this paper. In particular, can they be expanded to the use of non-linear mappings \( L \), possibly of low degree?
2. Expand the set of arithmetic models for which barriers can be established for rank methods, beyond the two models studied here.
3. In some sense, rank methods “flatten” polynomials of degree \( d > 2 \) into matrices (in 2 dimensions), in a similar fashion flattening methods in algebraic geometry are used (for very similar purposes). Can this connection be further formalized and used?
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A Preliminaries

In this section, we establish the notation which will be used throughout the paper and some important background which we shall need to prove our claims in the next sections.

A.1 General Facts and Notations

For simplicity of exposition, we will work over a field $\mathbb{F}$ which is algebraically closed and of characteristic zero, even though our results also hold over infinite fields which need not be algebraically closed.\footnote{In general, we only need a field with characteristic polynomial in the number of variables, the degree of the polynomials and the dimension of matrices being studied. We cannot work over field extensions, as we need to use Lemma 10 over the base field.} From now on we will use boldface to denote a vector of variables or of field elements. For instance, $\mathbf{x} = (x_1, \ldots, x_n)$ is the vector of variables $x_1, \ldots, x_n$ and $\mathbf{a} = (a_1, \ldots, a_n) \in \mathbb{F}^n$ is a vector of elements $a_1, \ldots, a_n$ from the field $\mathbb{F}$.

For any vector of non-negative integers $\mathbf{a} \in \mathbb{N}^n$ and a vector of $n$ variables $\mathbf{x}$, we define $\mathbf{a}! = \prod_{i=1}^{n} a_i!$ and $\mathbf{x}^\mathbf{a} = \frac{1}{\mathbf{a}!} \prod_{i=1}^{n} x_i^{a_i}$. Since the monomials $\mathbf{x}^\mathbf{a}$, $\mathbf{a} \in \mathbb{N}^n$, form a linear basis for the ring of polynomials $\mathbb{F}[\mathbf{x}]$, we can write any polynomial $f(\mathbf{x}) \in \mathbb{F}[\mathbf{x}]$ as

$$f(\mathbf{x}) = \sum_{\mathbf{a} \in \mathbb{N}^n} \alpha_\mathbf{a} \mathbf{x}^\mathbf{a}.$$
We will denote the coefficients of the polynomial \( f(x) \) by \( \text{coeff}_a(f(x)) = a_a \).

The degree of a polynomial \( f(x) \in \mathbb{F}[x] \) with respect to a variable \( x_i \), denoted by \( \text{deg}_i(f(x)) \), is the maximum degree of \( x_i \) in a nonzero monomial of \( f(x) \). If \( \text{deg}_i(f(x)) \leq 1 \) for every variable \( x_i \), we say that the polynomial \( f(x) \) is a \textit{multilinear} polynomial. Moreover, if \( f(x) \) is multilinear and the variables in \( x \) can be partitioned into sets \( x_1, \ldots, x_d \) such that each monomial from \( f(x) \) has at most one variable from each of the sets \( x_i \), we say that \( f(x) \) is a \textit{set-multilinear} polynomial.

\textbf{Definition 5 (Homogeneous Components).} For a polynomial \( f(x) \), denote its homogeneous part of degree \( t \) by \( H_t[f(x)] \). Additionally, define

\[
H_{\leq t}[f(x)] = \sum_{i=0}^{t} H_i[f(x)],
\]

that is, \( H_{\leq t}[f] \) is the sum of the homogeneous components of \( f(x) \) up to degree \( t \). We can extend this definition to matrices of polynomials in the natural way. Namely, if \( f(x) \) is a matrix of polynomials of the form \((f_{ij}(x))_{i,j}\), we define \( H_t[f(x)] = (H_t[f_{ij}(x)])_{i,j} \), that is, \( H_t[f(x)] \) is the matrix given by the homogeneous components of degree \( t \) of each entry of \( f(x) \).

\textbf{Definition 6 (Homogeneous Set Multilinear Components).} Let \( x = (x_1, \ldots, x_d) \) be a set of variables, partitioned into \( d \) sets of variables \( x_1, \ldots, x_d \). For a polynomial \( f(x) \) of degree \( d \), let \( H^S_{\leq t}[f(x)] \) denote its homogeneous set-multilinear part corresponding to subpartition \( S \subseteq [d] \). That is, \( H^S_{\leq t}[f(x)] \) consists of all monomials (with the appropriate coefficients) of \( f(x) \) of degree exactly \(|S|\) which are set-multilinear with respect to the partition \((x_i)_{i \in S}\).

The following lemma tells us that any nonzero polynomial cannot vanish on a large portion of any sufficiently large grid.

\textbf{Lemma 7 (Schwartz-Zippel-DeMillo-Lipton [47, 54, 13]).} Let \( \mathbb{F} \) be any field such that \(|\mathbb{F}| > d \) and let \( S \subseteq \mathbb{F} \) be such that \(|S| > d \). If \( p(x) \in \mathbb{F}[x] \) is a nonzero polynomial of degree \( d \), then

\[
\Pr_{a \in S^d} [p(a) = 0] \leq \frac{d}{|S|}.
\]

\section{A.2 Matrix Spaces}

In this section, we introduce the concept of matrix spaces and establish some of their important properties which we will use in the next sections. We begin by establishing some notations for matrices and tensors.

If \( V \) is a vector space of dimension \( n \) over a field \( \mathbb{F} \), we can identify \( V = \mathbb{F}^n \). In this case, we denote the \( d^{th} \) tensor power of \( V \) by \( \text{Ten}_{n,d}(\mathbb{F}) = V^{\otimes d} \). We denote the space of \( n \times n \) matrices \( V^{\otimes 2} \) by \( \text{Mat}_n(\mathbb{F}) = \text{Ten}_{n,2}(\mathbb{F}) \). Sometimes we will abuse notation and write \( \text{Mat}_n(R) \) for the ring of matrices whose entries take value over a ring \( R \).

A tensor \( T \in \text{Ten}_{n,d}(\mathbb{F}) \) is a rank-1 tensor if it can be written in the form \( T = v_1 \otimes \cdots \otimes v_d \), where each \( v_i \in \mathbb{F}^n \). Given any tensor \( T \in \text{Ten}_{n,d}(\mathbb{F}) \), its rank over \( \mathbb{F} \) (denoted by \( \text{rank}_\mathbb{F}(T) \)) is the minimum number \( r \) of rank-1 tensors \( T_1, \ldots, T_r \) such that \( T = T_1 + \cdots + T_r \). Whenever the base field is clear from context, we will denote \( \text{rank}_\mathbb{F}(T) \) simply by \( \text{rank}(T) \).

If \( M_1, \ldots, M_k \) are matrices in \( \text{Mat}_n(\mathbb{F}) \) and \( x_1, \ldots, x_k \) are commuting variables, we denote \( \text{rank}_{\mathbb{F}}(x_1, \ldots, x_k) \left( \sum_{i=1}^{k} x_i M_i \right) \) the \textit{symbolic rank} of the matrix \( \sum_{i=1}^{k} x_i M_i \),
Definition 8 (Rank of a Set of Matrices). If $\mathcal{M} \subseteq \text{Mat}_m(\mathbb{F})$ is a set of $m \times m$ matrices over the field $\mathbb{F}$, define
\[
\text{rank}(\mathcal{M}) = \max_{M \in \mathcal{M}} \text{rank}(M).
\]
That is, the rank of the set $\mathcal{M}$ is given by the maximum rank (over $\mathbb{F}$) among its elements.

The symbolic rank is important as it characterizes the rank of a linear space of matrices, as seen in the following proposition.

Proposition 9. Let $\mathcal{M} \subseteq \text{Mat}_m(\mathbb{F})$ be a space of matrices. If $M_1, \ldots, M_m$ is a basis for $\mathcal{M}$ and $x_1, x_2 \ldots x_m$ are variables then
\[
\text{rank}(\mathcal{M}) = \text{rank}_{\mathbb{F}}(x_1 \ldots x_m) \left( \sum_{i=1}^{m} x_i M_i \right).
\]

The proposition above, together with Lemma 7, imply the following lemma:

Lemma 10 (Rank Upper Bound on Polynomial Matrices). Let $\mathbf{x} = (x_1, \ldots, x_n)$. If $M(\mathbf{x}) \in \text{Mat}_m(\mathbb{F}[\mathbf{x}])$ is a matrix such that $\text{rank}_{\mathbb{F}}(M(\mathbf{a})) \leq r$ for all $\mathbf{a} \in \mathbb{F}^n$, then $\text{rank}_{\mathbb{F}[\mathbf{x}]}(M(\mathbf{x})) \leq r$.

The following proposition shows one way in which a linear space of matrices is of low rank. This decomposition and its variants will be very useful to us throughout the paper.

Proposition 11. Let $\mathcal{M} \subseteq \text{Mat}_m(\mathbb{F})$ be a vector space of matrices such that $\mathcal{M} = \text{span}(U \otimes V)$, where $U, V \subseteq \mathbb{F}^m$ are vector spaces of dimensions $r$ and $s$, respectively. Then,
\[
\text{rank}(\mathcal{M}) = \min(r, s).
\]

A.3 Coefficient Spaces and Their Properties

As we saw in Section 1.3, linear spaces of matrices may possess special structure if they are generated by the coefficients of a matrix of polynomials. This observation, together with the definition below, are crucial in obtaining upper bounds for the rank techniques which we study.

Definition 12 (Coefficient Space). Let $M(\mathbf{x}) \in \mathbb{F}[\mathbf{x}]^{m \times k}$ be a symbolic matrix of polynomials. Considering the monomial basis $\{\mathbf{x}^e\}_{e \in \mathbb{N}^n}$ for the space $\mathbb{F}[\mathbf{x}]$, we can write $M(\mathbf{x}) = \sum_{e \in \mathbb{N}^n} M_e \cdot \mathbf{x}^e$, where each $M_e \in \mathbb{F}^{m \times k}$ is a matrix of field elements. We define the coefficient space of $M(\mathbf{x})$, denoted by $\mathcal{C}(M(\mathbf{x}))$, as the vector space spanned by the vectors $M_e$. That is,
\[
\mathcal{C}(M(\mathbf{x})) = \text{span} \{M_e \mid e \in \mathbb{N}^n\}.
\]

Note that $\mathcal{C}(M(\mathbf{x})) \subseteq \mathbb{F}^{m \times k}$.

Having the definition above, we proceed to show some nice properties of the coefficient space of a matrix of polynomials.

Proposition 13. Let $\mathbf{x} = (x_1, \ldots, x_d)$ be a set of $nd$ variables, partitioned into $d$ sets of $n$ variables each, denoted by $\mathbf{x}_i$. If $f(\mathbf{x}) \in \mathbb{F}[\mathbf{x}]^m$ is a vector of homogeneous and set-multilinear polynomials of degree $d$, with respect to the partition $\mathbf{x} = (x_1, \ldots, x_d)$, then
\[
\dim(\mathcal{C}(\mathbf{f}(\mathbf{x}))) \leq n^d.
\]
By using this new proposition and Proposition 11, we have the following corollary:

**Corollary 14.** Let \( x = (x_1, \ldots, x_d) \) be a set of \( nd \) variables, partitioned into \( d \) sets of \( n \) variables each, denoted by \( x_i \). Additionally, let \( S_f \cup S_g = [d] \) be a partition of the set \([d]\) such that \(|S_f| = d_f\) and \(|S_g| = d_g\). If \( f(x), g(x) \in \mathbb{F}[x]^m \) are vectors of homogeneous set-multilinear polynomials, where \( f(x) \) is partitioned with respect to the variables \((x_i)_{i \in S_f}\) and \( g(x) \) is partitioned with respect to the variables \((x_i)_{i \in S_g}\), then we have:

\[
\text{rank}(\mathcal{C}(f(x) \otimes g(x))) \leq \min \{n^{d_f}, n^{d_g}\}.
\]

**B Restricted Forms of Symbolic Matrix Rank Decompositions**

If some matrix \( M \) over a field \( \mathbb{F} \) has rank \( r \), then we can write \( M \) as sum of \( r \) matrices \( M = M_1 + \ldots + M_r \), where each \( M_i \) is a rank one matrix over \( \mathbb{F} \), and thus can be written as \( M_i = u_i \otimes v_i \), where \( u_i, v_i \) are vectors over \( \mathbb{F} \). In this section we would like to discuss what happens when we impose additional conditions on the matrix \( M \) and on the rank one matrices \( M_i \).

For instance, let \( M(x) \in \text{Mat}_m(\mathbb{F}[x]) \) be a matrix of homogeneous polynomials of degree \( d \) such that \( \text{rk}_{\mathbb{F}(x)}(M) = r \). We want to know the minimal \( r' \) such that \( M(x) \) can be written as sum of \( r' \) matrices \( M_i(x) \) of rank one, where each \( M_i(x) \) decomposes as \( u_i(x) \otimes v_i(x) \) for \( u_i(x), v_i(x) \in \mathbb{F}[x]^m \) being vectors of homogeneous polynomials. Notice that this decomposition imposes the condition that the vectors \( u_i(x), v_i(x) \) be vectors of homogeneous polynomials, whereas in the general rank decomposition these vectors could be vectors of rational functions, that is, elements of \( \mathbb{F}(x)^m \).

In this section, we define one non-standard notion of rank, along with some properties which will be useful to us in the main sections of the paper. We begin with the definition of set-multilinear rank.

**Definition 15 (Set-Multilinear Rank).** Let \( x = (x_1, \ldots, x_d) \) be a set of variables, partitioned into sets of variables \( x_i \), and \( M(x) \in \text{Mat}_m(\mathbb{F}[x]) \) be a matrix with polynomial entries such that each entry \( M_{ij}(x) \) is a homogeneous set-multilinear polynomial of degree \( d \), where the partition is given by \( x \).

The set-multilinear rank of \( M(x) \), denoted by \( \text{sm-rank}(M(x)) \), is the smallest integer \( r \) for which there exist \( r \) pairs of vectors \( f_i(x), g_i(x) \in \mathbb{F}[x]^m \) such that

\[
M(x) = \sum_{i=1}^{r} f_i(x) \otimes g_i(x),
\]

where:
- \( f_i(x) \) and \( g_i(x) \) are homogeneous vectors of set-multilinear polynomials,
- for each \( i \in [r] \), there exists a partition \( S_f^i \cup S_g^i = [d] \) of the set \([d]\) such that \( f_i(x) \) is set-multilinear with respect to the variables \((x_j)_{j \in S_f^i}\) and \( g_i(x) \) is set-multilinear with respect to the variables \((x_j)_{j \in S_g^i}\).

In particular, \( \deg(f_i(x)) + \deg(g_i(x)) = d \).

Now that we have a notion of rank, we will need the following decomposition lemma to prove that low rank matrices must also have low set-multilinear rank. Let \( M(x) \in \text{Mat}_m(\mathbb{F}[x]) \) be a matrix whose entries are homogeneous polynomials of degree \( d \). The following lemma shows that if \( \text{rank}(M(x)) = r \), then it can be written as the homogeneous component of degree \( d \) of a sum of \( r \) rank one matrices with polynomial entries.
Lemma 16 (Symbolic Matrix Decomposition Lemma). Let $M(x) \in \text{Mat}_m(F[x])$ be a matrix of homogeneous polynomials of degree $d$. If $\text{rank}_{\mathbb{F}[x]}(M(x)) = r$ then there are vectors $f_1(x), \ldots, f_r(x) \in F[x]^m$ and $g_1(x), \ldots, g_r(x) \in F[x]^m$ such that

$$M(x) = \sum_{i=1}^{r} H_d[f_i(x) \otimes g_i(x)].$$

Proof. Since $\text{rank}_{\mathbb{F}[x]}(M(x)) = r$, there exist $r$ pairs of vectors of polynomials $p_i(x), q_i(x) \in F[x]^m$ and nonzero polynomials $t_i(x) \in F[x]$ such that

$$M(x) = \sum_{i=1}^{r} \frac{1}{t_i(x)} p_i(x) \otimes q_i(x).$$

Since $t_i(x)$ are nonzero polynomials for all $i \in [r]$, the polynomial given by $Q(x) = \prod_{i=1}^{r} t_i(x)$ is a nonzero polynomial. By char$(\mathbb{F}) = 0$ and Lemma 7, there exists $a \in F^n$ such that $Q(a) \neq 0$. In particular, this implies that we can write $t_i(x + a) = b_i \cdot (1 - \hat{t}_i(x))$, where $b_i \in \mathbb{F}$ are nonzero field elements and $\hat{t}_i(x)$ are polynomials such that $\hat{t}_i(0) = 0$. Namely, the constant terms of $\hat{t}_i(x)$ are zero, for all $i \in [r]$.

Writing $\tilde{p}_i(x) = p_i(x + a)$, $\tilde{q}_i(x) = q_i(x + a)$, and from the power series expansion of $1/(1 - x)$, it follows that

$$M(x + a) = \sum_{i=1}^{r} \frac{1}{t_i(x + a)} \tilde{p}_i(x) \otimes \tilde{q}_i(x)$$

$$= \sum_{i=1}^{r} \frac{1}{b_i \cdot (1 - \hat{t}_i(x))} \tilde{p}_i(x) \otimes \tilde{q}_i(x)$$

$$= \sum_{i=1}^{r} \frac{1}{b_i} [\tilde{p}_i(x) \otimes \tilde{q}_i(x)] \cdot \left( \sum_{j=0}^{\infty} \hat{t}_i(x)^j \right).$$

As $M(x + a)$ is a matrix of polynomials of degree no larger than $d$, the equality above becomes:

$$M(x + a) = H_{\leq d}[M(x + a)]$$

$$= H_{\leq d} \left\{ \sum_{i=1}^{r} \frac{1}{b_i^d} [\tilde{p}_i(x) \otimes \tilde{q}_i(x)] \cdot \left( \sum_{j=0}^{\infty} \hat{t}_i(x)^j \right) \right\}$$

$$= H_{\leq d} \left\{ \sum_{i=1}^{r} \frac{1}{b_i^d} [\tilde{p}_i(x) \otimes \tilde{q}_i(x)] \cdot \left( \sum_{j=0}^{d} \hat{t}_i(x)^j \right) \right\}$$

$$= \sum_{i=1}^{r} H_{\leq d}[\tilde{p}_i(x) \otimes \tilde{q}_i(x)],$$

where $\tilde{p}_i(x) = \frac{1}{b_i^d} \tilde{p}_i(x)$ and $\tilde{q}_i(x) = \tilde{q}_i(x) \cdot \left( \sum_{j=0}^{d} \hat{t}_i(x)^j \right)$.

Moreover, from homogeneity of $M(x)$, we have $M(x) = H_d[M(x + a)]$, which implies

$$M(x) = H_d[M(x + a)] = \sum_{i=1}^{r} H_d[\tilde{p}_i(x) \otimes \tilde{q}_i(x)].$$
Taking \( f_i(x) = \tilde{p}_i(x) \) and \( g_i(x) = \tilde{q}_i(x) \) completes the proof.

With this concept of set-multilinear decomposition and the lemma above, we obtain the following relationship between the symbolic rank and the set-multilinear rank of a set-multilinear polynomial matrix.

\textbf{Lemma 17 (Set-Multilinear Rank of Polynomial Matrices).} Let \( M(x) \in \text{Mat}_m(F[x]) \) be a set-multilinear matrix of degree \( d \), with partition \( x = (x_1, \ldots, x_d) \).

If \( \text{rank}_{F[x]}(M(x)) \leq r \) then \( \text{sm-rank}(M(x)) \leq r \cdot 2^d \).

\textbf{Proof.} W.l.o.g., we can assume that \( \text{rank}_{F[x]}(M(x)) = r \). From Lemma 16, there exist vectors of polynomials \( p_1(x), q_1(x), \ldots, p_r(x), q_r(x) \in F[x]^m \) such that

\[
M(x) = \sum_{i=1}^r H_d[p_i(x) \otimes q_i(x)].
\]

(2)

Decomposing equality (2) into its homogeneous and set multilinear components, according to the partition \( x = (x_1, \ldots, x_d) \) we obtain:

\[
M(x) = \sum_{i=1}^r H_{[d]}^{SM}[p_i(x) \otimes q_i(x)] = \sum_{i=1}^r \sum_{S \subseteq [d]} H_{[d]}^{SM}[p_i(x)] \otimes H_{[d]|S}^{SM}[q_i(x)].
\]

The last line of the equality above giving us the decomposition of \( M(x) \) into \( R \leq r \cdot 2^d \) rank-1 polynomial matrices.
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1 Introduction

We consider spin systems on finite \(k\)-regular graphs \(G = (V, E)\). Here every vertex \(v \in V\) has degree \(k\), and every edge \((u, v) \in E\) is assigned a constraint function \(f : \{0, 1\}^2 \to \mathbb{R}\). The function \(f\) is not assumed to be symmetric, and one of \(u\) or \(v\) is specified as the first input variable of \(f\), and the other one the second. Equivalently one can think of \(G\) as a directed graph. Define the partition function on \(G\) as \(Z_f(G) = \sum_{\sigma : V \to \{0, 1\}} \prod_{(u,v) \in E(G)} f(\sigma(u), \sigma(v))\). Depending on the nature of the edge function \(f\), we show that the problem \(Z_f(\cdot)\) is either computable in polynomial time (denoted as P-time) or \#P-hard. Furthermore, for those problems \(Z_f(\cdot)\) that are \#P-hard in general, if the input is restricted to planar graphs, then some of them become computable in P-time. We prove that for all such problems, it is computable in P-time by a universal algorithm that is a holographic reduction to Kasteleyn’s algorithm (this is Valiant’s Holographic Algorithm)—all other problems remain \#P-hard on planar graphs.\(^1\)

\(^1\) Ladner’s theorem [20] states that if \(P \neq \#P\), then there are problems in \(\#P\) that are neither in \(P\) nor \(\#P\)-complete. The same is true for \(\#P\). Therefore the assertion that all \(Z_f(\cdot)\) can be classified...
To prove our classification theorem, we will make an unexpected detour into number theory. To state it in general terms, this came about as follows: In our attempt to prove \#P-hardness for some particularly tricky cases, we found a pair of constructions. Each is controlled by a pair of eigenvalues of equal norm. If the ratio of the two eigenvalues is a root of unity then an iteration of the construction will end up repeating after a fixed number of steps (up to a scalar). This is undesirable because the Vandermonde matrix corresponding to the construction will have bounded rank, making it unable to perform polynomial interpolation for arbitrarily large instance graphs. On the other hand, if the ratio of eigenvalues is not a root of unity then the Vandermonde matrix corresponding to the construction will have full rank, and we can successfully interpolate, and thus prove \#P-hardness for those tricky cases.

Unfortunately, it is indeed possible that the ratio of eigenvalues for either of the two constructions is a root of unity, depending on specific \( f \). Having unit norm, being a root of unity is the same as the complex argument being a rational multiple of \( \pi \). As it turns out, the pair of constructions we found has the following surprising property: If the complex constructions is a root of unity, depending on specific \( f \), then the tangent values of \( \varphi \) and \( \psi \) respectively, then the tangent values of \( \varphi \) and \( \psi \) satisfy the equation \( \tan(\varphi) = 2 \tan(\psi) > 0 \), in all settings of \( f \). So if we can show, given that \( \tan(\varphi) = 2 \tan(\psi) > 0 \), it is impossible that both \( \varphi \) and \( \psi \) are rational multiples of \( \pi \), then we will have proved that in all cases at least one of the two constructions succeeds. This is indeed true and we prove it in Theorem 1.

Proving this rational incommensurability between two tangent values, and at the same time, their angle values divided by \( \pi \), and then using it to prove the complexity classification is the most surprising aspect of this paper. For any fixed \( n \), questions regarding \( \mathbb{Q} \)-linear independence among cotangent values of the form \( \cot(k\pi/n) \) (for \( 1 \leq k < n/2 \) and \( \gcd(k,n) = 1 \)) were first suggested by Chowla and proved by Siegel in 1949 (reported by Chowla [12] in 1964; see also [13]). For any fixed prime \( p \), theorems of this type were found for tangent values \( \tan(k\pi/p) \) by Hasse [17], and for cosecant values \( \csc(2k\pi/p) \) by Jager and Lenstra [19] \( (1 \leq k \leq (p - 1)/2) \), although linear dependence for the latter case is possible. For any \( n \), Girstmair gave a representation theoretic treatment to the problem of determining \( \mathbb{Q} \)-linear relations among numbers of the form, respectively, \( \cot(k\pi/n), \tan(k\pi/n), \csc(2k\pi/n) \) or \( \sec(2k\pi/n) \), for \( \gcd(k,n) = 1 \) [15]. While these results do not directly imply what we need (Theorem 1), our proof uses a crucial formula in [15] (Theorem 2, p. 380) regarding Leopoldt’s character coordinates of numbers in a number field. (Note that Siegel’s theorem [12] does not, in view of the requirement \( \gcd(k,n) = 1 \), imply Theorem 1 because there may not be a common primitive order \( n \) for \( \varphi \) and \( \psi \); furthermore, \( \cot(\pi/6) = 3 \cot(\pi/3) \) provides a counterexample to the more general statement of \( \mathbb{Q} \)-linear independence.)

There have been a number of classification theorems for \#CSP and related problems [4, 5, 6, 14, 9, 18, 16, 7, 22, 3]. Spin systems are special cases of \#CSP (with a single edge function), and \#CSP are special cases of Holant problems in which \textsc{equality} functions of all arities are assumed to be present. The problem addressed in this paper can be viewed as only allowing \textsc{equality} function of a fixed arity (regular graphs). Without all \textsc{equality} functions reduction proofs become more challenging. The immediate predecessors to the present work are the classification for \( Z_f(\cdot) \) for \( k \)-regular graphs where \( f \) is a \textsc{symmetric} edge function [10], and the classification for \( Z_f(\cdot) \) for 3-regular graphs where \( f \) is not necessarily symmetric [11]. There are technical difficulties generalizing the proof in [10, 11] to 4-regular

...
graphs with an asymmetric edge function. On the other hand, aside from its intrinsic interest, spin systems on k-regular graphs for even k have another pertinence. Although we do not intend to elaborate it here, the result in this paper fits in a bigger classification program for sum-of-product computations. In particular, to classify all Holant problems, a natural process is arity reduction by taking self loops and some similar operations. This reduces the arity by two, and thus there are two base cases in an inductive proof, arity 3 and arity 4. Often one can holographically transform such a signature to EQUALITY of arity 3 or 4 respectively, which gives rise to a spin system on 3- or 4-regular graphs.

This type of sum-of-product computations is studied in physics, where the term partition function originated. In physics, the 0-1 vertex assignments are called spins, and the edge function values \( f(\sigma(u), \sigma(v)) \) correspond to local interactions between particles. There is a long history in the statistical physics in the study of “Exactly Solved Models” [2, 26]. A rough correspondence exists between P-time computability and physicists’ notion of an “Exactly Solvable” system. A central question is to identify which “systems” can be solved “exactly” and which “systems” are “difficult”. While in physics there is no rigorous definition of being “difficult”, complexity theory proposes that the right notion is \#P-hardness.

This paper is organized as follows: In Section 2 we prove Theorem 1 to establish the incommensurability of (co)tangent values and angle values over \( \pi \). In Section 3 we state some definitions and needed results. In Section 4 we prove the classification theorem for 4-regular graphs. In Section 5 we prove the classification theorem for k-regular graphs, for all k.

## 2 A Theorem in Number Theory

Let \( 0 < \varphi < \psi < \pi/2 \) denote two angles. Then \( 0 < \cot(\psi) < \cot(\varphi) < \infty \). Is it possible that

\[
\cot(\varphi) = 2 \cot(\psi),
\]

and yet \( \varphi \) and \( \psi \) are both rational multiples of \( \pi \)? We prove the following theorem. It says that, with exactly one obvious exception, it is not possible that both the ratio of the cotangent values of \( \varphi \) and \( \psi \) is rational, and the two angles are rational multiples of \( \pi \). In particular (1) is not possible when both \( \varphi \) and \( \psi \) are rational multiples of \( \pi \). This incommensurability will be used to prove a key complexity reduction to reach our complexity trichotomy classification.

**Theorem 1.** Suppose \( 0 < \varphi < \psi < \pi/2 \), and \( \cot(\varphi) = r \cot(\psi) \), for some \( r \in \mathbb{Q} \) and \( r \neq 3 \). Then \( \varphi \) and \( \psi \) are not both rational multiples of \( \pi \).

**Proof.** We first note that the exception \( r = 3 \) is witnessed by \( \cot(\pi/6) = 3 \cot(\pi/3) \).

We write \( r = \frac{a}{b} \) for relatively prime integers \( a \) and \( b \). We are given \( \cot(\varphi) = \frac{a}{b} \cot(\psi) \). For a contradiction, suppose \( \varphi \) and \( \psi \) are both rational multiples of \( \pi \), and we write \( \varphi = \frac{k}{n} \pi \) and \( \psi = \frac{k'}{n'} \pi \), where \( 1 \leq k < \frac{n}{2}, 1 \leq k' < \frac{n'}{2} \), and \( \gcd(k, n) = \gcd(k', n') = 1 \).

Let \( \zeta_n = \exp(2\pi i/n) \) be a primitive root of unity. Then it is easy to verify that \( i \cot(\varphi) = \frac{1 + \zeta_n^k}{1 - \zeta_n^k} \). If we write \( t = i \cot(\varphi) \), then \( t \in \Phi_n = \mathbb{Q}(\zeta_n) \), the n-th cyclotomic field (the field extension by adjoining \( \zeta_n \) to \( \mathbb{Q} \)). Also \( \zeta_n^k = \frac{-1}{1 + t} \). As \( \gcd(k, n) = 1 \), we have \( \Phi_n = \mathbb{Q}(\zeta_n^k) \subseteq \mathbb{Q}(t) \subseteq \Phi_n \), and so \( \mathbb{Q}(t) = \Phi_n \).

By \( \cot(\varphi) = \frac{a}{b} \cot(\psi) \), we have \( \Phi_{n'} = \Phi_n \). It is well known that this implies that either \( n = n' \), or \( n \) is odd and \( n' = 2n \), or \( n' \) is odd and \( n = 2n' \).
We first consider the case $n = n'$. This case actually follows from Siegel’s theorem [12]. For a uniform treatment we give a direct proof here.

For $n = n'$, we have $1 \leq k < k' < \frac{n}{2}$, and so $n \geq 5$. A Dirichlet character $\chi$ to the modulus $n$ is a function from $\mathbb{Z}$ to $\mathbb{C}$ that is multiplicative, has period $n$, and $\chi(j) \neq 0$ iff $\gcd(j, n) = 1$. So $\chi$ is extended from a group character on $\mathbb{Z}_n^\times$ (i.e., a multiplicative function taking nonzero values in $\mathbb{C}$ on $\mathbb{Z}_n^\times = \{(j \text{ mod } n) \in \mathbb{Z}_n \mid \gcd(j, n) = 1\}$), and all nonzero values of $\chi$ are roots of unity. A Dirichlet character $\chi$ is said to be odd if $\chi(-1) = -1$.

We need to take an odd Dirichlet character $\chi$ to the modulus $n$. An odd Dirichlet character $\chi$ (for $n > 2$) exists: The group of Dirichlet characters mod $n$ is isomorphic to $\mathbb{Z}_n^\times$. Since $n > 2$, $\{1, -1\}$ is a subgroup of order two in $\mathbb{Z}_n^\times$. The subgroup of even characters is isomorphic to $\mathbb{Z}_n^\times / \{1, -1\}$. Hence, not every Dirichlet character mod $n$ is even. A more constructive proof is as follows: The character group of $\mathbb{Z}_n^\times$, by Chinese remaindering, is a direct product of the character groups of $\mathbb{Z}_{p_i}^\times$, according to the prime factorization $n = \prod_i p_i^{\nu_i}$. For each odd prime $p_i$, the group $\mathbb{Z}_{p_i}^\times$ is cyclic of even order $m = \phi(p_i^{\nu_i}) = (p_i - 1)p_i^{\nu_i - 1} - 1$. Let $\rho$ be a generator, then $\rho^{m/2} = -1$. Thus we can define a character $\chi$ on $\mathbb{Z}_{p_i}^\times$ by $\chi(\rho^j) = \zeta_{p_i}^j$. Then $\chi(-1) = -1$. If $4 \mid n$, then $\mathbb{Z}_n^\times$ has a factor $\mathbb{Z}_2^\times$ for $c \geq 2$, which is isomorphic to $\mathbb{Z}_2 \oplus \mathbb{Z}_{2^c - 2}$ as an additive group, with generators $\{-1, 1\}$. Thus every $j \in \mathbb{Z}_n^\times$ is uniquely expressed as $(-1)^u1^v$ mod $2^c$, for $u = 0, 1$, and $0 \leq v < 2^{c-2}$. Then an odd character $\chi$ on $\mathbb{Z}_n^\times$ can be defined by $\chi((-1)^u1^v) = (-1)^u$. If $n \equiv 2$ mod $4$, then $\mathbb{Z}_n^\times$ has a trivial factor $\mathbb{Z}_2^\times = 1$, and the character group of $\mathbb{Z}_n^\times$ is isomorphic to that of $\mathbb{Z}_n^\times / \{1, -1\}$, where $n/2 > 1$ is odd. Hence by Chinese remaindering, we can define an odd Dirichlet character $\chi$ on $\mathbb{Z}_n^\times$.

An important notion we will use in this proof is that of Leopoldt’s character coordinates $y(\chi \mid t) \in \mathbb{C}$, for $t = i \cot(\frac{k\pi}{n}) \in \Phi_n$,

$$y(\chi \mid t) \tau(\frac{\chi(t)}{1}) = \sum_{j=1}^n \chi(j)\sigma_j(t), \quad (2)$$

where $d$ is the conductor of $\chi$, $\chi_d$ is the induced primitive character of $\chi$ mod $d$, overline denotes complex conjugation, the value $\tau(\frac{\chi(t)}{1}) = \sum_{j=1}^n \overline{\chi(j)}e^{-2\pi ij/d}$ is the Gauss sum, and $\sigma_j$ is the automorphism in the Galois group $G = \text{Gal}(\Phi_n/\mathbb{Q})$ that maps $\zeta_n$ to $\zeta_{dj}^n$. The sum $\sum_{j=1}^n \chi(j)\sigma_j(t)$ is actually over relatively prime integers $j \in \mathbb{Z}_n^\times$, since otherwise the Dirichlet character $\chi(j) = 0$. In the expression $t = i \cot(\frac{k\pi}{n}) \in \Phi_n$, we have $\gcd(k, n) = 1$, and so $\sigma_k \in G$, and $t = \sigma_k(t_1)$ where $t_1 = i \cot(\frac{\pi}{n})$. For any fixed $k \in \mathbb{Z}_n^\times$, $\sigma_j \circ \sigma_k = \sigma_{jk}$ runs through all $G$ when $j$ runs through $\mathbb{Z}_n^\times$. Then

$$\sum_{j=1}^n \chi(j)\sigma_j(t) = \chi(k) \sum_{j \in \mathbb{Z}_n^\times} \chi(k)^{-1}\overline{\chi(j)}\sigma_{jk}(t_1) = \chi(k) \sum_{j \in \mathbb{Z}_n^\times} \chi(kj)\sigma_{jk}(t_1) = \chi(k) \sum_{j \in \mathbb{Z}_n^\times} \chi(j)\sigma_j(t_1).$$

Hence $y(\chi \mid t) = \chi(k)\overline{y(\chi \mid t_1)}$, as the Gauss sum $\tau(\frac{\chi(t)}{1}) \neq 0$. Similarly for $t' = i \cot(\frac{k\pi}{n})$, (recall we have $n' = n$), $y(\chi \mid t') = \chi(k')\overline{y(\chi \mid t_1)}$. Hence the norm of the two Leopoldt’s character coordinates are equal, $|y(\chi \mid t)| = |y(\chi \mid t')|$. However if

---

2 See [1], p. 167–p. 171 for the definitions of induced characters and the conductor of a character. In number theory it is traditional to denote the conductor of a character by $f$ as is written in [15]; we use $d$ here in order not to confuse it with the constraint function $f(u, v)$ in Section 1.
Substituting \(t' = rt\), where \(0 < r \in \mathbb{Q}\), then \(y(\chi \mid t') = ry(\chi \mid t)\) by (2), and so \(r = 1\) (we will see that \(y(\chi \mid t) = \chi(k) y(\chi \mid t_1) \neq 0\)). This contradicts \(r > 1\), which is a consequence of \(\cot(\varphi) > \cot(\psi)\) by \(0 < \varphi < \psi < \pi/2\).

Now we assume \(n\) is odd and \(n' = 2n\). We want to take an odd Dirichlet character \(\chi\) to the modulus \(2n\). Since \(n\) is odd, the character groups of \(\mathbb{Z}_n^\times\) and \(\mathbb{Z}_{2n}^\times\) are isomorphic, namely for every \(j \in \mathbb{Z}_n^\times\) exactly one of \(j\) or \(j + n\) is odd and so belongs to \(\mathbb{Z}_{2n}^\times\). Since \(n > 1\) is odd, in its prime factorization \(n = \prod_i p_i^{\nu_i}\), every \(p_i\) is odd. Then \(\mathbb{Z}_n^\times \cong \prod_i \mathbb{Z}_{p_i}^\times\), and every \(\mathbb{Z}_{p_i}^\times\) is cyclic of even order \(\phi(p_i^{\nu_i}) = (p_i - 1)p_i^{\nu_i - 1}\). So we can define an odd Dirichlet character \(\chi\) on \(\mathbb{Z}_n^\times\) by Chinese remaindering, by defining it to be odd on each \(\mathbb{Z}_{p_i}^\times\), namely \(\chi(-1) = -1\).

In particular there is an odd character \(\chi\) to the modulus \(2n\). Since \(n\) is an induced modulus, and odd, the conductor \(d\) of \(\chi\) is also odd.

Take any odd Dirichlet character \(\chi\) mod \(2n\). It is proved in [15] (Theorem 2, p. 380) that

\[
y(\chi \mid i \cot(\frac{\pi}{2n})) = \frac{4n}{d} \prod_{p|2n} \left(1 - \frac{\chi_d(p)}{p}\right) B_{\chi_d},
\]

and

\[
y(\chi \mid i \cot(\frac{\pi}{n})) = \frac{2n}{d} \prod_{p|n} \left(1 - \frac{\chi_d(p)}{p}\right) B_{\chi_d}.
\]

Here \(B_{\chi_d}\) is the generalized Bernoulli number. (Eqn. (4) is proved in Theorem 2 of [15] for any non-principal \(\chi\) mod \(n\) without requiring \(n\) being odd, and so the proof below that \(y(\chi \mid i \cot(\frac{\pi}{n})) \neq 0\) is also valid for the previous case \(n = n'\).

By definition the Bernoulli polynomial \(B(Z)\) is the first \(B^{(1)}(Z)\) defined by

\[
t_e^{Zt} - 1 = \sum_{m=0}^{\infty} B^{(m)}(Z)t^m / m!.
\]

And the generalized Bernoulli number \(B_{\chi_d}\) is defined by

\[
\sum_{j=1}^{d} \chi_d(j) \frac{t_e^{jt}}{e^{dt} - 1} = \sum_{m=0}^{\infty} B^{(m)}_{\chi_d} t^m / m!.
\]

with \(B_{\chi_d} = B^{(1)}_{\chi_d}\). It follows immediately from (5) (and is also well known) that \(B(Z) = Z^{-\frac{1}{2}}\).

Substituting \(t\) by \(dt\) and \(Z\) by \(j/d\) in (5), we get the following equality from (5) and (6)

\[
B_{\chi_d} = \sum_{j=1}^{d} \chi_d(j) B(j/d).
\]

It follows easily from the definition that \(\sum_{j=1}^{d} \chi_d(j) = 0\). (This uses the fact that \(\chi_d\) is not principal, namely not identically 1 on \(\mathbb{Z}_d^\times = \{j \mod d \mid \gcd(j, d) = 1\}\); indeed \(\chi_d(-1) = -1\), and \(\chi_d(j) = 0\) if \(\gcd(j, d) > 1\), and so \(\sum_{j} \chi_d(j) = \sum_{j} \chi_d(-j) = -\sum_{j} \chi_d(j)\), where each sum \(\sum_{j}\) is over \(\mathbb{Z}_d^\times\).) It follows that \(B_{\chi_d} = \sum_{j=1}^{d} \chi_d(j) j/d\).

It is a nontrivial fact that \(\sum_{j=1}^{d} \chi_d(j) j \neq 0\) for any odd character \(\chi_d\) (see [28] Theorem 4.9, p. 37). Hence \(B_{\chi_d} \neq 0\), and therefore also \(y(\chi \mid i \cot(\frac{\pi}{n})) \neq 0\) and \(y(\chi \mid i \cot(\frac{\pi}{2n})) \neq 0\).
For $t' = \text{i} \cot \left( \frac{k' \pi}{2n} \right)$ and $t = \text{i} \cot \left( \frac{k \pi}{2n} \right)$, it follows from (3) and (4) that
\[
y(\chi \mid t') = \chi(k') y(\chi \mid \text{i} \cot \left( \frac{\pi}{2n} \right))
\]
\[
= \chi(k') 2 \left( 1 - \frac{\chi_d(2)}{2} \right) \frac{2n}{d} \prod_{p \mid n} \left( 1 - \frac{\chi_d(p)}{p} \right) B_{\chi_d}
\]
\[
= \chi(k') \chi(k) \left( 2 - \chi_d(2) \right) y(\chi \mid t)
\]

On the other hand, since by assumption $t = \frac{2}{b} t'$ for integers $a$ and $b$, we have
\[
y(\chi \mid t) = \frac{a}{b} y(\chi \mid t').
\]

Hence, by being nonzero, and taking the norm squared, we get
\[
b^2 = a^2 \cdot \left| 2 - \chi_d(2) \right|^2.
\]

Since $\chi_d$ is primitive mod $d$, and $d$ is odd, we have $\rho = \chi_d(2) \neq 0$. Denote this root of unity by $\rho = \chi_d(2)$. We have
\[
b^2 = a^2 [5 - 2(\rho + \rho^*]].
\]

If we started with $n'$ odd and $n = 2n'$, we would have the same equation with $a$ and $b$ exchanged.
\[
a^2 = b^2 [5 - 2(\rho + \rho^*)].
\]

If $\rho = 1$ then $a = b$, this is a contradiction to $\varphi \neq \psi$. If $\rho = -1$ then $b^2 = 9a^2$ or $a^2 = 9b^2$. This gives us the unique exceptional case $\varphi = \pi/6$ and $\psi = \pi/3$.

Back to $n' = 2n$ with $n$ odd; the other case being symmetric. Suppose $\rho \neq \pm 1$, then it is a nonreal algebraic integer, and satisfies the equation $2a^2(\rho^2 + 1) = \rho(5a^2 - b^2)$. Its minimal polynomial is monic with integer coefficients. Hence $2a^2 \mid (5a^2 - b^2)$. Hence $a \mid b$.

Since $\gcd(a, b) = 1$, we get $a = 1$. Back to (8) we get $b < 3$, since $\rho \neq \pm 1$. And so $b = 2$. But in this case the solution $(1 \pm \sqrt{15})/4$ of $2(\rho^2 + 1) = \rho$ is not a root of unity.

We will use Theorem 1 to prove a key complexity reduction, stated in Lemma 18, after we formally define Holant problems and reductions in Section 3.

### 3 Definitions and Known Results

A constraint function $f$ of arity $k$ is a map $\{0, 1\}^k \rightarrow C$. Let $F$ denote a set of constraint functions. A signature grid $\Omega = (G, \pi)$ is a tuple, where $G = (V, E)$ is a graph, $\pi$ labels each $v \in V$ with a function $f_v \in F$ of arity $\deg(v)$, and the incident edges $E(v)$ at $v$ with input variables of $f_v$. We consider all 0-1 edge assignments $\sigma$, each gives an evaluation $\prod_{v \in V} f_v(\sigma|_{E(v)})$, where $\sigma|_{E(v)}$ denotes the restriction of $\sigma$ to $E(v)$. The counting problem on the instance $\Omega$ is to compute
\[
\text{Holant}_\Omega(F) = \sum_{\sigma : E \rightarrow \{0, 1\}} \prod_{v \in V} f_v(\sigma|_{E(v)}).
\]
The Holant problem parameterized by the set $\mathcal{F}$ is denoted by $\text{Holant}(\mathcal{F})$. If the underlying graph is a planar graph, then we denote it by $\text{Pl-Holant}(\mathcal{F})$. Replacing $f$ by $c \cdot f$ for any $c \neq 0$ only changes the value $\text{Holant}_n(\mathcal{F})$ by $c^n$ where $n$ is the number of times $f$ appears in $\Omega$. Thus it does not change its complexity, therefore we can ignore such constant factors.

We also write $\text{Holant}(\mathcal{F}, f)$ for $\text{Holant}(\mathcal{F} \cup \{f\})$. We use $\text{Holant}(\mathcal{F}|\mathcal{G})$ to denote the Holant problem over signature grids with a bipartite graph $G = (U, V, E)$, where each vertex in $U$ or $V$ is assigned a signature in $\mathcal{F}$ or $\mathcal{G}$ respectively.

A constraint function is also called a signature. A signature $f$ of arity $k$ can be represented by listing its values in lexicographical order as in a truth table, which is a vector $f$ in $\mathbb{C}^k$, or as a tensor in $(\mathbb{C}^2)^{\otimes k}$. A binary signature $f(x_1, x_2) = (f_{00}, f_{01}, f_{10}, f_{11})$ can be represented as a matrix $M(f) = \begin{bmatrix} f_{00} & f_{01} \\ f_{10} & f_{11} \end{bmatrix}$. A function is symmetric if its value depends only on the Hamming weight of its input. A symmetric function $f$ on $k$ Boolean variables can be expressed as $[f_0, f_1, \ldots, f_k]$, where $f_w$ is the value of $f$ on inputs of Hamming weight $w$. For example, $(=k)$ is the $\text{EQUALITY}$ signature $[1, 0, \ldots, 0, 1]$ (with $k-1$ 0's) of arity $k$.

In this paper, we consider the complexity of spin systems on $k$-regular graphs with real-valued edge functions. This can be defined as Holant problems of the form $\text{Holant}(\mathcal{F}, f)$, where $f(x_1, x_2) = (f_{00}, f_{01}, f_{10}, f_{11}) \in \mathbb{R}^4$ is a binary signature. If $k = 1$, the spin system is a union of disjoint edges (the bipartite vertex-edge incidence graph form for Holant$(\mathcal{F}, f)$ is a union of disjoint 2-paths). If $k = 2$, the spin system is a union of disjoint cycles. Thus, for $k \leq 2$, the Holant is trivially computable in polynomial time. We assume $k \geq 3$.

For $T \in \text{GL}_2(\mathbb{C})$ and a signature $f$ of arity $n$, written as a column vector $f \in \mathbb{C}^2$, we denote by $T^{-1}f = (T^{-1})^{\otimes n}f$ the transformed signature. For a signature set $\mathcal{F}$, define $T^{-1}\mathcal{F} = \{T^{-1}f \mid f \in \mathcal{F}\}$. For signatures written as row vectors we define $\mathcal{F}^T$ similarly. The holographic transformation defined by $T$ is the following operation: given a signature grid $\Omega = (H, \pi)$ of Holant$(\mathcal{F}, \mathcal{G})$, for the same bipartite graph $H$, we get a new signature grid $\Omega' = (H', \pi')$ of Holant$(\mathcal{F}^T, T^{-1}\mathcal{G})$ by replacing each signature in $\mathcal{F}$ or $\mathcal{G}$ with the corresponding signature in $\mathcal{F}^T$ or $T^{-1}\mathcal{G}$.

\textbf{Theorem 2} (Valiant’s Holant Theorem [27]). For any $T \in \text{GL}_2(\mathbb{C})$,

$$\text{Holant}_\Omega(\mathcal{F}, \mathcal{G}) = \text{Holant}_{\Omega'}(\mathcal{F}^T, T^{-1}\mathcal{G}).$$

Therefore, a holographic transformation does not change the value, and so it does not change the complexity of the Holant problem in the bipartite setting.

### 3.1 Gadget Construction

One basic notion used throughout the paper is realization. If $f$ is realizable from a set $\mathcal{F}$, then we can freely add $f$ into $\mathcal{F}$ while preserving the complexity. This notion is defined by an $\mathcal{F}$-gate. An $\mathcal{F}$-gate $(G, \pi)$ is similar with a signature grid for $\text{Holant}(\mathcal{F})$ except that $G = (V, E, D)$ is a graph with some dangling edges $D$. The dangling edges define external variables for the $\mathcal{F}$-gate. We name the regular edges in $E$ by $1, 2, \ldots, m$ and the dangling edges in $D$ by $m+1, \ldots, m+n$. Then we can define a function $f$ for this $\mathcal{F}$-gate as

$$f(y_1, \ldots, y_n) = \sum_{x_1, \ldots, x_m \in \{0, 1\}} H(x_1, \ldots, x_m, y_1, \ldots, y_n),$$

where $(y_1, \ldots, y_n) \in \{0, 1\}^n$ is an assignment on the dangling edges and $H(x_1, \ldots, x_n)$ is the value of the signature grid on an assignment of all edges in $G$, which is the product of evaluations at all vertices in $V$. We also call this function $f$ the signature of the $\mathcal{F}$-gate.
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If $f$ is a binary signature, and $g$ has arity $n > 2$, we may connect $f$ to two consecutive variables of $g$. We call this operation “adding a loop to $g$ using $f$”. This produces a signature of arity $n-2$. Note that this $\{f, g\}$-gate (a gadget construction) is planar.

In an instance of Holant($\mathcal{F} | \mathcal{G}$), if we have $(\equiv_2)$ on both sides, then we can move any signature $f$ on one side to another side by connecting one copy of $(\equiv_2)$ to each variable of $f$. So in this case, we can ignore the bipartite restriction when constructing gadgets.

### 3.2 Tractable Signature Sets

We define some sets of signatures that are known to define polynomial time computable problems (we call them tractable).

**Affine Signatures $\mathcal{A}$**

- **Definition 3.** Let $f$ be a signature of arity $n$. We say $f$ has affine support of dimension $k$ if the support of $f$ is an affine subspace of dimension $k$ over $\mathbb{Z}_2$.

- **Definition 4.** A signature $f(x_1, \ldots, x_n)$ of arity $n$ is affine if it has the form

$$
\lambda \cdot \chi_{AX=0} \cdot f^{(X)}
$$

where $\lambda \in \mathbb{C}$, $X = (x_1, x_2, \ldots, x_n, 1)$, $A$ is a matrix over $\mathbb{Z}_2$, $Q(x_1, x_2, \ldots, x_n) \in \mathbb{Z}_2[x_1, \ldots, x_n]$ is a quadratic (total degree at most 2) multilinear polynomial with the additional requirement that the coefficients of all cross terms are even, i.e., $Q$ has the form

$$
Q(x_1, x_2, \ldots, x_n) = a_0 + \sum_{k=1}^{n} a_k x_k + \sum_{1 \leq i < j \leq n} 2b_{ij} x_i x_j,
$$

and $\chi$ is a 0-1 indicator function such that $\chi_{AX=0}$ is 1 iff $AX = 0$ over $\mathbb{Z}_2$. We use $\mathcal{A}$ to denote the set of all affine signatures.

The following lemma is an easy criterion for binary signatures in $\mathcal{A}$.

- **Lemma 5.** Let $f = \lambda(i^{r_1}, i^{r_2}, i^{r_3}, i^{r_4})$ be a binary signature, where $\lambda$ is a nonzero constant and $r_i \in \{0, 1, 2, 3\}$, then $f \in \mathcal{A}$ iff $r_1 + r_2 + r_3 + r_4 \equiv 0 \pmod{2}$.

**Proof.** If we normalize $f$, by dividing the constant $i^{r_1}$, whether $f \in \mathcal{A}$ is unchanged, nor is the stated criterion. So we may assume $r_1 = 0$. Then it is easy to check that $f(x_1, x_2) = \lambda i^{Q(x_1, x_2)}$, where $Q(x_1, x_2) = r_3 x_1 + r_2 x_2 + (r_4 - r_2 - r_3)x_1 x_2$. The lemma follows.

**Product-Type Signatures $\mathcal{P}$**

- **Definition 6.** A signature on a set of variables $X$ is of product type if it can be expressed as a product of unary functions, binary equality functions ($\{1, 0, 1\}$), and binary disequality functions ($\{0, 1, 0\}$), each on not necessarily disjoint subsets of variables of $X$. We use $\mathcal{P}$ to denote the set of product-type functions.

For example, the binary signatures $(w, 0, 0, z)$ and $(0, x, y, 0)$ are in $\mathcal{P}$ for any $w, x, y, z \in \mathbb{C}$. If $\det \begin{bmatrix} w & \bar{y} \\ y & z \end{bmatrix} = 0$, then $f = (w, x, y, z) \in \mathcal{P}$ and we say that $f$ is degenerate.
Matchgate Signatures $\mathcal{M}$

Matchgates were introduced by Valiant [27] to give polynomial-time algorithms by the FKT algorithm for a collection of counting problems over planar graphs. We use $\mathcal{M}$ to denote the set of all matchgate signatures and $\text{Pl-Holant}(\mathcal{M})$ is tractable. In this paper, we only need the following facts about $\mathcal{M}$ (see [8]):

1. A binary signature $f \in \mathcal{M}$ iff $f = (w, 0, 0, z)$ or $f = (0, x, y, 0)$ for any $w, x, y, z \in \mathbb{C}$;
2. The symmetric signature $[1, 1]^{\otimes n} + [1, -1]^{\otimes n} = (=_n)H^{\otimes n} \in \mathcal{M}$ for any positive integer $n$, where $H = \begin{bmatrix} 1 & -1 \\ 1 & 1 \end{bmatrix}$.
3. The symmetric signature $[1, 1]^{\otimes n} + i^n[1, -1]^{\otimes n} = (=_n)Z^{\otimes n}$ is in $\mathcal{M}$ iff $n$ is even, where $Z = \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}$.

Moreover, we have the following lemma.

Lemma 7. Let $f = (w, x, y, z)$ be a binary signature, where $w, x, y, z \in \mathbb{C}$.

- If $z = cw$ and $y = cx$, where $c = \pm 1$, then $(H^{-1})^{\otimes 2} f \in \mathcal{M}$.
- If $z = -cw$ and $y = cx$, where $c = \pm 1$, then $(Z^{-1})^{\otimes 2} f \in \mathcal{M}$.

Proof. Note that $H^{-1} = \frac{1}{2}H$. Ignoring a constant factor,

$$H^{\otimes 2} f = (w + x + y + z, w - x + y - z, w + x - y - z, w - x - y + z).$$

Then $H^{\otimes 2} f$ satisfies the parity constraint (item 1. above for the properties of $\mathcal{M}$) and is therefore in $\mathcal{M}$, if either $w, x, y$ or $w = -z, x = -y$.

For $(Z^{-1})^{\otimes 2} f$, note that up to a constant factor, $Z^{-1} = H \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}$. Thus

$$(Z^{-1})^{\otimes 2} f = H^{\otimes 2} \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}^{\otimes 2} f = H^{\otimes 2} f'$$

is in $\mathcal{M}$, where $f' = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}^{\otimes 2} f = (w, -xi, -cx, cw)$ transforming it to the first case.

Transformable

Definition 8. We say a pair of signature sets $(\mathcal{G} | \mathcal{F})$ is $\mathcal{C}$-transformable for Holant$(\mathcal{G} | \mathcal{F})$ if there exists $T \in \text{GL}_2(\mathbb{C})$ such that $\mathcal{G}T \subseteq \mathcal{C}$ and $T^{-1}\mathcal{F} \subseteq \mathcal{C}$.

If Holant$(\mathcal{C})$ is tractable and $(\mathcal{G} | \mathcal{F})$ is $\mathcal{C}$-transformable, then Holant$(\mathcal{G} | \mathcal{F})$ is tractable by a holographic transformation.

For example, we consider Pl-Holant$(=_{k} | f)$, where $f = (w, x, y, z)$ with $w, x, y, z \in \mathbb{C}$. If $z = cw, y = cx$, where $c = \pm 1$, then $(=_{k} | f)$ is $\mathcal{M}$-transformable using the holographic transformation $H$ by Lemma 7 and Pl-Holant$(=_{k} | f)$ can be computed in polynomial time by the FKT algorithm. Similarly, if $k$ is even and $z = -cw, y = cx$, where $c = \pm 1$, then Pl-Holant$(=_{k} | f)$ can be computed in polynomial time by the FKT algorithm.

3.3 Some results

In [10], the following trichotomy theorem for $k$-regular symmetric spin systems is given.

Theorem 9. Let $k \geq 3$. Holant$(=_{k} | f)$, where $f = [w, x, z]$, is a symmetric binary signature $(w, x, z \in \mathbb{C})$, is $\#P$-hard for all $w, x, z \in \mathbb{C}$, except in the following cases, for which the problem is in $\mathcal{P}$:

- $f \in \mathcal{P}$: $wz = x^2$, or $w = z = 0$, or $x = 0$,
- $f$ is $\mathcal{A}$-transformable: $wz = -x^2$ and $w^{4k} = x^{4k} = z^{4k}$. 
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If the input is restricted to planar graphs, then another class becomes tractable but everything else remains \#P-hard.

(\text{-}_k | f) is M-transformable: \( w^k = z^k \).

By Theorem 9, we have the following corollary.

**Corollary 10.** Let \( f = [w, x, z] \) be a symmetric binary signature, where \( w, x, z \in \mathbb{C} \), and \( f \notin \mathcal{P} \), i.e., \( wz \neq x^2 \), \( x \neq 0 \) and there is at most one zero in \( \{w, z\} \). If \( |w| \neq |z| \), then Pl-Holant(\( =_k | f \)), where \( k \geq 3 \), is \#P-hard.

In [25], a trichotomy theorem for 3-regular asymmetric spin systems is given.

**Theorem 11.** Suppose \( w, x, y, z \in \mathbb{C} \). Then Holant(\( =_3 | (w, x, y, z) \)) is \#P-hard except in the following classes, for which the problem is in \( \text{P} \).

\( f \in \mathcal{P} \): \( wz = xy \), or \( w = z = 0 \) or \( x = y = 0 \);

\( f \) is A-transformable: \( wz = -xy, w^6 = \epsilon z^4, x^2 = \epsilon y^2 \), where \( \epsilon = \pm 1 \).

If the input is restricted to planar graphs, then another class becomes tractable but everything else remains \#P-hard.

(\text{-}_3 | f) is M-transformable: \( w^3 = \epsilon z^3, x = \epsilon y \), where \( \epsilon = \pm 1 \).

By Theorem 11, we have the following corollary.

**Corollary 12.** Let \( f = (w, x, y, z) \) be a binary signature, where \( w, x, y, z \in \mathbb{C} \) and \( f \notin \mathcal{P} \), i.e., \( wz \neq xy \) and there is at most one zero in \( \{w, x, y, z\} \). If \( |w| \neq |z| \) or \( |x| \neq |y| \), then Pl-Holant(\( =_3 | f \)) is \#P-hard.

**Lemma 13.** Let \( f = (w, x, y, z) \) be a binary signature with the signature matrix \( N = P \begin{bmatrix} \lambda & 0 \\ 0 & \mu \end{bmatrix} \). Suppose that \( \mu \neq 0 \) and \( \frac{\lambda}{\mu} \) is not a root of unity, then for any \( \mathcal{F} \) and any \( a, b \in \mathbb{C} \), if \( g \) has signature matrix \( P \begin{bmatrix} a & 0 \\ 0 & b \end{bmatrix} \), then

\[ \text{Holant}(\mathcal{F}, =_2 | f, g) \leq_k \text{Holant}(\mathcal{F}, =_2 | f) . \]

**Proof.** Let \( l \) be any positive integer. In Pl-Holant(\( =_2 | f \)), by connecting \( l \) copies of \( f \) on the RHS via \( =_2 \) on the LHS, we can implement \( f_l \) with the signature matrix \( N^l = P \begin{bmatrix} \lambda^l & 0 \\ 0 & \mu^l \end{bmatrix} \). Since \( \frac{\lambda}{\mu} \) is not a root of unity, for any positive integer \( l \), \( \left( \frac{\lambda}{\mu} \right)^l \neq 1 \).

Consider an instance \( \Omega_l \) of Pl-Holant(\( =_2 | f, g \)). Suppose that \( g \) appears \( t \) times. We obtain \( \Omega_l \) from \( \Omega \) by replacing each occurrence of \( g \) with \( f_l \). Since \( f_l \) has the signature matrix \( N^l \), we can view our construction of \( \Omega_l \) as replacing \( f_l \) by 3 signatures, with matrix \( P \begin{bmatrix} \lambda^l & 0 \\ 0 & \mu^l \end{bmatrix} \), and \( P^{-1} \), respectively. We stratify the assignments in \( \Omega_l \) with nonzero evaluations based on the assignments to the \( l \) occurrences of the signature with the signature matrix \( \begin{bmatrix} \lambda & 0 \\ 0 & \mu \end{bmatrix} \). Suppose there are \( i \) times it was assigned 00 with function value \( \lambda^i \), and \( j \) times it 11 with function value \( \mu^j \). To have a nonzero evaluation clearly \( i + j = t \). Let \( c_{ij} \) be the sum over all such assignments of the products of evaluations of all signatures (including the signatures corresponding to matrices \( P \) and \( P^{-1} \)) in \( \Omega_l \) except for \( \begin{bmatrix} \lambda & 0 \\ 0 & \mu \end{bmatrix} \). Then

\[ \text{Holant}_{\Omega_l} = \sum_{i+j=t} \left( \lambda^{i} \right)^{t} \left( \mu^{j} \right)^{t} c_{ij} \]

\[ = \mu^{lt} \sum_{0 \leq i \leq t} \left( \frac{\lambda}{\mu} \right)^{t-i} c_{i, t-i}. \]

By oracle calls to Pl-Holant(\( =_2 | f \)), we can get \( \text{Holant}_{\Omega_l} \) for any \( 1 \leq l \leq t + 1 \). Since \( \left( \frac{\lambda}{\mu} \right)^l \neq 1 \) for \( l \geq 1 \), we have \( \left( \frac{\lambda}{\mu} \right)^u \neq \left( \frac{\lambda}{\mu} \right)^v \), for any two distinct integers \( u, v \geq 0 \). Therefore we
get a non-singular Vandermonde system. We can solve all $c_{ij}$ for $i + j = t$ given Holant$_{\Omega_l}$ for all $1 \leq l \leq t + 1$. Then we can compute $\sum_{i+j=t} c_{ij} a^{i}b^{j}$, the desired Holant value. Hence,

$$\text{Pl-Holant}(\mathcal{F},=_{2}|f,g) \leq_T^{P} \text{Pl-Holant}(\mathcal{F},=_{2}|f).$$

Lemma 14. Let $f$ be a non-degenerate binary signature, then for any $\mathcal{F}$,

$$\text{Pl-Holant}(\mathcal{F},=_{2}|f,=_{2}) \leq_T^{P} \text{Pl-Holant}(\mathcal{F},=_{2}|f).$$

Proof. Since $f$ is non-degenerate, by the Jordan normal form, there exists a non-singular matrix $P$ such that the signature matrix of $f$ takes the form $\left[\begin{array}{cc} f_{00} & f_{01} \\ f_{10} & f_{11} \end{array}\right] = P \left[\begin{array}{cc} \lambda & 0 \\ 0 & \mu \end{array}\right] P^{-1}$ with $\lambda \mu \neq 0$ or, up to a nonzero constant multiple, $\sum_{i+j=t} c_{ij} a^{i}b^{j}$, the desired Holant value. Hence,

$$\text{Pl-Holant}(\mathcal{F},=_{2}|f,=_{2}) \leq_T^{P} \text{Pl-Holant}(\mathcal{F},=_{2}|f).$$

Lemma 15. Let $\mathcal{F}$ and $\mathcal{G}$ be any two signature sets, then we have

$$\text{Pl-Holant}(=_{4},\mathcal{G}|\mathcal{F},=_{2}) \leq_T^{P} \text{Pl-Holant}([1,0,0,0,x],\mathcal{G}|\mathcal{F},=_{2}),$$

for any $x \neq 0$.

Lin and Wang proved the following lemma (Lemma 3.1 in [22]).

Lemma 16 (Lin-Wang). Let $\mathcal{F}$ be a set of signatures, and $f$ be a signature. Then

$$\text{Holant}(\mathcal{F},f) \leq_T^{P} \text{Holant}(\mathcal{F},f^\otimes k),$$

for any $k \geq 1$. 
Figure 1 The operation replacing the edge between \( F \) and \( F' \), drawn vertically. The circle vertices are labeled by \([1,1]\) and the square is labeled by \( =_4 \). Effectively the new node has signature \( =_2 \), thus keeping the Holant value unchanged.

The proof of Lemma 16 is non-planar. Thus it cannot be applied directly to planar Holant problems. We give the following lemma for planar graphs.

Lemma 17. Let \( \mathcal{F} \) be a set consisting of signatures of even arities and let \( f \) be a non-degenerate binary signature, then

\[
\text{Pl-Holant}(=_4 | \mathcal{F}, f, [1,1]^{\otimes 2}) \leq_T \text{Pl-Holant}(=_4, =_2, \mathcal{F}, f, [1,1]^{\otimes 2}).
\]

Proof. In the setting of Pl-Holant(\( =_4 | \mathcal{F}, f, [1,1]^{\otimes 2} \)), by adding a loop to \( =_4 \) using \( [1,1]^{\otimes 2} \), we have \( =_2 \) on the LHS. Then by Lemma 14, we have \( =_2 \) on the RHS. Now that we have \( =_2 \) on both sides, we can ignore the bipartite restriction. Thus we just need to prove that

\[
\text{Pl-Holant}(=_4 | \mathcal{F}, f, [1,1]^{\otimes 2}) \leq_T \text{Pl-Holant}(=_4, =_2, \mathcal{F}, f, [1,1]^{\otimes 2}).
\]

Given any instance \( \Omega \) of Pl-Holant(\( =_4 | \mathcal{F}, f, [1,1]^{\otimes 2} \)), we may assume the plane graph of \( \Omega \) is connected, since the Holant value on \( \Omega \) is the product over its connected components. Moreover, since all signatures in \( \mathcal{F} \) have even arities, the number of occurrences of \([1,1]^{\otimes 2}\) must be even.

Let \( T \) be a spanning tree of the dual graph of \( \Omega \), and pick any node as the root of \( T \). For definiteness we pick the node of \( T \) that corresponds to the external face of \( \Omega \) as root. Let \( \mathcal{F} \) be a leaf node of \( T \), corresponding to a face \( F \) of \( \Omega \). Suppose there are an even number of \([1,1]^{\otimes 2}\) inside \( F \), then we can connect them in pairs within the face by copies of \([1,1]^{\otimes 2}\), maintaining planarity. Suppose there are an odd number of \([1,1]^{\otimes 2}\) inside \( F \) and suppose \( F \) is not the root of \( T \). Let the parent node of \( \mathcal{F} \) correspond to the face \( F' \) of \( \Omega \), and \( F \) and \( F' \) share the edge \( e \) in \( \Omega \). Then we replace \( e \) by a path of length 2, put \( =_4 \) on the new node, and connect two input variables of \( =_4 \) each to a copy of \([1,1]^{\otimes 2}\), one inside \( F \) and one inside \( F' \). This operation effectively changes the new \( =_4 \) to \( =_2 \), thus not changing the Holant value, while at the same time changing the parity of the numbers of \([1,1]^{\otimes 2}\)’s inside \( F \) and \( F' \). This is illustrated in Figure 1.

Then we can replace those \([1,1]^{\otimes 2}\)’s inside \( F \) in pairs by \([1,1]^{\otimes 2}\). We delete the leaf node from \( T \), and complete the proof by induction. Note that finally at the root of \( T \), there must be an even number of \([1,1]^{\otimes 2}\), because the parity of the total number of \([1,1]^{\otimes 2}\) is unchanged during this process. Thus we can simulate Pl-Holant(\( =_4 | \mathcal{F}, f, [1,1]^{\otimes 2} \)) by Pl-Holant(\( =_4 | \mathcal{F}, f, [1,1]^{\otimes 2} \)).

4 Trichotomy for Spin Systems on 4-regular Graphs

In this section, we prove Theorem 24 for the special case \( k = 4 \).
Let $f = (w, x, y, z)$ be a binary signature where $w, x, y, z \in \mathbb{R}$. If $wz = xy$ or there are two or more zeros in $\{w, x, y, z\}$, then $f \in \mathcal{P}$ and $\text{Holant}(=\gamma |\mathcal{F})$ can be computed in polynomial
time. Moreover, if \( x = y \), then \( f \) is symmetric and Theorem 24 follows Theorem 9. Thus we now assume the following:

**Assumption:** The binary signature \( f = (w, x, y, z) \) satisfies \( wz \neq xy, x \neq y \) and there is at most one zero in \( \{w, x, y, z\} \).

First, we consider the case that there is exactly one zero in \( \{w, z\} \).

**Lemma 19.** Let \( f = (w, x, y, z) \), where \( w, x, y, z \in \mathbb{R} \). If there is exactly one zero in \( \{w, z\} \) and \( xy \neq 0 \), then \( \text{Pl-Holant}(e_4 | f) \) is \#P-hard.

**Proof.** By flipping 0 and 1, we may assume that \( w \neq 0, z = 0 \). By normalizing \( w = 1 \) we can assume that \( f = (1, x, y, 0) \).

In the setting of \( \text{Pl-Holant}(e_4 | f) \), by adding a loop using \( f \) to \( e_4 \), we have \([1, 0] \otimes 2 \) on the LHS. Then taking two copies of \([1, x] \otimes 2 \) on the RHS, this operation used \([1, 0] \otimes 2 \) on the LHS. By adding a loop using \([1, x] \otimes 2 \) to \( e_4 \), we have \([1, 0, x^2]\) on the LHS. So we have

\[
\text{Pl-Holant}(e_4, [1, 0] \otimes 2, [1, 0, x^2] | f) \leq_T \text{Pl-Holant}(e_4 | f).
\]

By a holographic transformation using \([1, 0] \otimes 2 \), we have

\[
\text{Pl-Holant}([1, 0, 0, 0, x^{-4}], [1, 0] \otimes 2, =_2 | (1, x^2, xy, 0)) \equiv_T \text{Pl-Holant}(e_4, [1, 0] \otimes 2, [1, 0, x^2] | f).
\]

Since \((1, x^2, xy, 0)\) is non-degenerate, we can get \((=2)\) on the RHS by Lemma 14,

\[
\text{Pl-Holant}([1, 0, 0, 0, x^{-4}], [1, 0] \otimes 2, =_2 | (1, x^2, xy, 0), =_2) \leq_T \text{Pl-Holant}([1, 0, 0, 0, x^{-4}], [1, 0] \otimes 2, =_2 | (1, x^2, xy, 0))
\]

Now that we have \(=2\) on both sides of (11), we will ignore the bipartiteness restriction. We construct \([1, 1] \otimes 2 \) in (11) as follows.

- If \(|x| = 1\), as \( x \in \mathbb{R} \), we have \((1, x^2, xy, 0) = (1, 1, xy, 0)\). Then by taking two copies of \((1, 1, xy, 0)\) and connecting \([1, 0] \otimes 2 \) to the variable \(x_1\) for each copy (using \([1, 0] \otimes 2 \)), we get \([1, 1] \otimes 2 \).

- If \(|x| \neq 1\), by adding a loop using \(=2\) to \((1, 0, 0, 0, x^{-4})\) we have \([1, 0, x^{-4}]\). Since \(|x^{-4}| \neq 1\), we can get \([1, 0, x^{-2}]\) by Lemma 13. Connecting one variable of \([1, 0, x^{-2}]\) to the variable \(x_2\) of \((1, x^2, xy, 0)\), we get the signature \((1, 1, xy, 0)\) and proceed as above.

We can place the constructed \([1, 1] \otimes 2 \) on the RHS of (11). Moreover, note that we have \([1, 0, 0, 0, x^{-4}]\) on the LHS and \(=2\) on the RHS in (11). Thus we have \(=4\) on the LHS by Corollary 15. This implies that

\[
\text{Pl-Holant}(e_4, [1, 1] \otimes 2, (1, x^2, xy, 0)) \leq_T \text{Pl-Holant}([1, 0, 0, 0, x^{-4}], [1, 0] \otimes 2, =_2 | (1, x^2, xy, 0), =_2).
\]

Then by Lemma 17 we have

\[
\text{Pl-Holant}(e_4, [1, 1], (1, x^2, xy, 0)) \leq_T \text{Pl-Holant}(e_4, [1, 1] \otimes 2, (1, x^2, xy, 0)).
\]
In Pl-Holant($\mathcal{P}_4 \ | \ [1, 1], (1, x^2, xy, 0)$), by connecting $[1, 1]$ to $\mathcal{P}_4$ we have $\mathcal{P}_3$ on the LHS. This implies that

$$\text{Pl-Holant}(\mathcal{P}_3 \ | \ (1, x^2, xy, 0)) \leq_{\mathcal{T}} \text{Pl-Holant}(\mathcal{P}_4 \ | \ [1, 1], (1, x^2, xy, 0)).$$

(15)

By Theorem 11, Pl-Holant($\mathcal{P}_3 \ | \ (1, x^2, xy, 0)$) is $\#P$-hard. Then by (9), (10), (11), (13), (14) and (15), Pl-Holant($\mathcal{P}_4 \ | f$) is $\#P$-hard. ▶

Now we can assume that $wz \neq 0$ and $f = (1, x, y, z)$ by normalizing $w = 1$.

Lemma 20. Let $f = (1, x, y, z)$, where $x, y, z \in \mathbb{R}$ and $z \neq 0$. If $|z| \neq 1$, then Pl-Holant($\mathcal{P}_4 \ | f$) is $\#P$-hard.

Proof. In Pl-Holant($\mathcal{P}_4 \ | f$), by adding a loop using $f$ to $\mathcal{P}_4$, we have $[1, 0, z]$ on the LHS, i.e. we have

$$\text{Pl-Holant}(\mathcal{P}_4, [1, 0, z]) \leq_{\mathcal{T}} \text{Pl-Holant}(\mathcal{P}_4 | f).$$

(16)

For Pl-Holant($\mathcal{P}_4, [1, 0, z]$), by the holographic transformation using $\begin{bmatrix} 1 & 0 \\ 0 & z^{-2} \end{bmatrix}$, we have

$$\text{Pl-Holant}([1, 0, 0, 0, z^{-2}], =_2 \ | (1, xz^\frac{1}{2}, yz^\frac{1}{2}, z^2)) \equiv_{\mathcal{T}} \text{Pl-Holant}(\mathcal{P}_4, [1, 0, z]) \tag{17}$$

Note that $z^\frac{1}{2}$ can be a complex number.

Now we consider the LHS problem in (17). Firstly, since $(1, xz^\frac{1}{2}, yz^\frac{1}{2}, z^2)$ is non-degenerate, by Lemma 14, we have $=_2$ on the RHS. Then by Corollary 15, we have $=_4$ on the LHS. Moreover, by adding a loop using $=_2$ to $[1, 0, 0, 0, z^{-2}]$, we have $[1, 0, z^{-2}]$ on the LHS.

This implies that

$$\text{Pl-Holant}([1, 0, z^{-2}], =_2, =_4 \ | =_2, (1, xz^\frac{1}{2}, yz^\frac{1}{2}, z^2)) \leq_{\mathcal{T}} \text{Pl-Holant}([1, 0, 0, 0, z^{-2}], =_2 \ | (1, xz^\frac{1}{2}, yz^\frac{1}{2}, z^2)).$$

(18)

In problem (18), we have $=_2$ on both sides, and so we can ignore the bipartiteness restriction. Since $|z| \neq 1$, by Lemma 13, we have $[1, 0]^{\otimes 2}$ and $[1, 0, x^{-1}z^{-\frac{1}{2}}]$. Connecting $[1, 0, x^{-1}z^{-\frac{1}{2}}]$ to the variable $x_2$ of $(1, xz^\frac{1}{2}, yz^\frac{1}{2}, z^2)$, we have $(1, 1, yz^\frac{1}{2}, x^{-1}z^{-\frac{1}{2}})$. By taking two copies of $(1, 1, yz^\frac{1}{2}, x^{-1}z^{-\frac{1}{2}})$ and connecting $[1, 0]$ to the variable $x_1$ for each copy, we have $[1, 1]^{\otimes 2}$. This makes use of $[1, 0]^{\otimes 2}$. This implies that

$$\text{Pl-Holant}([1, 1]^{\otimes 2}, (1, xz^\frac{1}{2}, yz^\frac{1}{2}, z^2)) \leq_{\mathcal{T}} \text{Pl-Holant}([1, 0, z^{-2}], =_2, =_4 \ | =_2, (1, xz^\frac{1}{2}, yz^\frac{1}{2}, z^2)).$$

(19)

Then by Lemma 17, we have

$$\text{Pl-Holant}(\mathcal{P}_4 \ | (1, 1, xz^\frac{1}{2}, yz^\frac{1}{2}, z^2)) \leq_{\mathcal{T}} \text{Pl-Holant}([1, 1]^{\otimes 2}, (1, xz^\frac{1}{2}, yz^\frac{1}{2}, z^2)).$$

(20)

By connecting $[1, 1]$ to $\mathcal{P}_4$, we have $\mathcal{P}_3$ on the LHS. This implies that

$$\text{Pl-Holant}(\mathcal{P}_3 \ | (1, xz^\frac{1}{2}, yz^\frac{1}{2}, z^2)) \leq_{\mathcal{T}} \text{Pl-Holant}(\mathcal{P}_4 \ | (1, 1, xz^\frac{1}{2}, yz^\frac{1}{2}, z^2)).$$

(21)

By Corollary 12, Pl-Holant($\mathcal{P}_3 \ | (1, xz^\frac{1}{2}, yz^\frac{1}{2}, z^2)$) is $\#P$-hard since $|z^2| \neq 1$ and there is at most one zero in $\{xz^\frac{1}{2}, yz^\frac{1}{2}\}$. Then by (16), (17), (18), (20), (21) and (22), Pl-Holant($\mathcal{P}_4 \ | f$) is $\#P$-hard. ▶

In addition to $w = 1$, $wz \neq xy$, we can now assume $|z| = 1$. Being real, $z = \pm 1$.

We next consider the case that $x \neq \pm y.$
Lemma 21. Let $f = (1, x, y, z)$, where $x, y, z \in \mathbb{R}$ and $|z| = 1, x \neq \pm y$, then Pl-Holant$(=_{4} f)$ is #P-hard.

Proof. For Pl-Holant$(=_{4} f)$, by adding a loop using $f$ to $-_{4}$ we have $[1, 0, z]$ on the LHS. Take two copies of $f$ and one copy of $[1, 0, z]$, and connect them in a symmetric path, i.e., connect $x_{2}$ of both copies of $f$ to $[1, 0, z]$, leaving $x_{1}$ of both copies of $f$ as external edges, we get the following symmetric signature $g$ on the RHS with the signature matrix (using $z^{2} = 1$),

$$
\begin{bmatrix}
\frac{1}{y} & \frac{1}{z} \\
0 & 1
\end{bmatrix}
\begin{bmatrix}
\frac{1}{x} & \frac{1}{y} \\
\frac{1}{z} & \frac{1}{x}
\end{bmatrix} =
\begin{bmatrix}
\frac{1}{x^{2}} & \frac{1}{y} & \frac{1}{z} \\
\frac{1}{y} & \frac{1}{z} & \frac{1}{x}
\end{bmatrix}.
$$

For $z = 1$, $g = [1 + x^{2}, x + y, 1 + y^{2}]$. We have $x + y \neq 0$ and $1 + x^{2} \neq 1 + y^{2}$ by $x \neq \pm y$.

Thus Pl-Holant$(=_{4} g)$ is #P-hard by Corollary 10. So Pl-Holant$(=_{4} f)$ is #P-hard.

For $z = -1$, $g = [1 - x^{2}, x + y, 2 - y^{2}]$. Still $x + y \neq 0$.

If $|1 - x^{2}| \neq |y^{2} - 1|$, then Pl-Holant$(=_{4} g)$ is #P-hard by Corollary 10. So Pl-Holant$(=_{4} f)$ is #P-hard.

If $1 - x^{2} = 1 - y^{2}$, then $x^{2} = y^{2}$. This is a contradiction.

If $1 - x^{2} = y^{2} - 1$, we have $x^{2} \neq 1$. Otherwise $y^{2} = 1$ and again a contradiction. Thus we have $1 - x^{2} = y^{2} - 1 \neq 0$. So we can assume that $g = [1, \frac{x}{2}, \frac{x}{2}, 1]$ after the nonzero scalar $1 - x^{2}$. By adding a loop using $g$ to $-_{4}$, we have $=_{2}$ on the LHS. By connecting two copies of $f$ using $=_{2}$ on the LHS, we get the signature $h$ with the signature matrix

$$
\begin{bmatrix}
\frac{1}{x} & \frac{1}{y} \\
\frac{1}{z} & \frac{1}{x}
\end{bmatrix} =
\begin{bmatrix}
\frac{1}{x^{2}} & \frac{1}{y} & \frac{1}{z} \\
\frac{1}{y} & \frac{1}{z} & \frac{1}{x}
\end{bmatrix}.
$$

Note that $h$ is symmetric and $y - x \neq 0, 1 + x^{2} \neq 1 + y^{2}$ by $x \neq \pm y$. Thus Pl-Holant$(=_{4} h)$ is #P-hard by Corollary 10. So Pl-Holant$(=_{4} f)$ is #P-hard.

Now we can assume that $w = 1, z = \pm 1, x = -y \neq 0$, i.e., $f = (1, x, -x, \pm 1)$.

By Lemma 7 and the statements before Lemma 7, the pairs $(=_{4} [(1, x, -x, -1)])$ and $(=_{4} [(1, x, -x, 1)])$ are $\mathcal{M}$-transformable under the holographic transformation $H$ and $Z$ respectively. Thus Pl-Holant$(=_{4} [(1, x, -x, \pm 1)])$ can be computed in polynomial time. Moreover, if $x = \pm 1$ then $f \in A$ by Lemma 5 and Holant$(=_{4} f)$ can be computed in polynomial time on general graphs. In the following, we consider Holant$(=_{4} f)$ on general graphs with $x \neq \pm 1$.

These are cases where Holant$(=_{4} f)$ is #P-hard, but Pl-Holant$(=_{4} f)$ is in P. It is for the proof of these cases that we ultimately use Theorem 1 from number theory.

Lemma 22. Let $f = (1, x, -x, z)$, where $x \in \mathbb{R}$, $z = \pm 1$ and $x \neq 0, \pm 1$. Then Holant$(=_{4} f)$ is #P-hard.

Proof. For $z = 1$, by Lemma 18, there exists $y \in \mathbb{R}$ such that

$$
\text{Holant}(=_{4} f, (1, y, -y, 1)) \leq_{P} \text{Holant}(=_{4} f),
$$

where $\begin{bmatrix}
\frac{1}{y} & 0 \\
0 & \frac{1}{y}
\end{bmatrix}$ has infinite projective order, i.e., the ratio of eigenvalues $\frac{1 + y^{2}}{1 - y^{2}}$ is not a root of unity. Recall that

$$
\begin{bmatrix}
\frac{1}{y} & 0 \\
0 & \frac{1}{y}
\end{bmatrix} = Z \begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix} Z^{-1},
$$

where $Z = \frac{1}{\sqrt{2}} \begin{bmatrix}
1 & 1 \\
1 & -1
\end{bmatrix}$. Then by Lemma 13, we can choose $g$ having the signature matrix

$$
Z \begin{bmatrix}
2 & 0 \\
0 & 0
\end{bmatrix} Z^{-1} = \begin{bmatrix}
1 & -1 \\
-1 & 1
\end{bmatrix},
$$
such that
\[
\text{Holant}(=_{4} |f, g) \leq_{T}^{P} \text{Holant}(=_{4} |f, (1, y, -y, 1)).
\]  \hfill (24)

Note that if $g$ is degenerate, being the tensor product of two unary signatures, $g = [1, i] \otimes [1, -i]$. If we take 4 copies of $g$ and connect each of their first variable corresponding to $[1, -i]$ to $=_{4}$, we obtain $2[1, i] \otimes [1, -i]$ on the RHS. The proof of Lemma 16 can be easily adapted to the bipartite case with $=_{4}$ on the LHS, and we get
\[
\text{Holant}(=_{4} |f, [1, i]) \leq_{T}^{P} \text{Holant}(=_{4} |f, [1, i] \otimes [1, -i]).
\]  \hfill (25)

In Holant($=_{4} |f, [1, i])$, by connecting $[1, i]$ to $=_{4}$, we have $[1, 0, 0, i]$ on the LHS, i.e.,
\[
\text{Holant}([1, 0, 0, i] | f) \leq_{T}^{P} \text{Holant}(=_{4} |f, [1, i]).
\]  \hfill (26)

Then by the holographic transformation using \begin{bmatrix} 1 & 0 \\ 0 & 1^{- \frac{1}{2}} \end{bmatrix}, we have
\[
\text{Holant}(=_{3} |(1, xi^{\frac{1}{2}}, -xi^{\frac{1}{2}}, z i^{\frac{1}{2}})) \equiv \text{Holant}([1, 0, 0, i] | f).
\]  \hfill (27)

Since $|xi^{\frac{1}{2}}| \neq 0, 1, \text{Holant}(=_{3} |(1, xi^{\frac{1}{2}}, -xi^{\frac{1}{2}}, z i^{\frac{1}{2}}))$ is $\#P$-hard by Theorem 11. Then by (23), (24), (25), (26) and (27), Holant($=_{4} |f$) is $\#P$-hard.

For $z = -1$, by adding a loop to $=_{4}$ using $f$, we have $[1, 0, -1]$ on the LHS. This implies that
\[
\text{Holant}(=_{4}, [1, 0, -1] | f) \leq_{T}^{P} \text{Holant}(=_{4} | f).
\]  \hfill (28)

Then by the holographic transformation using \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, we have
\[
\text{Holant}(=_{4}, =_{2} |(1, xi, -xi, 1)) \equiv \text{Holant}(=_{4}, [1, 0, -1] | f).
\]  \hfill (29)

Note that $(1, xi, -xi, 1)$ has the signature matrix
\[
\begin{bmatrix} 1 & x i \\ -x i & 1 \end{bmatrix} = Z' \begin{bmatrix} 1+x & 0 \\ 0 & 1-x \end{bmatrix} Z'^{-1},
\]
where $Z' = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ -1 & 1 \end{bmatrix}$. Note that the ratio $\frac{1+x}{1-x}$ is not a root of unity since $x \in \mathbb{R}$ and $x \neq 0, \pm 1$. By Lemma 13, we have the signature with the signature matrix
\[
Z'^{2} \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} Z'^{-1} = \begin{bmatrix} 1 & 1 \\ -1 & 1 \end{bmatrix}
\]
on the RHS, i.e., we have $[1, -i] \otimes [1, i]$ on the RHS. The remaining proof is the same as the previous case that $z = 1$ and we omit it here.

Now give the main theorem of this section.

**Theorem 23.** Let $f = (w, x, y, z)$ with $w, x, y, z \in \mathbb{R}$. Then Holant($=_{4} |f$) is $\#P$-hard except in the following cases, where the problem is computable in polynomial time.
- $f \in \mathcal{P}$: $wz = xy$, or $w = z = 0$, or $x = y = 0$;
- $f \in \mathcal{A}$: $w^{2} = x^{2} = y^{2} = z^{2}$.

If the input is restricted to planar graphs, then another case becomes polynomial time computable but everything else remains $\#P$-hard.

**The pair** ($=_{4} | f$) is $\mathcal{M}$-transformable: $w^{2} = z^{2}$ and $x^{2} = y^{2}$.

**Proof.** If $wz = xy$, or $w = z = 0$, or $x = y = 0$, then $f \in \mathcal{P}$ and Holant($=_{4} | f$) can be computed in polynomial time. In the following, we assume that $wz \neq xy$ and there is at most one zero in $\{w, x, y, z\}$. 
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If \( wz = 0 \), then Pl-Holant\((=_4 |f|)\) is \#P-hard by Lemma 19;
if \( wz \neq 0, |w| \neq |z| \), then Pl-Holant\((=_4 |f|)\) is \#P-hard by Lemma 20.

Now we can assume that \( |w| = |z| \neq 0 \), i.e., \( f = (w, x, y, \pm w) \), with \( w \neq 0 \).
- If \( x \neq \pm y \), then Pl-Holant\((=_4 |f|)\) is \#P-hard by Lemma 21;
- If \( x = y \), then \( f \) is symmetric and the theorem has been proved as Theorem 9.

Now we can assume that \( |w| = |z| \neq 0 \) and \( x = -y \), i.e., \( f = (w, x, -x, \pm w) \), with \( w \neq 0 \). Since there is at most one zero among \( \{w, x, y, z\} \), with the given form there is actually no zero entry. Since \( (=_4 ((w, x, -x, -w)) \) and \( (=_4 ((w, x, -x, w)) \) are \( M \)-transformable under the holographic transformation \( H \) and \( Z \) respectively by Lemma 7, Pl-Holant\((=_4 \{(w, x, -x, \pm w)\})\) can be computed in polynomial time. For general graphs,
- if \( w^2 = x^2 \), then \( f \in \mathcal{A} \) by Lemma 5 and Holant\((=_4 \{(w, x, -x, \pm w)\})\) can be computed in polynomial time;
- if \( w^2 \neq x^2 \), and since there are no zero entries, then Holant\((=_4 |f|)\) is \#P-hard by Lemma 22.

\( \square \)

5 \ Trichotomy for \( k \)-regular Graphs

In this section, we prove our main theorem, Theorem 24, a complexity trichotomy for spin systems with not necessarily symmetric real edge weights over \( k \)-regular graphs, for any \( k \geq 3 \).

**Theorem 24.** Let \( f = (w, x, y, z) \) with \( w, x, y, z \in \mathbb{R} \). Then Holant\((=_k |f|)\), where \( k \geq 3 \), is \#P-hard except in the following cases, where the problem is computable in polynomial time.
- \( f \in \mathcal{P} \): \( wz = xy \), or \( w = z = 0 \), or \( x = y = 0 \);
- \( f \in \mathcal{A} \): \( w^2 = x^2 = y^2 = z^2 \).

If the input is restricted to planar graphs, then another case becomes polynomial time computable but everything remains \#P-hard.
- The pair \( (=_k |f|) \) is \( M \)-transformable: \( w = \epsilon z, x = \epsilon y, \) or \( k \) is even and \( w = \epsilon z, x = -\epsilon y, \) where \( \epsilon = \pm 1 \).

**Proof.** If \( wz = xy \) or there are two or more zeros in \( \{w, x, y, z\} \), then \( f \in \mathcal{P} \) and Holant\((=_k |f|)\) can be computed in polynomial time. If \( x = y \), then \( f \) is symmetric and the theorem follows Theorem 9. In the following, we assume that \( wz \neq xy, x \neq y \) and there is at most one zero in \( \{w, x, y, z\} \).

For \( k = 3 \) or \( 4 \), the theorem has been proved in Theorem 11 and Theorem 23 respectively. So we can assume that \( k \geq 5 \).

Firstly, we consider the case that \( wz = 0 \). By assumption, we have \( xy \neq 0 \) and there is exact one zero in \( \{w, z\} \). Without loss of generality, we assume that \( w \neq 0, z = 0 \). Then we may assume that \( f = (1, x, y, 0) \) by normalizing \( w = 1 \).

- If \( k \) is odd, by adding \( \frac{k-1}{2} \) loops using \( f \) to \( =_k \), we have \([1, 0]\) on the LHS of Holant\((=_k |f|)\).
- By connecting \([1, 0]\) to the variable \( x_1 \) of \( f \), we get \([1, x]\) on the RHS. By connecting \( k-3 \) copies of \([1, x]\) to \( =_k \), we have \([1, 0, 0, x^{k-3}] \) of arity 3 on the LHS, i.e., we have

\[
\text{Pl-Holant}([1, 0, 0, x^{k-3}]|f|) \leq^p \text{Pl-Holant}(=_k |f|). \tag{30}
\]

Then by the holographic transformation using \([1, 0, x, \frac{0}{x^{k-3}}]\), we have

\[
\text{Pl-Holant}(=_3 |(1, x, y, x^{k-3}, 0)) \equiv^p \text{Pl-Holant}([1, 0, 0, x^{k-3}] |f|). \tag{31}
\]
By Theorem 11, Pl-Holant($=_{3} |(1, x^{2}, yz^{4}, 0)|$) is #P-hard. Thus Pl-Holant($=_{k} |f|$) is #P-hard by (30) and (31).

If $k$ is even, by adding $\frac{k-2}{2}$ loops using $f$ to $=_{k}$, we have $[1, 0]^{\otimes 2}$ on the LHS. Then we take two copies of $f$ and connect $[1, 0]$ to the variable $x_1$ for each copy to get $[1, x]^{\otimes 2}$ on the RHS. This can be realized by $[1, 0]^{\otimes 2}$ on the LHS. By adding $\frac{k-4}{2}$ loops using $[1, x]^{\otimes 2}$ to $=_{k}$, we have $[1, 0, 0, 0, x^{k-4}]$ of arity $4$ on the LHS, i.e., we have

$$\text{Pl-Holant}([1, 0, 0, 0, x^{k-4}]) \leq_{P} \text{Pl-Holant}(-_{k} |f|). \quad (32)$$

Since $k$ is even and at least $5$ by assumption, we have $k \geq 6$ and $k-4 \geq 2$ is even. Hence $x^{k-4} > 0$. Thus we may choose a $4$th root $x^{\frac{k-4}{4}} \in \mathbb{R}$. (Any statement in a holographic transformation involving a quantity such as $z^{1/n}$ is valid for any choice as long as a consistent choice is made.)

Then by the holographic transformation using $\left[ \begin{array}{c} 1 \\ 0 \\ z^{-\frac{k-4}{4}} \end{array} \right]$, we have

$$\text{Pl-Holant}(-_{4} |(1, x^{\frac{k-4}{4}}, yz^{\frac{k-4}{4}}, 0)|) \equiv_{P} \text{Pl-Holant}([1, 0, 0, 0, x^{k-4}]) \quad (33)$$

Note that all the entries of $(1, x^{\frac{k-4}{4}}, yz^{\frac{k-4}{4}}, 0)$ are real numbers. Therefore we may apply Theorem 23, and conclude that Pl-Holant($=_{4} |(1, x^{\frac{k-4}{4}}, yz^{\frac{k-4}{4}}, 0)|$ is #P-hard. It follows that Pl-Holant($=_{k} |f|$) is #P-hard by (32) and (33).

Now we consider the case that $wz \neq 0$. So we may assume that $f = (1, x, y, z)$ by normalizing $w = 1$.

Firstly, we consider the case that $k$ is odd. By adding $\frac{k-3}{2}$ loops using $f$ to $=_{k}$, we have $[1, 0, 0, 0, z^{\frac{k-3}{2}}]$ on the LHS, i.e., we have

$$\text{Pl-Holant}([1, 0, 0, 0, z^{\frac{k-3}{2}}]) \leq_{P} \text{Pl-Holant}(-_{k} |f|). \quad (34)$$

Then by the holographic transformation using $\left[ \begin{array}{c} 1 \\ 0 \\ z^{-\frac{k-3}{2}} \end{array} \right]$, we have

$$\text{Pl-Holant}(-_{3} |(1, xz^{\frac{k-3}{2}}, yz^{\frac{k-3}{2}}, z^{\frac{k-3}{2}})|) \equiv_{P} \text{Pl-Holant}([1, 0, 0, 0, z^{\frac{k-3}{2}}]) \quad (35)$$

If $z \neq \pm 1$, then since $z \in \mathbb{R}$, we have $|z^{\frac{k-3}{2}}| \neq 1$ and Pl-Holant($=_{3} |(1, xz^{\frac{k-3}{2}}, yz^{\frac{k-3}{2}}, z^{\frac{k-3}{2}})|$) is #P-hard by Corollary 12. Thus Pl-Holant($=_{k} |f|$) is #P-hard by (34) and (35).

If $x \neq \pm y$, then since $x, y \in \mathbb{R}$, we have $|x| \neq |y|$, and thus $|xz^{\frac{k-3}{2}}| \neq |yz^{\frac{k-3}{2}}|$. Then Pl-Holant($=_{3} |(1, xz^{\frac{k-3}{2}}, yz^{\frac{k-3}{2}}, z^{\frac{k-3}{2}})|$) is #P-hard by Corollary 12. So Pl-Holant($=_{k} |f|$) is #P-hard by (34) and (35).

The remaining case is that $z = \pm 1$ and $x = -y$ since $x \neq y$, i.e., $f = (1, x, -x, \pm 1)$. (Note that in this case there are no zero entries, since there could have been at most one zero entry; in particular $x \neq 0$.)

If $x = \pm 1$, then $f \in \mathcal{A}$ by Lemma 5 and Holant($=_{k} |f|$) can be computed in polynomial time.

Suppose $x \neq \pm 1$. For $z = -1$, since ($=_{k} |(1, x, -x, -1)|$) is M-transformable under the holographic transformation $H$ by Lemma 7, Pl-Holant($=_{k} |(1, x, -x, -1)|$) is computable in polynomial time. But for $z = 1$, i.e., $f = (1, x, -x, 1)$, for the problem in the left-hand side of (35), the signature $(1, xz^{\frac{k-3}{2}}, yz^{\frac{k-3}{2}}, z^{\frac{k-3}{2}})$ is just $(1, x, -x, 1)$. By $|x| \neq 0, 1$, Pl-Holant($=_{3} |(1, x, -x, 1)|$) is #P-hard by Theorem 11. Thus Pl-Holant($=_{k} |(1, x, -x, 1)|$) is #P-hard by (34) and (35). Moreover, for general graphs, for either case of $z = 1$ and $z = -1$, note that $|xz^{\frac{k-3}{2}}| = |yz^{\frac{k-3}{2}}| \neq 1$. Thus Holant($=_{3} |(1, xz^{\frac{k-3}{2}}, yz^{\frac{k-3}{2}}, z^{\frac{k-3}{2}})|$ is #P-hard by Theorem 11. So Holant($=_{k} |f|$) is #P-hard by (34) and (35).
Now we consider the case that \( k \) is even. To ensure that all the signatures we discuss are real-valued, we need to consider the cases \( k \equiv 0 \pmod{4} \) and \( k \equiv 2 \pmod{4} \) separately.

If \( k \equiv 0 \pmod{4} \), by adding \( \frac{k-4}{2} \) loops using \( f \) to \( =_k \), we have \([1,0,0,0,z^{\frac{k-2}{4}}] \) on the LHS, i.e., we have

\[
\text{Pl-Holant}([1,0,0,0,z^{\frac{k-4}{2}}]|f) \leq_P \text{Pl-Holant}(=_k|f).
\]

As \( \frac{k-4}{2} \) is even, we have \( z^{\frac{k-4}{2}} > 0 \). Thus we can choose \( z^{-\frac{k-4}{2}} \in \mathbb{R} \). It also follows that \( z^{\frac{k}{4}} \in \mathbb{R} \). Then by the holographic transformation using \([1,0,0,0,-z^{\frac{k-2}{4}}] \), we have

\[
\text{Pl-Holant}(=_4|(1,xz^{\frac{k-4}{2}},yz^{\frac{k-4}{2}},z^{\frac{k}{4}})) \equiv_P \text{Pl-Holant}([1,0,0,0,z^{\frac{k-2}{4}}]|f).
\]

If \( z \neq \pm 1 \) or \( x \neq \pm y \), then \( \text{Pl-Holant}(=_4|(1,xz^{\frac{k-4}{2}},yz^{\frac{k-4}{2}},z^{\frac{k}{4}})) \) is \#P-hard by Theorem 23, and \( \text{Pl-Holant}(=_k|f) \) is \#P-hard by (36) and (37).

For \( z = \pm 1 \) and \( x = -y \), i.e., \( f = (1,x,-x,\pm 1) \), if \( x = \pm 1 \), then \( f \in A \) by Lemma 5 and \( \text{Holant}(=_k|f) \) can be computed in polynomial time.

Suppose \( x \neq \pm 1 \). since \( (=_k|(1,x,-x,\pm 1)) \) and \( (=_k|(1,x,-x,1)) \) are \( M \)-transformable under the holographic transformations \( H \) and \( Z \) respectively by Lemma 7, the planar Holant problem \( \text{Pl-Holant}(=_4|(1,x,-x,\pm 1)) \) is computable in polynomial time. But for general graphs, \( \text{Holant}(=_4|(1,xz^{\frac{k-4}{2}},-xz^{\frac{k-4}{2}},z^{\frac{k}{4}})) \) is \#P-hard by Theorem 23 since \( xz^{\frac{k-4}{2}} \neq 0,1 \). Thus \( \text{Holant}(=_k|f) \) is \#P-hard by (36) and (37) (These reductions also hold for non-planar Holant problems respectively).

If \( k \equiv 2 \pmod{4} \), by adding \( \frac{k-2}{2} \) loops using \( f \) to \( =_k \), we have \([1,0,0,z^{\frac{k-2}{4}}] \), i.e.,

\[
\text{Pl-Holant}(=_k,[1,0,0,z^{\frac{k-2}{4}}]|f) \leq_P \text{Pl-Holant}(=_k|f).
\]

Note that \( \frac{k-2}{2} \) is even, and thus \( z^{\frac{k-2}{2}} > 0 \). Then we can choose \( z^{-\frac{k-2}{2}} \in \mathbb{R} \). By the holographic transformation \([1,0,0,z^{\frac{k-2}{4}}] \), we have

\[
\text{Pl-Holant}([1,0,0,0,z^{\frac{k-2}{4}}],z^{\frac{k-2}{4}}) = 2|(1,xz^{\frac{k-2}{4}},yz^{\frac{k-2}{4}},z^{\frac{k}{4}})) 
\leq_P \text{Pl-Holant}(=_k,[1,0,0,z^{\frac{k-2}{4}}]|f).
\]

Then by Lemma 14, we have

\[
\text{Pl-Holant}([1,0,0,0,0,z^{\frac{k-2}{4}}],z^{\frac{k-2}{4}}) = 2|(1,xz^{\frac{k-2}{4}},yz^{\frac{k-2}{4}},z^{\frac{k}{4}})) 
\leq_P \text{Pl-Holant}([1,0,0,0,0,z^{\frac{k-2}{4}}],z^{\frac{k-2}{4}}) = 2|(1,xz^{\frac{k-2}{4}},yz^{\frac{k-2}{4}},z^{\frac{k}{4}})).
\]

In the left-hand side of (40) by adding \( \frac{k-2}{2} \) loops to \([1,0,0,0,0,z^{\frac{k-2}{4}}] \) using \( =_2 \), we have a signature of arity 4, \([1,0,0,0,0,z^{\frac{k-2}{4}}] \) on the LHS, i.e,

\[
\text{Pl-Holant}([1,0,0,0,0,z^{\frac{k-2}{4}}]|(1,xz^{\frac{k-2}{4}},yz^{\frac{k-2}{4}},z^{\frac{k}{4}})) 
\leq_P \text{Pl-Holant}([1,0,0,0,0,0,z^{\frac{k-2}{4}}]|(1,xz^{\frac{k-2}{4}},yz^{\frac{k-2}{4}},z^{\frac{k}{4}})).
\]

Note that \( z^{\frac{k-2}{4}} > 0 \). Thus we can choose \( z^{\frac{k-2}{4}} \in \mathbb{R} \). By the holographic transformation \([1,0,0,0,0,z^{\frac{k-2}{4}}] \), we have

\[
\text{Pl-Holant}(=_4|(1,xz^{\frac{k-2}{4}},yz^{\frac{k-2}{4}},z^{\frac{k}{4}})) 
\leq_P \text{Pl-Holant}([1,0,0,0,0,z^{\frac{k-2}{4}}]|(1,xz^{\frac{k-2}{4}},yz^{\frac{k-2}{4}},z^{\frac{k}{4}})).
\]

The remaining proof is similar with the previous case that \( k \equiv 0 \pmod{4} \) and we omit it here.
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Abstract
We prove a characterization of quantum query algorithms in terms of polynomials satisfying a certain (completely bounded) norm constraint. Based on this, we obtain a refined notion of approximate polynomial degree that equals the quantum query complexity, answering a question of Aaronson et al. (CCC’16). Using this characterization, we show that many polynomials of degree at least 4 are far from those coming from quantum query algorithms. Our proof is based on a fundamental result of Christensen and Sinclair (J. Funct. Anal., 1987) that generalizes the well-known Stinespring representation for quantum channels to multilinear forms. We also give a simple and short proof of one of the results of Aaronson et al. showing an equivalence between one-query quantum algorithms and bounded quadratic polynomials.
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1 Introduction

In the black-box model of quantum computation one is given access to a unitary operation, usually referred to as an oracle, that allows one to probe the bits of an unknown binary string \( x \in \{-1,1\}^n \) in superposition. Promised that \( x \) lies in a subset \( D \subseteq \{-1,1\}^n \), the goal in this model is to learn some property of \( x \) given by a Boolean function \( f : D \rightarrow \{-1,1\} \), when only given access to \( x \) through the oracle. An application of the oracle is usually referred to as a query. The bounded-error quantum query complexity of \( f \), denoted \( Q_\varepsilon(f) \), is the minimal number of queries a quantum algorithm must make on the worst-case input \( x \in D \) to compute \( f(x) \) with probability at least \( 1 - \varepsilon \), where \( \varepsilon \in (0,1/2) \) is usually some fixed but arbitrary positive constant.
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Many of the best-known quantum algorithms are naturally captured by this model. Famous partial functions whose quantum query complexity is exponentially smaller than their classical counterpart (the decision-tree complexity) are period finding [48], Simon’s problem [49] and Forrelation [1]. Famous problems related to total functions that admit polynomial quantum speed-ups include unstructured search [26], element distinctness [8] and NAND-tree evaluation [23]. It is well-known that for all total functions, the quantum and classical query complexities are polynomially related [11]; see Ambainis et al. [9] and Aaronson et al. [3] for recent progress on the largest possible separations.

Despite the simplicity of the query model, determining the quantum query complexity of a given function $f$ appears to be highly non-trivial. Several methods were introduced to tackle this problem. For constructing quantum query algorithms, there are general methods based on quantum walks [8, 33], span programs [46] and learning graphs [12]. For proving lower bounds there are two main methods, known as the polynomial method [11] and the adversary method [6]. The latter was eventually generalized to the “negative weight” adversary method [27] and was shown to characterize quantum query complexity [27, 46, 47, 32], but proving lower bounds using this method appears to be hard in general. This paper will focus on the polynomial method.

1.1 The polynomial method

The polynomial method is based on a connection between quantum query algorithms and polynomials discovered by Beals et al. [11]. They observed that for every $t$-query quantum algorithm $\mathcal{A}$ that on input $x \in \{-1, 1\}^n$ returns a random sign $\mathcal{A}(x)$, there exists a degree-$(2t)$ polynomial $p$ such that $p(x) = \mathbf{E}[\mathcal{A}(x)]$ for every $x$ (where the expectation is taken over the randomness of the output). It follows that if $\mathcal{A}$ computes $f : \{-1, 1\}^n \rightarrow \{-1, 1\}$ with probability at least $1 - \varepsilon$, then $p$ satisfies $|p(x) - f(x)| \leq 2\varepsilon$ for every $x$. The polynomial method thus converts the problem of lower bounding quantum query complexity to the problem of proving lower bounds on the minimum degree of a polynomial $p$ such that $|p(x) - f(x)| \leq 2\varepsilon$ holds for all inputs $x$. The minimal degree of such a polynomial is called the approximate (polynomial) degree and is denoted by $\deg_{\varepsilon}(f)$. Notable applications of this approach showed optimality for Grover’s search algorithm [11] and the above-mentioned algorithms for collision-finding and element distinctness [4]. In a recent work, Bun et al. [18] use the polynomial method to resolve the quantum query complexity of several other well-studied Boolean functions.

Converses to the polynomial method. A natural question is whether the polynomial method admits a converse. If so, this would imply a succinct characterization of quantum algorithms in terms of basic mathematical objects. However, Ambainis [7] answered this question in the negative, showing that for infinitely many $n$, there is a function $f$ with $\deg_{1/3}(f) \leq n^\alpha$ and $Q_{1/3}(f) \geq n^{\beta}$ for some positive constants $\beta > \alpha$ (recently larger separations were obtained in [3]). The approximate degree thus turns out to be an imprecise measure for quantum query complexity in general. These negative results leave open the following two possibilities:

1. There is a (simple) refinement of approximate polynomial degree that approximates $Q_{\varepsilon}(f)$ up to a constant factor.

---

1 The first quantum lower bound for the search problem was proven by Bennett et al. [13] using the so-called hybrid method. Beals et al. [11] reproved their result using the polynomial method.
2. Constant-degree polynomials characterize constant-query quantum algorithms. These avenues were recently explored by Aaronson et al. [1,2]. The first work strengthened the polynomial method by observing that quantum algorithms give rise to polynomials with a so-called \textit{block-multiplicative} structure. Based on this observation, they introduced a refined degree measure, $\text{bm-deg}_{\varepsilon}(f)$, which lies between $\text{deg}_{\varepsilon}(f)$ and $2^{Q_{\varepsilon}(f)}$, prompting the immediate question of how well that approximates $Q_{\varepsilon}(f)$. The subsequent work showed, among other things, that for infinitely many $n$, there is a function $f$ with $\text{bm-deg}_{1/3}(f) = O(\sqrt{n})$ and $Q_{1/3}(f) = \Omega(n)$, thereby also ruling out the possibility that this degree measure validates possibility 1. The natural next question then asks if there is another refined notion of polynomial degree that approximates quantum query complexity [2, Open problem 3].

In the direction of the second avenue, [2] showed a surprising converse to the polynomial method for quadratic polynomials. Say that a polynomial $p \in \mathbb{R}[x_1,\ldots,x_n]$ is bounded if it satisfies $p(x) \in [-1,1]$ for all $x \in \{-1,1\}^n$.

\begin{theorem}[Aaronson et al.]
There exists an absolute constant $C \in (0,1]$ such that the following holds. For every bounded quadratic polynomial $p$, there exists a one-query quantum algorithm that, on input $x \in \{-1,1\}^n$, returns a random sign with expectation $Cp(x)$.
\end{theorem}

This implies that item 2 holds true for quadratic polynomials. It also leads to the problem of finding a similar converse for higher-degree polynomials, asking for instance whether two-query quantum algorithms are equivalent to quartic polynomials [2, Open problem 1].

1.2 Our results

This paper addresses the above-mentioned two problems. Our first result is a new notion of polynomial degree that gives a tight characterization of quantum query complexity (Definition 4 and Corollary 5 below), giving an answer to [2, Open problem 3]. Using this characterization, we show that there is no generalization of Theorem 1 to higher-degree polynomials, in the sense that there is no absolute constant $C \in (0,1]$ for which the analogous statement holds true. This gives a partial answer to [2, Open problem 1], ruling out a strong kind of equivalence. Finally, we give a simplified shorter proof of Theorem 1. Below we explain our results in more detail.

**Quantum algorithms are completely bounded forms.** For the rest of the discussion, all polynomials will be assumed to be bounded, real and $(2n)$-variate if not stated otherwise. We refer to a homogeneous polynomial as a \textit{form}. For $\alpha \in \{0,1,2,\ldots\}^{2n}$ and $x \in \mathbb{R}^{2n}$, write $|\alpha| = \alpha_1 + \cdots + \alpha_{2n}$ and $x^\alpha = x_1^{\alpha_1} \cdots x_{2n}^{\alpha_{2n}}$. Then, a form $p$ of degree $t$ can be written as

$$p(x) = \sum_{\alpha \in \{0,1,\ldots,t\}^{2n} : |\alpha| = t} c_\alpha x^\alpha, \quad (1)$$

where $c_\alpha$ are some real coefficients. Our new notion of polynomial degree is based on a characterization of quantum query algorithms in terms of forms satisfying a certain norm constraint. The norm we assign to a form as in (1) is given by a norm of the symmetric $t$-tensor $T_p \in \mathbb{R}^{2n \times \cdots \times 2n}$ with $(i_1,\ldots,i_t)$-coordinate

$$(T_p)_{i_1,\ldots,i_t} = \frac{c_{e_{i_1} + \cdots + e_{i_t}}}{(|\{i_1,\ldots,i_t\}|)!}, \quad (2)$$

where $e_i$ is the $i$-th standard basis vector.
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where \( e_i \) is the \( i \)th standard basis vector for \( \mathbb{R}^{2^n} \) and \( |\{i_1, \ldots, i_t\}| \) denotes the number of distinct elements in the set \( \{i_1, \ldots, i_t\} \). Note that \( p \) can then also be written as

\[
p(x) = \sum_{i_1, \ldots, i_t=1}^{2^n} (T_p)_{i_1, \ldots, i_t} x_{i_1} \cdots x_{i_t}.
\]  

(3)

The relevant norm of \( T_p \) is in turn given in terms of an infimum over decompositions of the form \( T_p = \sum_{\sigma \in S_t} T^\sigma \circ \sigma \), where the sum is over permutations of \( \{1, \ldots, t\} \), each \( T^\sigma \) is a \( t \)-tensor, and \( T^\sigma \circ \sigma \) is the permuted version of \( T^\sigma \) given by

\[
(T^\sigma \circ \sigma)_{i_1 \cdots i_t} = T^\sigma_{i_{\sigma(1)} \cdots i_{\sigma(t)}}.
\]

Finally, the actual norm is based on the completely bounded norm of each of the \( T^\sigma \). Given a \( t \)-tensor \( T \in \mathbb{R}^{2^n \times \cdots \times 2^n} \), its completely bounded norm \( ||T||_{cb} \) is given by the supremum over positive integers \( k \) and collections of \( k \times k \) unitary matrices \( U_1(i), \ldots, U_t(i) \), for \( i \in [2n] \), of the operator norm

\[
\left\| \sum_{i_1, \ldots, i_t=1}^{2^n} T_{i_1, \ldots, i_t} U_1(i_1) \cdots U_t(i_t) \right\|.
\]  

(4)

\[ \textbf{Definition 2} \text{ (Completely bounded norm of a form).} \text{ Let } p \text{ be a form of degree } t \text{ and let } T_p \text{ be the symmetric } t \text{-tensor as in (2). Then, the completely bounded norm of } p \text{ is defined by}

\[
||p||_{cb} = \inf \left\{ \sum_{\sigma \in S_t} \|T^\sigma\|_{cb} : T_p = \sum_{\sigma \in S_t} T^\sigma \circ \sigma \right\}.
\]  

(5)

This norm was originally introduced in the general context of tensor products of operator spaces in [37]. In that framework, the definition considered here corresponds to a particular operator space based on \( \ell_1^n \), but we shall not use this fact here. Our characterization of quantum query algorithms is as follows.

\[ \textbf{Theorem 3} \text{ (Characterization of quantum algorithms).} \text{ Let } \beta : \{-1, 1\}^n \to [-1, 1] \text{ and let } t \text{ be a positive integer. Then, the following are equivalent.}

1. There exists a form \( p \) of degree \( 2t \) such that \( ||p||_{cb} \leq 1 \) and \( p((x, 1)) = \beta(x) \) for every \( x \in \{-1, 1\}^n \), where \( 1 \in \mathbb{R}^n \) is the all-ones vector.

2. There exists a \( t \)-query quantum algorithm that, on input \( x \in \{-1, 1\}^n \), returns a random sign with expected value \( \beta(x) \).

It may be observed that the content of the polynomial method is contained in the above statement, since any \((2n)\)-variate form \( p \) defines an \( n \)-variate polynomial given by \( q(x) = p((x, 1)) \). The above theorem refines the polynomial method in the sense that quantum algorithms can only yield polynomials of the form \( q(x) = p((x, 1)) \) where \( p \) has completely bounded norm at most one. Our proof is based on a fundamental result of Christensen and Sinclair [19] concerning multilinear forms on \( C^* \)-algebras that generalizes the well-known Stinespring representation theorem for quantum channels (see also [40] and [42, Chapter 5]).

\[ \textbf{Completely bounded approximate degree.} \text{ Theorem 3 motivates the following new notion of approximate degree for partial Boolean functions.}

\[ \textbf{Definition 4} \text{ (Completely bounded approximate degree).} \text{ For } D \subseteq \{-1, 1\}^n, \text{ let } f : D \to \{-1, 1\} \text{ be a (possibly partial) Boolean function and let } \varepsilon > 0. \text{ Then, the } \varepsilon \text{-completely bounded approximate degree of } f, \text{ denoted } cb_{\varepsilon}(f), \text{ is the smallest positive integer } t \text{ for which there exists a form } p \text{ of degree } 2t \text{ such that } ||p||_{cb} \leq 1 \text{ as in Eq. (5) and we have } |p((x, 1)) - f(x)| \leq 2\varepsilon \text{ for every } x \in D. \]
As a corollary of Theorem 3, we get the following characterization of quantum query complexity.

**Corollary 5.** For $D \subseteq \{-1,1\}^n$, $f : D \to \{-1,1\}$ and $\varepsilon > 0$, we have $\text{cb-deg}_p(f) = Q_\varepsilon(f)$.

**Separations for higher-degree forms.** Theorem 1 follows from our Theorem 3 and the fact that for every bounded quadratic form $p(x) = x^T A x$, the matrix $A$ has completely bounded norm bounded from above by an absolute constant (independent of $n$); this is discussed in more detail below. If the same were true for the tensors $T_p$ corresponding to higher-degree forms $p$ then Theorem 3 would clearly give higher-degree extensions of Theorem 1. Unfortunately, this is false. Bounded forms whose associated tensors have unbounded completely bounded norm appeared before in the work of Smith [50], who gave an explicit example with completely bounded norm $\sqrt{\log n}$. Since $\|p\|_{\text{cb}}$ involves an infimum over decompositions of $T_p$, this does not yet imply a counterexample to higher-degree versions of Theorem 1. However, such counterexamples are implied by recent work on Bell inequalities, multiplayer XOR games in particular. It is not difficult to see that $\|p\|_{\text{cb}}$ is bounded from below by the so-called jointly completely bounded norm of the tensor $T_p$, a quantity that in quantum information theory is better known as the entangled bias of the XOR game whose (unnormalized) game tensor is given by $T_p$. One obtains this quantity by inserting tensor products between the unitaries appearing in (4). Pérez-García et al. [41] and Vidick and the second author [17] gave examples of bounded cubic forms with unbounded jointly completely bounded norm. Both constructions are non-explicit, the first giving a completely bounded norm of order $\Omega((\log n)^{1/4})$ and the latter of order $\tilde{\Omega}(n^{1/4})$. Here, we explain how to get a larger separation by means of a much simpler (although still non-explicit) construction and show that a bounded cubic form $p$ given by a suitably normalized random sign tensor has completely bounded norm $\|p\|_{\text{cb}} = \tilde{\Omega}(\sqrt{n})$ with high probability (Theorem 11). The result presented here is not new, but it follows from the existence of commutative operator algebras which are not $Q$-algebras. Here, we present a self-contained proof which follows the same lines as in [22, Theorem 18.16] and, in addition, we prove the result with high probability (rather than just the existence of such trilinear forms). We also explain how to obtain from this result quartic examples by embedding into 3-dimensional “tensor slices”, which in turn imply counterexamples to a quartic versus two-query version of Theorem 1.

**Short proof of Theorem 1.** As shown in [2], Theorem 1 is yet another surprising consequence of the ubiquitous Grothendieck inequality [25] (Theorem 17 below), well known for its relevance to Bell inequalities [53, 20] and combinatorial optimization [5, 30], not to mention its fundamental importance to Banach spaces [43]. An equivalent formulation of Grothendieck’s inequality again recovers Theorem 1 for quadratic forms $p(x) = x^T A x$ given by a matrix $A \in \mathbb{R}^{n \times n}$ satisfying a certain norm constraint $\|A\|_{t,\infty \to t_1} \leq 1$, which in particular implies that $p$ is bounded (see Section 2 for more on this norm). Indeed, in that case Grothendieck’s inequality implies that $\|A\|_{\text{cb}} \leq K_G$ for some absolute constant $K_G \in (0, \infty)$ (independent of $n$ and $A$). Normalizing by $K_G^{-1}$, one obtains Theorem 1 with $C = K_G^{-1}$ for such quadratic forms from Theorem 3. The general version of Theorem 1 for quadratic polynomials follows from this via a so-called decoupling argument (see Section 5). This arguably does not simplify the original proof of Theorem 1, as Theorem 3 relies on deep results itself. However, in Section 5 we give a short simplified proof, showing that Theorem 1 follows almost directly from a “factorization version” of Grothendieck’s inequality (Theorem 18) that follows from the more standard version (Theorem 17). The factorization version was used in the original proof as well, but only as a lemma in a more intricate argument. In computer science, this
factorization version already found applications in an algorithmic version of the Bourgain–Tzafriri Column Subset Theorem [52] and algorithms for community detection in the stochastic block model [31]. This appears to be its first occurrence in quantum computing.

1.3 Related work

Although there is no converse to the polynomial method for arbitrary polynomials, equivalences between quantum algorithms and polynomials have been studied before in certain models of computation. For example, we do know of such characterization in the model of non-deterministic query complexity [54], the unbounded-error query complexity [35] and quantum query complexity in expectation [29]. In all these settings, the quantum algorithms constructed from polynomials were non-adaptive algorithms, i.e., the quantum algorithm begins with a quantum state, repeatedly applies the oracle some fixed number of times and then performs a projective measurement. Crucially, these algorithms do not contain interlacing unitaries that are present in the standard model of query complexity, hence are known to be a much weaker class of algorithms (see Montanaro [34] for more details).

Our main result is yet another demonstration of the expressive power of $C^*$-algebras and operator space theory in quantum information theory; for a survey on applications of these areas to two-prover one-round games, see [38]. The appearance of $Q$-algebras (mentioned in the above paragraph on separations) is also not a first in quantum information theory, see for instance [41, 15, 16].

1.4 Organization

In Section 2, we give a brief introduction to normed vector spaces, $C^*$-algebras and define the model of quantum query complexity. In Section 3, we prove our main theorem characterizing quantum query algorithms. In Section 4, we explain the separation obtained for higher-degree forms. In Section 5, we give a short proof of the main theorem in Aaronson et al. [2].

2 Preliminaries

Notation. For a positive integer $t$ denote $[t] = \{1, \ldots, t\}$. For $x \in \mathbb{C}^n$, let $\text{Diag}(x)$ be the $n \times n$ diagonal matrix whose diagonal forms $x$. Given a matrix $X \in \mathbb{C}^{n \times n}$, let $\text{diag}(X) \in \mathbb{C}^n$ denote its diagonal vector. For $x \in \{0, 1\}^n$, denote $(-1)^x = ((-1)^{x_1}, \ldots, (-1)^{x_n})$. Let $e_1, e_2, \ldots, e_n \in \mathbb{C}^n$ be the standard basis vectors and let $E_{ij} = e_i e_j^*$. For $i,j \in [n]$, let $\delta_{i,j}$ be the indicator for the event $[i = j]$. Let $1 = (1, \ldots, 1)$ and $0 = (0, \ldots, 0)$ denote the $n$-dimensional all-ones (resp. all-zeros) vector.

Normed vector spaces. For parameter $p \in [1, \infty)$, the $p$-norm of a vector $x \in \mathbb{R}^n$ is defined by $\|x\|_p = (|x_1|^p + \cdots + |x_n|^p)^{1/p}$ and for $p = \infty$ by $\|x\|_\infty = \max\{|x_i| : i \in [n]\}$. Denote the $n$-dimensional Euclidean unit ball by $B^n_2 = \{x \in \mathbb{R}^n : \|x\|_2 \leq 1\}$. For a matrix $A \in \mathbb{R}^{n \times n}$, denote the standard operator norm by $\|A\|$ and define

$$
\|A\|_{\ell_\infty \rightarrow \ell_1} = \sup \{\|Ax\|_{\ell_1} : \|x\|_{\ell_\infty} \leq 1\} = \max_{x,y \in \{-1,1\}^n} x^T A y.
$$

We denote the norm of a general normed vector space $X$ by $\| \cdot \|_X$, if there is a danger of ambiguity. Denote by $\text{Id}_X$ the identity map on $X$ and by $\text{Id}_d$ the identity map on $\mathbb{C}^d$. For normed vector spaces $X, Y$, let $L(X, Y)$ be the collection of all linear maps $T : X \rightarrow Y$. We will use the notation $L(X)$ as a shorthand for $L(X, X)$. The (operator) norm of a linear
map \( T \in L(X,Y) \) is given by \( \|T\| = \sup \{ \|T(x)\|_Y : \|x\|_X \leq 1 \} \). Such a map is an isometry if \( \|T(x)\|_Y = \|x\|_X \) for every \( x \in X \) and a contraction if \( \|T(x)\|_Y \leq \|x\|_X \) for every \( x \in X \).

Throughout we endow \( \mathbb{C}^d \) with the standard Euclidean norm. Note that the space \( L(\mathbb{C}^d) \) is naturally identified with the set of \( d \times d \) matrices, sometimes denoted \( M_d(\mathbb{C}) \), and we use the two notations interchangeably. For a Hilbert space \( \mathcal{H} \), we endow \( \mathcal{H} \otimes \mathbb{C}^d \) with the norm given by the inner product \( \langle f \otimes a, g \otimes b \rangle = \langle f, g \rangle_{\mathcal{H}} \langle a, b \rangle \), making this space isometric to \( \mathcal{H} \oplus \cdots \oplus \mathcal{H} \) (\( d \) times). Similarly, we endow \( L(\mathcal{H}) \otimes L(\mathbb{C}^d) \) with the operator norm of the space \( L(\mathcal{H} \otimes \mathbb{C}^d) \) of linear operators on the Hilbert space \( \mathcal{H} \otimes \mathbb{C}^d \); with some abuse of notation, we shall identify the two spaces of operators.

\textbf{C*-algebras.} We collect a few basic facts of C*-algebras that we use later and refer to [10] for an extensive introduction. A C*-algebra \( \mathcal{X} = (X, \cdot, *) \) is a normed complex vector space \( X \), complete with respect to its norm (i.e., a Banach space), that is endowed with two operations in addition to the standard vector-space addition and scalar multiplication operations:

1. an associative multiplication \( \cdot : X \times X \to X \), denoted \( x \cdot y \) for \( x, y \in X \), that is distributive with respect to the vector space addition and continuous with respect to the norm of \( X \), which is to say that \( \| x \cdot y \|_X \leq \| x \|_X \| y \|_X \) for all \( x, y \in X \);

2. an involution \( * : X \to X \), that is, a conjugate linear map that sends \( x \in X \) to (a unique) \( x^* \in X \) satisfying \( (x^*)^* = x \) and \( (xy)^* = y^* x^* \) for any \( x, y \in X \), and such that \( \| x \cdot x^* \|_X = \| x \|_X^2 \).

Any finite-dimensional normed vector space is a Banach space. A C*-algebra \( \mathcal{X} \) is unital if it has a multiplicative identity, denoted \( \text{Id}_X \). The most important example of a unital C*-algebra is \( M_n(\mathbb{C}) \), where the involution operator is the conjugate-transpose and the norm is the operator norm. A linear map \( \pi : \mathcal{X} \to \mathcal{Y} \) from one C*-algebra \( \mathcal{X} \) to another \( \mathcal{Y} \) is a *-homomorphism if it preserves the multiplication operation, \( \pi(xy) = \pi(x)\pi(y) \), and satisfies \( \pi(x^*) = \pi(x)^* \) for all \( x, y \in \mathcal{X} \). For a complex Hilbert space \( \mathcal{H} \), a mapping \( \pi : \mathcal{X} \to L(\mathcal{H}) \) is a *-representation if it is a *-homomorphism. An important fact is the Gelfand–Naimark Theorem [36, Theorem 3.4.1] asserting that any C*-algebra admits an isometric (that is, norm-preserving) *-representation for some complex Hilbert space.

\textbf{Completely bounded norms.} We also collect a few basic facts about completely bounded norms that we use later and refer to [39] for an extensive introduction. For a C*-algebra \( \mathcal{X} \) and positive integer \( d \), we denote by \( M_d(\mathcal{X}) \) the set of \( d \times d \) matrices with entries in \( \mathcal{X} \). Note that this set can naturally be identified with the algebraic tensor product \( \mathcal{X} \otimes L(\mathbb{C}^d) \), that is, the linear span of all elements of the form \( x \otimes M \), where \( x \in X \) and \( M \in L(\mathbb{C}^d) \). We shall endow \( M_d(\mathcal{X}) \) with a norm induced by an isometric *-representation \( \pi \) of \( \mathcal{X} \) into \( L(\mathcal{H}) \) for a Hilbert space \( \mathcal{H} \). The linear map \( \pi \otimes \text{Id}_{L(\mathbb{C}^d)} \) sends elements in \( M_d(\mathcal{X}) \) (or \( \mathcal{X} \otimes L(\mathbb{C}^d) \)) to elements (operators) in \( L(\mathcal{H} \otimes \mathbb{C}^d) \). The norm of an element \( A \in M_d(\mathcal{X}) \) is then defined to be \( \|A\| = \|\pi \otimes \text{Id}_{L(\mathbb{C}^d)}(A)\| \). The notation \( \|A\| \) reflects the fact that this norm is in fact independent of the particular *-representation \( \pi \). Based on this, we can define a norm on linear maps \( \sigma : \mathcal{X} \to L(\mathcal{H}) \) as follows:

\[
\|\sigma\|_{\text{cb}} = \sup \left\{ \frac{\| (\sigma \otimes \text{Id}_{L(\mathbb{C}^d)})(A) \|}{\| A \|} : d \in \mathbb{N}, A \in \mathcal{X} \otimes L(\mathbb{C}^d), A \neq 0 \right\}
\]
Tensors and multilinear forms. For vector spaces $X,Y$ over the same field and positive integer $t$, recall that a mapping

$$T : X \times \cdots \times X \rightarrow Y$$

is $t$-linear if for every $x_1, \ldots, x_t \in X$ and $i \in [t]$, the map $y \mapsto T(x_1, \ldots, x_{i-1}, y, x_{i+1}, \ldots, x_t)$ is linear. A $t$-tensor of dimension $n$ is a map $T : [n] \times \cdots \times [n] \rightarrow \mathbb{C}$, which can alternatively be identified by $T = (T_{i_1, \ldots, i_t})_{i_1, \ldots, i_t=1}^{n} \in \mathbb{C}^{n \times \cdots \times n}$. With abuse of notation we identify a $t$-tensor $T \in \mathbb{C}^{n \times \cdots \times n}$ with the $t$-linear form $T : \mathbb{C}^{n} \times \cdots \times \mathbb{C}^{n} \rightarrow \mathbb{C}$ given by

$$T(x_1, \ldots, x_t) = \sum_{i_1, \ldots, i_t=1}^{n} T_{i_1, \ldots, i_t} x_1(i_1) \cdots x_t(i_t).$$

Next, we introduce the completely bounded norm of a $t$-linear form $T : X \times \cdots \times X \rightarrow \mathbb{C}$ on a $C^*$-algebra $X$. First, we use the standard identification of such forms with the linear form on the tensor product $X \otimes \cdots \otimes X$ given by $T(x_1 \otimes \cdots \otimes x_t) = T(x_1, \ldots, x_t)$. We consider a bilinear map $\circ : (X \otimes L(\mathbb{C}^d), X \otimes L(\mathbb{C}^d)) \rightarrow X \otimes X \otimes L(\mathbb{C}^d)$ for any positive integer $d$ defined as follows. For $x,y \in X$ and $M_x, M_y \in L(\mathbb{C}^d)$, let

$$(x \otimes M_x) \circ (y \otimes M_y) = (x \otimes y) \otimes (M_x M_y).$$

Observe that this operation changes the order of the tensor factors and multiplies $M_x$ with $M_y$. This operation is associative but not commutative. Extend the definition of the $\circ$ operation bi-linearly to its entire domain. Define the $t$-linear map $T_d : M_d(X) \times \cdots \times M_d(X) \rightarrow L(\mathbb{C}^d)$ by

$$T_d(A_1, \ldots, A_t) = (T \otimes \text{Id}_{L(\mathbb{C}^d)})(A_1 \circ \cdots \circ A_t).$$

The completely bounded norm of $T$ is now defined by

$$\|T\|_{cb} = \sup \left\{ \|T_d(A_1, \ldots, A_t)\| : d \in \mathbb{N}, A_j \in M_d(X), \|A_j\| \leq 1 \right\}.$$

Note that the definition given in (4) corresponds to the particular case where the $C^*$-algebra $\mathcal{A}$ is formed by the $n \times n$ diagonal matrices. Since any square matrix with operator norm at most 1 is a convex combination of unitary matrices (by the Russo-Dye Theorem)$^2$, the completely bounded norm can also be defined by taking the supremum over unitaries $A_j \in M_d(\mathcal{A})$. The completely bounded norm can be defined more generally for multilinear maps into $L(\mathcal{H})$, for an Hilbert space $\mathcal{H}$, to yield the definition of this norm for linear maps given above, but we will not use this here.

Quantum query complexity. The quantum query model was formally defined by Beals et al. in [11]. In this model, we are given black-box access to a unitary operator, often called an oracle $O_x$, whose description depends in a simple way on some binary input string $x \in \{0,1\}^n$. An application of the oracle on a quantum register is referred to as a quantum query to $x$. In the standard form of the model, a query acts on a pair of registers on $\{Q,A\}$, where $Q$ is an $n$-dimensional query register and $A$ is a one-qubit auxiliary register. A query to the oracle effects the unitary transformation given by

$$O_x : |i, b\rangle \rightarrow |i, b \oplus x_i\rangle$$

where $i \in [n], b \in \{0,1\}$. (These oracles are also commonly called bit oracles.)

---

$^2$ A precise statement and short proof of the Russo-Dye theorem can be found in [24].
A quantum query algorithm consists of a fixed sequence of unitary operations acting on \((Q, A)\) in addition to a workspace register \(W\). A \(t\)-query quantum algorithm begins by initializing the joint register \((Q, A, W)\) in the all-zero state and continues by interleaving a sequence of unitaries \(U_0, \ldots, U_t\) on \((Q, A, W)\) with oracles \(O_x\) on \((Q, A)\). Finally, the algorithm performs a 2-outcome measurement on \(A\) and returns the measurement outcome.

For a Boolean function \(f : \{0, 1\}^n \to \{0, 1\}\), the algorithm is said to compute \(f\) with error \(\varepsilon > 0\) if for every \(x\), the measurement outcome of register \(A\) equals \(f(x)\) with probability at least \(1 - \varepsilon\). The bounded-error query complexity of \(f\), denoted \(Q_\varepsilon(f)\), is the smallest \(t\) for which such an algorithm exists. Note that in this model, we are not concerned with the amount of time (i.e., the number of gates) it takes to implement the interlacing unitaries, which could be much bigger than the query complexity itself.

Here we will work with a slightly less standard oracle sometime referred to as a phase oracle, in which the standard oracle is preceded and followed by a Hadamard on \(A\). Since the Hadamards can be undone by the unitaries surrounding the queries in a quantum query algorithm, using the phase oracle does not reduce generality. A query to this oracle, sometimes denoted \(O_x, \pm\), applies the (controlled) unitary \(\text{Diag}((1, (-1)^x))\) to joint register \((A, Q)\). To avoid having to write \((-1)^x\) later on, we shall work in the equivalent setting where Boolean functions send \(\{-1, 1\}^n\) to \(\{-1, 1\}\).

### 3 Characterization of quantum query algorithms

In this section we prove Theorem 3. The main ingredient of the proof is the following celebrated representation theorem by Christensen and Sinclair [19] showing that completely-boundedness of a multilinear form is equivalent to the existence of an exceedingly nice factorization.

▶ **Theorem 6** (Christensen–Sinclair). Let \(t\) be a positive integer and let \(X\) be a \(C^*\)-algebra. Then, for any \(t\)-linear form \(T : X \times \cdots \times X \to \mathbb{C}\), we have \(\|T\|_{cb} \leq 1\) if and only if there exist Hilbert spaces \(H_0, \ldots, H_{t+1}\) where \(H_0 = H_{t+1} = \mathbb{C}\), \(*\)-representations \(\pi_i : X \to L(H_i)\) for each \(i \in [t]\) and contractions \(V_i \in L(H_i, H_{i-1})\), for each \(i \in [t+1]\) such that for any \(x_1, \ldots, x_t \in X\), we have

\[
T(x_1, \ldots, x_t) = V_1 \pi_1(x_1) V_2 \pi_2(x_2) V_3 \cdots V_t \pi_t(x_t) V_{t+1}.
\] (6)

We first show how the above result simplifies when restricting to the special case in which the \(C^*\)-algebra \(X\) is formed by the set of diagonal \(n\)-by-\(n\) matrices.
Let \( m, n, t \) be positive integers such that \( t \geq 2 \) and \( m = n^t \). Let \( T \in \mathbb{C}^{n \times \cdots \times n} \) be a \( t \)-tensor. Then, \( \|T\|_{cb} \leq 1 \) if and only if there exist a positive integer \( d \), unit vectors \( u, v \in \mathbb{C}^m \) and contractions \( U_i, V_i \in L(\mathbb{C}^m, \mathbb{C}^d) \) such that for any \( x_1, \ldots, x_t \in \mathbb{C}^m \), we have

\[
T(x_1, \ldots, x_t) = u^* U_1 (\text{Diag}(x_1) \otimes \text{Id}_d) \cdots U_t (\text{Diag}(x_t) \otimes \text{Id}_d) V_1 v.
\]  

(7)

The proof of the above corollary uses the following fact about the completely bounded norm of \( * \)-representations of \( C^* \)-algebras [42, Theorem 1.6].

\begin{lemma}
Let \( \mathcal{X} \) be a finite-dimensional \( C^* \)-algebra, \( \mathcal{H}, \mathcal{H}' \) be Hilbert spaces, \( \pi : \mathcal{X} \to L(\mathcal{H}) \) be a \( * \)-representation and \( U \in L(\mathcal{H}, \mathcal{H}') \) be linear maps. Then, the map \( \sigma : \mathcal{X} \to L(\mathcal{H}') \), defined as \( \sigma(x) = U \pi(x) V \), satisfies that \( \|\sigma\|_{cb} \leq \|U\|\|V\| \).
\end{lemma}

In addition, we use the famous Fundamental Factorization Theorem [39, Theorem 8.4]. Below we state the theorem when restricted to finite-dimensional spaces (see also remark after [28, Theorem 16]).

\begin{theorem}[Fundamental factorization theorem]
Let \( \sigma : L(\mathbb{C}^m) \to L(\mathbb{C}^n) \) be a linear map and let \( d = mn \). Then, there exist \( U, V \in L(\mathbb{C}^m, \mathbb{C}^d) \) such that \( \|U\|\|V\| \leq \|\sigma\|_{cb} \) and for any \( M \in L(\mathbb{C}^n) \), we have \( \sigma(M) = U^*(M \otimes \text{Id}_d)V \).
\end{theorem}

Proof of Corollary 7. The set \( \mathcal{X} = \text{Diag}(\mathbb{C}^n) \) of diagonal matrices is a (finite-dimensional) \( C^* \)-algebra (endowed with the standard matrix product and conjugate-transpose involution). Define the \( t \)-linear form \( R : \mathcal{X} \times \cdots \times \mathcal{X} \to \mathcal{C} \) by \( R(x_1, \ldots, x_t) = T(\text{Diag}(x_1, \ldots, \text{Diag}(x_t)). \) We claim that \( \|R\|_{cb} = \|T\|_{cb} \). Observe that for every positive integer \( d \), the set \( \{B \in M_d(\mathcal{X}) : \|B\| \leq 1\} \) can be identified with the set of block-diagonal matrices \( B = \sum_{i=1}^n E_{i,i} \otimes B(i) \) of size \( nd \times nd \) and blocks \( B(1), \ldots, B(n) \) of size \( d \times d \) satisfying \( \|B(i)\| \leq 1 \) for all \( i \in [n] \). It follows that

\[
R_d(B_1, \ldots, B_t) = \sum_{i_1, \ldots, i_t=1}^n R(E_{i_1, i_1}, \ldots, E_{i_t, i_t}) B_1(i_1) \cdots B_t(i_t)
\]

\[
= \sum_{i_1, \ldots, i_t=1}^n T_{i_1, \ldots, i_t} B_1(i_1) \cdots B_t(i_t),
\]

which shows the claim.

Next, we show that (6) is equivalent to (7). The fact that (7) implies (6) follows immediately from the fact that the map \( \text{Diag}(x) \mapsto \text{Diag}(x) \otimes \text{Id}_d \) is a \( * \)-representation. Now assume (6). Without loss of generality, we may assume that each of the Hilbert spaces \( \mathcal{H}_1, \ldots, \mathcal{H}_t \) has dimension at least \( m \). If not, we can expand the dimensions of the ranges and domains of the representations \( \pi_i \) and contractions \( V_i \) by dilating with appropriate isometries into larger Hilbert spaces (“padding with zeros”). For each \( i \in [t] \), let \( S_i \subseteq \mathcal{H}_i \) be the subspace

\[
S_i = \text{Span} \{ \pi_i(x_1) V_{i+1} \cdots V_{t} \pi_i(x_t) V_{t+1} : x_1, \ldots, x_t \in \mathcal{X} \}.
\]

Since \( \dim(\mathcal{X}) = n \), we have that \( \dim(S_i) \leq m \). For each \( i \in [t] \), let \( Q_i \in L(\mathbb{C}^m, \mathcal{H}_i) \) be an isometry such that \( S_i \subseteq \text{Im}(Q_i) \). Note that \( V_{t+1} \) is a vector in the unit ball of \( \mathcal{H}_t \). Let \( Q_{t+1} \in L(\mathbb{C}^m, \mathcal{H}_t) \) be an isometry such that \( V_{t+1} \in \text{Im}(Q_{t+1}) \). Note that for each \( i \in [t+1] \), the map \( Q_i Q_i^* \) acts as the identity on \( \text{Im}(Q_i) \). For each \( i \in \{2, \ldots, t\} \) define the map \( \sigma_i : \mathcal{X} \to L(\mathbb{C}^m) \) by \( \sigma_i(x) = Q_i^* V_i \pi_i(x) Q_{i+1} \) and \( \sigma_1(x) = Q_1^* \pi_1(x) Q_2 \). Finally define \( u = Q_1^* V_1^* \) and \( v = Q_{t+1}^* V_{t+1} \). Then, the right-hand side of (6) can be written as

\[
u^* \sigma_1(x_1) \cdots \sigma_t(x_t)v.
\]
It follows from Lemma 8 that \( \|\sigma_i\|_{cb} \leq 1 \). Let \( \sigma_i' : L(\mathbb{C}^n) :\to L(\mathbb{C}^m) \) be the linear map given by \( \sigma_i'(M) = \sigma_i(D_{\text{Diag}}(M_{11}, \ldots, M_{nn})) \) for any \( M \in L(\mathbb{C}^m) \). Then, for any diagonal matrix \( x \in \mathcal{X} \), we have \( \sigma_i(x) = \sigma_i'(x) \) and \( \|\sigma_i\|_{cb} = \|\sigma_i'\|_{cb} \). It follows from Theorem 9 that there exists a positive integer \( d_i \), and contractions \( U_i, V_i : L(\mathbb{C}^m, \mathbb{C}^dn) \) such that \( \sigma_i(x) = U_i^*(x \otimes \text{Id}_d)V_i \) for any \( x \in \mathcal{X} \). We can take all \( d_i \) equal to \( d = \max_i \{d_i\} \) by suitably dilating the contractions \( U_i, V_i \). Setting \( u' = u/\|u\|_{\ell^2} \) and \( U'_1 = \|u\|_{\ell^2}U_1 \), and similarly defining \( v', V_{i+1}' \) gives the remaining implication.

Corollary 7 implies the following lemma, from which Theorem 3 easily follows.

\[ \textbf{Lemma 10.} \text{ Let } \beta : \{-1, 1\}^n \to [-1, 1] \text{ be some map and let } t \text{ be a positive integer. Then, the following are equivalent.} \]

1. There exists a \((2t)\)-tensor \( T \in \mathbb{R}^{2n \times \cdots \times 2n} \) such that \( \|T\|_{cb} \leq 1 \) and for every \( x \in \{-1, 1\}^n \) and \( y = (x, 1) \), we have

\[
\sum_{i_1, \ldots, i_{2t}=1}^{2n} T_{i_1, \ldots, i_{2t}} y_1 \cdots y_{i_{2t}} = \beta(x).
\]

2. There exists a \( t \)-query quantum algorithm that, on input \( x \in \{-1, 1\}^n \), returns a random sign with expected value \( \beta(x) \).

\[ \textbf{Proof.} \text{ We first prove that (2) implies (1). As discussed in Section 2, a } t \text{-query quantum algorithm with phase oracles initializes the joint register } (A, Q, W) \text{ in the all-zero state on which it then performs a sequence of unitaries } U_1, \ldots, U_t \text{ interlaced with queries } D(x) = \text{Diag}(1, x) \otimes \text{Id}_W. \text{ Let } \{P_0, P_1\} \text{ be the two-outcome measurement done at the end of the algorithm and assume that it returns } +1 \text{ on measurement outcome zero and } -1 \text{ otherwise. Let } Q = P_0 - P_1 \text{ and note that } Q \text{ is a contraction since } P_0, P_1 \text{ are positive semi-definite and satisfy } P_0 + P_1 = \text{Id}. \text{ The expected value of the measurement outcome is then given by}
\]

\[
e_0^t U_1^* D(x) U_2^* \cdots D(x) U_t^* Q U_t D(x) \cdots U_2 D(x) U_1 e_0.
\]

By assumption, this expected value equals \( \beta(x) \) for every \( x \in \{-1, 1\}^n \). For \( z \in \mathbb{C}^{2n} \), denote \( D'(z) = \text{Diag}((z_{n+1}, \ldots, z_{2n}, z_1, \ldots, z_n)) \otimes \text{Id}_W \) and \( \tilde{U}_t = U_t^* Q U_t \). Define the \((2t)\)-linear form \( T \) by

\[
T(y_1, \ldots, y_{2t}) = u^* U_1^* D(y_1) U_2^* \cdots D(y_{t-1}) \tilde{U}_t^* D'(y_{t+1}) \cdots U_2 D'(y_{2t}) U_1 u.
\]

Clearly \( T(x, 1, \ldots, x, 1) = \beta(x) \) for every \( x \in \{-1, 1\}^n \). Moreover, by definition \( T \) admits a factorization as in (7). It thus follows from Corollary 7 that \( \|T\|_{cb} \leq 1 \). We turn \( T \) into a real tensor by taking its real part \( T' = (T + T^T)/2 \), where \( T \) is the coordinate-wise complex conjugate of \( T \). Since for any \( x \in \{-1, 1\}^n \) and \( y = (x, 1) \), the value \( T(y_1, \ldots, y_{2t}) \) is real, we have \( T'(y_1, \ldots, y_{2t}) = \beta(x) \). We need to show that \( \|T'\|_{cb} \leq 1 \). To this end, consider an arbitrary positive integer \( d \), unit vectors \( v, w \in \mathbb{C}^d \) and sequences of unitary matrices \( V_1(i), \ldots, V_2(i) \) for \( i \in [n] \) such that

\[
\sum_{i_1, \ldots, i_{2t}=1}^{2n} T_{i_1, \ldots, i_{2t}} V_1(i_1) \cdots V_2(i_{2t}) = \sum_{i_1, \ldots, i_{2t}=1}^{2n} T_{i_1, \ldots, i_{2t}} v^* V_1(i_1) \cdots V_2(i_{2t}) w.
\]

Note that \( \|T\|_{cb} \) is given by the supremum over \( d \) and \( V_j(i) \). Taking the complex conjugate of the above summands on the right-hand side allows us to express the above absolute value as

\[
\sum_{i_1, \ldots, i_{2t}=1}^{2n} T_{i_1, \ldots, i_{2t}} \bar{v}^* V_1(i_1) \cdots V_2(i_{2t}) \bar{w},
\]

(9)
Quantum Query Algorithms are Completely Bounded Forms

\[ C \xrightarrow{H} X \xrightarrow{X} X \xrightarrow{X} X \xrightarrow{X} X \xrightarrow{H} \]

\[ Q \{ \vdots \xrightarrow{V} U \xrightarrow{\text{Diag}(y)} W_2 \xrightarrow{\cdots} W_t \xrightarrow{\text{Diag}(y)} W_{t+2} \xrightarrow{\cdots} W_* \} \]
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}\]
Using Lemma 10, we now prove our main Theorem 3.

**Proof of Theorem 3.** We first show that (2) implies (1). Using the equivalence in Lemma 10, it follows that there exists a (2!)-tensor $T \in \mathbb{R}^{2n \times \cdots \times 2n}$ such that $\|T\|_{cb} \leq 1$ and for every $x \in \{-1,1\}^n$ and $y = (x,1)$, we have

$$\sum_{i_1,\ldots,i_{2n}=1}^{2n} T_{i_1,\ldots,i_{2n}} y_1 \cdots y_{2n} = \beta(x).$$

Define the symmetric 2t-tensor $T_p = \frac{1}{(2n)!} \sum_{\sigma \in S_{2n}} T \circ \sigma$. Let $p \in \mathbb{R}[x_1,\ldots,x_{2n}]$ be the form of degree 2t associated with $T_p$ by (2) (note that there is a unique polynomial associated with the symmetric tensor $T_p$). Then, $\beta((x,1)) = \beta(x)$ for every $x \in \{-1,1\}^n$. Moreover, if we set $T^{\sigma} = T$ for each $\sigma \in S_t$, it follows from the above decomposition of $T_p$ and Definition 2 that $\|p\|_{cb} \leq \|T\|_{cb} \leq 1$.

Next, we show that (1) implies (2). Let $p$ be a degree-(2t) form satisfying $\|p\|_{cb} \leq 1$. Suppose $T_p$ as defined in Eq. (2) can be written as $T_p = \sum_{\sigma \in S_{2n}} T^{\sigma} \circ \sigma$ and $\sum_{\sigma \in S_{2n}} \|T^{\sigma}\|_{cb} \leq \|p\|_{cb} \leq 1$. Define $T = \sum_{\sigma \in S_{2n}} T^{\sigma}$. Then, using the triangle inequality, it follows that $\|T\|_{cb} \leq \sum_{\sigma \in S_{2n}} \|T^{\sigma}\|_{cb} \leq 1$. Also note that for any $y \in \mathbb{R}^{2n}$,

$$T(y,\ldots,y) = \sum_{\sigma \in S_{2n}} T^{\sigma}(y,\ldots,y) = \sum_{\sigma \in S_{2n}} (T^{\sigma} \circ \sigma)(y,\ldots,y) = T_p(y,\ldots,y) = p(y).$$

Using Lemma 10 (in particular (1) $\implies$ (2)) for the tensor $T$, the theorem follows.

We now prove Corollary 5, which is an immediate consequence of our main theorem.

**Proof of Corollary 5.** We first show $\text{cb-deg}_t(f) \geq Q_t(f)$: Suppose $\text{cb-deg}_t(f) = d$, then there exists a degree-(2d) form $p$ satisfying $|p(x) - f(x)| \leq 2\varepsilon$ for every $x \in D$ and $\|p\|_{cb} \leq 1$. Using our characterization in Theorem 3, it follows that there exists a $d$-query quantum algorithm $A$, that on input $x \in D$, returns a random sign with expected value $p(x)$. So, our $\varepsilon$-error quantum algorithm for $f$ simply runs $A$ and outputs the random sign.

We next show $\text{cb-deg}_t(f) \leq Q_t(f)$. Suppose $Q_t(f) = t$. There exists a $t$-query quantum algorithm that, on input $x \in D$, outputs a random sign with expected value $\beta(x)$ satisfying $|\beta(x) - f(x)| \leq 2\varepsilon$. Note that we could also run the quantum algorithm for $x \notin D$ and let $\beta(x)$ be the expected value of the quantum algorithm for such $x$s. Using Theorem 3, we know that there exists a degree-(2t) form $p$ satisfying $\beta(x) = p(x)$ for every $x \in \{-1,1\}^n$ and $\|p\|_{cb} \leq 1$. Clearly $p$ satisfies satisfies the conditions of Definition 4, hence $\text{cb-deg}_t(f) \leq t$.

## 4 Separations for quartic polynomials

In this section we show the existence of a quartic polynomial $p$ that is bounded but for which any two-query quantum algorithm $A$ satisfying $\mathbb{E}[A(x)] = C p(x)$ for every $x \in \{-1,1\}^n$ must have $C = O(n^{-1/4})$. We show this using a (random) cubic form that is bounded, but whose completely bounded norm is $\text{poly}(n)$, following a construction of [22, Theorem 18.16].

Given a form $p : \mathbb{R}^n \to \mathbb{R}$, we define its norm as

$$\|p\| = \sup \{|p(x)| : x \in \{-1,1\}^n\}.$$ 

Note that the condition $\|p\| \leq 1$ is equivalent to $p$ being bounded.
Theorem 11. There exist absolute constants $C, c \in (0, \infty)$ such that the following holds. Let

$$p(x) = \sum_{\alpha \in \{0,1,2,3\}^n, |\alpha|=3} c_\alpha x^\alpha$$

be the random cubic form such the coefficients $c_\alpha$ are independent uniformly distributed $\{-1,1\}$-valued random variables. Then, with probability at least $1 - C n e^{-cn}$, we have $\|p\|_{cb} \geq c \sqrt{n} \|p\|$.

We shall use the following standard concentration-of-measure results. The first is the Hoeffding bound [44, Corollary 3 (Appendix B)].

Lemma 12 (Hoeffding bound). Let $X_1, \ldots, X_m$ be independent uniformly distributed $\{-1,1\}$-valued random variables and let $a \in \mathbb{R}^m$. Then, for any $\tau > 0$, we have

$$\Pr\left[\left|\sum_{i=1}^m a_i X_i\right| > \tau\right] \leq 2e^{-\frac{2\tau^2}{m}}.$$  

The second result is one from random matrix theory concerning upper tail estimates for Wigner ensembles (see [51, Corollary 2.3.6]).

Lemma 13. There exist absolute constants $C, c \in (0, \infty)$ such that the following holds. Let $n$ be a positive integer and let $M$ be a random $n \times n$ symmetric random matrix such that for $j \geq i$, the entries $M_{ij}$ are independent random variables with mean zero and absolute value at most 1. Then, for any $\tau \geq C$, we have

$$\Pr[\|M\| > \tau \sqrt{n}] \leq C e^{-c \tau n}.$$  

We also use the following proposition.

Proposition 14. Let $m, n, t$ be positive integers, let $p \in \mathbb{R}[x_1, \ldots, x_n]$ be a $t$-linear form, let $T_p \in \mathbb{R}^{n \times \cdots \times n}$ be as in (2) and $A_1, \ldots, A_n \in L(\mathbb{R}^m)$ be pairwise commuting contractions. Then,

$$\|p\|_{cb} \geq \left\| \sum_{i_1, \ldots, i_t=1}^n (T_p)_{i_1, \ldots, i_t} A_{i_1} \cdots A_{i_t} \right\|.$$  

Proof. Consider an arbitrary decomposition $T_p = \sum_{\sigma \in S_t} T^\sigma \circ \sigma$. Then, the definition of the completely bounded norm and triangle inequality show that

$$\sum_{\sigma \in S_t} \|T^\sigma\|_{cb} \geq \sum_{\sigma \in S_t} \left\| \sum_{i_1, \ldots, i_t=1}^n T^\sigma_{i_1, \ldots, i_t} A_{i_1} \cdots A_{i_t} \right\| \geq \sum_{\sigma \in S_t} \sum_{i_1, \ldots, i_t=1}^n T^\sigma_{i_1, \ldots, i_t} A_{i_1} \cdots A_{i_t} \right\|.$$  

Since the $A_i$ commute, the above reduces to

$$\left\| \sum_{\sigma \in S_t} \sum_{i_1, \ldots, i_t=1}^n T^\sigma_{i_1, \ldots, i_t} A_{\sigma^{-1}(i_1)} \cdots A_{\sigma^{-1}(i_t)} \right\| \leq \left\| \sum_{\sigma \in S_t} \sum_{i_1, \ldots, i_t=1}^n (T^\sigma \circ \sigma)_{i_1, \ldots, i_t} A_{i_1} \cdots A_{i_t} \right\| \leq \left\| \sum_{i_1, \ldots, i_t=1}^n (T_p)_{i_1, \ldots, i_t} A_{i_1} \cdots A_{i_t} \right\|.$$  

The claim now follows from the definition of $\|p\|_{cb}$ and since the decomposition of $T_p$ was arbitrary. \hfill \blacksquare
Proof of Theorem 11. We begin by showing that with high probability, $\|p\| \leq O(n^2)$. To this end, let us fix an arbitrary $x \in \{-1,1\}^n$. Then, $p(x)$ is a sum of at most $n^3$ independent uniformly distributed random $\{-1,1\}$-random variables. It follows from Lemma 12 that

$$\Pr\left[|p(x)| > 2n^2\right] \leq 2e^{-2n},$$

By the union bound over $x \in \{-1,1\}^n$, it follows that $\|p\| > 2n^2$ with probability at most $2e^{-n}$, which gives the claim.

We now lower bound $\|p\|_{c,b}$. Let $\tau > 0$ be a parameter to be set later. Let $T \in \mathbb{R}^{n \times n \times n}$ be the random symmetric 3-tensor associated with $p$ as in (2). For every $i \in [n]$, we define the linear map $A_i : \mathbb{R}^{2n+2} \to \mathbb{R}^{2n+2}$ by

$$
\begin{aligned}
A_i e_0 &= e_i \\
A_i e_j &= \frac{1}{\tau \sqrt{n}} \sum_{k=1}^{n} T_{i,j,k} e_{k+n} \\
A_i e_{j+n} &= \delta_{i,j} e_{2n+1} \\
A_i e_{2n+1} &= 0.
\end{aligned}
$$

Observe that for every $i, j, k \in [n]$, we have

$$e_{2n+1} A_i A_j A_k e_0 = \frac{1}{\tau \sqrt{n}} T_{i,j,k}. \tag{11}$$

Since $T$ is symmetric, it follows easily that these maps commute, which is to say that $A_i A_j = A_j A_i$, for every $i, j \in [n]$. In addition, we claim that with high probability, these maps are contractions (i.e., the associated matrices have operator norm at most 1). To see this, for each $i \in [n]$, let $M_i$ be the random matrix given by $M_i = (T_{i,j,k})_{j,k=1}^{n}$. Observe that $M_i$ is symmetric and its entries have mean zero and absolute value at most 1. By Lemma 13 and a union bound, we get that

$$\Pr\left[\max_{i \in [n]} \|M_i\| > \tau \sqrt{n}\right] \leq Cn e^{-c\tau n}. \tag{12}$$

for absolute constants $c, C$ and provided $\tau \geq C$. Now, for any Euclidean unit vector $u \in \mathbb{R}^{2n+2}$, we have

$$\|A_i u\|^2 = |u_0|^2 + \frac{1}{\tau^2 n} \sum_{k=1}^{n} \left| \sum_{j=1}^{n} u_j T_{i,j,k} \right|^2 + |u_{i+n}|^2 \leq |u_0|^2 + \frac{\|M_i\|^2}{\tau^2 n} \sum_{j=1}^{n} |u_j|^2 + |u_{i+n}|^2.$$

It follows from (12) that $\max_{i \in [n]} \|M_i\| \leq \tau \sqrt{n}$ with probability at least $1 - Cn e^{-c\tau n}$, which in turn implies the above is at most $\|u\|^2 \leq 1$ and therefore that all $A_i$ have operator norm $\leq 1$.

By Proposition 14,

$$\|p\|_{c,b} \geq \| \sum_{i,j,k=1}^{n} T_{i,j,k} A_i A_j A_k \|,$$

provided that the $A_i$s are contractions. By (11), and since $|T_{i,j,k}| \geq 1/6$ for every $i, j, k \in [n]$, the above is at least $n^{5/2}/(36\tau)$, with probability at least $1 - Cn e^{-c\tau n}$. Letting $\tau$ be a sufficiently large constant then gives the result.

To demonstrate the failure of Theorem 1 for quartic polynomials, we embed $A$ as mentioned in the introduction, one can easily extend this result to the case of 4-linear forms.
Corollary 15. There exists a bounded quartic form

\[ q(x_1, \ldots, x_n) = \sum_{\alpha \in \{0,1\}^n : |\alpha| = 4} d_\alpha x^\alpha, \]  

and pairwise commuting contractions \( A_1, \ldots, A_n \in L(\mathbb{R}^{2n+2}) \) such that

\[ \left\| \sum_{i,j,k,\ell=1}^n (T_q)_{i,j,k,\ell} A_i A_j A_k A_\ell \right\| \geq c\sqrt{n} \]

where \( c \in (0,1) \) is some absolute constant.

Proof. Let \( p \) be a bounded multi-linear cubic form such that \( \|p\|_{cb} \geq C\sqrt{n} \), the existence of which is guaranteed by Theorem 11. Let \( T_p \in \mathbb{R}^{n \times n \times n} \) be the random symmetric 3-tensor associated to \( p \). Consider the symmetric 4-tensor \( S \in \mathbb{R}^{(n+1) \times (n+1) \times (n+1) \times (n+1)} \) defined by

\[ S_{i,j,k,\ell} = T_{i,j,k,\ell}, S_{i,0,k,\ell} = T_{i,j,0,\ell}, S_{i,j,k,0} = T_{i,j,k,0} \text{ for every } i, j, k, \ell \in [n] \text{ and } S_{i,j,k,\ell} = 0 \text{ otherwise.} \]

Since \( S \) is symmetric, there exists a unique multi-linear quartic form \( q \) associated to \( S \). It follows easily that \( \|q\| = \|p\| \). Moreover, by considering the contractions \( A_i \) used in the proof of Theorem 11 and defining \( A_0 = \text{Id}_{n+2} \), it follows that \( \|q\|_{cb} \geq 4\|p\|_{cb} \). The form \( q/4 \) is thus as desired.

We claim that a form \( q \) as in Corollary (15) gives a counterexample to possible quartic extensions of Theorem 1. To see this, suppose there exists a two-query quantum algorithm \( A \) and a \( C \in (0,\infty) \) such that \( E[A(x)] = Cq(x) \) for each \( x \in \{-1,1\}^n \). By Theorem 3 that there exists a \( (2n) \)-variate quartic form \( h \) such that \( h(x,1) = Cq(x) \) for each \( x \in \{-1,1\}^n \) and \( \|h\|_{cb} \leq 1 \). We now show that the degree-4 coefficients in \( h(x,y) \) are completely determined by \( q(x) \). Indeed, if we expand

\[ h(x,y) = \sum_{\alpha,\beta \in \{0,1,2,3,4\}^n : |\alpha|+|\beta|=4} d_{\alpha,\beta} x^\alpha y^\beta, \]

then

\[ h(x,1) = \sum_{\alpha,\beta \in \{0,1,2,3,4\}^n : |\alpha|+|\beta|=4} d_{\alpha,\beta} x^\alpha = C \sum_{\alpha \in \{0,1\}^n : |\alpha|=4} d_\alpha x^\alpha = C q(x). \]  

(14)

It follows from the above that \( d_{\alpha,0} = C d_\alpha \) for all \( \alpha \in \{0,1\}^n \) such that \( |\alpha| = 4 \).

In order to lower bound \( \|h\|_{cb} \), let \( T_h \in \mathbb{R}^{(2n) \times (2n) \times (2n) \times (2n)} \) be the symmetric 4-tensor associated to \( h \). By Proposition (14), we have

\[ \|h\|_{cb} \geq \left\| \sum_{i,j,k,\ell=1}^{2n} (T_h)_{i,j,k,\ell} B_i B_j B_k B_\ell \right\|. \]

for every set of pairwise commuting contractions \( B_1, \ldots, B_{2n} \). In particular, set \( B_i = A_i \) as in Corollary (15) for \( i \in [n] \) and let \( B_i \) be the all-zero matrix for \( i \in \{n+1, \ldots, 2n\} \).

Since the \( A_i \)'s were pairwise commuting in Corollary (15) (which of course commute with the all-zero matrix), the \( B_i \)'s are pairwise commuting. Finally, observe that for all \( i, j, k, \ell \in [n] \), we have \( (T_h)_{i,j,k,\ell} = d_{\alpha,0}/(|\{i,j,k,\ell\}|) \), which is equal to \( Cd_\alpha/(|\{i,j,k,\ell\}|) \) (by Eq. (14)). In particular, using Corollary (15), we have

\[ \|h\|_{cb} \geq \left\| \sum_{i,j,k,\ell=1}^{2n} (T_h)_{i,j,k,\ell} B_i B_j B_k B_\ell \right\| = C \left\| \sum_{i,j,k,\ell=1}^{n} (T_q)_{i,j,k,\ell} A_i A_j A_k A_\ell \right\| \geq Cc\sqrt{n}. \]

This implies that \( 1 \geq \|h\|_{cb} = C\|q\|_{cb} \geq Cc\sqrt{n} \), and so \( C \leq 1/(c\sqrt{n}) \).
5 Short proof of Theorem 1.

In this section, we give a short proof of Theorem 1, restated below for convenience.

▶ Theorem 1 (Aaronson et al.). There exists an absolute constant \( C \in (0, 1] \) such that the following holds. For any bounded quadratic polynomial \( p \), there exists a one-query quantum algorithm that, on input \( x \in \{-1, 1\}^n \), returns a random sign with expectation \( Cp(x) \).

Proof sketch of Theorem 1. The first step is to show that without loss of generality, we may assume that the polynomial \( p \) is a quadratic form. This is the content of the decoupling argument mentioned in the introduction, proved for polynomials of arbitrary degree in [2], but stated here only for the quadratic case.

▶ Lemma 16. There exists an absolute constant \( C \in (0, 1] \) such that the following holds. For any bounded quadratic polynomial \( p \), there exists a matrix \( A \in \mathbb{R}^{(n+1) \times (n+1)} \) with \( \|A\|_{\ell_\infty \rightarrow \ell_1} \leq 1 \), such that the quadratic form \( q(y) = y^T Ay \) satisfies \( q((x, 1)) = Cp(x) \) for all \( x \in \{-1, 1\}^n \).

To prove the theorem, we may thus restrict to a quadratic form \( p(x) = x^T Ax \) given by some matrix \( A \in \mathbb{R}^{n \times n} \) such that \( \|A\|_{\ell_\infty \rightarrow \ell_1} \leq 1 \). The next step is to massage the matrix \( A \) into a unitary matrix (that can be applied by a quantum algorithm). To do so, the authors use an argument based on two versions of Grothendieck’s inequality and a technique known as variable splitting, developed in earlier work of Aaronson and Ambainis [1]. The first version of Grothendieck’s inequality is the one most commonly used in applications [25].

▶ Theorem 17 (Grothendieck). There exists a universal constant \( K_G \in (0, \infty) \) such that the following holds. For every positive integer \( n \) and matrix \( A \in \mathbb{R}^{n \times n} \), we have

\[
\sup \left\{ \sum_{i,j=1}^n A_{ij} (u_i, v_j) : d \in \mathbb{N}, u_i, v_j \in B^d_2 \right\} \leq K_G \|A\|_{\ell_\infty \rightarrow \ell_1}.
\]

Elementary proofs of this theorem can be found for instance in [5]. The Grothendieck constant \( K_G \) is the smallest real number for which Theorem 17 holds true. The problem of determining its exact value, posed in [25], remains open. The best lower and upper bounds \( 1.6769 \cdots \leq K_G < 1.7822 \cdots \) were proved by Davie and Reeds [21, 45], and Braverman et al. [14], resp. The second version of Grothendieck’s inequality is as follows.

▶ Theorem 18 (Grothendieck). For every positive integer \( n \) and matrix \( A \in \mathbb{R}^{n \times n} \), there exist \( u, v \in (0, 1]^n \) such that \( \|u\|_{\ell_2} = \|v\|_{\ell_2} = 1 \) and such that the matrix

\[
B = \frac{1}{K_G} \text{Diag}(u)^{-1} A \text{Diag}(v)^{-1}
\]

satisfies \( \|B\| \leq \|A\|_{\ell_\infty \rightarrow \ell_1} \).

Our contribution. The first (standard) version of Grothendieck’s inequality (Theorem 17) easily implies that any matrix \( A \) with \( \|A\|_{\ell_\infty \rightarrow \ell_1} \leq 1 \) has completely bounded norm at most \( K_G \). Combining this with our Theorem 3 and Lemma 16, one quickly retrieves Theorem 1. However, Theorem 3 is based on the rather deep Theorem 6. We observe that Theorem 1 also follows readily from the much simpler Theorem 18 alone (proved below for completeness), after one assumes that \( p \) is a quadratic form as above. Indeed, Theorem 18 gives unit vectors \( u, v \) such that the matrix \( B \) as in (15) has (operator) norm at most 1. Unitary
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Let $U_u, U_v$ be unitaries that have $u, v$ as their first rows, respectively. The algorithm initializes a $(1 + \log n)$-qubit register in the all-zero state, transforms this state into the superposition $\frac{1}{\sqrt{2}}(e_0 \otimes u + e_1 \otimes v)$, queries the input $x$ via the unitary $\text{Diag}(x)$ applied to the $(\log n)$-qubit register, applies a controlled-$B$, and finishes by measuring the first qubit in the Hadamard basis.

Matrices have norm exactly 1 and represent the type of operation a quantum algorithm can implement. Moreover, since $u, v$ are unit vectors, they represent $(\log n)$-qubit quantum states. Using the fact that for $w, z \in \mathbb{R}^n$, we have $\text{Diag}(w)z = \text{Diag}(z)w$, we get the following factorization formula (not unlike the one of Corollary 7, which is of course no coincidence):

$$\frac{x^TAx}{K_G} = x^T \text{Diag}(u)B \text{Diag}(v)x = u^T \text{Diag}(x)B \text{Diag}(x)v.$$  \hspace{1cm} (16)

If we assume for the moment that the matrix $B$ actually is unitary, then the right-hand side of (16) suggests the simple one-query quantum algorithm described in Figure 3.

Using (16), we observe that the algorithm returns zero with probability

$$\frac{1}{2} + \frac{1}{2} \langle \text{Diag}(u)x, B \text{Diag}(v)x \rangle = \frac{1}{2} + \frac{x^TAx}{2K_G},$$

Now, it is clear that the the expected value of the measurement result is precisely $p(x)/K_G$, giving Theorem 1 with $C = 1/K_G$. In case $B$ is not unitary, one can use the same argument used in the final step of the proof of Theorem 3.
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Abstract
Motivated by understanding the power of quantum computation with restricted number of qubits, we give two complete characterizations of unitary quantum space bounded computation. First we show that approximating an element of the inverse of a well-conditioned efficiently encoded $2^k(n) \times 2^k(n)$ matrix is complete for the class of problems solvable by quantum circuits acting on $O(2^{k(n)}qubits with all measurements at the end of the computation. Similarly, estimating the minimum eigenvalue of an efficiently encoded Hermitian $2^k(n) \times 2^k(n)$ matrix is also complete for this class. In the logspace case, our results improve on previous results of Ta-Shma [30] by giving new space-efficient quantum algorithms that avoid intermediate measurements, as well as showing matching hardness results.

Additionally, as a consequence we show that PreciseQMA, the version of QMA with exponentially small completeness-soundness gap, is equal to PSPACE. Thus, the problem of estimating the minimum eigenvalue of a local Hamiltonian to inverse exponential precision is PSPACE-complete, which we show holds even in the frustration-free case. Finally, we can use this characterization to give a provable setting in which the ability to prepare the ground state of a local Hamiltonian is more powerful than the ability to prepare PEPS states.

Interestingly, by suitably changing the parameterization of either of these problems we can completely characterize the power of quantum computation with simultaneously bounded time and space.
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1 Introduction

How powerful is quantum computation with a restricted number of qubits? In this work we will study unitary quantum space-bounded classes - those problems solvable using a given amount of (quantum and classical) space, with all quantum measurements performed at the
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end of the computation. We give two sets of complete problems for these classes; to the best of our knowledge, these are the first natural complete problems proposed for quantum space-bounded classes.

The first problem we consider, the \( k(n) \)-Well-conditioned Matrix Inversion problem, is a well-conditioned version of the ubiquitous matrix inversion problem. The second problem we consider, the \( k(n) \)-Minimum Eigenvalue problem, asks us to compute the minimum eigenvalue of a Hermitian matrix to high precision – in the context of quantum complexity, this is a natural generalization of the familiar local Hamiltonian problem [23]. Interestingly enough, the first (resp. second) problem is the space-bounded variant of a BQP-complete [18] (resp. QMA-complete [23]) problem; their complexities coincide in the space-bounded regime. For the sake of readability, we defer precise definitions of these problems and statements of our results until Sections 3 and 4.

We now proceed to give some justification for the importance of our results. In the following discussion, \( \text{BQ}_U \text{SPACE}[k(n)] \) refers to the class of problems solvable with bounded error by a quantum algorithm running in \( \mathcal{O}(k(n)) \) space; the subscript \( U \) indicates that the algorithm is unitary, i.e. employs no intermediate measurements.

### 1.1 Background and Motivation

The Matrix Inversion problem is of central importance in computational complexity theory. Matrix inversion is known to be complete for \( \text{DET} \), the class of functions as hard as computing the determinant of an integer matrix, which can be solved in classical \( \mathcal{O}(\log^2(n)) \) space [5, 12]. It is a major open problem to determine if Matrix Inversion can be solved in classical logarithmic space, which would imply \( L = NL = \text{DET} \).

Recently, Ta-Shma [30], building on work of Harrow, Hassidim, and Lloyd [18], showed that a well-conditioned \( n \times n \) matrix can be inverted (up to \( 1/\text{poly}(n) \) error) by a quantum \( \mathcal{O}(\log n) \) space algorithm using intermediate measurements. Similarly, Ta-Shma also gives an algorithm for computing eigenvalues of a Hermitian matrix with similar space. These algorithms achieve a quadratic advantage in space over the best known classical algorithms, which require \( \Omega(\log^2 n) \) space. This is the maximum quantum advantage possible, since Watrous has shown \( \text{BQSPACE}[k(n)] \subseteq \text{SPACE}[\mathcal{O}(k(n)^2)] \) [35, 36] even for quantum algorithms with intermediate measurements.

Our completeness result for matrix inversion, along with observing our algorithm for matrix inversion (Theorem 14) actually gives a high-precision approximation, gives the following corollary in the logspace case (see Remark 2.3).

**Corollary 1.** The problem of approximating, to constant precision, an entry of the inverse of an \( n \times n \) positive semidefinite matrix with condition number at most \( \text{poly}(n) \) is \( \text{BQ}_U \text{L} \)-complete under \( L \)-reductions, where \( \text{BQ}_U \text{L} \) is the set of problems solvable in unitary quantum logspace. This problem remains in \( \text{BQ}_U \text{L} \) even if \( 1/\text{poly}(n) \) precision is required.

Similarly, restricting Theorem 4 to the logspace case gives the following corollary.

**Corollary 2.** The problem of approximating, to \( 1/\text{poly}(n) \) precision, the minimum eigenvalue of an \( n \times n \) positive semidefinite matrix is \( \text{BQ}_U \text{L} \)-complete under \( L \)-reductions.

These corollaries improve upon Ta-Shma’s results [30] in two ways. First, our algorithms solve these problems without needing intermediate measurements. Unlike in time complexity, where the “Principle of safe storage” gives a time-efficient procedure to defer intermediate measurements, these methods may incur an exponential blow-up in space.
One might wonder why we care so much about avoiding intermediate measurements. The main reason is that removing intermediate measurements from the computation allows us to give matching hardness results, showing the optimality of our algorithms. This is the second way our results improve on those of Ta-Shma. In particular, our proofs crucially use space-efficient methods for the amplification of unitary quantum computations, which are not known in the non-unitary model. This is because the techniques require applying the inverse of the circuit, which of course is impossible if the circuit contains intermediate measurements. We will also rely on ideas from Kitaev’s clock construction, which constructs a local Hamiltonian from a unitary quantum circuit.

Specifically, we will show that the problems of inverting well-conditioned matrices and computing minimum eigenvalues of Hermitian matrices are hard for unitary quantum logspace under $L$-reductions. In the case of our algorithm for Matrix Inversion, this means that the upper bound on the condition number bound is unlikely to be improved upon. Likewise, this gives some of the strongest evidence that even well-conditioned matrices cannot be inverted in deterministic logspace, since otherwise our results would immediately imply $L = BQUL$, which seems quite unlikely.

Interestingly, although our algorithms for both problems use different techniques from those of Ta-Shma, our algorithm for computing the minimum eigenvalue is completely different. In particular, our algorithm crucially relies on new methods for space efficient QMA amplification, together with some powerful recent results in Hamiltonian simulation [6, 8].

Concurrently with our work, Doron, Sarid, and Ta-Shma have shown that analogous problems for stochastic matrices (e.g. computing the eigenvalue gap) are complete for classical randomized logspace, or BPL [14, 13]. In addition, Le Gall has shown that analogous problems for Laplacian matrices can be solved in BPL [16]. Since it is straightforward to see that Well-conditioned Matrix Inversion reduces to Integer Matrix Inversion, we obtain a direct proof that $BQUL \subseteq \text{DET}$, which was previously known indirectly via the containments $BQUL \subseteq PL \subseteq \text{DET}$ [36, 9].

Therefore the power of classical and quantum space-bounded classes are characterized by the ability to approximate solutions of different problems in DET (stochastic matrices for the former, and Hermitian matrices for the latter). This could shed light on the differences between deterministic, randomized, and quantum space complexity. An open question is to find a class of interesting matrices whose inverse (or eigenvalues) can be computed in deterministic logspace.

Interestingly, if we change the scaling of the parameters in our Matrix Inversion and Minimum Eigenvalue problems suitably, then we obtain problems that are known to be complete for $BQP$ [18] and QMA [23, 2]. Thus by appropriately bounding the dimension of the matrix and either the condition number or the promise gap, we can give problems complete for quantum time or quantum space. In fact we can strengthen these results to settings with a simultaneously bounded amount of space and time; see Section 5.

1.2 Relationship with Matchgates

Matchgates are a subclass of quantum gates introduced by Valiant [32], who also showed that nearest neighbor matchgate circuits (which we will just call matchgate computations) are classically simulable. Matchgate computations were further shown to be equivalent to a one-dimensional model of noninteracting fermions by Terhal and DiVincenzo [31]; and equivalent to unitary quantum logspace by Jozsa, Kraus, Miyake, and Watrous [20]. Our complete problems therefore elucidate the computational power of noninteracting fermions.
We know that sampling from output distributions of matchgate computations gives us the power of BPL; but what is the computational power of computing exactly the output probabilities of matchgate computations? We conjecture that this computational power corresponds to DET, since amplitudes of noninteracting fermion circuits are related to determinants (and see also the discussion in the previous subsection). It is known that output probabilities of matchgate computations can be exactly calculated by an efficient classical algorithm [21], which is consistent with our conjecture because DET ∈ P.

1.3 Quantum Merlin-Arthur with Small Gap

A consequence of our proof of completeness for the \( k(n) \)-Minimum Eigenvalue problem is an equivalence between space-bounded quantum computations and quantum Merlin-Arthur proof systems. Here we give this equivalence for the polynomial space case: let PreciseQMA be the variant of QMA with exponentially small completeness-soundness gap. Then we show the following:

► Corollary 3. PreciseQMA = BQ_uPSPACE = PSPACE.

The second equality is due to Watrous [35, 36]. We give similar equivalences for space-bounded quantum computations with and without a witness for other space bounds as well (Theorem 18).

We note that PreciseQMA is likely far more powerful than its classical counterpart. The analogous classical complexity class is contained in \( \text{NP}^{\text{PP}} \): given a classical witness, the verifier runs a classical computation that in the YES case accepts with probability at least \( c \), or in the NO case accepts with probability at most \( s \), where \( c > s \). Note that in the classical case \( c - s > \exp(-\text{poly}) \) is automatically satisfied. Since \( \text{NP}^{\text{PP}} \) is in the counting hierarchy, the entirety of which is contained in PSPACE (see e.g., [3]), we see that the quantum proof protocol is strictly stronger than the classical one, unless the counting hierarchy collapses to the second level.

We also show that the local Hamiltonian problem is PSPACE-complete when the promise gap is exponentially small (for details see Appendix D). This is in contrast to the usual case when the gap is polynomially small, where the problem is QMA-complete. Perhaps more surprisingly, PreciseQMA = PSPACE is more powerful than PostBQP = PP, the class of problems solvable with postselected quantum computation [1].

Another consequence concerns Projected Entangled Pair States, or PEPS, a natural extension of matrix product states to two and higher spatial dimensions, which can be described as the ground state of certain frustration-free local Hamiltonians [34]. A characterization of the computational power of PEPS was given in [28], and can be summarized as follows: let \( O_{\text{PEPS}} \) be a quantum oracle that, given the description of a PEPS, outputs the PEPS (so the output is quantum). Then \( \text{BQP}^{O_{\text{PEPS}}}_{\text{classical}} = \text{PostBQP} = \text{PP} \), where (following Aaronson [1]) the subscript denotes that only classical nonadaptive queries to the oracle are allowed. Moreover, let PQP be the set of problems solvable by a quantum computer with unbounded error; then it is straightforwardly shown that \( \text{PQP}^{O_{\text{PEPS}}}_{\text{classical}} = \text{PP} \) as well (see Appendix F).

On the other hand, suppose we have an oracle \( O_{\text{LH}} \) that given the description of a local Hamiltonian, outputs a ground state of the Hamiltonian. Then our results show that PreciseQMA = PSPACE ⊆ PQP^{O_{\text{LH}}}_{\text{classical}}. This shows that in the setting of unbounded-error quantum computation, PEPS do not capture the full computational complexity of general local Hamiltonian ground states unless PP = PSPACE. We leave open the problem of determining the complexity of \( \text{BQP}^{O_{\text{LH}}}_{\text{classical}} \).
Lastly, we are able to strengthen our characterization to show that PreciseQMA contains \textsc{PSPACE} (see Appendix C), even when restricted to having perfect completeness. This allows us to prove that testing if a local Hamiltonian is frustration-free is a \textsc{PSPACE}-complete problem (Appendix D). We note that if the local Hamiltonian is promised to have a ground state energy of at least $1/\text{poly}$ if it is frustrated, then this is the Quantum Satisfiability problem defined by Bravyi, which is known to be $\text{QMA}_1$ complete $[10, 17]$. Our results show that if the promise gap is removed then we instead get \textsc{PSPACE}-completeness.

## 2 Preliminaries

### 2.1 Quantum circuits

We will assume a working knowledge of quantum information. For an introduction, see $[26]$. A quantum circuit consists of a series of quantum gates each taken from some universal gateset, such as the gateset consisting of Hadamard and Toffoli gates $[29]$. For functions $f, g : \mathbb{N} \rightarrow \mathbb{N}$, we say a family of quantum circuits $\{Q_x\}_{x \in \{0, 1\}^n}$ is $f$-time $g$-space uniformly generated if there exists a deterministic classical Turing machine that on input $x \in \{0, 1\}^n$ and $i > 0$ outputs the $i$-th gate of $Q_x$ within time $f(n)$ and workspace $g(n)$ $[26]$.

Our restriction to a specific gateset is without loss of generality, even for logarithmic space algorithms: there exists a deterministic algorithm that given any unitary quantum gate $U$ and a parameter $\epsilon$, outputs a sequence of at most $\text{polylog}(1/\epsilon)$ gates from any universal quantum gateset that approximates $U$ to precision $\epsilon$ in space $O(\log(1/\epsilon))$ and time $\text{polylog}(1/\epsilon)$ $[33]$. This improves the Solovay-Kitaev theorem, which guarantees a space bound of $\text{polylog}(1/\epsilon)$; see e.g., $[26]$.

### 2.2 Space-bounded computation

For our model of unitary quantum space-bounded computation, we consider a quantum system with purely classical control, because there are no intermediate quantum measurements to condition future operations on. Specifically, we use the following definition (see Appendix A for more details):

**Definition 4.** Let $k(n)$ be a function satisfying $\Omega(\log(n)) \leq k(n) \leq \text{poly}(n)$. A promise problem $L = (L_{\text{yes}}, L_{\text{no}})$ is in $\text{QSPACE}[k(n)](c, s)$ if there exists a $\text{poly}(|x|)$-time $O(k)$-space uniformly generated family of quantum circuits $\{Q_x\}_{x \in \{0, 1\}^n}$, where each circuit $Q_x = U_{x,T}U_{x,T-1}\cdots U_{x,1}$ has $T = 2^{O(k)}$ gates, and acts on $O(k(|x|))$ qubits, such that:

If $x \in L_{\text{yes}}$:

$$\langle 0^k | Q^1_x | 1 \rangle_{\text{out}} Q_x | 0^k \rangle \geq c. \quad (1)$$

Whereas if $x \in L_{\text{no}}$:

$$\langle 0^k | Q^1_x | 1 \rangle_{\text{out}} Q_x | 0^k \rangle \leq s. \quad (2)$$

Here $\text{out}$ denotes a single qubit we measure at the end of the computation; no intermediate measurements are allowed. Furthermore, we require $c$ and $s$ to be computable in classical $O(k(n))$-space.

For the rest of the paper we will always assume that $\Omega(\log(n)) \leq k(n) \leq \text{poly}(n)$.

The bound $T = 2^{O(k)}$ on the circuit size comes from that any classical Turing machine generating $Q_x$ using space $O(k(|x|))$ has at most $2^{O(k)}$ configurations. We note that $2^{O(k)}$
gates suffice to approximate any gate on $O(k)$ qubits to high accuracy (see e.g. [26, Chapter 4]). The poly$(|x|)$ time bound on the classical control can be assumed without loss of generality; see Appendix A.

**Definition 5.** $BQSPACE[k] = QSPACE[k]((2/3, 1/3))$.

**Theorem 6** (Watrous [35, 36]). $BQSPACE[poly] = PSPACE$.

We now define space- and time-bounded analogues of QMA:

**Definition 7.** We say a promise problem $L = (L_{yes}, L_{no})$ is in $(t, k)$-bounded $QMA_m(c, s)$ if there exists a $t$-time and $(k + m)$-space uniformly generated family of quantum circuits $\{V_x\}_{x \in \{0, 1\}^*}$, each of size at most $t(|x|)$, acting on $k(|x|) + m(|x|)$ qubits, so that:

If $x \in L_{yes}$ there exists an $m$-qubit state $|\psi\rangle$ such that:

$$
\langle |\psi\rangle | 0^k \rangle \langle 1 | V_x | \text{out} \rangle V_x \langle |\psi\rangle | 0^k \rangle \geq c.
$$

(3)

Whereas if $x \in L_{no}$, for all $m$-qubit states $|\psi\rangle$ we have:

$$
\langle |\psi\rangle | 0^k \rangle \langle 1 | V_x | \text{out} \rangle V_x \langle |\psi\rangle | 0^k \rangle \leq s.
$$

(4)

$|\text{out}\rangle$ denotes a single qubit measured at the end of the computation; no intermediate measurements are allowed. Here $c$ and $s$ are computable in classical $O(t)$-time and $O(k + m)$-space.

**Definition 8.** $QMA = (\text{poly, poly})$-bounded $QMA_{\text{poly}}(2/3, 1/3)$.

**Definition 9.** $\text{PreciseQMA} = \bigcup_{c \in \{0, 1\}} (\text{poly, poly})$-bounded $QMA_{\text{poly}}(c, 2^{-\text{poly}})$.

### 2.3 Other definitions and results

We use the following definition of efficient encodings of matrices:

**Definition 10.** Let $M$ be a $2^k \times 2^k$ matrix, and $A$ be a classical algorithm (e.g. a Turing machine) specified using $n$ bits. We say that $A$ is an efficient encoding of $M$ if on input $i \in \{0, 1\}^k$, $A$ outputs the indices and contents of the non-zero entries of the $i$-th row, using at most poly($n$) time and $O(k)$ workspace (not including the output size). Note that as a consequence $M$ has at most poly($n$) nonzero entries in each row.

We will often specify a matrix $M$ in the input by giving an efficient encoding of $M$. The size of the encoding is then the input size, which we will usually indicate by $n$.

**Remark.** It is not difficult to see that every $n \times n$ matrix has an efficient encoding of size $O(n^2)$, since it is straightforward to construct a classical $O(\log n)$-space circuit that on input $i, j$ outputs the $(i, j)$-entry of the matrix.

In our results we will implicitly assume the existence of algorithms that compute some common functions on $n$-bit numbers, such as sin, cos, arcsin, arccos and exponentiation, to within $1/\text{poly}(n)$ accuracy in classical $O(\log n)$ space. Algorithms for these tasks have been designed by Reif [27].

Finally, we will need new results from the Hamiltonian simulation literature:

---

1 Reif’s algorithms take only $O(\log \log n \log \log \log n)$ space, but we only need the $O(\log n)$ bound.
These circuits do not require intermediate measurements.

While the space complexity was not explicitly stated in [6, 7, 8], it can be seen from the analysis (see e.g. [7]). The crucial thing to notice in Theorem 11 is the polylogarithmic scaling in the error ε; this implies that we can obtain polynomial precision in \exp(-iHT) using only polynomially many operations. Also note that the maximum eigenvalue of \( H \), \( \| H \| \), satisfies \( \| H \| \leq \poly(n)\| H \|_{\max} \).

### 3 The Well-Conditioned Matrix Inversion Problem

We begin with a formal statement of the problem:

**Definition 12 (\( k(n) \)-Well-conditioned Matrix Inversion).** Given as input is the size-\( n \) efficient encoding of a \( 2^{k(n)} \times 2^{k(n)} \) positive semidefinite matrix \( H \) with a known upper bound \( \kappa = 2^{O(k(n))} \) on the condition number, so that \( \kappa^{-1} I \preceq H \preceq I \), and \( s, t \in \{0, 1\}^{k(n)} \). It is promised that either \( |H^{-1}(s,t)| \geq b \) or \( |H^{-1}(s,t)| \leq a \) for some constants \( 0 \leq a < b \leq 1 \); determine which is the case.

**Theorem 13.** For \( O(\log(n)) \leq k(n) \leq \poly(n) \), \( O(k(n))-\text{Well-conditioned Matrix Inversion is complete for } \mathbf{BQUSPACE}[O(k(n))] \) under classical reductions using \( \poly(n) \) time and \( O(k(n)) \) space.

**Proof.** We begin by giving a new space efficient algorithm for this matrix inversion problem:

**Theorem 14.** Fix functions \( k(n), \kappa(n), \) and \( \epsilon(n) \). Suppose we are given the size-\( n \) efficient encoding of a \( 2^{k(n)} \times 2^{k(n)} \) PSD matrix \( H \) such that \( \kappa^{-1} I \preceq H \preceq I \). We are also given \( \poly(n) \)-time \( O(k + \log(\kappa/\epsilon)) \)-space uniform quantum circuits \( U_a \) and \( U_b \) acting on \( k \) qubits and using at most \( T \) gates. Let \( U_a|0\rangle^{\otimes k(n)} = |a\rangle \) and \( U_b|0\rangle^{\otimes k(n)} = |b\rangle \). The following tasks can be performed with \( \poly(n) \)-time \( O(k + \log(\kappa/\epsilon)) \)-space uniformly generated quantum circuits with \( \poly(T,k,\kappa,1/\epsilon) \) gates and \( O(k + \log(\kappa/\epsilon)) \) qubits:

1. With at least constant probability, output an approximation of the quantum state \( H^{-1}|b\rangle/\| H^{-1}|b\rangle \) up to error \( \epsilon \).
2. Approximate \( \| H^{-1}|b\rangle \| \) to precision \( \epsilon \).
3. Approximate \( |\langle a|H^{-1}|b\rangle| \) to precision \( \epsilon \).

These circuits do not require intermediate measurements.

In fact our algorithm is much stronger: to solve \( k(n) \)-Well-conditioned Matrix Inversion we merely need to approximate \( |\langle s|H^{-1}|t\rangle| \) to constant precision, while Theorem 14 actually gives an approximation to precision \( 2^{-O(k)} \) in \( \mathbf{O(k(n))} \) unitary quantum space. Moreover our algorithm does not require \( s \) and \( t \) to be computational basis states. We can also approximate \( |\langle s|H^{-1}|t\rangle| \) (without the absolute value), since if we choose \( |a\rangle = (|s\rangle + |t\rangle)/\sqrt{2} \) and \( |b\rangle = (|s\rangle + i|t\rangle)/\sqrt{2} \) we have

\[
(s|H^{-1}|t) = \langle a|H^{-1}|a\rangle - i(b|H^{-1}|b) + (i - 1)(s|H^{-1}|s) + (t|H^{-1}|t))/2 \tag{5}
\]

and e.g. \( |\langle a|H^{-1}|a\rangle| \) because \( H \) is positive semidefinite.

We note that we can modify our definition of unitary quantum space-bounded classes to include computing functions, for instance by adding a write-only one-way output tape of qubits to the Turing machine (see the discussion in Appendix A), that are measured at
the end of the computation. The error reduction result (Corollary 29) later in our work allows the total error to be reasonably controlled. With such a modification we can output an approximation to the entire matrix inverse in unitary quantum logspace. We will not pursue this modified model further in this work.

**Proof.** We first briefly summarize the algorithm of Ta-Shma [30], which is based on the linear systems solver of Harrow, Hassidim and Lloyd [18]. Ta-Shma shows that an $n \times n$ matrix with condition number at most $\text{poly}(n)$ can be inverted by a quantum logspace algorithm with intermediate measurements; in our language this corresponds to solving $O(\log n)$-Well-conditioned Matrix Inversion.

Our algorithm and Ta-Shma’s share the same initial procedure. In particular it is shown:

**Lemma 15 (Implicit in [18, 30]).** There is a poly-time $O(k + \log(\kappa/\epsilon'))$-space uniform quantum unitary transformation $W_H$ over $k + \ell = O(k + \log(\kappa/\epsilon'))$ qubits and using poly($k, \kappa/\epsilon'$) gates, such that for any k-qubit input state $|b\rangle$,

$$W_H(|0\rangle^\ell \otimes |b\rangle) = \alpha|0\rangle_{\text{out}} \otimes |\psi_b\rangle + \sqrt{1 - \alpha^2}|1\rangle_{\text{out}} \otimes |\psi'_b\rangle,$$

where $|\psi_b\rangle$ and $|\psi'_b\rangle$ are normalized states such that $||\psi_b\rangle - |0\rangle^\ell \otimes H^{-1}|b\rangle|| \leq \epsilon'$, $\alpha$ is a positive number satisfying $|\alpha - \frac{\|H^{-1}|b\rangle\|}{\kappa}| \leq \epsilon'$, and “out” is a 1-qubit register.

This lemma can be obtained by combining the Hamiltonian simulation algorithms of Berry et al. (Theorem 11) with the analysis of Harrow, Hassidim and Lloyd [18]; a version without the time bound is implicit in the proof of [30, Theorem 6.3]. For completeness, we sketch the proof below.

**Proof sketch.** Decompose $|b\rangle$ into the eigenbasis of $H$: $|b\rangle = \sum_\lambda a_\lambda |v_\lambda\rangle$, where $\lambda$ are eigenvalues of $H$ and $H|v_\lambda\rangle = \lambda|v_\lambda\rangle$. The following procedure satisfies Lemma 15 (all steps are approximate):

1. Perform phase estimation on the operator $\exp(iH)$ and state $|b\rangle$ to compute the eigenvalues of $H$ into an ancillary register, obtaining the state $\sum_\lambda a_\lambda |v_\lambda\rangle |\lambda\rangle$.

2. Implement the unitary transformation $|\lambda\rangle|0\rangle \rightarrow |\lambda\rangle[\kappa \lambda^{-1}|0\rangle + (\sqrt{1 - (\kappa \lambda)^{-2}})|1\rangle]$, to obtain the state $\sum_\lambda a_\lambda |v_\lambda\rangle |\lambda\rangle[\kappa \lambda^{-1}|0\rangle + (\sqrt{1 - (\kappa \lambda)^{-2}})|1\rangle]$.

3. Uncompute the eigenvalues $\lambda$ by running phase estimation in reverse, obtaining the state $\sum_\lambda a_\lambda |v_\lambda\rangle |0\rangle^{\ell-1}[\kappa \lambda^{-1}|0\rangle + (\sqrt{1 - (\kappa \lambda)^{-2}})|1\rangle]$. Note that $\sum_\lambda a_\lambda |v_\lambda\rangle |0\rangle^{\ell-1}[\kappa \lambda^{-1}|0\rangle + (\sqrt{1 - (\kappa \lambda)^{-2}})|1\rangle] = \frac{1}{\kappa} H^{-1}|b\rangle$.

An appropriate error analysis of this procedure is the technical bulk of the proof; we refer the reader to [18]. For Step 1, Ta-Shma showed how to implement $\exp(iH)$ in $O(k + \log(1/\epsilon))$ space [30, Theorem 4.1] (their proof works for general matrices with efficient encodings); recent sparse Hamiltonian simulation algorithms (Theorem 11) give a time efficient way to do this.

Intuitively, Lemma 15 gives a space-efficient quantum algorithm that produces a state proportional to $H^{-1}|b\rangle$ with probability at least $1/\kappa$. Our goal is to amplify the probability from $1/\kappa$ to a constant, to produce a state with constant overlap to the state $|0\rangle_{\text{out}} \otimes |\psi_b\rangle$ together with an estimate for $\alpha \approx \frac{\|H^{-1}|b\rangle\|}{\kappa}$. From here our algorithm differs from Ta-Shma’s and uses a combination of amplitude amplification and phase estimation. This sidesteps both the somewhat involved analysis and intermediate measurements of Ta-Shma’s algorithm.

Specifically, consider the two projectors

$$\Pi_0 = |0\rangle\langle 0|^\ell \otimes |b\rangle\langle b|, \quad \Pi_1 = W_H^\dagger |0\rangle_{\text{out}} \otimes I)W_H.$$

(7)
Π₀ projects onto the initial subspace, while Π₁ projects onto the initial states that would be accepted by the final measurement. The rotation $R = -(I - 2\Pi_1)(I - 2\Pi_0)$ has eigenvalues $e^{\pm i 2\sin^{-1} \alpha}$ with eigenvectors $|\psi_+\rangle$, such that $|0\rangle^{\otimes \ell} \otimes |b\rangle = (|\psi_+\rangle + |\psi_-\rangle) / \sqrt{2}$ is a uniform superposition of the two eigenvectors. Therefore phase estimation on the operator $R$ and input state $|0\rangle^{\otimes \ell} \otimes |b\rangle$ suffices to give an estimate of $\alpha$. Furthermore both eigenvectors have constant overlap with $W_H^I |\psi_b\rangle$, so applying $W_H$ to the residual state of phase estimation allows us to complete the first task as well.

We have addressed the first two tasks in Theorem 14. For the third task (approximating $\|\langle a| H^{-1}|b\rangle\|$), we can choose $\Pi'_1 = W_H^I |0\rangle_{\text{out}} \otimes I (I_{\text{anc}} \otimes |a\rangle) (|0\rangle_{\text{out}} \otimes I) W_H$ instead, and phase estimation on $R = -(I - 2\Pi_1)(I - 2\Pi_0)$ will give an estimate for $\|\langle a| H^{-1}|b\rangle\|$. See the full version of the paper for the complete proof.

We establish that $k(n)$-Well-conditioned Matrix Inversion is $\text{BQSPACE}[O(k(n))]$-hard using a similar argument to Harrow, Hassidim, and Lloyd [18], in which given a quantum circuit acting on $k(n)$ qubits we construct a efficiently encoded well-conditioned $2^{O(k)} \times 2^{O(k)}$ matrix $H$, so that a single element of $H^{-1}$ is proportional to the success probability of the circuit. See the full version of our paper for a detailed proof.

4 The Minimum Eigenvalue Problem

Our second characterization of unitary quantum space is based on the following problem:

**Definition 16** ($k(n)$-Minimum Eigenvalue problem). Given as input is the size-$n$ efficient encoding of a $2^{k(n)} \times 2^{k(n)}$ PSD matrix $H$, such that $\|H\|_{\text{max}} = \max_{s,t} |H(s,t)|$ is at most a constant. Let $\lambda_{\min}$ be the minimum eigenvalue of $H$. It is promised that either $\lambda_{\min} \leq a$ or $\lambda_{\min} \geq b$, where $a(n)$ and $b(n)$ are numbers such that $b - a > 2^{-O(k(n))}$. Output 1 if $\lambda_{\min} \leq a$, and output 0 otherwise.

**Theorem 17.** For $\Omega(\log(n)) \leq k(n) \leq \text{poly}(n)$, $O(k(n))$-Minimum Eigenvalue is complete for $\text{BQSPACE}[O(k(n))]$ under classical reductions using $\text{poly}(n)$ time and $O(k(n))$ space.

In the process of proving this result, we will also show the following equivalence:

**Theorem 18.** $\text{BQSPACE}[O(k(n))]$ is equivalent to the class of problems characterized by having quantum Merlin Arthur proof systems running in polynomial time, $O(k(n))$ witness size and space, and $2^{-O(k(n))}$ completeness-soundness gap. Or in other words, $\text{BQSPACE}[O(k(n))] = \bigcup_{c-s \geq 2^{-O(k(n))}} \text{poly}(O(k(n))$-bounded QMA$_{O(k(n))}(c,s)$

Our proof will consist of three steps. Lemma 19 will show that $k(n)$-Minimum Eigenvalue is in the generalized PreciseQMA class defined in Theorem 18. Lemma 20 will show that this generalized PreciseQMA class is contained in $\text{BQSPACE}[k(n)]$. Finally, Lemma 21 will show that $\text{BQSPACE}[k(n)]$-hardness of $k(n)$-Minimum Eigenvalue.

**Lemma 19.** $k(n)$-Minimum Eigenvalue is contained in $(\text{poly}, O(k(n)))$-bounded QMA$_{O(k(n))}(c,s)$ for some $c, s$ such that $c - s > 2^{-O(k(n))}$.

**Proof.** We are given the size-$n$ efficient encoding of a $2^{k(n)} \times 2^{k(n)}$ PSD matrix $H$, and it is promised that the smallest eigenvalue $\lambda_{\min}$ of $H$ is either at most $a$ or at least $b$. Merlin would like to convince us that $\lambda_{\min} \leq a$; he will send us a purported $k$-qubit eigenstate $|\psi\rangle$ of $H$
with eigenvalue $\lambda_{\text{min}}$. Choose $t = \pi/(\text{poly}(n)||H||_{\text{max}}) \leq \pi/||H||$; then all eigenvalues of $Ht$ lie in the range $[0, \pi]$, and the output of phase estimation on $\exp(-iHt)$ will be unambiguous. We perform, on $\psi$, phase estimation of $\exp(-iHt)$ with one bit of precision:

$$
\begin{align*}
|0\rangle & \xrightarrow[H]{1+e^{-i\lambda t}/2} |0\rangle + 1-e^{-i\lambda t}/2 |1\rangle \\
|\psi\rangle & \xrightarrow[e^{-iHt}]{c} |\psi\rangle
\end{align*}
$$

(8)

Here the $H$ gates on the first qubit are Hadamard gates (and have nothing to do with the matrix $H$). Theorem 11 gives an implementation of $\exp(-iHt)$ up to error $\epsilon = 2^{-\Theta(k(n))}$ using $\text{poly}(n)$ operations and $O(k(n))$ space.

In Circuit (8) we’ve assumed $|\psi\rangle$ is an eigenstate of $H$ with eigenvalue $\lambda$. If we measure the control qubit at the end, the probability we obtain 0 is $(1 + \cos(\lambda t))/2$. Therefore if $\psi$ is an eigenstate with eigenvalue at most $a$, we can verify this with probability at least $c = (1 + \cos(at))/2 - \epsilon$, where $\epsilon$ is the error in the implementation of $\exp(-iHt)$. Otherwise if $\lambda_{\text{min}} \geq b$, no state $\psi$ will be accepted with probability more than $s = (1 + \cos(bt))/2 + \epsilon$. The separation between $c$ and $s$ is at least

$$
2\epsilon = 2\sin\left(\frac{(a + b)t}{2}\right) \sin\left(\frac{(b - a)t}{2}\right) - 2\epsilon \geq 2^{-O(k)}
$$

(9)

since $\sin x = \Omega(x)$ for $x \in [0, 1]$, $(a + b)t \geq (b - a)t = 2^{-O(k(n))}$ as long as we choose $\epsilon = 2^{-\Theta(k(n))}$ to be sufficiently small enough. This therefore gives a $(\text{poly}, \Theta(k(n))$)-bounded $\text{QMA}_{\Theta(k)}(c, s)$ protocol for $c - s = 2^{-O(k(n))}$, as desired.

Lemma 20. $\bigcup_{c-s \geq 2^{-\Omega(k)}} (\text{poly}, O(k))$-bounded $\text{QMA}_{O(k)}(c, s) \subseteq \text{BQ}_{\text{SPACE}}[k(n)]$.

Proof sketch. We only give a high level overview of the proof here; for the complete proof see Appendix B. The core of the proof is to develop and use new space-efficient QMA error reduction procedures. Our procedures are based on the “in-place” QMA amplification procedure of Marriott and Watrous [24], which allows the error in a QMA proof system to be reduced without requiring additional copies of the witness state. This was improved by Nagaj, Wocjan, and Zhang [25], whose phase-estimation based procedure reduces the error to $2^{-r}$ using only $O\left(r \log \frac{1}{\epsilon^2}\right)$ additional qubits and $O(r/(c-s))$ repetitions of the circuit and its inverse. We derive a procedure (Lemma 28) that gives the same error bounds while using only $O\left(r + \log \frac{1}{\epsilon^2}\right)$ additional qubits, but still using only $O(r/(c-s))$ repetitions of the circuit; the improved space bound will be required for our purposes.

Thus we can amplify the gap in our QMA protocols to still use $O(k)$ space, but with completeness $1 - 2^{-O(k)}$ and soundness $2^{-O(k)}$. We can now replace the witness by the completely mixed state (or alternatively half of many EPR pairs), which gives us a computation with no witness such that the resulting completeness and soundness are both exponentially small, but are still separated by $2^{-O(k)}$. Finally, we can once again apply our space-efficient amplification procedure to this witness-free protocol, obtaining a computation in $\text{BQ}_{\text{SPACE}}[O(k)]$.

Lemma 21. $O(k(n))$-Minimum Eigenvalue is $\text{BQ}_{\text{SPACE}}[k(n)]$-hard under classical polytime $O(k(n))$-space reductions.

\footnote{In recent work we improved this result to achieve such amplification using only $\log \frac{1}{\epsilon^2}$ extra space [15].}
Proof sketch. Again we only give an overview; see the full version of the paper for the full proof. Recall that our uniformity condition on $k(n)$-Minimum Eigenvalue implies that every language in $k(n)$-Minimum Eigenvalue can be decided by a quantum circuit of size at most $2^{O(k(n))}$. We first use our space-efficient error reduction procedure to amplify the gap; then we apply a variant of Kitaev’s clock construction [23] to construct a Hamiltonian from this amplified circuit. We use a binary clock instead of a unary one to save space; since the number of gates is at most $2^{O(k(n))}$, the clock only needs to be of size $O(k(n))$, and the total dimension of the system is $2^{O(k(n))}$ as required. Therefore the Hamiltonian is not local, but it remains sparse (with only a constant number of nonzero terms in each row). Kitaev’s analysis then shows that we can obtain a gap inverse polynomial in the circuit size, or inverse exponential in $k(n)$.

Proof of Theorems 17 and 18. Immediate from Lemmas 19, 20, and 21.

Note the polynomial space case in Theorem 18 is Corollary 3, that $\text{PreciseQMA}=\text{PSPACE}$. Finally, we end with two results particular to the polynomial space case. First of all, in the equality $\text{PreciseQMA}=\text{PSPACE}$, we can actually achieve perfect completeness ($c=1$) for the $\text{QMA}$ proof protocol, assuming the underlying gate set contains the Hadamard and Toffoli gates. Moreover for perfect completeness we do not require that $c-s>2^{-\text{poly}}$:

Proposition 22. Let $\text{QMA}(c,s) = (\text{poly},\text{poly})$-bounded $\text{QMA}_{\text{poly}}(c,s)$. Then

$$\text{PSPACE} = \text{QMA}(1,1-2^{-\text{poly}}) = \bigcup_{s<1} \text{QMA}(1,s),$$

where we assume that the gateset we use contains the Hadamard and Toffoli gates. In the last term, the union is taken over all functions $s(n)$ such that $s(n)<1$ for all $n$.

The containment $\text{QMA}(1,s) \subseteq \text{PSPACE}$ is known [19]. We give a proof in Appendix C.

Our second result concerns the $\text{QMA}$-complete Local Hamiltonian problem. We show that if we allow the promise gap to be exponentially small, then the problem becomes $\text{PSPACE}$-complete.

Definition 23 (Precise k-Local Hamiltonian). Given as input is a $k$-local Hamiltonian $H = \sum_{j=1}^{r} H_j$ acting on $n$ qubits, satisfying $r \in \text{poly}(n)$ and $\|H_j\| \leq \text{poly}(n)$, and numbers $a<b$ satisfying $b-a > 2^{-\text{poly}(n)}$. It is promised that the smallest eigenvalue of $H$ is either at most $a$ or at least $b$. Output 1 if the smallest eigenvalue of $H$ is at most $a$, and output 0 otherwise.

Theorem 24. For any $3 \leq k \leq O(\log(n))$, Precise $k$-Local Hamiltonian is PreciseQMA-complete, and hence $\text{PSPACE}$-complete.

See Appendix D for a proof. Combined with the perfect completeness results of Appendix C, this will also give a proof that determining whether a local Hamiltonian is frustration-free is a $\text{PSPACE}$-complete problem (Theorem 35 in Appendix D).

5 Complete problems for time- and space-bounded classes

As we noted in the introduction, variants of the problems we consider are already known to be complete for other time-bounded quantum complexity classes. For example, consider the problem of inverting an efficiently encoded $2^{O(k(n))} \times 2^{O(k(n))}$ matrix with condition number at most $\kappa(n)$. If $\kappa(n), k(n) = \text{poly}(n)$, this problem is $\text{BQP}$-complete [18].
13 says that this problem is instead $\text{BQ}_U \text{SPACE}[O(k)]$-complete if $\kappa = 2^{O(k)}$. Similarly, consider the problem of determining whether the minimum eigenvalue of an efficiently encoded $2^{O(k(n))} \times 2^{O(k(n))}$ matrix is at least $b$ or at most $a$, with $b - a = g(n)$. If $g = \frac{1}{\text{poly}}$ and $k = \text{poly}$ then this problem is $\text{QMA}$-complete [23, 2]. Theorem 17 says that this problem is instead $\text{BQ}_U \text{SPACE}[O(k)]$-complete if $g = 2^{-O(k)}$.

In both of the problems we consider, we have two parameters that we can vary: for matrix inversion, the condition number $\kappa$ and the matrix size $k$; and for minimum eigenvalue, the promise gap size $g = b - a$ and the matrix size $k$. Varying these two parameters independently gives complete problems for quantum classes simultaneously bounded in time and space.

\textbf{Theorem 25.} Consider the class of problems solvable by a unitary quantum algorithm using $\text{poly}(T(n))$ gates and $\mathcal{O}(k(n))$ space, where $\Omega(\log(n)) \leq k(n) \leq 2^{O(k)} \leq 2^{\text{poly}(n)}$. This class has the following complete problem under classical $\text{poly}(n)$-time and $\mathcal{O}(k(n))$-space reductions:

Given as input is the size-$n$ efficient encoding of a $2^{O(k)} \times 2^{O(k)}$ positive semidefinite matrix $H$ with a known upper bound $\kappa = \text{poly}(T)$ on the condition number, so that $\kappa^{-1} I \preceq H \preceq I$, and $s, t \in \{0, 1\}^{k(n)}$. It is promised that either $|H^{-1}(s, t)| \geq b$ or $|H^{-1}(s, t)| \leq a$ for some constants $0 \leq a < b \leq 1$; determine which is the case.

\textbf{Theorem 26.} For functions $k(n)$, $T(n)$ satisfying $\Omega(\log(n)) \leq k(n) \leq T(n) \leq 2^{O(k)} \leq 2^{\text{poly}(n)}$,

$$\bigcup_{c \leftarrow \mathbb{B}^T \bigmid k(n)} \left( \text{poly}(n), \mathcal{O}(k) \right)-\text{bounded} \ \text{QMA}_{\mathcal{O}(k)}(c, s) = \left( \text{poly}(T), \mathcal{O}(k) \right)-\text{bounded} \ \text{QMA}_{\mathcal{O}(k)}(2/3, 1/3)$$

Furthermore, the following problem is complete for this class under classical $\text{poly}(n)$-time and $\mathcal{O}(k(n))$-space reductions:

Given as input is the size-$n$ efficient encoding of a $2^{O(k)} \times 2^{O(k)}$ PSD matrix $H$, such that $\|H\|_{\text{max}} = \max_{s, t} |H(s, t)|$ is at most a constant. Let $\lambda_{\text{min}}$ be the minimum eigenvalue of $H$. It is promised that either $\lambda_{\text{min}} \leq a$ or $\lambda_{\text{min}} \geq b$, where $a(n)$ and $b(n)$ are numbers such that $b - a \geq 1/\text{poly}(T)$. Output 1 if $\lambda_{\text{min}} \leq a$, and output 0 otherwise.

We omit the proofs; they are straightforward generalizations of the proofs in our paper. These results interpolate between the time-bounded and space-bounded case: when $T = \text{poly}(k)$ the time-bound dominates and we obtain a time-bounded class; while when $T = 2^{O(k)}$ we obtain a space-bounded class. Note that when $T = 2^{O(k)}$ then the complexity class in Theorem 26 is equal to $\text{BQ}_U \text{SPACE}[\mathcal{O}(k)]$, as shown in Theorem 18.

\section{Open Problems}

This work leaves open several questions that may lead to interesting follow-up work:

1. Can we use our $\text{PreciseQMA} = \text{PSPACE}$ result to prove upper or lower bounds for other complexity classes?

2. We have shown $\text{PreciseQMA} = \text{PSPACE}$. Ito, Kobayashi and Watrous have shown that $\text{QIP}$ with doubly-exponentially small completeness-soundness gap is equal to $\text{EXP}$ [19]. What about the power of $\text{QIP}$ with exponentially small completeness-soundness gap?

3. In this paper we studied unitary quantum space complexity classes, and showed that $k(n)$-$\text{Well-conditioned Matrix Inversion}$ and $k(n)$-$\text{Minimum Eigenvalue}$ characterize unitary quantum space complexity. Can similar hardness results be shown for non-unitary quantum space complexity classes?
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More details on space-bounded computation

For this section, it would be helpful to keep in mind that we always assume the space bound $k(n)$ always satisfies $\Omega(\log(n)) \leq k(n) \leq \text{poly}(n)$.

We start with the definitions of classical bounded space computation. In discussion of space-bounded classes, we usually consider Turing machines with two tapes, a read-only input tape and a work tape; only the space used on the work tape is counted. For $k : \mathbb{N} \to \mathbb{N}$, a function $f : \{0,1\}^* \to \{0,1\}^*$ is said to be computable in $k(n)$ space if any bit of $f(x)$ can be computed by a deterministic Turing machine using space $O(k(|x|))$ on the work tape. For example, $L$ is the class of functions that can be computed in $O(\log(n))$ space. We now discuss quantum space-bounded complexity classes; for a fuller discussion see [37]. A straightforward way to define quantum space-bounded classes is to consider a Turing machine with three tapes: a read-only classical input tape, a classical work tape, and a quantum work tape (with two heads) consisting of qubits. This is the model considered in [30] and [36], except that they allow intermediate measurements (and [36] allows even more general quantum operations). In this work we consider only computations with no intermediate measurements: we can therefore impose that there are no measurements on the quantum work tape until the register reaches a specified end state, following which a single measurement is performed on the quantum tape and the algorithm accepts or rejects according to the measurement. Therefore the operations performed by the algorithm will not depend on the quantum tape, since there is no way to read information out of it until the end of the algorithm.

Instead of working with Turing machines, in quantum computation it is much more customary (and convenient) to work with quantum circuits. For the setup above, since the operations on the quantum tape are completely classically controlled, we can equivalently consider a quantum circuit generated by a classical space-bounded Turing machine that computes the quantum gates one-by-one and applies them in sequence. If the classical Turing machine is $O(k(n))$-space bounded, it has at most $2^{O(k)}$ configurations, and therefore there are at most $2^{O(k)}$ quantum gates in the circuit.

Moreover, the $O(k)$-space bounded classical Turing machine can be replaced by a classical circuit on $O(k)$ bits, such that there is a $\text{poly}(n)$-time $O(k)$-space Turing machine that on input $i$ generates the $i$-th gate of the circuit (see e.g. [4, Section 6.8]). The classical circuit can then be bundled into the quantum circuit, and we obtain a quantum circuit with at most $2^{O(k)}$ gates, such that each individual gate can be generated in classical $\text{poly}(n)$-time and $O(k)$-space. This justifies the definition of the complexity class $Q_k:\text{SPACE}[k(n)](c,s)$:

**Definition 27.** Let $k(n)$ be a function satisfying $\Omega(\log(n)) \leq k(n) \leq \text{poly}(n)$. A promise problem $L = (L_{\text{yes}}, L_{\text{no}})$ is in $Q_k:\text{SPACE}[k(n)](c,s)$ if there exists a $\text{poly}(|x|)$-time $O(k)$-space uniformly generated family of quantum circuits $\{Q_x\}_{x \in \{0,1\}^*}$, where each circuit $Q_x = U_{x,T}U_{x,T-1}\cdots U_{x,1}$ has $T = 2^{O(k)}$ gates, and acts on $O(k(|x|))$ qubits, such that:

If $x \in L_{\text{yes}}$:

$$\langle 0^k | Q_x^\dagger | 1 \rangle_{\text{out}} Q_x | 0^k \rangle \geq c.$$  

(10)
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Whereas if \( x \in L_{\text{no}} \):

\[
\langle 0^k | Q_x^l | 1 \rangle (1|_{\text{out}} Q_x | 0^k \rangle \leq s.
\]

\((11)\)

Here \( out \) denotes a single qubit we measure at the end of the computation; no intermediate measurements are allowed. Furthermore, we require \( c \) and \( s \) to be computable in classical \( O(k(n)) \)-space.

**B Proof of Lemma 20**

**B.1 In-place gap amplification of QMA protocols with phase estimation**

We start out by proving the following lemma, which proves “in-place” gap amplification of QMA using phase estimation (see also the similar result of Nagaj et. al, Lemma 36 in Appendix E).

\textbf{Lemma 27.} For any functions \( t, k, r > 0 \),

\[
(t, k)\text{-bounded QMA}_m(c, s) \subseteq \left( O \left( \frac{rt}{c-s} \right), O \left( k + r + \log \left( \frac{1}{c-s} \right) \right) \right) \text{-bounded QMA}_m(1-2^{-r}, 2^{-r}).
\]

\textbf{Proof.} Let \( L = (L_{\text{yes}}, L_{\text{no}}) \) be a promise problem in QMA\((c, s) \) and \( \{V_x \}_{x \in \{0,1\}^*} \) the corresponding uniform family of verification circuits. Define the projectors:

\[
\Pi_0 = I_m \otimes |0^k\rangle \langle 0^k|, \quad \Pi_1 = V_x^\dagger (|1\rangle \langle 1|_{\text{out}} \otimes I_{m+k-1}) V_x
\]

and the corresponding reflections \( R_0 = 2\Pi_0 - I, R_1 = 2\Pi_1 - I \). Define \( \phi_c = \arccos \sqrt{c}/\pi \) and \( \phi_s = \arccos \sqrt{s}/\pi \) (recalling that these functions can be computed to precision \( O(c-s) \) in space \( O(\log(1/(c-s))) \)). Now consider the following procedure:

1. Perform phase estimation of the operator \( R_1 R_0 \) on the state \( |\psi\rangle \otimes |0^k\rangle \), with precision \( O(c-s) \) and failure probability \( 2^{-r} \).
2. Output YES if the phase is at most \( (\phi_c + \phi_s)/2 \); otherwise output NO.

Phase estimation of an operator \( U \) up to precision \( \epsilon \) and failure probability \( \epsilon \) requires \( \alpha := \lfloor \log_2(1/\alpha) \rfloor + \log_2[2 + 1/(2\epsilon)] \) additional ancilla qubits and \( 2^\alpha = O(1/(\epsilon a)) \) applications of the control-\( U \) operation (see e.g. [26]). Thus, the above procedure can be implemented by a circuit of size \( O(2^t/(c-s)) \) using \( O(r + \log(1/(c-s))) \) extra ancilla qubits. Using the standard analysis of in-place QMA error reduction [24, 25], it can be shown that this procedure has completeness probability at least \( 1 - 2^{-r} \) and soundness at most \( 2^{-r} \). \( \blacksquare \)

In Appendix E we will prove the following stronger error reduction lemma that gives the same space bound but uses less time. This better time bound will be required for proving Lemma 21.

\textbf{Lemma 28.} For any functions \( t, k, r > 0 \),

\[
(t, k)\text{-bounded QMA}_m(c, s) \subseteq \left( O \left( \frac{rt}{c-s} \right), O \left( k + r + \log \left( \frac{1}{c-s} \right) \right) \right) \text{-bounded QMA}_m(1-2^{-r}, 2^{-r}).
\]

Thus, we get the following corollaries:

\textbf{Corollary 29.} For any \( r = O(k) \), \( Q_U \text{SPACE}[k](c, c - 2^{-O(k)}) \subseteq Q_U \text{SPACE}[\Theta(k)](1 - 2^{-r}, 2^{-r}). \)

This corollary shows that error reduction is possible for unitary quantum \( O(k) \)-space bounded classes, as long as the completeness-soundness gap is at least \( 2^{-O(k)} \).

\textbf{Proof.} This follows from Lemma 28 by taking \( m = 0, s = c - 2^{-\Theta(k)} \), and \( r = \Theta(k) \). \( \blacksquare \)
Corollary 30.

\((t, k)\text{-bounded } \text{QMA}\_m(c, c - 2^{-\Theta(k)}) \subseteq (O(t2^{\Theta(k)}), O(k))-\text{bounded } \text{QMA}\_m(1 - 2^{-(m+2)}, 2^{-(m+2)}).\)

Proof. This follows from Lemma 28 by taking \(s = c - 2^{-\Theta(k)}\) and \(r = m + 2.\)

B.2 Removing the witness of an amplified QMA protocol

Theorem 31. For any function \(t = 2^{O(k + m)},\)

\[(t, k)\text{-bounded } \text{QMA}\_m(1 - 2^{-(m+2)}, 2^{-(m+2)}) \subseteq \text{QSPACE}[k + m](3/4 \cdot 2^{-m}, 1/4 \cdot 2^{-m}).\]

Proof. The proof is very similar to that of [24, Theorem 3.6]. For any functions \(m, k,\)
consider a problem \(L \in \text{(t, k)}\text{-bounded } \text{QMA}\_m(1 - 2^{-(m+2)}, 2^{-(m+2)}),\)
and let \(\{V'_x\}_{x \in \{0, 1\}}\), be a uniform family of verification circuits for \(L\) with completeness \(1 - 2^{-(m+2)}\) and soundness \(2^{-(m+2)}.\)

For convenience, define the \(2^m \times 2^m\) matrix:

\[Q_x := (I_{2^m} \otimes |0^p\rangle \langle 0^p|) V'_x |1\rangle_{\text{out}} V'_x (I_{2^m} \otimes |0^p\rangle) .\]

\(Q_x\) is positive semidefinite, and \(\langle \psi | Q'_x | \psi \rangle\) is the acceptance probability of \(V'_x\) on witness \(\psi.\)

Thus

\[x \in L_{\text{yes}} \Rightarrow \text{tr}[Q'_x] \geq 1 - 2^{-(m+2)} \geq 3/4\]

(14)

since the trace is at least the largest eigenvalue, and \(m \geq 0;\) likewise,

\[x \in L_{\text{no}} \Rightarrow \text{tr}[Q'_x] \leq 2^m \cdot 2^{-(m+2)} = 1/4\]

(15)

since the trace is the sum of the \(2^m\) eigenvalues, each of which is at most \(2^{-(m+2)}.\)

Therefore our problem reduces to determining whether the trace of \(Q_x\) is at least \(3/4\) or at most \(1/4.\) Now we show that using the totally mixed state \(2^{-m} I_m\) (alternatively, preparing \(m\) EPR pairs and taking a qubit from each pair) as the witness of the verification procedure encoded by \(Q_x,\) succeeds with the desired completeness and soundness bounds. The acceptance probability is given by \(\text{tr}(Q_x 2^{-m} I_m) = 2^{-m} \text{tr}(Q'_x),\) which is at least \(2^{-m} \cdot 3/4\) if \(x \in L_{\text{yes}},\) and at most \(2^{-m} \cdot 1/4\) if \(x \in L_{\text{no}}.\) Thus we have reduced the problem \(L\) to determining if a quantum computation with \(no\) witness, acting on \(k + m\) qubits, accepts with probability at least \(3/4 \cdot 2^{-m}\) or at most \(s' = 1/4 \cdot 2^{-m}.\)

We can finally finish the proof of Lemma 20.

Proof of Lemma 20. This follows from Corollary 30, Theorem 31, and Corollary 29.

C Achieving Perfect Completeness for PreciseQMA

We now consider the problem of achieving perfect completeness for PreciseQMA. Specifically, we will show the following:

Proposition 32. Let \(\text{QMA}(c, s) = (\text{poly}, \text{poly})\text{-bounded } \text{QMA}\_\text{poly}(c, s).\) Then

\[\text{PSPACE} = \text{QMA}(1, 1 - 2^{-\text{poly}}) = \bigcup_{s < 1} \text{QMA}(1, s),\]

where we assume that the gateset we use contains the Hadamard and Toffoli gates. In the last term, the union is taken over all functions \(s(n)\) such that \(s(n) < 1\) for all \(n.\)
Since $\text{PSPACE} = \text{PreciseQMA}$, this proposition shows that any PreciseQMA protocol can be reduced to a different PreciseQMA protocol with perfect completeness, i.e. in the YES case Arthur accepts Merlin’s witness with probability 1. The reduction is rather roundabout, however, and it would be interesting to see if a more direct reduction can be found.

The second equality follows from the first equality and the result by [19] that $\text{QMA}(1,s) \subseteq \text{PSPACE}$. We will therefore only prove the first equality.

Looking back at Circuit 8, we see that we almost have perfect completeness in our protocol already - if the Hamiltonian simulation of $e^{-iHt}$ could be done without error, then indeed the protocol has perfect completeness. Our strategy will be perform a different unitary that can be performed exactly, but, like $e^{-iHt}$, also allows us to use phase estimation to distinguish the eigenvalues of $H$.

Given a sparse Hamiltonian $H$ (with at most $d$ nonzero entries per row) and a number $X \geq \max_{j,\ell} |H_{j\ell}|$ that upper bounds the absolute value of entries of $H$, Andrew Childs defined an efficiently implementable quantum walk [6, 11]. Each step of the quantum walk is a unitary $U$ with eigenvalues $e^{i\lambda}$, where

$$\tilde{\lambda} = \arcsin \frac{\lambda}{Xd}$$

(16)

with $\lambda$ representing eigenvalues of $H$. Note that the YES case $\lambda = 0$ corresponds to $\tilde{\lambda} = 0$, and the NO case $\lambda \geq 2^{-2^{O(n)}}$ corresponds to $\tilde{\lambda} \geq 2^{-2^{O(n)}/(Xd)}$ since $\arcsin x \geq x$ for $|x| \leq 1$. In the latter case the $\tilde{\lambda}$ can be at most exponentially small, and therefore the stripped down version of phase estimation still suffices to tell the two cases apart with exponentially small probability.

We now note that the Hamiltonian $H$ we obtain from the hardness reduction from $\text{PSPACE}$ (Lemma 21) is of a very special form. Specifically, since $\text{BQSPACE}[\text{poly}] = \text{PSPACE}$, we can assume the verifier circuit $V_z$ is deterministic, so it has completeness 1 and soundness 0. Moreover, all of its gates are classical, and hence all entries of the Kitaev clock Hamiltonian $H$ are 0, $\pm 1/2$, or 1.

For the matrix $H$ satisfying the above, $U$ can be implemented exactly with a standard gateset; perfect completeness of the protocol will then follow. If $H$ is a $N \times N$ matrix (where $N = 2^n$), $U$ is (see presentation in [8, Section 3.1 and Lemma 10]) a unitary defined on the enlarged Hilbert space $\mathbb{C}^{2N} \otimes \mathbb{C}^{2N} = (\mathbb{C}^N \otimes \mathbb{C}^2) \otimes (\mathbb{C}^N \otimes \mathbb{C}^2)$, as follows:

$$U = ST(I_{2N} \otimes (I_{2N} - 2|0\rangle\langle 0|_{2N}))T^\dagger$$

(17)

where the $2N$ subscript indicates a register of dimension $2N$, the unitary $S$ swaps the two registers, and the unitary $T$ is defined by

$$T = \sum_{j=0}^{N-1} \sum_{b \in \{0,1\}} \langle j | \langle b | \otimes |\varphi_{j\ell}\rangle\langle 0|_{2N}$$

(18)

with $|\varphi_{j1}\rangle = |0\rangle_N |1\rangle$ and

$$|\varphi_{j\ell}\rangle = \frac{1}{\sqrt{d}} \sum_{\ell \in F_j} |\ell\rangle \left( \sqrt{\frac{H_{j\ell}^\dagger}{X}} |0\rangle + \sqrt{1 - \frac{|H_{j\ell}^\dagger|}{X}} |1\rangle \right)$$

(19)

where $F_j$ index the nonzero entries in the $j$-th row. Recall that for any $j, \ell$, $H_{j\ell} = 0$, $\pm 1/2$, or 1, and hence we can take $X = 1$. If we furthermore assume $d$ is a power of 2 (which we can always do by adding indices of zero entries to $F_j$), it is straightforward to see that
both $S$ and $T$ can be implemented using just Hadamard gates and classical gates (Pauli-$X$, controlled-$X$, and Toffoli gates) - the latter of which can be implemented using just Toffoli gates and access to a qubit in the $\left| 1 \right>$ state (which can be provided by the prover). Therefore $U$ can be exactly implemented in any gateset that allows Hadamard gates and Toffoli gates to be implemented exactly.

D Precise Local Hamiltonian Problem

► Definition 32 (Precise $k$-Local Hamiltonian). Given as input is a $k$-local Hamiltonian $H = \sum_{j=1}^{r} H_j$ acting on $n$ qubits, satisfying $r \in \text{poly}(n)$ and $\|H_j\| \leq \text{poly}(n)$, and numbers $a < b$ satisfying $b - a > 2^{-\text{poly}(n)}$. It is promised that the smallest eigenvalue of $H$ is either at most $a$ or at least $b$. Output 1 if the smallest eigenvalue of $H$ is at most $a$, and output 0 otherwise.

We then have the following theorem:

► Theorem 24. For any $3 \leq k \leq O(\log(n))$, Precise $k$-Local Hamiltonian is PreciseQMA-complete, and hence PSPACE-complete.

Proof. This proof follows straightforwardly by adapting the proof of [23] and [22]. The proof of containment in PreciseQMA is identical to the containment of the usual Local Hamiltonian problem in QMA; see [23] for details.

To show PreciseQMA-hardness, we note that for a QMA-verification procedure with $T$ gates, completeness $c$ and soundness $s$, [22] reduces this to a 3-local Hamiltonian with lowest eigenvalue no more than $(1 - c)/(T + 1)$ in the YES case, or no less than $(1 - s)/T^3$ in the NO case. For this to specify a valid Precise Local Hamiltonian problem we need that

\[
\frac{1 - s}{T^3} - \frac{1 - c}{T + 1} > 2^{-\text{poly}(n)}. \tag{20}
\]

Recalling that we showed that perfect completeness can be assumed for PreciseQMA-hard problems, we can take $c = 1$, $s = 1 - 2^{-\text{poly}(n)}$ and the above inequality trivially holds. Hence any problem in PSPACE can be reduced to a Precise $3$-Local Hamiltonian problem. ◀

In fact, even just testing if a $k$-Local Hamiltonian is frustration-free is PSPACE-complete:

► Definition 34 (Frustration-Free $k$-Local Hamiltonian). Given as input is a $k$-local Hamiltonian $H = \sum_{j=1}^{r} H_j$ acting on $n$ qubits, satisfying $r \in \text{poly}(n)$, each term $H_j$ is positive semidefinite, and $\|H_j\| \leq \text{poly}(n)$. Output 1 if the smallest eigenvalue of $H$ is zero, and output 0 otherwise.

► Theorem 35. Frustration-Free $k$-Local Hamiltonian is PSPACE-complete.

Proof. The containment in PSPACE follows from the proof of the containment of the usual Local Hamiltonian problem in QMA [23], along with Proposition 22. PSPACE-hardness follows from the proof of Theorem 24, by taking $c = 1$ in the proof. ◀

E In-place gap amplification

In this appendix we will prove Lemma 28. To do so we first start out with the following weaker result:
Lemma 36 (Implicit in Nagaj, Wocjan, and Zhang [25]). For any functions $t, k, r > 0$,

$$(t, k)$-bounded $QMA_m(c, s) \subseteq \left( \mathcal{O} \left( \frac{rt}{c - s} \right) \right) \cdot \left( \mathcal{O} \left( k + r \log \left( \frac{1}{c - s} \right) \right) \right) - bounded \ QMA_m(1 - 2^{-r}, 2^{-r})$$

Proof. Let $L = (L_{yes}, L_{no})$ be a promise problem in $QMA(c, s)$ and $\{ V_x \}_{x \in \{0, 1\}^*}$ the corresponding uniform family of verification circuits. Define the projectors:

$$
\Pi_0 = I_m \otimes |0^k \rangle \langle 0^k |, \quad \Pi_1 = V_x^\dagger (|1\rangle \langle 1|_{\text{out}} \otimes I_{m+k-1}) V_x
$$

(21)

and the corresponding reflections:

$$
R_0 = 2\Pi_0 - I, \quad R_1 = 2\Pi_1 - I.
$$

(22)

Define $\phi_c = \arccos \sqrt{c}/\pi$ and $\phi_s = \arccos \sqrt{s}/\pi$ (recalling that these functions can be computed to precision $O(c - s)$ in space $O(\log(1/(c - s)))$). Consider the following procedure:

1. Perform $r$ trials of phase estimation of the operator $R_1R_0$ on the state $|\psi\rangle \otimes |0^k\rangle$, with precision $O(c - s)$ and 1/6 failure probability.

2. If the median of the $r$ results is at most $(\phi_c + \phi_s)/2$, output YES; otherwise output NO.

Phase estimation of an operator $U$ up to precision $a$ and failure probability $\epsilon$ requires

$$
\alpha := [\log_2(1/a)] + \log_2[2 + 1/(2\epsilon)]\text{ additional ancilla qubits and } 2^\alpha = O(1/(ae))\text{ applications of the control-}U\text{ operation (see e.g. [26]).}
$$

Thus, the above procedure, which uses $r$ applications of phase estimation to precision $O(c - s)$, can be implemented by a circuit of size $O(rt/(c - s))$ using $O(r\log(1/(c - s)))$ extra ancilla qubits. Using the standard analysis of in-place $QMA$ error reduction [24, 25], it can be seen that this procedure has completeness probability at least $1 - 2^{-r}$ and soundness at most $2^{-r}$. ▶

We can now prove Lemma 28, which we restate below:

Lemma 28. For any functions $t, k, r > 0$,

$$(t, k)$$-bounded $QMA_m(c, s) r \subseteq \left( \mathcal{O} \left( \frac{rt}{c - s} \right) \right) \cdot \left( \mathcal{O} \left( k + r + \log \left( \frac{1}{c - s} \right) \right) \right) - bounded \ QMA_m(1 - 2^{-r}, 2^{-r})$$

Proof.

$$(t, k)$$-bounded $QMA_m(c, s)\r
\subseteq \left( \mathcal{O} \left( \frac{t}{c - s} \right) \right) \cdot \left( \mathcal{O} \left( k + \log \left( \frac{1}{c - s} \right) \right) \right) - bounded \ QMA_m(3/4, 1/4)
$$

$\subseteq \left( \mathcal{O} \left( \frac{rt}{c - s} \right) \right) \cdot \left( \mathcal{O} \left( k + r + \log \left( \frac{1}{c - s} \right) \right) \right) - bounded \ QMA_m(1 - 2^{-r}, 2^{-r})$$

where the first line follows by taking $r = 2$ in Lemma 27, and the second line uses Lemma 36. ▶

Proof sketch of $PQP_{PEPS, \text{classical}}^{O_{PEPS}} \subseteq PP$

Since $PP \subseteq BQP_{\text{classical}}^{O_{PEPS}} \subseteq PQP_{\text{classical}}^{O_{PEPS}}$ [28], we only need to show that $PQP_{\text{classical}}^{O_{PEPS}} \subseteq PP$. In [28] it was noted that all PEPS can be seen as the output of a quantum circuit followed by a postselected measurement. Therefore $PQP_{\text{classical}}^{O_{PEPS}}$ corresponds to the problems that can be decided by a quantum circuit, followed by a postselected measurement (since the queries to $O_{PEPS}$ are classical and nonadaptive, we can compose them into one single postselection),
followed by a measurement. In the YES case the measurement outputs 1 with probability at least $c$, whereas in the NO case the measurement outputs 1 with probability at most $s$, with $c > s$. The standard counting argument placing $\text{BQP}$ inside $\text{PP}$ then applies to this case as well; see for instance [1, Propositions 2 and 3].
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Abstract

This work studies the strong duality of non-convex matrix factorization problems: we show that under certain dual conditions, these problems and its dual have the same optimum. This has been well understood for convex optimization, but little was known for non-convex problems. We propose a novel analytical framework and show that under certain dual conditions, the optimal solution of the matrix factorization program is the same as its bi-dual and thus the global optimality of the non-convex program can be achieved by solving its bi-dual which is convex. These dual conditions are satisfied by a wide class of matrix factorization problems, although matrix factorization problems are hard to solve in full generality. This analytical framework may be of independent interest to non-convex optimization more broadly.

We apply our framework to two prototypical matrix factorization problems: matrix completion and robust Principal Component Analysis (PCA). These are examples of efficiently recovering a hidden matrix given limited reliable observations of it. Our framework shows that exact recoverability and strong duality hold with nearly-optimal sample complexity guarantees for matrix completion and robust PCA.
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1 Introduction

Non-convex matrix factorization problems have been an emerging object of study in theoretical computer science [37, 30, 53, 45], optimization [58, 50], machine learning [11, 23, 21, 36, 42, 57], and many other domains. In theoretical computer science and optimization, the study of such models has led to significant advances in provable algorithms that converge to local
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minima in linear time [37, 30, 53, 2, 3]. In machine learning, matrix factorization serves as a building block for large-scale prediction and recommendation systems, e.g., the winning submission for the Netflix prize [41]. Two prototypical examples are matrix completion and robust Principal Component Analysis (PCA).

This work develops a novel framework to analyze a class of non-convex matrix factorization problems with strong duality, which leads to exact recoverability for matrix completion and robust Principal Component Analysis (PCA) via the solution to a convex problem. The matrix factorization problems can be stated as finding a target matrix $X^*$ in the form of $X^* = AB$, by minimizing the objective function $H(AB) + \frac{1}{2} \|AB\|_F^2$ over factor matrices $A \in \mathbb{R}^{n_1 \times r}$ and $B \in \mathbb{R}^{r \times n_2}$ with a known value of $r \ll \min\{n_1, n_2\}$, where $H(\cdot)$ is some function that characterizes the desired properties of $X^*$.

Our work is motivated by several promising areas where our analytical framework for non-convex matrix factorizations is applicable. The first area is low-rank matrix completion, where it has been shown that a low-rank matrix can be exactly recovered by finding a solution of the form $AB$ that is consistent with the observed entries (assuming that it is incoherent) [37, 53, 23]. This problem has received a tremendous amount of attention due to its important role in optimization and its wide applicability in many areas such as quantum information theory and collaborative filtering [30, 61, 7]. The second area is robust PCA, a fundamental problem of interest in data processing that aims at recovering both the low-rank and the sparse components exactly from their superposition [13, 43, 27, 62, 61, 59], where the low-rank component corresponds to the product of $A$ and $B$ while the sparse component is captured by a proper choice of function $H(\cdot)$, e.g., the $\ell_1$ norm [13, 6]. We believe our analytical framework can be potentially applied to other non-convex problems more broadly, e.g., matrix sensing [54], dictionary learning [52], weighted low-rank approximation [45, 42], and deep linear neural network [39], which may be of independent interest.

Without assumptions on the structure of the objective function, direct formulations of matrix factorization problems are NP-hard to optimize in general [31, 60]. With standard assumptions on the structure of the problem and with sufficiently many samples, these optimization problems can be solved efficiently, e.g., by convex relaxation [14, 18]. Some other methods run local search algorithms given an initialization close enough to the global solution in the basin of attraction [37, 30, 53, 21, 38]. However, these methods have sample complexity significantly larger than the information-theoretic lower bound; see Table 1 for a comparison. The problem becomes more challenging when the number of samples is small enough that the sample-based initialization is far from the desired solution, in which case the algorithm can run into a local minimum or a saddle point.

Another line of work has focused on studying the loss surface of matrix factorization problems, providing positive results for approximately achieving global optimality. One nice property in this line of research is that there is no spurious local minima for specific applications such as matrix completion [23], matrix sensing [11], dictionary learning [52], phase retrieval [51], linear deep neural networks [39], etc. However, these results are based on concrete forms of objective functions. Also, even when any local minimum is guaranteed to be globally optimal, in general it remains NP-hard to escape high-order saddle points [5], and additional arguments are needed to show the achievement of a local minimum. Most importantly, all existing results rely on strong assumptions on the sample size.

1.1 Our Results

Our work studies the exact recoverability problem for a variety of non-convex matrix factorization problems. The goal is to provide a unified framework to analyze a large class
of matrix factorization problems, and to achieve efficient algorithms. Our main results show that although matrix factorization problems are hard to optimize in general, under certain dual conditions the duality gap is zero, and thus the problem can be converted to an equivalent convex program. The main theorem of our framework is the following.

**Theorem 4. (Strong Duality. Informal.)** Under certain dual conditions, strong duality holds for the non-convex optimization problem

\[
(\tilde{A}, \tilde{B}) = \arg\min_{A \in \mathbb{R}^{n \times r}, B \in \mathbb{R}^{r \times n^2}} F(A, B) = H(AB) + \frac{1}{2} \|AB\|_F^2, \quad H(\cdot) \text{ is convex and closed, (1)}
\]

where “the function \( H(\cdot) \) is closed” means that for each \( \alpha \in \mathbb{R} \), the sub-level set \{ \( X \in \mathbb{R}^{n \times n^2} : H(X) \leq \alpha \) \} is a closed set. In other words, problem (1) and its bi-dual problem

\[
\tilde{X} = \arg\min_{X \in \mathbb{R}^{n \times n^2}} H(X) + \|X\|_{r*}, \quad (2)
\]

have exactly the same optimal solutions in the sense that \( \tilde{A}\tilde{B} = \tilde{X} \), where \( \|X\|_{r*} \) is a convex function defined by \( \|X\|_{r*} = \max_M \{M, X\} - \frac{1}{2} \|M\|_F^2 \) and \( \|M\|_F^2 = \sum_{i=1}^r \sigma_i^2(M) \) is the sum of the first \( r \) largest squared singular values.

Theorem 4 connects the non-convex program (1) to its convex counterpart via strong duality; see Figure 1. We mention that strong duality rarely happens in the non-convex optimization region: low-rank matrix approximation [44] and quadratic optimization with two quadratic constraints [10] are among the few paradigms that enjoy such a nice property. Given strong duality, the computational issues of the original problem can be overcome by solving the convex bi-dual problem (2).

The positive result of our framework is complemented by a lower bound to formalize the hardness of the above problem in general. Assuming that the random 4-SAT problem is hard [45], we give a strong negative result for deterministic algorithms. If also \( \text{BPP} = \text{P} \) (see Section 6 for a discussion), then the same conclusion holds for randomized algorithms succeeding with probability at least \( 2/3 \).

**Theorem 9. (Hardness Statement. Informal.)** Assuming that random 4-SAT is hard on average, there is a problem in the form of (1) such that any deterministic algorithm achieving \( (1 + \epsilon)\text{OPT} \) in the objective function value with \( \epsilon \leq \epsilon_0 \) requires \( 2^{\Omega(n_1 + n_2)} \) time, where \( \text{OPT} \) is the optimum and \( \epsilon_0 > 0 \) is an absolute constant. If \( \text{BPP} = \text{P} \), then the same conclusion holds for randomized algorithms succeeding with probability at least \( 2/3 \).

Our framework only requires the dual conditions in Theorem 4 to be verified. We will show that two prototypical problems, matrix completion and robust PCA, obey the conditions. They belong to the linear inverse problems of form (1) with a proper choice of function \( H(\cdot) \), which aim at exactly recovering a hidden matrix \( X^* \) with \( \text{rank}(X^*) \leq r \) given a limited number of linear observations of it.

For matrix completion, the linear measurements are of the form \( \{X^*_{ij} : (i, j) \in \Omega\} \), where \( \Omega \) is the support set which is uniformly distributed among all subsets of \([n_1] \times [n_2]\).
Theorem 5, 7, and 6. (Matrix Completion. Informal.) \( \mathbf{X}^* \in \mathbb{R}^{n_1 \times n_2} \) is the unique matrix of rank at most \( r \) that is consistent with the \( m \) measurements with high probability, provided \( m = \mathcal{O}(\mu(n_1+n_2)r\log(n_1+n_2)) \) and \( \mathbf{X}^* \) satisfies incoherence \( (3) \). In addition, there exists a convex optimization for matrix completion in the form of \( (2) \) that exactly recovers \( \mathbf{X}^* \) with high probability, provided that \( m = \mathcal{O}(\kappa^2\mu(n_1+n_2)r\log(n_1+n_2)\log_2\kappa(n_1+n_2)) \), where \( \kappa \) is the condition number of \( \mathbf{X}^* \).

To the best of our knowledge, our result is the first to connect convex matrix completion to non-convex matrix completion, two parallel lines of research that have received significant attention in the past few years. Table 1 compares our result with prior results.

---

1 This lower bound is information-theoretic.
For robust PCA, instead of studying exact recoverability of problem (1) as for matrix completion, we investigate problem (2) directly. The robust PCA problem is to decompose a given matrix $D = X^* + S^*$ into the sum of a low-rank component $X^*$ and a sparse component $S^*$ [1]. We obtain the following theorem for robust PCA.

Theorem 8. (Robust PCA. Informal.) There exists a convex optimization formulation for robust PCA in the form of problem (2) that exactly recovers the incoherent matrix $X^* \in \mathbb{R}^{n_1 \times n_2}$ and $S^* \in \mathbb{R}^{n_1 \times n_2}$ with high probability, even if $\text{rank}(X^*) = \Theta\left(\frac{\min\{n_1, n_2\}}{\max\{n_1, n_2\}}\right)$ and the size of the support of $S^*$ is $m = \Theta(n_1 n_2)$, where the support set of $S^*$ is uniformly distributed among all sets of cardinality $m$, and the incoherence parameter $\mu$ satisfies constraints (3) and $\|X^*\|_{\infty} \leq \sum_{r=1}^{\mu} \sigma_r(X^*)$.

The bounds in Theorem 8 match the best known results in the robust PCA literature when the supports of $S^*$ are uniformly sampled [13], while our assumption is arguably more intuitive; see Section 5. Note that our results hold even when $X^*$ is close to full rank and a constant fraction of the entries have noise. Independently of our work, Ge et al. [22] developed a framework to analyze the loss surface of low-rank problems, and applied the framework to matrix completion and robust PCA. Their bounds are: for matrix completion, the sample complexity is $O(\kappa^6 \mu^4 n_1 n_2 \log(n_1 + n_2))$; for robust PCA, the outlier entries are deterministic and the number that the method can tolerate is $O(\frac{n_1 n_2}{\mu \kappa})$. Zhang et al. [63] also studied the robust PCA problem using non-convex optimization, where the outlier entries are deterministic and the number of outliers that their algorithm can tolerate is $O(\frac{n_1 n_2}{\kappa})$.

The strong duality approach is unique to our work.

1.2 Our Techniques

Reduction to Low-Rank Approximation. Our results are inspired by the low-rank approximation problem:

$$\min_{A \in \mathbb{R}^{n_1 \times r}, B \in \mathbb{R}^{r \times n_2}} \frac{1}{2} \| -\tilde{\Lambda} - AB \|_F^2.$$  \hfill (4)

We know that all local solutions of (4) are globally optimal (see Lemma 1) and that strong duality holds for any given matrix $-\tilde{\Lambda} \in \mathbb{R}^{n_1 \times n_2}$ [26]. To extend this property to our more general problem (1), our main insight is to reduce problem (1) to the form of (4) using the $\ell_2$-regularization term. While some prior work attempted to apply a similar reduction, their conclusions either depended on unrealistic conditions on local solutions, e.g., all local solutions are rank-deficient [28, 26], or their conclusions relied on strong assumptions on the objective functions, e.g., that the objective functions are twice-differentiable [29]. Instead, our general results formulate strong duality via the existence of a dual certificate $\tilde{\Lambda}$. For concrete applications, the existence of a dual certificate is then converted to mild assumptions, e.g., that the number of measurements is sufficiently large and the positions of measurements are randomly distributed. We will illustrate the importance of randomness below.

The Blessing of Randomness. The desired dual certificate $\tilde{\Lambda}$ may not exist in the deterministic world. A hardness result [45] shows that for the problem of weighted low-rank approximation, which can be cast in the form of (1), without some randomization in the measurements made on the underlying low rank matrix, it is NP-hard to achieve a good objective value, not to mention to achieve strong duality. A similar phenomenon was observed for deterministic matrix completion [32]. Thus we should utilize such randomness to analyze the
existence of a dual certificate. For matrix completion, the assumption that the measurements are random is standard, under which, the angle between the space $\Omega$ (the space of matrices which are consistent with observations) and the space $\mathcal{T}$ (the space of matrices which are low-rank) is small with high probability, namely, $X^*$ is almost the unique low-rank matrix that is consistent with the measurements. Thus, our dual certificate can be represented as another form of a convergent Neumann series concerning the projection operators on the spaces $\Omega$ and $\mathcal{T}$. The remainder of the proof is to show that such a construction obeys the dual conditions.

To prove the dual conditions for matrix completion, we use the fact that the subspace $\Omega$ and the complement space $\mathcal{T}^\perp$ are almost orthogonal when the sample size is sufficiently large. This implies the projection of our dual certificate on the space $\mathcal{T}^\perp$ has a very small norm, which exactly matches the dual conditions.

**Non-Convex Geometric Analysis.** Strong duality implies that the primal problem (1) and its bi-dual problem (2) have exactly the same solutions in the sense that $\tilde{A}\tilde{B} = X$. Thus, to show exact recoverability of linear inverse problems such as matrix completion and robust PCA, it suffices to study either the non-convex primal problem (1) or its convex counterpart (2). Here we do the former analysis for matrix completion. We mention that traditional techniques [15, 46, 16] for convex optimization break down for our non-convex problem, since the subgradient of a non-convex objective function may not even exist [12]. Instead, we apply tools from geometric functional analysis [55] to analyze the geometry of problem (1). Our non-convex geometric analysis is in stark contrast to prior techniques of convex geometric analysis [56] where convex combinations of non-convex constraints were used to define the Minkowski functional (e.g., in the definition of atomic norm) while our method uses the non-convex constraint itself.

For matrix completion, problem (1) has two hard constraints: a) the rank of the output matrix should be no larger than $r$, as implied by the form of $\tilde{A}\tilde{B}$; b) the output matrix should be consistent with the sampled measurements, i.e., $P_\Omega(\tilde{A}\tilde{B}) = P_\Omega(X^*)$. We study the feasibility condition of problem (1) from a geometric perspective: $\tilde{A}\tilde{B} = X^*$ is the unique feasible solution to problem (1) if and only if starting from $X^*$, the rank of $X^* + D$ increases for all directions $D$’s in the constraint set $\Omega^\perp = \{D \in \mathbb{R}^{n_1 \times n_2} : P_{\Omega}(X^* + D) = P_{\Omega}(X^*)\}$ (a.k.a. the feasibility condition). This can be geometrically interpreted as the requirement that the descent cone $\mathcal{D}_S(X^*) = \{t(X - X^*) \in \mathbb{R}^{n_1 \times n_2} : \text{rank}(X) \leq r, t \geq 0\}$ and the constraint set $\Omega^\perp$ must intersect uniquely at 0 (see Figure 2), which means $X^*$ is the unique matrix that satisfies the constraints a) and b). This is shown by the following tangent cone argument.
Let $S$ be the set of all matrices with rank at most $r$ around the underlying matrix $X^*$. In the tangent cone argument, by definition, $T_S(X^*)$ is a subset of the tangent cone of $S$ at $X^*$. The latter cone of interest has a very nice form, namely, it is just the space $T$ mentioned above (the space of matrices which are low-rank). Now leverage results from prior work which imply $T \cap \Omega^\perp = \{0\}$ with a large enough sample size. Namely, among all matrices of the form $X^* + D$, $D = 0$ is the only matrix such that $\text{rank}(X^* + D) \leq r$ and $X^* + D$ is consistent with the observations.

Using this argument, we can show that the sample size needed for exact recovery in matrix completion matches the known lower bound up to a constant factor.

Putting Things Together. We summarize our new analytical framework with the following figure.

![Diagram](image)

Other Techniques. An alternative method is to investigate the exact recoverability of problem (2) via standard convex analysis. We find that the sub-differential of our induced function $\| \cdot \|_{r^*}$ is very similar to that of the nuclear norm. With this observation, we prove the validity of robust PCA in the form of (2) by combining this property of $\| \cdot \|_{r^*}$ with standard techniques from [13].

2 Preliminaries

We will use calligraphy to represent a set, bold capital letters to represent a matrix, bold lower-case letters to represent a vector, and lower-case letters to represent scalars. Specifically, we denote by $X^* \in \mathbb{R}^{n_1 \times n_2}$ the underlying matrix. We use $X_{t, i} \in \mathbb{R}^{n_1 \times 1}$ $(X_t \in \mathbb{R}^{1 \times n_2})$ to indicate the $t$-th column (row) of $X$. The entry in the $i$-th row, $j$-th column of $X$ is represented by $X_{ij}$. The condition number of $X$ is $\kappa = \sigma_1(X)/\sigma_r(X)$. We let $n_{(1)} = \max\{n_1, n_2\}$ and $n_{(2)} = \min\{n_1, n_2\}$. For a function $H(M)$ on an input matrix $M$, its conjugate function $H^*$ is defined by $H^*(A) = \max_M(A, M) - H(M)$. Furthermore, let $H^{**}$ denote the conjugate function of $H^*$.

We will frequently use $\text{rank}(X) \leq r$ to constrain the rank of $X$. This can be equivalently represented as $X = AB$, by restricting the number of columns of $A$ and rows of $B$ to be $r$. For norms, we denote by $\|X\|_F = \sqrt{\sum_{ij} X_{ij}^2}$ the Frobenius norm of matrix $X$. Let $\sigma_1(X) \geq \sigma_2(X) \geq \ldots \geq \sigma_r(X)$ be the non-zero singular values of $X$. The nuclear norm (a.k.a. trace norm) of $X$ is defined by $\|X\|_* = \sum_r \sigma_r(X)$, and the operator norm of $X$ is $\|X\|_\infty = \sigma_1(X)$. Denote by $\|X\|_{\infty} = \max_{ij} |X_{ij}|$. For two matrices $A$ and $B$ of equal dimensions, we denote by $(A, B) = \sum_{ij} A_{ij}B_{ij}$. We denote by $\partial H(X) = \{A \in \mathbb{R}^{n_1 \times n_2} : H(Y) \geq H(X) + (A, Y - X) \text{ for any } Y\}$ the sub-differential of function $H$ evaluated at $X$. 
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We define the indicator function of convex set $\mathcal{C}$ by $I_\mathcal{C}(X) = \begin{cases} 0, & \text{if } X \in \mathcal{C}; \\ +\infty, & \text{otherwise.} \end{cases}$ For any non-empty set $\mathcal{C}$, denote by $\text{cone}(\mathcal{C}) = \{ tx : X \in \mathcal{C}, t \geq 0 \}$.

We denote by $\Omega$ the set of indices of observed entries, and $\Omega^\perp$ its complement. Without confusion, $\Omega$ also indicates the linear subspace formed by matrices with entries in $\Omega^\perp$ being 0. We denote by $P_\Omega : \mathbb{R}^{n_1 \times n_2} \rightarrow \mathbb{R}^{n_1 \times n_2}$ the orthogonal projector of subspace $\Omega$. We will consider a single norm for these operators, namely, the operator norm denoted by $\| \cdot \|$ and defined by $\| A \| = \sup_{\| X \| = 1} \| A(X) \|$. For any orthogonal projection operator $P_T$ to any subspace $T$, we know that $\| P_T \| = 1$ whenever $\dim(T) \neq 0$. For distributions, denote by $\mathcal{N}(0, I)$ a standard Gaussian random variable, $\text{Uniform}(m)$ the uniform distribution of cardinality $m$, and $\text{Ber}(p)$ the Bernoulli distribution with success probability $p$.

### 3 $\ell_2$-Regularized Matrix Factorizations: A New Analytical Framework

In this section, we develop a novel framework to analyze a general class of $\ell_2$-regularized matrix factorization problems. Our framework can be applied to different specific problems and leads to nearly optimal sample complexity guarantees. In particular, we study the $\ell_2$-regularized matrix factorization problem

$$\begin{align*}
(P) \quad \min_{A \in \mathbb{R}^{r_1 \times r}, B \in \mathbb{R}^{r \times n_2}} F(A, B) &= H(AB) + \frac{1}{2} \| AB \|_F^2, \quad H(\cdot) \text{ is convex and closed.}
\end{align*}$$

We show that under suitable conditions the duality gap between $(P)$ and its dual (bi-dual) problem is zero, so problem $(P)$ can be converted to an equivalent convex problem.

#### 3.1 Strong Duality

We first consider an easy case where $H(AB) = \frac{1}{2} \| Y - AB \|_F^2$ for a fixed $\hat{Y}$, leading to the objective function $\frac{1}{2} \| Y - AB \|_F^2$. For this case, we establish the following lemma.

**Lemma 1.** For any given matrix $\hat{Y}$, any local minimum of $f(A, B) = \frac{1}{2} \| Y - AB \|_F^2$ is globally optimal, given by $\text{svd}_1(\hat{Y})$. The objective function $f(A, B)$ around any saddle point has a negative second-order directional curvature. Moreover, $f(A, B)$ has no local maximum.

The proof of Lemma 1 is basically to calculate the gradient of $f(A, B)$ and let it equal to zero. Given this lemma, we can reduce $F(A, B)$ to the form $\frac{1}{2} \| Y - AB \|_F^2$ for some $\hat{Y}$ plus an extra term:

$$
F(A, B) = \frac{1}{2} \| AB \|_F^2 + H(AB) = \frac{1}{2} \| AB \|_F^2 + H^*(AB)
$$

$$
= \max_A \frac{1}{2} \| AB \|_F^2 + \langle A, AB \rangle - H^*(A)
$$

$$
= \max_A \frac{1}{2} \| A \|_F^2 - \| A \|_F^2 - \frac{1}{2} \| A \|_F^2 - H^*(A) \triangleq \max L(A, B, A),
$$

where we define $L(A, B, A) \triangleq \frac{1}{2} \| A - \| A \|_F^2 - \frac{1}{2} \| A \|_F^2 - H^*(A)$ as the Lagrangian of the constraint optimization problem $\min_{A, B, M} \frac{1}{2} \| AB \|_F^2 + H(M)$, s.t. $M = AB$. With a little abuse of notation, we call $L(A, B, A)$ the Lagrangian of the unconstrained problem $(P)$ as well.

---

2 Prior work studying the loss surface of low-rank matrix approximation assumes that the matrix $\tilde{A}$ is of full rank and does not have the same singular values [8]. In this work, we generalize this result by removing these two assumptions.

3 One can easily check that $L(A, B, A) = \min_M L'(A, B, M, A)$, where $L'(A, B, M, A)$ is the Lagrangian of the constraint optimization problem $\min_{A, B, M} \frac{1}{2} \| AB \|_F^2 + H(M)$, s.t. $M = AB$. With a little abuse of notation, we call $L(A, B, A)$ the Lagrangian of the unconstrained problem $(P)$ as well.
argument $\mathbf{A}\mathbf{B}$. For any fixed value of $\mathbf{A}$, by Lemma 1, any local minimum of $L(\mathbf{A}, \mathbf{B}, \mathbf{A})$ is globally optimal, because minimizing $L(\mathbf{A}, \mathbf{B}, \mathbf{A})$ is equivalent to minimizing $\frac{1}{2}\| -\mathbf{A} - \mathbf{A}\mathbf{B}\|_F^2$ for a fixed $\mathbf{A}$.

The remaining part of our analysis is to choose a proper $\tilde{\mathbf{A}}$ such that $(\tilde{\mathbf{A}}, \tilde{\mathbf{B}})$ is a primal-dual saddle point of $L(\mathbf{A}, \mathbf{B}, \mathbf{A})$, so that $\min_{\mathbf{A}, \mathbf{B}} L(\mathbf{A}, \mathbf{B}, \tilde{\mathbf{A}})$ and problem (P) have the same optimal solution $(\tilde{\mathbf{A}}, \tilde{\mathbf{B}})$. For this, we introduce the following condition, and later we will show that the condition holds with high probability.

**Condition 2.** For a solution $(\tilde{\mathbf{A}}, \tilde{\mathbf{B}})$ to problem (P), there exists an $\tilde{\mathbf{A}} \in \partial_X H(\mathbf{X})|_{\mathbf{X}=\tilde{\mathbf{A}}\tilde{\mathbf{B}}}$ such that
\[
-\tilde{\mathbf{A}}\mathbf{B}\mathbf{B}^T = \tilde{\mathbf{A}}\mathbf{B}^T \quad \text{and} \quad \tilde{\mathbf{A}}^T(-\tilde{\mathbf{A}}\mathbf{B}) = \tilde{\mathbf{A}}^T\tilde{\mathbf{A}}. \tag{6}
\]

**Explanation of Condition 2.** We note that $\nabla_\mathbf{A} L(\mathbf{A}, \mathbf{B}, \mathbf{A}) = \mathbf{A}\mathbf{B}^T + \mathbf{A}\mathbf{B}^T$ and $\nabla_\mathbf{B} L(\mathbf{A}, \mathbf{B}, \mathbf{A}) = \mathbf{A}^T\mathbf{B} + \mathbf{B}^T\mathbf{A}$ for a fixed $\mathbf{A}$. In particular, if we set $\mathbf{A}$ to be the $\tilde{\mathbf{A}}$ in (6), then $\nabla_\mathbf{A} L(\tilde{\mathbf{A}}, \mathbf{B}, \tilde{\mathbf{A}})|_{\mathbf{A}=\tilde{\mathbf{A}}} = \mathbf{0}$ and $\nabla_\mathbf{B} L(\tilde{\mathbf{A}}, \mathbf{B}, \tilde{\mathbf{A}})|_{\mathbf{B}=\mathbf{B}} = \mathbf{0}$. So Condition 2 implies that $(\tilde{\mathbf{A}}, \tilde{\mathbf{B}})$ is either a saddle point or a local minimizer of $L(\mathbf{A}, \mathbf{B}, \tilde{\mathbf{A}})$ as a function of $(\mathbf{A}, \mathbf{B})$ for the fixed $\tilde{\mathbf{A}}$.

The following lemma states that if it is a local minimizer, then strong duality holds.

**Lemma 3 (Dual Certificate).** Let $(\tilde{\mathbf{A}}, \tilde{\mathbf{B}})$ be a global minimizer of $F(\mathbf{A}, \mathbf{B})$. If there exists a dual certificate $\tilde{\mathbf{A}}$ satisfying Condition 2 and the pair $(\tilde{\mathbf{A}}, \tilde{\mathbf{B}})$ is a local minimizer of $L(\mathbf{A}, \mathbf{B}, \tilde{\mathbf{A}})$ for the fixed $\tilde{\mathbf{A}}$, then strong duality holds. Moreover, we have the relation $\tilde{\mathbf{A}}\mathbf{B} = \text{svd}(-\tilde{\mathbf{A}})$.

**Proof.** By the assumption of the lemma, $(\tilde{\mathbf{A}}, \tilde{\mathbf{B}})$ is a local minimizer of $L(\mathbf{A}, \mathbf{B}, \tilde{\mathbf{A}}) = \frac{1}{2}\| -\tilde{\mathbf{A}} - \mathbf{A}\mathbf{B}\|_F^2 + c(\tilde{\mathbf{A}})$, where $c(\tilde{\mathbf{A}})$ is a function that is independent of $\mathbf{A}$ and $\mathbf{B}$. So according to Lemma 1, $(\tilde{\mathbf{A}}, \tilde{\mathbf{B}}) = \arg\min_{\mathbf{A}, \mathbf{B}} L(\mathbf{A}, \mathbf{B}, \tilde{\mathbf{A}})$, namely, $(\tilde{\mathbf{A}}, \tilde{\mathbf{B}})$ globally minimizes $L(\mathbf{A}, \mathbf{B}, \mathbf{A})$ when $\mathbf{A}$ is fixed to $\tilde{\mathbf{A}}$. Furthermore, $\tilde{\mathbf{A}} \in \partial_X H(\mathbf{X})|_{\mathbf{X}=\tilde{\mathbf{A}}\tilde{\mathbf{B}}}$ implies that $\tilde{\mathbf{A}}\mathbf{B} \in \partial_\mathbf{A} H^*(\mathbf{A})|_{\mathbf{A}=\tilde{\mathbf{A}}}$ by the convexity of function $H$, meaning that $0 \in \partial_\mathbf{A} L(\tilde{\mathbf{A}}, \mathbf{B}, \mathbf{A})$. So $\tilde{\mathbf{A}} = \arg\max_{\mathbf{A}} L(\mathbf{A}, \tilde{\mathbf{B}}, \mathbf{A})$ due to the concavity of $L(\mathbf{A}, \tilde{\mathbf{B}}, \mathbf{A})$ w.r.t. variable $\mathbf{A}$. Thus $(\tilde{\mathbf{A}}, \tilde{\mathbf{B}}, \mathbf{A})$ is a primal-dual saddle point of $L(\mathbf{A}, \mathbf{B}, \tilde{\mathbf{A}})$.

We now prove the strong duality. By the fact that $F(\mathbf{A}, \mathbf{B}) = \max_{\mathbf{A}} L(\mathbf{A}, \mathbf{B}, \mathbf{A})$ and that $\tilde{\mathbf{A}} = \arg\max_{\mathbf{A}} L(\tilde{\mathbf{A}}, \tilde{\mathbf{B}}, \mathbf{A})$, we have $F(\tilde{\mathbf{A}}, \tilde{\mathbf{B}}) = L(\tilde{\mathbf{A}}, \tilde{\mathbf{B}}, \mathbf{A}) \leq L(\mathbf{A}, \mathbf{B}, \mathbf{A}), \ \forall \mathbf{A}$, where the inequality holds because $(\tilde{\mathbf{A}}, \tilde{\mathbf{B}}, \mathbf{A})$ is a primal-dual saddle point of $L$. So on the one hand, $\min_{\mathbf{A}, \mathbf{B}} \max_{\mathbf{A}} L(\mathbf{A}, \mathbf{B}, \mathbf{A}) = F(\tilde{\mathbf{A}}, \tilde{\mathbf{B}}) \leq \min_{\mathbf{A}, \mathbf{B}} L(\mathbf{A}, \mathbf{B}, \tilde{\mathbf{A}}) \leq \max_{\mathbf{A}} \min_{\mathbf{A}, \mathbf{B}} L(\mathbf{A}, \mathbf{B}, \mathbf{A})$. On the other hand, by weak duality, $\min_{\mathbf{A}, \mathbf{B}} \max_{\mathbf{A}} L(\mathbf{A}, \mathbf{B}, \mathbf{A}) \geq \max_{\mathbf{A}} \min_{\mathbf{A}, \mathbf{B}} L(\mathbf{A}, \mathbf{B}, \mathbf{A})$. Therefore, we have $\min_{\mathbf{A}, \mathbf{B}} \max_{\mathbf{A}} L(\mathbf{A}, \mathbf{B}, \mathbf{A}) = \max_{\mathbf{A}} \min_{\mathbf{A}, \mathbf{B}} L(\mathbf{A}, \mathbf{B}, \mathbf{A})$, i.e., strong duality holds. Hence,
\[
\tilde{\mathbf{A}}\tilde{\mathbf{B}} = \arg\min_{\mathbf{A}, \mathbf{B}} L(\mathbf{A}, \mathbf{B}, \tilde{\mathbf{A}}) = \arg\min_{\mathbf{A}, \mathbf{B}} \frac{1}{2}\| -\tilde{\mathbf{A}} - \mathbf{A}\mathbf{B}\|_F^2 - \frac{1}{2}\|\tilde{\mathbf{A}}\|_F^2 - H^*(\tilde{\mathbf{A}})
\]
\[
= \arg\min_{\mathbf{A}, \mathbf{B}} \frac{1}{2}\| -\tilde{\mathbf{A}} - \mathbf{A}\mathbf{B}\|_F^2 = \text{svd}(-\tilde{\mathbf{A}}). \tag{7}
\]
Figure 3 Geometry of dual condition (7) for general matrix factorization problems.

Proof. The proof idea is to construct a dual certificate $\tilde{\Lambda}$ so that the conditions in Lemma 3 hold. We note that $\Lambda$ should satisfy the following:

\begin{enumerate}
  \item[(a)] $\tilde{\Lambda} \in \partial H(\tilde{A}\tilde{B})$ \hspace{1cm} (by Condition 2)
  \item[(b)] $(\tilde{A}\tilde{B} + \tilde{\Lambda})\tilde{B}^T = 0$ and $\tilde{A}^T(\tilde{A}\tilde{B} + \tilde{\Lambda}) = 0$ \hspace{1cm} (by Condition 2)
  \item[(c)] $\tilde{A}\tilde{B} = \text{svd}_r(-\tilde{\Lambda})$. \hspace{1cm} (by the local minimizer assumption and Lemma 1)
\end{enumerate}

By the definition of $\mathcal{T}$ in the theorem statement, it turns out that for any matrix $M \in \mathbb{R}^{n_1 \times n_2}$, we have $\mathcal{P}_{\mathcal{T}} M = (I - \tilde{A}\tilde{A}^T)M(I - \tilde{B}\tilde{B}^T)$ and so $\|\mathcal{P}_{\mathcal{T}} M\| \leq \|M\|$, a fact that we will frequently use in the subsequent parts of the paper. Denote by $\mathcal{U}$ the left singular space of $\tilde{A}\tilde{B}$ and $\mathcal{V}$ the right singular space. Then the linear space $\mathcal{T}$ can be equivalently represented as $\mathcal{T} = \mathcal{U} + \mathcal{V}$ by the definition. Therefore, we have $\mathcal{T}^\perp = (\mathcal{U} + \mathcal{V})^\perp = \mathcal{U}^\perp \cap \mathcal{V}^\perp$. With this, we note that: (b) $(\tilde{A}\tilde{B} + \tilde{\Lambda})\tilde{B}^T = 0$ and $\tilde{A}^T(\tilde{A}\tilde{B} + \tilde{\Lambda}) = 0$ imply $\tilde{A}\tilde{B} + \tilde{\Lambda} \in \text{Null}(\tilde{A}^T) = \text{Col}(\tilde{\Lambda})^\perp$ and $\tilde{A}\tilde{B} + \tilde{\Lambda} \in \text{Row}(\tilde{B})^\perp$ (so $\tilde{A}\tilde{B} + \tilde{\Lambda} \in \mathcal{T}^\perp$), and vice versa, where $\text{Null}(\tilde{Y})$, $\text{Col}(\tilde{Y})$, $\text{Row}(\tilde{Y})$ represent the null space, the row space, the column space of any given matrix $\tilde{Y}$, respectively. And (c) $\tilde{A}\tilde{B} = \text{svd}_r(-\tilde{\Lambda})$ implies that for an orthogonal decomposition $-\tilde{\Lambda} = \tilde{A}\tilde{B} + E$, where $\tilde{A}\tilde{B} \in \mathcal{T}$, and $E \in \mathcal{T}^\perp$, we have $\|E\| < \sigma_r(\tilde{A}\tilde{B})$. Conversely, $\|E\| < \sigma_r(\tilde{A}\tilde{B})$ and condition (b) imply $\tilde{A}\tilde{B} = \text{svd}_r(-\tilde{\Lambda})$. Therefore, the dual conditions (a), (b), and (c) in (8) are equivalent to (1) $\tilde{\Lambda} \in \partial H(\tilde{A}\tilde{B}) \triangleq \Psi$; (2) $\mathcal{P}_{\mathcal{T}}(-\tilde{\Lambda}) = \tilde{A}\tilde{B}$; (3) $\|\mathcal{P}_{\mathcal{T}} \tilde{\Lambda}\| < \sigma_r(\tilde{A}\tilde{B})$, as desired.

To show the dual condition in Theorem 4, intuitively, we need to show that the angle $\theta$ between subspace $\mathcal{T}$ and $\Psi$ is small (see Figure 3) for a specific function $H(\cdot)$. In the following (see Section B), we will demonstrate applications that, with randomness, obey this dual condition with high probability.

4 Matrix Completion

In matrix completion, there is a hidden matrix $X^* \in \mathbb{R}^{n_1 \times n_2}$ with rank $r$. We are given measurements $\{X^*_{i,j} : (i,j) \in \Omega\}$, where $\Omega \sim \text{Uniform}(m)$, i.e., $\Omega$ is sampled uniformly at random from all subsets of $[n_1] \times [n_2]$ of cardinality $m$. The goal is to exactly recover $X^*$ with high probability. Here we apply our unified framework in Section 3 to matrix completion, by setting $H(\cdot) = I_{\{M : P_\mu(M) = P_\mu(X^*)\}}(\cdot)$.

A quantity governing the difficulties of matrix completion is the incoherence parameter $\mu$. Intuitively, matrix completion is possible only if the information spreads evenly throughout the low-rank matrix. This intuition is captured by the incoherence conditions. Formally, denote by $U\Sigma V^T$ the skinny SVD of a fixed $n_1 \times n_2$ matrix $X$ of rank $r$. Candès et
That matrices $X$ is unique and exact, i.e., $\mathcal{P}_\Omega(X) = \mathcal{P}_\Omega(X^*)$, with probability at least $1 - n^{-10}$.

Proof Sketch. We consider the feasibility of the matrix completion problem:

Find a matrix $X \in \mathbb{R}^{n_1 \times n_2}$ such that $\mathcal{P}_\Omega(X) = \mathcal{P}_\Omega(X^*)$, rank$(X) \leq r$. (9)

Our proof first identifies a feasibility condition for problem (9), and then shows that $X^*$ is the only matrix which obeys this feasibility condition when the sample size is large enough. More specifically, we note that $X^*$ obeys the conditions in problem (9). Therefore, $X^*$ is the only matrix which obeys condition (9) if and only if $X^* + D$ does not follow the condition for all $D$, i.e., $D_S(X^*) \cap \Omega^\perp = \{0\}$, where $D_S(X^*)$ is the descent cone of all low-rank matrices.

We note that the descent cone $D_S(X^*)$ is contained in the subspace $\mathcal{T}$ by the tool of geometry functional analysis. Thus by a well-known fact that $\mathcal{T} \cap \Omega^\perp = \{0\}$ when the sample size is large, the proof is completed.

We describe a simple finite-time inefficient algorithm given Theorem 5 in Section C. This positive result matches a lower bound from prior work, which claims that the sample complexity in Theorem 5 is optimal.

Theorem 6 (Information-Theoretic Lower Bound. [15], Theorem 1.7). Denote by $\Omega \sim \text{Uniform}(m)$ the support set uniformly distributed among all sets of cardinality $m$. Suppose that $m \geq c_{01} \log(n_{(1)})$ for an absolute constant $c$. Then there exist infinitely many $n_1 \times n_2$ matrices $X'$ of rank at most $r$ obeying $\mu$-incoherence (3) such that $\mathcal{P}_\Omega(X') = \mathcal{P}_\Omega(X^*)$, with probability at least $1 - n_{(1)}^{-10}$.

Our second positive result converts the feasibility problem in Theorem 5 to a convex optimization problem, which can be efficiently solved.

Theorem 7 (Efficient Matrix Completion). Let $\Omega \sim \text{Uniform}(m)$ be the support set uniformly distributed among all sets of cardinality $m$. Suppose $X^*$ has condition number $\kappa = \sigma_1(X^*)/\sigma_r(X^*)$. Then there are absolute constants $c$ and $c_0$ such that with probability at least $1 - c_0 n_{(1)}^{-10}$, the output of the convex problem

$$\tilde{X} = \arg\min_X \|X\|_{r^*}, \quad \text{s.t.} \quad \mathcal{P}_\Omega(X) = \mathcal{P}_\Omega(X^*),$$

is unique and exact, i.e., $\tilde{X} = X^*$, provided that $m \geq c \kappa^2 m r n_{(1)} \log_{2e}(n_{(1)}) \log(n_{(1)})$ and $X^*$ obeys $\mu$-incoherence (3).

Proof Sketch. We have shown in Theorem 5 that $(\hat{A}, \hat{B}) = \arg\min_{A, B} \frac{1}{2} \|AB\|_F^2$, s.t. $\mathcal{P}_\Omega(AB) = \mathcal{P}_\Omega(X^*)$ exactly recovers $X^*$, i.e., $\hat{A}\hat{B} = X^*$, with the optimal sample complexity. So if strong duality holds, this non-convex optimization problem can be equivalently

al. [13, 14, 46, 61] introduced the $\mu$-incoherence condition (3) to the low-rank matrix $X$. For conditions (3), it can be shown that $1 \leq \mu \leq \frac{\kappa_{\min}}{\sqrt{r} \log n_{(1)}}$ [40].

We have two positive results. The first result is an information-theoretic upper bound: with the standard incoherence condition (3), $X^*$ is the unique matrix of rank at most $r$ that is consistent with the observations. The proof is deferred to Appendix A.

Theorem 5 (Information-Theoretic Upper Bound). Let $\Omega \sim \text{Uniform}(m)$ be the support set uniformly distributed among all sets of cardinality $m$. Suppose that $m \geq c_{01} \log n_{(1)}$ for an absolute constant $c$. Then $X^*$ is the unique $n_1 \times n_2$ matrix of rank at most $r$ with $\mu$-incoherence condition (3) such that $\mathcal{P}_\Omega(X) = \mathcal{P}_\Omega(X^*)$, with probability at least $1 - n_{(1)}^{-10}$.

Proof Sketch. We have shown in Theorem 5 that $\mathcal{P}_\Omega(X) = \mathcal{P}_\Omega(X^*)$. Then there are absolute constants $c$ and $c_0$ such that with probability at least $1 - c_0 n_{(1)}^{-10}$, the output of the convex problem

$$\tilde{X} = \arg\min_X \|X\|_{r^*}, \quad \text{s.t.} \quad \mathcal{P}_\Omega(X) = \mathcal{P}_\Omega(X^*),$$

is unique and exact, i.e., $\tilde{X} = X^*$, provided that $m \geq c \kappa^2 m r n_{(1)} \log_{2e}(n_{(1)}) \log(n_{(1)})$ and $X^*$ obeys $\mu$-incoherence (3).

Proof Sketch. We have shown in Theorem 5 that $(\hat{A}, \hat{B}) = \arg\min_{A, B} \frac{1}{2} \|AB\|_F^2$, s.t. $\mathcal{P}_\Omega(AB) = \mathcal{P}_\Omega(X^*)$ exactly recovers $X^*$, i.e., $\hat{A}\hat{B} = X^*$, with the optimal sample complexity. So if strong duality holds, this non-convex optimization problem can be equivalently
converted to the convex program (10). Then Theorem 7 is straightforward from strong duality.

It now suffices to apply our unified framework in Section 3 to prove the strong duality. We show that the dual condition in Theorem 4 holds with high probability by the following arguments. Let \((\tilde{A}, \tilde{B})\) be a global solution to problem (10). For \(H(X) = I\{M \in \mathbb{R}^{n_1 \times n_2} : \mathcal{P}_\Omega M = \mathcal{P}_\Omega X^*\}(X)\), we have

\[
\Psi = \partial H(\tilde{A}) = \left\{ G \in \mathbb{R}^{n_1 \times n_2} : \langle G, \tilde{A}\tilde{B} \rangle \geq \langle G, Y \rangle, \text{ for any } Y \in \mathbb{R}^{n_1 \times n_2} \text{ s.t. } \mathcal{P}_\Omega Y = \mathcal{P}_\Omega X^* \right\} = \left\{ G \in \mathbb{R}^{n_1 \times n_2} : \langle G, X^* \rangle \geq \langle G, Y \rangle, \text{ for any } Y \in \mathbb{R}^{n_1 \times n_2} \text{ s.t. } \mathcal{P}_\Omega Y = \mathcal{P}_\Omega X^* \right\} = \Omega,
\]

where the third equality holds since \(\tilde{A}\tilde{B} = X^*\). Then we only need to show

1. \(\tilde{A} \in \Omega\),
2. \(\mathcal{P}_\mathcal{T}(\tilde{A}) = \tilde{A}\tilde{B}\),
3. \(\|\mathcal{P}_\mathcal{T}(\tilde{A})\| < \frac{2}{3} \sigma_r(\tilde{A}\tilde{B})\).

(11)

It is interesting to see that dual condition (11) can be satisfied if the angle \(\theta\) between subspace \(\Omega\) and subspace \(\mathcal{T}\) is very small; see Figure 3. When the sample size \(|\Omega|\) becomes larger and larger, the angle \(\theta\) becomes smaller and smaller (e.g., when \(|\Omega| = n_1 n_2\), the angle \(\theta\) is zero as \(\Omega = \mathbb{R}^{n_1 \times n_2}\)). We show that the sample size \(m \geq \Omega(\kappa^2 \mu \rho c(n_1) \log_2 (n_1))\) is a sufficient condition for condition (11) to hold.

5 Robust Principal Component Analysis

In this section, we develop our theory for robust PCA based on our framework. In the problem of robust PCA, we are given an observed matrix of the form \(D = X^* + S^*\), where \(X^*\) is the ground-truth matrix and \(S^*\) is the corruption matrix which is sparse. The goal is to recover the hidden matrices \(X^*\) and \(S^*\) from the observation \(D\). We set \(H(X) = \lambda\|D - X\|_1\).

To make the information spread evenly throughout the matrix, the matrix cannot have one entry whose absolute value is significantly larger than other entries. In this work, we make the following incoherence assumption for robust PCA:

\[
\|X^*\|_\infty \leq \sqrt{\frac{n_1 n_2}{\mu}} \sigma_r(X^*).
\]

(12)

Note that condition (12) has an intuitive explanation, namely, that the entries must scatter almost uniformly across the low-rank matrix.

We have the following results for robust PCA.

- **Theorem 8** (Robust PCA). Suppose \(X^*\) is an \(n_1 \times n_2\) matrix of rank \(r\), and obeys incoherence (3) and (12). Assume that the support set \(\Omega\) of \(S^*\) is uniformly distributed among all sets of cardinality \(m\). Then with probability at least \(1 - \frac{n_1}{10}\), the output of the optimization problem

\[
(\tilde{X}, \tilde{S}) = \text{argmin}_{X, S} \|X\|_{\ast r} + \lambda \|S\|_1, \text{ s.t. } D = X + S,
\]

with \(\lambda = \frac{\sigma_r(X^*)}{\sqrt{n_1}}\) is exact, namely, \(\tilde{X} = X^*\) and \(\tilde{S} = S^*\), if \(\text{rank}(X^*) \leq \rho_r n_1 n_2\), where \(c, \rho_r, \text{ and } \rho_s\) are all positive absolute constants, and function \(\|\cdot\|_{\ast r}\) is given by (13).

The bounds on the rank of \(X^*\) and the sparsity of \(S^*\) in Theorem 8 match the best known results for robust PCA in prior work when we assume the support set of \(S^*\) is sampled uniformly [13].
6 Computational Aspects

Computational Efficiency. We discuss our computational efficiency given that we have strong duality. We note that the dual and bi-dual of primal problem \((P)\) are given by

\[
\begin{align*}
\text{(Dual, D1)} & \quad \max_{\Lambda \in \mathbb{R}^{n_1 \times n_2}} -H^*(\Lambda) - \frac{1}{2}\|\Lambda\|^2_r, \quad \text{where } \|\Lambda\|^2_r = \sum_{i=1}^{r} \sigma^2_i(\Lambda), \\
\text{(Bi-Dual, D2)} & \quad \min_{M \in \mathbb{R}^{n_1 \times n_2}} H(M) + \|M\|_{r^*}, \quad \text{where } \|M\|_{r^*} = \max_{X} \langle M, X \rangle - \frac{1}{2}\|X\|^2_r.
\end{align*}
\]

Problems \((D1)\) and \((D2)\) can be solved efficiently due to their convexity. In particular, Grussler et al. [26] provided a computationally efficient algorithm to compute the proximal operators of functions \(\frac{1}{2}\|\cdot\|^2_r\) and \(\|\cdot\|_{r^*}\). Hence, the Douglas-Rachford algorithm can find the global minimum up to an \(\epsilon\) error in function value in time \(\text{poly}(1/\epsilon)\) [33].

Computational Lower Bounds. Unfortunately, strong duality does not always hold for general non-convex problems \((P)\). Here we present a very strong lower bound based on the random 4-SAT hypothesis. This is by now a fairly standard conjecture in complexity theory [19] and gives us constant factor inapproximability of problem \((P)\) for deterministic algorithms, even those running in exponential time.

If we additionally assume that \(\text{BPP} = \text{P}\), where \(\text{BPP}\) is the class of problems which can be solved in probabilistic polynomial time, and \(\text{P}\) is the class of problems which can be solved in deterministic polynomial time, then the same conclusion holds for randomized algorithms. This is also a standard conjecture in complexity theory, as it is implied by the existence of certain strong pseudorandom generators or if any problem in deterministic exponential time has exponential size circuits [34]. Therefore, any subexponential time algorithm achieving a sufficiently small constant factor approximation to problem \((P)\) in general would imply a major breakthrough in complexity theory.

The lower bound is proved by a reduction from the Maximum Edge Biclique problem [4].

\[\text{Theorem 9 (Computational Lower Bound). Assume Conjecture 20 (the hardness of Random 4-SAT). Then there exists an absolute constant } \epsilon_0 > 0 \text{ for which any deterministic algorithm achieving } (1 + \epsilon)\text{OPT in the objective function value for problem } (P) \text{ with } \epsilon \leq \epsilon_0, \text{ requires } 2^{D(n_1 + n_2)} \text{ time, where OPT is the optimum. If in addition, } \text{BPP} = \text{P}, \text{ then the same conclusion holds for randomized algorithms succeeding with probability at least } 2/3.\]

Proof Sketch. Theorem 9 is proved by using the hypothesis that random 4-SAT is hard, in order to show hardness of the Maximum Edge Biclique problem for deterministic algorithms. We then do a reduction from the Maximum Edge Biclique problem to our problem.

Due to space constraints, we defer the proofs of Lemma 1, Theorem 8, some synthetic experiments, and other related work to our full version on arXiv. The proofs of other theorems/lemmas can be found in the appendices.
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**A Proof of Theorem 5**

**Theorem 5. (Information-Theoretic Upper Bound. Restated.)** Let $\Omega \sim \text{Uniform}(m)$ be the support set, which is uniformly distributed among all sets of cardinality $m$. Suppose that $m \geq \epsilon m_{1(1)} r \log n_{1(1)}$ for an absolute constant $c$. Then $X^*$ is the unique $n_1 \times n_2$ matrix of rank at most $r$ with $\mu$-incoherence (3) such that $P_{\Omega}(X) = P_{\Omega}(X^*)$, with probability at least $1 - n_{1(1)}^{-10}$.

**Proof.** We note that the sampling model $\text{Uniform}(m)$ is equivalent to the sampling model $\text{Ber}(p)$ with $p = \Theta \left( \frac{m}{n_1 n_2} \right)$, which we will frequently use in the sequel. We consider the feasibility of the matrix completion problem:

\[
\text{Find a matrix } X \in \mathbb{R}^{n_1 \times n_2} \text{ such that } P_{\Omega}(X) = P_{\Omega}(X^*), \quad \text{rank}(X) \leq r. \tag{14}
\]

Our proof first identifies a feasibility condition for problem (14), and then shows that $X^*$ is the only matrix that obeys this feasibility condition when the sample size is large enough. We denote by $S = \{X \in \mathbb{R}^{n_1 \times n_2} : \text{rank}(X) \leq r\}$, and define $D_S(X^*) = \{t(X - X^*) \in \mathbb{R}^{n_1 \times n_2} : \text{rank}(X) \leq r, \ t \geq 0\}$. We have the following proposition for the feasibility of problem (14).

**Proposition 10 (Feasibility Condition).** $X^*$ is the unique feasible solution to problem (14) if $D_S(X^*) \cap \Omega^\perp = \{0\}$.

**Proof.** Notice that problem (14) is equivalent to another feasibility problem

\[
\text{Find a matrix } D \in \mathbb{R}^{n_1 \times n_2} \text{ such that } \text{rank}(X^* + D) \leq r, \ D \in \Omega^\perp.
\]

Suppose that $D_S(X^*) \cap \Omega^\perp = \{0\}$. Since $\text{rank}(X^* + D) \leq r$ implies $D \in D_S(X^*)$, and note that $D \in \Omega^\perp$, we have $D = 0$, which means $X^*$ is the unique feasible solution to problem (14).

The remainder of the proof is to show $D_S(X^*) \cap \Omega^\perp = \{0\}$. To proceed, we note that the “escaping through a mesh” techniques for matrix sensing do not work for matrix completion since $\Omega$ is not drawn from the Grassmanian according to the Haar measure. To address this issue, we instead need the following lemmas. The first lemma claims that the tangent cone of the set $\mathcal{S}$ evaluated at $X^*$ is slightly larger than the cone $\text{cone}(\mathcal{S} - \{X^*\})$. 

\[
\text{Proof.}
\]
Lemma 11 ([35], Theorem 4.8). Let $S$ be a non-empty subset of a real normed space. If $S$ is star-shaped w.r.t. some $\mathbf{x}^* \in S$, i.e., $t(S - \{\mathbf{x}^*\}) \subseteq S - \{\mathbf{x}^*\}$ for all $t \in [0, 1]$, then it follows $\text{cone}(S - \{\mathbf{x}^*\}) \subseteq T(S, \mathbf{x}^*)$, where $T(S, \mathbf{x}^*)$ is the tangent cone of the set $S$ at point $\mathbf{x}^*$ defined by $T(S, \mathbf{x}^*) = \{\mathbf{z} \in \mathbb{R}^{n_1 \times n_2} : \exists \mathbf{x} \in S, \ (a_n) \subseteq \mathbb{R}^+ \text{ s.t. } \mathbf{x}_n \to \mathbf{x}^*, \ a_n(\mathbf{x}_n - \mathbf{x}^*) \to \mathbf{z}\}$.

The second lemma states that the tangent cone of $S$ evaluated at $\mathbf{x}^*$ can be represented in a closed form.

Lemma 12 ([49], Theorem 3.2). Let $\mathbf{x}^* = \mathbf{U} \Sigma \mathbf{V}^T$ be the skinny SVD of matrix $\mathbf{x}^*$. The tangent cone $T(S, \mathbf{x}^*)$ of the set $S = \{\mathbf{x} \in \mathbb{R}^{n_1 \times n_2} : \text{rank}(\mathbf{x}) \leq r\}$ at $\mathbf{x}^*$ is a linear subspace given by $T(S, \mathbf{x}^*) = \{\mathbf{UL}^T + \mathbf{MV}^T : \mathbf{L} \in \mathbb{R}^{n_2 \times r}, \mathbf{M} \in \mathbb{R}^{n_1 \times r}\} \triangleq \mathcal{T}$.

Now we are ready to prove Theorem 5. By Lemma 11 and 12, we have $\mathcal{D}_S(\mathbf{x}^*) = \text{cone}(S - \{\mathbf{x}^*\}) \subseteq T(S, \mathbf{x}^*) = \mathcal{T}$, where the first equality holds by the definition of $\mathcal{D}_S(\mathbf{x}^*)$. So if $\mathcal{T} \cap \Omega^\perp = \{0\}$, then $\mathcal{D}_S(\mathbf{x}^*) \cap \Omega^\perp = \{0\}$, meaning that $\mathbf{x}^*$ is the unique feasible solution to the problem (14). Thus the rest of proof is to find a sufficient condition for $\mathcal{T} \cap \Omega^\perp = \{0\}$. We have the following lemma.

Lemma 13. Assume that $\Omega \sim \text{Ber}(p)$ and the incoherence condition (3) holds. Then with probability at least $1 - n_{(1)}^{-10}$, we have $\|\mathcal{P}_{\Omega^\perp} \mathcal{P}_T\| \leq \sqrt{1 - p + ep}$, provided that $p \geq C_0 e^{-2(\mu r \log n_{(1)})/n_{(2)}}$, where $C_0$ is an absolute constant.

Proof. If $\Omega \sim \text{Ber}(p)$, we have, by Theorem 15, that with high probability $\|\mathcal{P}_T - p^{-1} \mathcal{P}_T \mathcal{P}_\Omega \mathcal{P}_T\| \leq \epsilon$, provided that $p \geq C_0 e^{-2(\mu r \log n_{(1)})/n_{(2)}}$. Note, however, that since $\mathcal{P}_T = \mathcal{P}_\Omega + \mathcal{P}_{\Omega^\perp}$, $\mathcal{P}_T - p^{-1} \mathcal{P}_T \mathcal{P}_\Omega \mathcal{P}_T = p^{-1}(\mathcal{P}_T \mathcal{P}_\Omega \mathcal{P}_T - (1 - p)\mathcal{P}_T)$ and, therefore, by the triangle inequality $\|\mathcal{P}_T \mathcal{P}_{\Omega^\perp} \mathcal{P}_T\| \leq ep + (1 - p)$. Since $\|\mathcal{P}_{\Omega^\perp} \mathcal{P}_T\|^2 \leq \|\mathcal{P}_T \mathcal{P}_{\Omega^\perp} \mathcal{P}_T\|$, the proof is completed.

We note that $\|\mathcal{P}_{\Omega^\perp} \mathcal{P}_T\| < 1$ implies $\Omega^\perp \cap \mathcal{T} = \{0\}$. The proof is completed.

Proof of Theorem 7

We have shown in Theorem 5 that the problem $(\tilde{\mathbf{A}}, \tilde{\mathbf{B}}) = \arg\min_{\mathbf{A}, \mathbf{B}} \frac{1}{2}\|\mathbf{AB}\|^2_2$, s.t.$\mathcal{P}_\Omega(\mathbf{AB}) = \mathcal{P}_\Omega(\mathbf{x}^*)$, exactly recovers $\mathbf{x}^*$, i.e., $\mathbf{AB} = \mathbf{x}^*$, with the optimal sample complexity. So if strong duality holds, this non-convex optimization problem can be equivalently converted to the convex program (10). Then Theorem 7 is straightforward from strong duality.

It now suffices to apply our unified framework in Section 3 to prove the strong duality. We show that the dual condition in Theorem 4 holds with high probability. Let $(\tilde{\mathbf{A}}, \tilde{\mathbf{B}})$ be a global solution to problem (10). For $H(\mathbf{X}) = 1_{\{\mathbf{M} \in \mathbb{R}^{n_1 \times n_2} : \mathcal{P}_\Omega \mathbf{M} = \mathcal{P}_\Omega \mathbf{x}^*\}}(\mathbf{X})$, we have

$$
\Psi = \partial H(\tilde{\mathbf{A}} \tilde{\mathbf{B}})
= \{\mathbf{G} \in \mathbb{R}^{n_1 \times n_2} : \langle \mathbf{G}, \tilde{\mathbf{A}} \tilde{\mathbf{B}} \rangle \geq \langle \mathbf{G}, \mathbf{Y} \rangle, \text{ for any } \mathbf{Y} \in \mathbb{R}^{n_1 \times n_2} \text{ s.t. } \mathcal{P}_\Omega \mathbf{Y} = \mathcal{P}_\Omega \mathbf{x}^*\}
= \{\mathbf{G} \in \mathbb{R}^{n_1 \times n_2} : \langle \mathbf{G}, \mathbf{x}^* \rangle \geq \langle \mathbf{G}, \mathbf{Y} \rangle, \text{ for any } \mathbf{Y} \in \mathbb{R}^{n_1 \times n_2} \text{ s.t. } \mathcal{P}_\Omega \mathbf{Y} = \mathcal{P}_\Omega \mathbf{x}^*\} = \Omega,
$$

where the third equality holds since $\tilde{\mathbf{A}} \tilde{\mathbf{B}} = \mathbf{x}^*$. Then we only need to show

$$
(1) \tilde{\mathbf{A}} \in \Omega, \quad (2) \mathcal{P}_T(-\tilde{\mathbf{A}}) = \tilde{\mathbf{A}} \tilde{\mathbf{B}}, \quad (3) \|\mathcal{P}_T^{-1} \tilde{\mathbf{A}}\| < \frac{2}{3} \sigma_r(\tilde{\mathbf{A}} \tilde{\mathbf{B}}).
$$

We have the following lemma.
Lemma 14. If we can construct an \( \Lambda \) such that

\[
\begin{align*}
(a) \ & \Lambda \in \Omega, \quad \text{(b)} \ |P_T(\Lambda) - \tilde{A}\tilde{B}|_F \leq \sqrt{\frac{r}{3n^2(1)}} \sigma_r(\tilde{A}\tilde{B}), \\
\end{align*}
\]

then we can construct an \( \tilde{A} \) such that Eqn. (15) holds with probability at least \( 1 - n^{-10} \).

Proof. To prove the lemma, we first claim the following theorem.

Theorem 15 ([14], Theorem 4.1). Assume that \( \Omega \) is sampled according to the Bernoulli model with success probability \( p = \Theta(\frac{m}{n^{1/2}}) \), and incoherence condition (3) holds. Then there is an absolute constant \( C_R \) such that for \( \beta > 1 \), we have

\[
\|p^{-1}P_Tp_T - P_T\| \leq C_R \frac{\beta \mu n(1)r \log n(1)}{m} \leq \epsilon,
\]

with probability at least \( 1 - 3n^{-\beta} \) provided that \( C_R \sqrt{\frac{\beta \mu n(1)r \log n(1)}{m}} < 1. \)

Suppose that Condition (16) holds. Let \( Y = \tilde{A} - \Lambda \in \Omega \) be the perturbation matrix between \( \Lambda \) and \( \tilde{A} \) such that \( P_T(\Lambda) = \tilde{A}\tilde{B} \). Such a \( Y \) exists by setting \( Y = P_TP_T(\tilde{A}\tilde{B} - \Lambda) \). So \( \|P_T\|_F \leq \sqrt{\frac{r}{3n(1)}} \sigma_r(\tilde{A}\tilde{B}) \). We now prove Condition (3) in Eqn. (15). Observe that

\[
\|P_T \tilde{A}\| \leq \|P_T \Lambda\| + \|P_T Y\| \leq \frac{1}{3} \sigma_r(\tilde{A}\tilde{B}) + \|P_T Y\|. \tag{17}
\]

So we only need to show \( \|P_T Y\| \leq \frac{1}{3} \sigma_r(\tilde{A}\tilde{B}) \).

Before proceeding, we begin by introducing a normalized version \( Q_\Omega : \mathbb{R}^{n_1 \times n_2} \rightarrow \mathbb{R}^{n_1 \times n_2} \) of \( P_\Omega \): \( Q_\Omega = p^{-1}P_\Omega I \). With this, we have \( P_Tp_\Omega p_T = pP_T(I + Q_\Omega)P_T \). Note that for any operator \( P : T \rightarrow T \), we have \( P^{-1} = \sum_{k \geq 0}(-1)^k(P_T - P)^k \) whenever \( \|P_T - P\| < 1. \) So according to Theorem 15, the operator \( p(P_Tp_\Omega p_T)^{-1} \) can be represented as a convergent Neumann series \( p(P_Tp_\Omega p_T)^{-1} = \sum_{k \geq 0}(-1)^k(P_TQ_\Omega p_T)^k \), because \( \|P_TQ_\Omega p_T\| \leq \epsilon < \frac{1}{2} \) once \( m \geq C \mu n(1)r \log n(1) \) for a sufficiently large absolute constant \( C \). We also note that \( p(P_TQ_\Omega p_T) = P_Tp_\Omega p_T \), because \( P_Tp_T = 0. \) Thus

\[
\begin{align*}
\|P_T Y\| &= \|P_Tp_\Omega p_T(\tilde{A}\tilde{B} - \Lambda\tilde{B})\| \\
&= \|P_TQ_\Omega p_T(p(p_Tp_\Omega p_T)^{-1}(\tilde{A}\tilde{B} - \Lambda\tilde{B}))\| \\
&= \|\sum_{k \geq 0}(-1)^kP_TQ_\Omega p_T((P_TQ_\Omega p_T)^k((\tilde{A}\tilde{B} - \Lambda\tilde{B}))\| \\
&\leq \sum_{k \geq 0}\|(-1)^kP_TQ_\Omega p_T((P_TQ_\Omega p_T)^k((\tilde{A}\tilde{B} - \Lambda\tilde{B}))\|_F \\
&\leq \|Q_\Omega\| \sum_{k \geq 0}\|P_TQ_\Omega p_T\| \|p_T(\tilde{A}\tilde{B} - \Lambda\tilde{B})\|_F \\
&\leq \frac{2}{p} \|P_T(\tilde{A}\tilde{B} - \Lambda\tilde{B})\|_F \leq \Theta \left(\frac{n_1n_2}{m}\right) \sqrt{\frac{r}{3n^2(1)}} \sigma_r(\tilde{A}\tilde{B}) \leq \frac{1}{3} \sigma_r(\tilde{A}\tilde{B})
\end{align*}
\]

with high probability. The proof is completed. ▶
It thus suffices to construct a dual certificate $\mathbf{A}$ such that all conditions in (16) hold. To this end, partition $\Omega = \Omega_1 \cup \Omega_2 \cup \ldots \cup \Omega_b$ into $b$ partitions of size $q$. By assumption, we may choose
\[
q \geq 128 \frac{C \beta n^2 \mu r n_{(1)} \log n_{(1)}}{3} \quad \text{and} \quad b \geq \frac{1}{2} \log_{2n} \left( 24^2 n_{(1)}^2 \eta \right)
\]
for a sufficiently large constant $C$. Let $\Omega_j = \text{Ber}(q)$ denote the set of indices corresponding to the $j$-th partitions. Define $W_0 = \tilde{A}B$ and set $A_k = \frac{n_1 n_2}{q} \sum_{j=1}^k P_{\Omega_j}(W_{j-1})$, $W_k = \tilde{A}B - P_T(A_k)$ for $k = 1, 2, \ldots, b$. Then by Theorem 15,
\[
\|W_k\|_F = \left\| W_{k-1} \right\|_F - \frac{n_1 n_2}{q} \left( P_T P_{\Omega_k}(W_{k-1}) \right) \left( W_{k-1} \right) \leq \frac{1}{2} \|W_k\|_F - \frac{1}{2} \|W_{k-1}\|_F.
\]
So it follows that $\|W_k\|_F \leq (2\kappa)^{-b}\|W_0\|_F \leq (2\kappa)^{-b}\sqrt{\sigma_1(A\tilde{B})} \leq \sqrt{\frac{1}{2\kappa}n_{(1)}} \sigma_r(A\tilde{B})$.

The following lemma together implies the strong duality of (10) straightforwardly.

**Lemma 16.** Under the assumptions of Theorem 7, the dual certification $W_b$ obeys the dual condition (16) with probability at least $1 - n_{(1)}^{-1}$.

**Proof.** It is well known that for matrix completion, the Uniform model $\Omega \sim \text{Uniform}(n)$ is equivalent to the Bernoulli model $\Omega \sim \text{Ber}(p)$, where each element in $[n_1] \times [n_2]$ is included with probability $p = \Theta(n/(n_1 n_2))$ independently. By the equivalence, we can suppose $\Omega \sim \text{Ber}(p)$.

To prove Lemma 16, as a preliminary, we need the following lemmas.

**Lemma 17** ([18], Lemma 2). Suppose $Z$ is a fixed matrix. Suppose $\Omega \sim \text{Ber}(p)$. Then with high probability, $\| (I - p^{-1}P_{\Omega})Z \| \leq C_0' \left( \frac{\log n_{(1)}}{p} \|Z\|_{\infty, 2} + \sqrt{\frac{\log n_{(1)}}{p} \|Z\|_{\infty, 2}} \right)$, where $C_0' > 0$ is an absolute constant and $\|Z\|_{\infty, 2} = \max \left\{ \max_b \sqrt{\sum_b Z^2_{ib}}, \max_j \sqrt{\sum_a Z^2_{aj}} \right\}$.

**Lemma 18** ([13], Lemma 3.1). Suppose $\Omega \sim \text{Ber}(p)$ and $Z$ is a fixed matrix. Then with high probability, $\|Z - p^{-1}P_T P_{\Omega} Z\|_{\infty, \leq \epsilon} \leq \epsilon \|Z\|_{\infty, 2}$, provided that $p \geq C_0\epsilon^{-2}(\mu r \log n_{(1)})/n_{(2)}$ for some constant $C_0 > 0$.

**Lemma 19** ([18], Lemma 3). Suppose that $Z$ is a fixed matrix and $\Omega \sim \text{Ber}(p)$. If $p \geq c_0 \mu r \log n_{(1)}/n_{(2)}$ for some $c_0$ sufficiently large, then by high probability, $\| (p^{-1}P_T P_{\Omega} - P_T)Z\|_{\infty, 2} \leq \frac{1}{2} \sqrt{\frac{n_{(1)}}{n_{(2)}}} \|Z\|_{\infty} + \frac{1}{2} \|Z\|_{\infty, 2}$.

Observe that by Lemma 18, $\|W_j\|_{\infty, 2} \leq (\frac{1}{2})^j \|\tilde{A}B\|_{\infty, 2}$, and by Lemma 19, we have $\|W_j\|_{\infty, 2} \leq (\frac{1}{2})^j \sqrt{\frac{n_{(1)}}{n_{(2)}}} \|W_{j-1}\|_{\infty} + (\frac{1}{2})^j \|W_{j-1}\|_{\infty, 2}$. So
\[
\|W_j\|_{\infty, 2} \leq \left( \frac{1}{2} \right)^j \sqrt{\frac{n_{(1)}}{n_{(2)}}} \|\tilde{A}B\|_{\infty} + \frac{1}{2} \|W_{j-1}\|_{\infty, 2}
\]
\[
\leq \left( \frac{1}{2} \right)^j \sqrt{\frac{n_{(1)}}{n_{(2)}}} \|\tilde{A}B\|_{\infty} + \left( \frac{1}{2} \right)^j \|\tilde{A}B\|_{\infty, 2}.
\]
Therefore, we have $\|P_T \cdot A_b\| \leq \sum_{j=1}^b \|\frac{n_{(1)}}{q} P_T \cdot P_{\Omega_j} W_{j-1}\| = \sum_{j=1}^b \|P_T \cdot (\frac{n_{(1)}}{q} P_{\Omega_j} W_{j-1} - W_{j-1})\| \leq \sum_{j=1}^b \|\frac{n_{(1)}}{q} P_{\Omega_j} - I\| (W_{j-1})\|$. Let $p$ denote $\Theta\left( \frac{1}{n_{(1)}} \right)$. By Lemma 17,
\[ \|P_T \Lambda \| \leq C_0 \frac{\log n_1}{p} \sum_{j=1}^b \| W_{j-1} \|_\infty + C_0' \sqrt{\frac{\log n_1}{p}} \sum_{j=1}^b \| W_{j-1} \|_\infty,2 \]

\[ \leq C_0' \frac{\log n_1}{p} \sum_{j=1}^b \left( \frac{1}{2} \right)^j \| \tilde{A} \tilde{B} \|_\infty + C_0' \sqrt{\frac{\log n_1}{p}} \sum_{j=1}^b \left[ j \left( \frac{1}{2} \right)^j \right] \| \tilde{A} \tilde{B} \|_\infty + \left( \frac{1}{2} \right)^j \| \tilde{A} \tilde{B} \|_\infty,2 \]

\[ \leq C_0' \frac{\log n_1}{p} \| \tilde{A} \tilde{B} \|_\infty + 2C_0' \sqrt{\frac{\log n_1}{p}} \| \tilde{A} \tilde{B} \|_\infty + C_0' \sqrt{\frac{\log n_1}{p}} \| \tilde{A} \tilde{B} \|_\infty,2. \]

Setting \( \tilde{A} \tilde{B} = \tilde{X} \), we note the facts that (we assume WLOG \( n_2 \geq n_1 \))

\[ \| \tilde{X} \|_{\infty,2} = \max_i \| e_i^T U \Sigma V \|_2 \leq \max_i \| e_i^T U \| \sigma_1(\tilde{X}^*) \leq \sqrt{\frac{\mu r}{n_1}} \sigma_1(\tilde{X}^*) \leq \sqrt{\frac{\mu r}{n_1}} \sigma_1(\tilde{X}^*), \]

\[ \| \tilde{X} \|_\infty = \max_{i,j} \langle X^*, e_i^T e_j^T \rangle = \max_{i,j} \langle U \Sigma V, e_i^T e_j^T \rangle = \max_{i,j} \langle e_i^T U \Sigma e_j^T V \rangle \]

\[ \leq \max_{i,j} \| e_i^T U \Sigma V \|_2 \| e_j^T V \|_2 \leq \max_{i,j} \| X^* \|_{\infty,2} \| e_i^T V \|_2 \leq \frac{\mu r \sigma_1(\tilde{X}^*)}{\sqrt{n_1 n_2}} \sigma_1(\tilde{X}^*). \]

Substituting \( p = \Theta \left( \frac{\log n_1 (\log n_1) \log \log n_1}{n_1 n_2} \right) \), we obtain \( \| P_T \Lambda \| < \frac{1}{4} \sigma_1(\tilde{X}^*) \). The proof is completed. \( \square \)

## C Matrix Completion by Information-Theoretic Upper Bound

Theorem 5 formulates matrix completion as a feasibility problem. However, it is a priori unclear if there is an algorithm for finding \( \tilde{X}^* \) with \( O(\mu r (\log n_1)) \) sample complexity and incoherence (3) via solving the feasibility problem. To answer this question, we mention that matrix completion can be solved in finite time under these minimum assumptions, namely, we note that the feasibility problem is equivalent to finding a zero of the polynomial \( \sum_{(i,j) \in \Omega} (e_i^T A B e_j - X_0) \|_2 = 0 \) w.r.t. the \( n_1 + n_2 \) unknowns \( A \) and \( B \). Since \( A \) can be assumed to be orthogonal, if the entries of \( X^* \) can be written down with \( \text{poly}(n) \) bits, then \( \| B \|_F \leq \exp(\text{poly}(n)) \), which means if one rounds each of the entries of \( B \) to the nearest additive grid multiple of \( 1/\exp(\text{poly}(n)) \), then we will get a rank-k matrix \( B \) where each entry represents the true entry of the optimal \( \tilde{B} \) up to additive \( 1/\exp(\text{poly}(n)) \) error (of course one cannot write down \( B \) in some cases if the entries are irrational). Such an \( A \) and \( B \) can be found in \( \exp((n_1 + n_2)r) \) time \[47, 48, 9\]. This gives an exponential time algorithm to solve the feasibility problem in Theorem 5 for matrix completion.

## D Proof of Theorem 9

Our computational lower bound for problem (P) assumes the hardness of random 4-SAT.

**Conjecture 20** (Random 4-SAT). Let \( c > \ln 2 \) be a constant. Consider a random 4-SAT formula on \( n \) variables in which each clause has 4 literals, and in which each of the \( 16^n \) clauses is picked independently with probability \( c/n^3 \). Then any algorithm which always outputs 1 when the random formula is satisfiable, and outputs 0 with probability at least \( 1/2 \) when the random formula is unsatisfiable, must run in \( 2^{O(n^c)} \) time on some input, where \( c' > 0 \) is an absolute constant.

Based on Conjecture 20, we have the following computational lower bound for problem (P). We show that problem (P) is in general hard for deterministic algorithms. If we additionally assume \( \text{BPP} = P \), then the same conclusion holds for randomized algorithms with high probability.
Theorem 9. (Computational Lower Bound. Restated.) Assume Conjecture 20. Then there exists an absolute constant $\epsilon_0 > 0$ for which any algorithm that achieves $(1 + \epsilon)\OPT$ in objective function value for problem (P) with $\epsilon \leq \epsilon_0$, and with constant probability, requires $2^{\Omega(n_1 + n_2)}$ time, where $\OPT$ is the optimum. If in addition, $\mathsf{BPP} = \mathsf{P}$, then the same conclusion holds for randomized algorithms succeeding with probability at least $2/3$.

Proof. Theorem 9 is proved by using the hypothesis that random 4-SAT is hard to show hardness of the Maximum Edge Biclique problem for deterministic algorithms.

Definition 21 (Maximum Edge Biclique). The problem is

**Input:** An $n$-by-$n$ bipartite graph $G$.

**Output:** A $k_1$-by-$k_2$ complete bipartite subgraph of $G$, such that $k_1 \cdot k_2$ is maximized.

[24] showed that under the random 4-SAT assumption there exist two constants $\epsilon_1 > \epsilon_2 > 0$ such that no efficient deterministic algorithm is able to distinguish between bipartite graphs $G(U, V, E)$ with $|U| = |V| = n$ which have a clique of size $\geq (n/16)^2(1 + \epsilon_1)$ and those in which all bipartite cliques are of size $\leq (n/16)^2(1 + \epsilon_2)$. The reduction uses a bipartite graph $G$ with at least $tn^2$ edges with large probability, for a constant $t$.

Given a given bipartite graph $G(U, V, E)$, define $H(\cdot)$ as follows. Define the matrix $Y$ and $W$: $Y_{ij} = 1$ if edge $(U_i, V_j) \in E$, $Y_{ij} = 0$ if edge $(U_i, V_j) \notin E$; $W_{ij} = 1$ if edge $(U_i, V_j) \in E$, and $W_{ij} = \poly(n)$ if edge $(U_i, V_j) \notin E$. Choose a large enough constant $\beta > 0$ and let $H(AB) = \beta \sum_{ij} W_{ij}^2 (Y_{ij} - (AB)_{ij})^2$. Now, if there exists a biclique in $G$ with at least $(n/16)^2(1 + \epsilon_2)$ edges, then the number of remaining edges is at most $tn^2 - (n/16)^2(1 + \epsilon_1)$, and so the solution to min $H(AB) + \frac{1}{2} \|AB\|_F^2$ has cost at most $\beta [tn^2 - (n/16)^2(1 + \epsilon_1)] + n^2$. On the other hand, if there does not exist a biclique that has more than $(n/16)^2(1 + \epsilon_2)$ edges, then the number of remaining edges is at least $(n/16)^2(1 + \epsilon_2)$, and so any solution to min $H(AB) + \frac{1}{2} \|AB\|_F^2$ has cost at least $\beta [tn^2 - (n/16)^2(1 + \epsilon_2)]$. Choose $\beta$ large enough so that $\beta [tn^2 - (n/16)^2(1 + \epsilon_2)] \geq \beta [tn^2 - (n/16)^2(1 + \epsilon_1)] + n^2$. This combined with the result in [24] completes the proof for deterministic algorithms.

To rule out randomized algorithms running in time $2^{\omega(n_1 + n_2)}$ for some function $\omega$ of $n_1, n_2$ for which $\omega = o(1)$, observe that we can define a new problem which is the same as problem (P) except the input description of $H$ is padded with a string of 1s of length $2^{(\omega/2)(n_1 + n_2)}$. This string is irrelevant for solving problem (P) but changes the input size to $N = \poly(n_1, n_2) + 2^{(\omega/2)(n_1 + n_2)}$. By the argument in the previous paragraph, any deterministic algorithm still requires $2^{\Omega(n)} = N^{\omega(1)}$ time to solve this problem, which is super-polynomial in the new input size $N$. However, if a randomized algorithm can solve it in $2^{\omega(n_1 + n_2)}$ time, then it runs in $\poly(N)$ time. This contradicts the assumption that $\mathsf{BPP} = \mathsf{P}$. This completes the proof. \hfill \blacktriangle
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Abstract

Inspired by quantum computing algorithms for Linear Algebra problems [6, 14] we study how simulation on a classical computer of this type of “Phase Estimation algorithms” performs when we apply it to the Eigen-Problem of Hermitian matrices. The result is a completely new, efficient and stable, parallel algorithm to compute an approximate spectral decomposition of any Hermitian matrix. The algorithm can be implemented by Boolean circuits in $O(\log^2 n)$ parallel time with a total cost of $O(n^{\omega+1})$ Boolean operations. This Boolean complexity matches the best known $O(\log^2 n)$ parallel time algorithms, but unlike those algorithms our algorithm is (logarithmically) stable, so it may lead to actual implementations, allowing fast parallel computation of eigenvectors and eigenvalues in practice.

Previous approaches to solve the Eigen-Problem generally use randomization to avoid bad conditions - as we do. Our algorithm makes further use of randomization in a completely new way, taking random powers of a unitary matrix to randomize the phases of its eigenvalues. Proving that a tiny Gaussian perturbation and a random polynomial power are sufficient to ensure almost pairwise independence of the phases (mod $2\pi$) is the main technical contribution of this work. It relies on the theory of low-discrepancy or quasi-random sequences - a theory, which to the best of our knowledge, has not been connected thus far to linear algebra problems. Hence, we believe that further study of this new connection will lead to additional improvements.
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1 Introduction

1.1 General

The eigen-problem of Hermitian matrices is the problem of computing the eigenvalues and eigenvectors of a Hermitian matrix. This problem is ubiquitous in computer science and engineering, and because of its relatively high computational complexity imposes a high computational load on most modern information processing systems.
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Eigenvalues and eigenvectors of an input Hermitian matrix, even specified to finite precision, can be irrational numbers. Hence, when computing them, one inherently needs to approximate them. This gives rise to a host of problems: spectral decomposition algorithms are often hard to analyze rigorously, and turn out to be unstable, and difficult to parallelize.

Thus, given a matrix $A$, we are usually interested not in its exact eigenvalues and eigenvectors, which may be very hard to compute, (and possibly very long to describe once computed), but rather in an approximate decomposition:

**Definition 1** (Approximate Spectral Decomposition - ASD($A, \delta$)). Let $A$ be some $n \times n$ Hermitian matrix. An approximate spectral decomposition of $A$, with accuracy parameter $\delta = 1/\text{poly}(n)$ is a set of vectors $\{v_i\}_{i=1}^n, \|v_i\| = 1$ such that there exists a complete set of eigenvectors $\{w_i\}_{i=1}^n$ of a matrix $A'$, $\|A' - A\| \leq \delta$ that satisfy:

$$\forall i \quad \|v_i - w_i\| \leq \delta.$$  

For a general $n \times n$ matrix $A$ one can consider the Hermitian matrix $A^H A$, in which case ASD($A^H A, \delta$) is an approximation of the singular vectors (and singular values) of $A$.

We note that the definition of ASD then corresponds to a “smooth analysis” of matrices: namely given input $A$, we do not find a spectral decomposition of $A$, but rather the decomposition of a matrix $A'$, such that $\|A - A'\| \leq \delta$. We also point out, that the definition of ASD holds just as well in the case of nearly degenerate matrices: we do not require a one-to-one correspondence with the eigenvectors of $A$, which can be extremely hard to achieve, but rather to find some set of approximate eigenvectors, such that the corresponding weighted sum of rank-1 projections form an approximation of $A$.

When one considers an algorithm $\mathcal{A}$ for the ASD problem, one can examine its arithmetic complexity or boolean complexity. The arithmetic complexity is the minimal size arithmetic circuit $C$ (namely each node computes addition, multiplication or division to unbounded accuracy) that implements $\mathcal{A}$, whereas the boolean complexity counts the number of boolean AND/OR gates of fan-in 2 required to implement $\mathcal{A}$.

Given the definition above, and following Demmel et al. [4] we consider an algorithm $\mathcal{A}$ to be log-stable (or stable for short), if there exists an arithmetic circuit $C$ that implements $\mathcal{A}$ on $n \times n$ matrices, and a number $t = O(\log(n))$, such that each arithmetic computation in $C$ uses at most $t$ bits of precision, and the output of the circuit deviates from the output of the arithmetic circuit by at most $1/\text{poly}(n)$. We note that when an algorithm is stable then its boolean complexity is equal to its arithmetic complexity up to a factor $O(\log(n))$. If, however, an algorithm is unstable then its boolean complexity could be larger by a factor of up to $n$. In the study of practical numerical linear algebra algorithms, one usually identifies algorithms that are stable with “practical”, and algorithms that are not stable to be impractical. This usually, because the computing machines are restricted to representing numbers with a number of bits that is a small fraction of the size of the input.

In terms of parallelism, we will refer to the complexity class NC$^{(k)}$ (see Definition 8) which is the set of all computational problems that can be solved by uniform Boolean circuits of size $\text{poly}(n)$ in time $O(\log^k(n))$. Often, we will refer to the class RNC$^{(k)}$, in which the parallel NC$^{(k)}$ circuit is also allowed to accept uniform random bits. One would like an ASD algorithm to have minimal arithmetic or boolean complexity, and minimal parallel time. Ideally, one would also like this algorithm to be stable.

### 1.2 Main Contribution

Inspired by recent quantum computing algorithms [6, 14], we introduce a new perspective on the problem of computing the ASD that is based on low-discrepancy sequences. Roughly
speaking, low-discrepancy sequences are deterministic sequences which appear to be random, because they “visit” each small sub-cube the same number of times that a completely random sequence would, up to a small additive error.

**Definition 2 (Multi-dimensional Discrepancy).** For integer \( s \), put \( I_s = [0, 1)^s \). Given a sequence \( x = (x_n)_{n=1}^N \), with \( x_n \in I_s \) the discrepancy \( D_N(x) \) is defined as:

\[
D_N(x) = \sup_{B \in \mathcal{B}} \left\{ \left| \frac{1}{N} \sum_{n=1}^N \chi_B(x_n) - \operatorname{vol}(B) \right| \right\},
\]

where \( \chi_B(x_n) \) is an indicator function which is 1 if \( x_n \in B \) and \( \mathcal{B} \) is the set of all \( s \)-products of intervals \( \prod_{i=1}^s [u_i, v_i] \), with \( [u_i, v_i] \equiv [0, 1) \).

We recast the ASD problem as a question about the discrepancy of a certain sequence related to the input matrix. Specifically, given a Hermitian matrix \( A \) with \( n \) unique eigenvalues \( \{\lambda_i\}_{i \in [n]} \) the central object of interest is the sequence comprised of \( n \)-dimensional vectors of eigenvalue residuals:

\[
S(A) = (\{\lambda_1 \cdot 1\}, \ldots, \{\lambda_n \cdot 1\}), (\{\lambda_1 \cdot 2\}, \ldots, \{\lambda_n \cdot 2\}), \ldots (\{\lambda_1 \cdot M\}, \ldots, \{\lambda_n \cdot M\}),
\]

where \( \{x\} \) is the fractional part of \( x \in \mathbb{R} \), and \( M = \operatorname{poly}(n) \) is some large integer. \( S(A) \) is hence a sequence of length \( M \) in \([0, 1]^n\). We would like \( S(A) \) to have as small discrepancy as possible. Hence, in sharp contrast to previous algorithms, instead of the computational effort being concentrated on revealing “structure” in the matrix, our algorithm is actually focused on producing random-behaving dynamics.

The main application of our approach presented in this paper is a new stable and parallel algorithm for computing the ASD of any Hermitian matrix. We assume w.l.o.g. that the input matrix is positive-semidefinite (otherwise it can be scaled and shifted by appropriate multiple of identity) and claim:

**Theorem 3.** Let \( A \) be some \( n \times n \) Hermitian matrix such that \( 0 \preceq A \preceq 0.9I \). Let \( \delta = 1/\operatorname{poly}(n) \). Then \( \operatorname{ASD}(A, \delta) \in \mathbb{R} \mathcal{NC}^{(2)} \), with circuit size \( \tilde{O}(n^{\omega+1}) \). The algorithm is log-stable.

The boolean complexity of our algorithm is \( O(n^{\omega+1}) \). If however, one is interested in sampling a uniformly random eigenvector, it can be achieved in complexity \( O(n^{2\omega}) \).

### 1.3 Prior Art

There are numerous algorithms for computing the ASD of a matrix, relying most prominently on the QR decomposition [15]. For specific types of matrices, like tridiagonal matrices much faster algorithms are known [11], but here we consider the most general Hermitian case. We summarize the state of the art algorithms for this problems in terms of their complexity (boolean / arithmetic, serial / parallel) and compare them to our own:

---

\( \omega \) signifies the infimum over all constants \( c \) such that one can multiply two matrices in at most \( n^c \) arithmetic operations, and \( O(\log(n)) \) time.
### 1.4 Overview of the Algorithm

To compute the ASD of a given matrix $A$, we first consider a similar problem of sampling uniformly an approximate eigenvector of $A$, where the eigenvalues of $A$ are assumed to be well-separated. Clearly, if one can sample from this distribution in $\text{RNC}^2$, then by the coupon collector’s bound concatenating $O(n \log(n))$ many parallel copies of this routine, one can sample all eigenvectors quickly with high probability. To do this, we require a definition of a Hermitian matrix that is $\delta$-separated:

**Definition 4 ($\delta$-separated).** Let $A$ be an $n \times n$ PSD matrix with eigenvalues $\lambda_1 > \lambda_2 > \ldots > \lambda_n \geq 0$. We say that $A$ is $\delta$-separated if $\lambda_j - \lambda_{j+1} \geq \delta$ for all $j < n$, and $\lambda_1 \leq 1/(2\pi) - \delta$.

Next, we introduce the notion of a separating integer w.r.t. a sequence of real numbers:

---

2 We point out that the algorithm of Reif [11] achieves a QR factorization in parallel time $O(\log^2(n))$ in the arithmetic model, thus showing that QR is indeed parallelizable, but it relies on computations modulo large integers and therefore not stable and not practical.
Definition 5 (Separating Integer). Let $\bar{\lambda} = (\lambda_1, \ldots, \lambda_n) \in [0,1]^n$. For $\alpha > 4$ define $B_{in} \subseteq B_{out} \subseteq [0,1)$ as:

$$B_{out} = \left[ -\frac{1}{4n}, \frac{1}{4n} \right] \mod 1 \quad \text{and} \quad B_{in}(\alpha) = \left[ -\frac{1}{\alpha n}, \frac{1}{\alpha n} \right] \mod 1,$$

A positive integer $m$ is said to separate the $k$-th element of $\bar{\lambda}$ w.r.t. $B_{in}, B_{out}$ if it satisfies:

$$\{ m \lambda_k \} \in B_{in}(\alpha) \quad \forall j \neq k \quad \{ m \lambda_j \} \not\in B_{out}$$

and finally define the notion of a separating integer w.r.t. a $\delta$-separated matrix.

Definition 6. Let $A$ be a $\delta$-separated matrix with eigenvalues $\bar{\lambda} = (\lambda_1, \ldots, \lambda_n)$. A positive integer $m$ is said to separate $k$ in $A$ w.r.t. $B_{in}, B_{out}$, if $m$ separates the $k$-th element of $\bar{\lambda}$ (namely, the $k$-th eigenvalue of $A$) w.r.t. $B_{in}, B_{out}$.

Following is a sketch of the main sampling routine. For complete details see Section 5.

The routine accepts a separating integer $m$ of the $i$-th eigenvalue of a $\delta$-separated matrix $A$, a precision parameter $\delta$ and returns a $\delta$ approximation of the $i$-th eigenvector of $A$:

Algorithm 1 Filter($A, m, \delta$)

Input: $n \times n$ Hermitian matrix $A \succeq 0$, integer $m$, $\delta = 1/poly(n)$. $A$ is $\delta$-separated.

1. Compute parameters:

   $$p = 2n^2 \lceil \ln(1/\delta) \rceil, \zeta = \delta^2/(2pm).$$

2. Sample random unit vector:

   Sample a standard complex Gaussian vector $v$, set $w_0 = v/\|v\|$.

3. Approximate matrix exponent:

   Compute a $\zeta$ Taylor approximation of $e^{2\pi i A}$, denoted by $\tilde{U}$.

4. Raise to power:

   Compute $\tilde{U}^m$ by repeated squaring.

5. Generate matrix polynomial:

   Compute $B = \left( \frac{I + \tilde{U}^m}{2} \right)^p$ by repeated squaring.

6. Filter:

   Compute $w = \frac{B \cdot w_0}{\|B \cdot w_0\|}$.

7. Decide:

   Set $z = A \cdot w$, $i_0 = \text{arg max}_{i \in [n]} |w_i|$ and compute $c = z_{i_0}/w_{i_0}$. If

   $$\| A \cdot w - c \cdot w \| \leq 3\delta \sqrt{n}$$

   return $w$, and otherwise reject.

In words - the algorithm samples a random vector and then multiplies it essentially by the matrix $B = ((I + e^{2\pi i A})/2)^p$. After this “filtering” step, it evaluates whether or not the resulting vector is close to being an eigenvector of $A$, and keeps this vector if it is. To understand the behavior of the algorithm, it is insightful to consider the behavior in the eigenbasis of $A$.

$$w = \sum_i \alpha_i w_i,$$
where \( \{w_i\}_{i \in [n]} \) is an orthonormal basis for \( A \) corresponding to eigenvalues \( \{\lambda_i\}_{i \in [n]} \). If \( \{m\lambda_i\} \), i.e. - the fractional part of \( m\lambda_i \), is very close to 0 (i.e. inside \( B_{\text{int}} \)) and \( \{m\lambda_j\} \) is \( \sim 2 \ln n/p \) far from 0 (i.e. outside \( B_{\text{out}} \)) for all \( j \neq i \), then after multiplication by \( B \) and normalization, all eigenvectors \( w_j \) for \( j \neq i \) are attenuated by factor \( 1/n^2 \) relative to \( w_i \), and hence the resulting vector is \( 1/n \) close to an eigenvector of \( \lambda_i \).

Hence, a sufficient condition on the number \( m \) that would imply that \( w = \text{Filter}(A, m, \delta) \) is an approximation of the \( i \)-th eigenvector is the following property: \( \{m\lambda_i\} \) is very close to 0, and for all \( j \neq i \) \( \{m\lambda_j\} \) is bounded away from 0. This corresponds to the fact that \( m \) separates \( i \) in \( A \), as assumed.

So to sample uniformly an approximate eigenvector, we would like to call \( \text{Filter}(A, m, \delta) \) for \( m \sim U[M] \) for \( M = \text{poly}(n) \) and prove that \( m \) separates \( i \) where \( i \sim U[n] \). The main observation here, is that this property holds if the sequence of residuals of integer multiples of the eigenvalues \( S(A) \) defined above has the aforementioned low discrepancy property.

Most of the work in this study is devoted to achieving this property. Computationally, we achieve low-discrepancy of \( S(A) \) simply by additive Gaussian perturbation prior to calling the sampling routine. We show that if we perturb a matrix using a Gaussian matrix \( E \) of variance \( 1/\text{poly}(n) \), then \( S(A+E) \) has discrepancy which is \( 1/\text{poly}(n) \). Showing this is non-trivial because arbitrary vectors of eigenvalues \( \lambda_1, \ldots, \lambda_n \) do not generate low-discrepancy sequences in general, and on the other hand we are also severely limited in our ability to perturb the eigenvalues without deviating too much from the original matrix. This is the subject of our main technical theorem 34, which may be of independent interest:

\[ \textbf{Theorem (Informal).} \text{ Let } A \text{ be an } n \times n \text{ Hermitian matrix, and } E \text{ be a standard Gaussian matrix. For any } a > 0, b > 0 \text{ there exists } M = M(a, b) = \text{poly}(n) \text{ such that w.p. at least } 1 - n^{-b} \text{ the sequence of residuals of eigenvalue multiples of } A + n^{-a} \cdot E \text{ of length } M \text{ has discrepancy at most } n^{-b}. \]

Perturbing the input matrix has the additional benefit of making sure that \( A \) has a exactly \( n \) unique eigenvalues with high probability. This follows from a breakthrough theorem by Nguyen, Tao and Vu [9] which has provided a resolution of this long-standing open problem, which was considered unproven folklore until that point. This theorem allows us to handle general Hermitian matrices without extra conditions on the conditioning number of \( A \) or its eigenvalue spacing.

### 1.4.1 Comparison to the power method / QR algorithm

A natural benchmark by which to test the novelty of the proposed algorithm is the iterative power-method for computing the eigenvalues of a Hermitian matrix. In this method, one starts from some random vector \( b_0 \), and at each iteration \( k \) sets:

\[ b_{k+1} = \frac{Ab_k}{\|Ab_k\|}. \]

Both the power method and our proposed scheme are similar in the sense that they attempt to extract the eigenvectors of the input matrix directly. Also, if two eigenvalues are \( \varepsilon \)-close in magnitude, for some \( \varepsilon > 0 \), then they require essentially the same exponent of \( A \) in the power method, and of \( e^{iA} \) in our scheme to distinguish between them. However, the similarity stops here. We maintain, that the power method is both conceptually different, and for general Hermitian matrices performs much worse, in terms of running time, compared with our proposed algorithm.
Conceptually, in the power method, we seek to leverage the difference in magnitude between adjacent eigenvalues in order to extract the eigenvectors. On the other hand, in our proposed scheme we recast the problem on the unit sphere $S^{(1)}$, where we are interested in the spacing of the residuals of integer multiples of the eigenvalues. Worded differently, our setting exploits the additive group structure of the eigenvalues modulo 1, whereas the power method distinguishes between them multiplicatively.

In the additive group setting, the advantage is that we can consider the discrepancy of the sequence of residuals, and analyze how quickly these residuals mimic a completely independent random distribution. Furthermore, in the additive setting there is inherent symmetry between the eigenvalues, as no eigenvalue is more likely to be sampled than another. This allows for a natural parallelization of the algorithm to extract simultaneously approximation of all eigenvectors.

The well-known QR algorithm for eigendecomposition [5] is the de-facto standard for computing the ASD, and is considered by some as a parallel version of the power-method. That algorithm applies an iterated sequence of of QR decompositions: At each step $k$ we compute (where $A_1 = A$ - the input matrix)

$$A_k = Q_k R_k,$$

and then set

$$A_{k+1} = R_k Q_k.$$ 

The algorithm runs in time $\tilde{O}(n^3)$, by applying several pre-processing steps [5], and the fast variant of Demmel et al. in time $O(n^\omega)$. However, as stated above, the QR decomposition which is at the core of these methods is not known to be stably parallel.

1.5 Open Questions

We outline several open questions that may be interesting to research following this work:

1. Is it possible to attain a serial run-time of $O(n^\omega)$ for this algorithm? We conjecture that this is possible based on numerical evidence for a variant of this algorithm, yet we do not have a proof of this fact.

2. What other linear-algebra algorithms can be designed using our methods? We would like these algorithms to improve on previous algorithms in either the stability, boolean complexity, parallel run-time, or all these parameters simultaneously.

3. Could one reduce the number of random bits required by the algorithm? Currently - we show that using $\tilde{O}(n^2)$ random bits - i.e. applying additive Gaussian perturbation results in a matrix whose eigenvalues seed a low-discrepancy sequence. However, can one do away with only $\tilde{O}(n)$ random bits - by applying a tri-diagonal perturbation to the matrix?

2 Preliminaries

2.1 Notation

A random variable $x$ distributed according to distribution $D$ is denoted by $x \sim D$. We will use the letter $D$ to denote the discrepancy of a sequence, and the calligraphy letter $\mathcal{D}$ to denote a distribution. For a matrix $X$, $\|X\|$ signifies the operator norm of $X$. For a set $S$, $U[S]$ is the uniform distribution on $S$. For integer $M > 0$ the set $[M]$ is the set of integers
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{0, 1, ..., M - 1}. For real number \( x \), \( \{ x \} \) denotes the fractional part of \( x \): \( \{ x \} = x - \lfloor x \rfloor \). For real number \( x \), \( \lfloor x \rfloor \in [-1/2, 1/2) \) denotes the rounding error of \( x \) - i.e. \( \min\{x - \lfloor x \rfloor, x - \lfloor x \rfloor\} \). \( \mathbb{N}, \mathbb{Z}, \mathbb{C} \) signify the natural, integer, and complex numbers, respectively. For a matrix \( A \), \( A^H \) is the Hermitian conjugate-transpose of \( A \). For number \( n > 0 \) in \( n \) denotes the natural logarithm, and \( \log n \) denotes the binary logarithm. \( \mu(\eta, \sigma^2) \) is the Gaussian measure with mean \( \eta \) and variance \( \sigma^2 \). An \( n \)-dimensional vector is \( \sigma \)-normal if its components are i.i.d. \( \mu(0, \sigma^2) \). \( U(n) \) is the set of \( n \times n \) unitary matrices. For a Hermitian \( n \times n \) matrix \( A \), with eigenvalues \( \{ \lambda_i \}_{i=1} \), \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_n \). \( \mathcal{L}(A) = (\lambda_1, \ldots, \lambda_n) \in \mathbb{R}^n \) denotes the vector of sorted eigenvalues of \( A \). For a measurable subset \( S \subseteq \mathbb{R}^n \), \( \text{vol}(S) \) denotes the volume of \( S \). \( \emptyset \) is the empty set. GUE is the global unitary ensemble of random matrices: these are Hermitian matrices whose upper-triangular entries are independently sampled as \( \mu(0, 1) \).

2.2 Definitions

2.2.1 Complexity

Definition 7. Let \( \omega \) denote the infimum over all \( t \) such that any two \( n \times n \) matrices can be multiplied using a number of products at most \( n^t \), and time \( O(\log(n)) \).

The current best upper-bound on \( \omega \) is 2.372 due to Williams [16].

Definition 8 (Class NC). The class \( \text{NC}^{(k)} \) is the set of problems computed by uniform boolean circuits, with a polynomial number of gates, and depth at most \( O(\log^k n) \).

Additionally, we will require the following fact:

Fact 9 ([11]). There exists an algorithm for sorting \( n \) numbers in time \( O(\log(n)) \), using \( n \) processors.

Definition 10 (Class RNC). The class \( \text{RNC}^{(k)} \) is the set of problems that can be computed by uniform boolean circuits, with a polynomial number of gates, accepting a polynomial number of random bits, and depth at most \( O(\log^k n) \).

For simplicity, we shall assume in this work that RNC circuits are allowed to accept \( t \)-bit numbers, sampled from a suitably truncated Gaussian distribution, and discretized to \( t \)-bits of precision.

2.2.2 Stable Computation

Following Demmel et al. [4] we define the notion of log-stability as one where truncating each binary arithmetic operation to \( O(\log(n)) \) bits of precision doesn’t change the result by much:

Definition 11 ((\( t, \delta \))-stable randomized computation). Let \( C \) denote a randomized arithmetic circuit, and \( D \) be its output distribution supported on \( \mathbb{R}^n \). Let \( D' \) denote the discretization of \( C \) to \( t \) bits as follows: each infinite-precision arithmetic operation is followed by rounding to \( t \) bits. Let \( D' \) denote the output distribution of \( D \). \( C \) is said to be \( (t, \delta) \)-stable if

\[
\forall x \exists y, \quad D(x) = D'(y) \quad \text{and} \quad \|x - y\| \leq \delta.
\]

Definition 12 (Log-stable computation). Let \( C \) be a randomized arithmetic circuit that accepts \( n \) input numbers. \( C \) is said to be log-stable if for any \( \delta = 1/poly(n) \) it is \( (t, \delta) \)-stable for some \( t = O(\log(1/\delta)) \).
3 Additive Perturbation

Matrix perturbation is a well-developed theory [13, 5] examining the behavior of eigen-values and eigen-vectors under additive perturbation, usually much smaller compared to the norm of the original matrix. While general eigenvalue problems are usually unstable against perturbation, for Hermitian matrices the situation is much better: the Bauer-Fike theorem [2] states that the perturbed eigenvalues can only deviate from the original eigenvalues by an amount corresponding to the relative strength of the perturbation. This holds regardless of whether the perturbation itself is Hermitian.

In particular, when the perturbed matrix $A$ is $\delta$-separated and the perturbation itself is Hermitian (GUE, for example) one can compute an explicit estimate for the behavior of the perturbed eigenvalues. We use here a quantitative estimate by [12]:

▶ Fact 13 (Stability of well-separated eigenvalues under perturbation). Let $A$ be a $\delta$-separated $n \times n$ Hermitian matrix with eigenvalues $\lambda_1 > \lambda_2 > \ldots > \lambda_n$, and corresponding orthonormal basis $\{v_i\}_{i \in [n]}$. Let $E$ be an additive perturbation of $A$ satisfying $|E_{i,j}| \leq \epsilon$ for all $i, j$. Let $\tilde{\lambda}_i$ denote the $i$-th eigenvalue of $A + E$. There exists a constant $c > 0$ satisfying:

$$\forall i \in [n] \quad \tilde{\lambda}_i = \lambda_i + v_i^H E v_i + \zeta_i, \quad |\zeta_i| \leq c\epsilon^2/\delta.$$ 

In fact, if the perturbation $E$ is GUE a stronger characterization is readily available:

▶ Corollary 14. Let $A$ be a $\delta$-separated $n \times n$ Hermitian matrix with eigenvalues $\{\lambda_i\}_{i \in [n]}$, and corresponding orthonormal basis $\{v_i\}_{i \in [n]}$. Let $E$ be GUE. There exists $c > 0$ independent of $n$ such that the eigenvalues $\{\lambda'_i\}_{i \in [n]}$ of the perturbed matrix $A' = A + \epsilon \cdot E$ are distributed as follows: they are sampled from $\mu(\lambda_i, \epsilon^2)$, and added a number $\zeta_i$ satisfying w.p. $1 - 2^{-\Omega(n)}$:

$$|\zeta_i| \leq c n \cdot \epsilon^2/\delta.$$ 

Proof. By Fact 13 the eigenvalues $\lambda'_i$ behave as

$$\lambda'_i = \lambda_i + v_i^H E v_i + \zeta_i, \quad |\zeta_i| \leq c\epsilon^2 \max_{i,j} |E_{i,j}|^2/\delta,$$

for some constant $c > 0$. The random matrix $E$ is invariant under unitary conjugation so in particular, for the unitary matrix $V$ whose columns are the $v_i$’s we have:

$$V^H E V \sim E$$

which implies

$$\lambda'_i = \lambda_i + \mathcal{E}_{i,i} + \zeta_i,$$

where

$$|\zeta_i| \leq c \max_{i,j} \left| (V^H E V)_{i,j} \right|^2/\delta \sim c\epsilon^2 \max_{i,j} |\mathcal{E}_{i,j}|^2/\delta.$$ 

The standard Gaussian satisfies:

$$P_{\mu} (|x| \geq 4\sqrt{n}) \leq 2^{-2n}.$$ 

Thus, by the union bound we have that $|\mathcal{E}_{i,j}| \leq 4\sqrt{n}$ for all $i, j$ w.p. at least $1 - 2^{-n}$. Hence, w.p. at least $1 - 2^{-n}$ we have:

$$\forall i \in [n] \quad |\zeta_i| \leq c \max_{i,j} |\mathcal{E}_{i,j}|^2/\delta \leq 16cn \cdot \epsilon^2/\delta,$$ 

$\Box$
Our interest in additive perturbation, however, is not confined just to “stability” arguments. In fact, our main reason for using perturbation is to cause a scattering of the eigenvalues. The first step of our algorithm in fact applies additive perturbation to provide a minimal spacing between eigenvalues. Recently Nguyen et al. [9] have shown that applying additive perturbation to any Hermitian matrix using a the well-known Wigner ensemble, an ensemble of random matrices that generalize GUE, in fact causes the eigenvalues of the perturbed matrix to achieve a minimal inverse polynomial separation. We state their result:

▶ **Lemma 15** ([9], Theorem 2.6. Minimal eigenvalue spacing). Let $M_n = F_n + \varepsilon \cdot X_n$, where $F_n$ is a real symmetric matrix, $\|F_n\|_2 \leq 1$, $\varepsilon = n^{-\gamma}$ for some constant $\gamma > 0$, and $X_n$ is GUE - namely a random Hermitian matrix (see Section 2). Let $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_n$ denote the eigenvalues of $M_n$, and put $\alpha_i = \lambda_i - \lambda_{i+1}$ for all $i < n$. Then for any fixed $A > 0$ there exists $B = B(A, \gamma) > 0$, such that

$$\max_{1 \leq i < n} \mathbb{P} (\alpha_i \leq n^{-B}) = O(n^{-A}).$$

In particular, for any $A > 0$ there exists $B > 0$ such that $\mathbb{P} (\min_{1 \leq i < n} \alpha_i \geq n^{-B}) = 1 - O(n^{-A}).$

Using the lemma above we define the number $B^* = B^*(\delta)$ as follows:

▶ **Definition 16.** For any $\delta = 1/poly(n)$, let $B^*(\delta)$ denote the smallest number $B > 0$ such that for every $F_n$ the matrix $M_n = F_n + \delta X_n$ satisfies:

$$\mathbb{P} \left( \min_{1 \leq i < n} \alpha_i \geq n^{-B} \right) \geq 0.99$$

### 4 Low-Discrepancy Sequences

#### 4.1 Basic Introduction

Low discrepancy sequences (or “quasi-random” sequences) are a powerful tool in random sampling methods. Roughly speaking, these are deterministic sequences that visit any measurable subset $B$ a number of times that is roughly proportional to the volume of $B$, up to some small additive error, called the discrepancy. See definition 2.

The definition of discrepancy naturally admits an interpretation in terms of probability:

▶ **Definition 17** (Discrepancy of a random variable). Let $x$ be a random variable on $[0, 1]^s$. We define the discrepancy of $x$, $D(x)$ as follows:

$$D(x) = \max_{S \in B} \left| \mathbb{P}(z \in S) - \text{vol}(S) \right|.$$

By definition, if $x$ is a sequence of length $N$ of discrepancy $D_N(x)$, and $z$ is a uniformly random element from $x$, then $D(z) = D_N(x)$.

Low-discrepancy sequences have much in common with random sampling, or the Monte-Carlo method, in the sense that they visit each cube a number of time that is roughly proportional to its volume, up to a small additive error. Yet, contrary to the Monte-Carlo method, such sequences are not random, but only appear to be random in the sense above.

---

3 applying the union bound over all eigenvalues
There are deterministic $s$-dimensional sequences $x = \{x_i\}_{i=1}^N$ with discrepancy as low as
$$D_N(x) \leq C \cdot \frac{\log^s N}{N},$$
and matching lower-bounds (up to constant factors) on the smallest possible discrepancy are known for $s = 1$ [10]. Hence, usually one considers low-discrepancy sequences that are very long ($N$) compared to the dimension ($s$). In particular, in this work we will focus on attaining low-discrepancy sequences for dimension $s = 2$. 2-dimensional low-discrepancy sequences can be viewed as an approximation to pairwise independent uniform random variables on the interval $[0,1)$. This property will be crucial in proving that we are able to isolate and “filter-out” single eigenvectors, and do so in a way that does not favor any particular eigenvector (see for example Lemma 36).

We mention, in passing, that the discrepancy upper-bound decays asymptotically almost as $O(1/N)$ (assuming small dimension $s$) whereas for a sequence $x = \{x_n\}$ where the $x_n$’s are uniform independent samples (Monte-Carlo method) the discrepancy typically decays more slowly, behaving as $O(1/\sqrt{N})$ - and hence quasi-random sequences are often preferred as a method of numerical integration.

### 4.2 Some basic facts

We require a Lemma [2.5] due to Niederreiter [10].

▶ **Lemma 18** (Small point-wise distance implies similar discrepancy). Let $x_1, \ldots, x_N,$ $y_1, \ldots, y_N$ denote two $s$-dimensional sequences for which $|x_{n,i} - y_{n,i}| \leq \varepsilon$, for all $n \in [N], i \in [s]$. Then the discrepancies of these sequences are related by:
$$|D_N(x_1, \ldots, x_N) - D_N(y_1, \ldots, y_N)| \leq s \cdot \varepsilon. \quad (1)$$

We prove an additional fact:

▶ **Fact 19** (Monotonicity of discrepancy under addition of independent random variables). Let $x$ be a random variable on $[0,1)^s$ of discrepancy at most $D(x)$, and let $y$ denote the random variable
$$y = x + z \pmod{1},$$
where $z$ supported on $[0,1)^s$ is a random variable independent of $x$. Then $D(y) \leq D(x)$.

The proof appears in the full version of the paper.

### 4.3 The Good Seed Problem

We will be interested in sequences $x = \{x_n\}_{n=1}^N$ where each $x_n$ is a $s$-dimensional vector comprised of residuals of numbers as follows:
$$x_n = \{g \cdot n\},$$
where $g \in [0,1)^s$ is some $s$-dimensional vector, called the seed of the sequence. Specifically, in our context, the vector $g$ will represent the vector of eigenvalues of an $n \times n$ Hermitian matrix $A$ whose spectrum we would like to analyze. Since it is unreasonable to assume that the input matrix has a spectrum that is a good seed, we will find a perturbation of the matrix $A' = A + \xi$ such that $g' = \mathcal{L}(A')$ has a corresponding sequence, defined as above, with low-discrepancy.

Niederreiter has shown [10] that if $g$ is sampled uniformly on $[N]^s$ then it is a good seed with high probability:
Lemma 20. Let $s, N$ be an integers and $g \sim U([N]^s)$, and let $x = \{x_n\}_n$ denote the sequence whose $n$-th element is given by: $x_n = \{gn/N\}$. Then

$$P\left(D_N(x) \leq \frac{\log^s N}{N}\right) \geq 1 - 1/N.$$ 

For our application we require that $N = \text{poly}(n)$, and $s = 2$, in which case the above discrepancy is sufficiently low for our purposes. Yet, since it requires the normalized seed $g/N$ to be essentially uniform on $[0,1]^n$, it implies that the corresponding matrix perturbation $E$ added to $A$ must be very strong - thereby loosing all connection to the input matrix.

4.4 Finding Reasonably-Good Seeds Locally

To bridge the gap between weak-perturbation and low-discrepancy we show a new lemma, which may be of independent interest: it allows to trade-off the extent to which variance $\sigma$ yields w.h.p. a sequence of discrepancy at most $s$.

Lemma 21. We are given integer $N$, with prime divisor $M$ and an integer $s$. Let $g = (g_1, \ldots, g_s) \in N^s$, such that each coordinate $g_i$ is independently chosen uniformly on some interval $I_i \subseteq [N]$ of size $M$. Let $x = x(g) = \{x_n\}_{n=1}^N$ be the following $s$-dimensional sequence of length $N$ corresponding to residuals of $g$:

$$x_n = \left\{\frac{g \cdot n}{N}\right\}.$$

Then $P_g\left(D_N(x) \leq 2\log^s(M)/\sqrt{M}\right) \geq 1 - 1/\sqrt{M}$.

The proof appears in the full version of the paper.

4.5 Low-Discrepancy from Gaussian vectors

In the previous section we showed that sampling a vector of integers uniformly from an $s$-dimensional cube formed by the $s$-th fold product of an interval $M \subseteq [N]$ yields w.h.p. a sequences of discrepancy at most $1/\sqrt{M}$. In this section we adapt these theorems about good seeds for low-discrepancy sequences to the Gaussian measure: we show that sampling a vector $g = (g_1, \ldots, g_s)$ according to the Gaussian measure (e.g. “normal vector”) with variance $N^{-a}$ yields w.h.p. a sequence of discrepancy at most $N^{-b}$ for some positive constants $a, b$. The proof of this is rather technical, and hinges on an approximation of the Gaussian measure of variance $\sigma^2$ by a convex combination of uniform distributions on intervals of size $\sigma/\text{poly}(N)$.

Theorem 22 (Approximating a Gaussian by a convex sum of uniform distributions). Let $g = (g_1, \ldots, g_s)$ be a vector $g \in \mathbb{R}^n$ sampled from the standard Gaussian measure. Then $g$ is a convex combination of two distributions $\mathcal{D}_U, \mathcal{D}_V$ as follows: $(1 - p)\mathcal{D}_U + p \cdot \mathcal{D}_V$, where $\mathcal{D}_U$ is the $n$-fold distribution of independent variables $z_1, \ldots, z_n$, and $p \leq 2n^2/m$. Each $z_i$ is itself a convex combination of $m \geq 2n^2$ i.i.d. variables $\{w_j\}_{j=1}^m$, with $w_j \sim U[I_j]$, where $I_j$ is some interval of the real line of size $|I_j| = 1/m$.

The proof of this theorem is somewhat technical and appears in the full version of the paper. We now define a vector to be “almost” normal - in the sense that it is a small perturbation of a normal vector:
Definition 23 \((\sigma, \varepsilon)\)-normal vector. A random vector \(v\) is \((\sigma, \varepsilon)\)-normal if it is sampled as a \(\sigma\)-normal vector \(x\) to which we add a vector \(e = e(x)\) of length at most \(\sigma \varepsilon\).

We now state our main lemma of this section - that almost normal vectors yield seeds for low-discrepancy sequences:

Lemma 24 (Low-discrepancy sequence from almost normal vectors). Let \(B > 0\), and \(v = (v_1, \ldots, v_n)\) be some \((\sigma, \varepsilon)\)-normal vector, for \(\sigma = n^{-B}, \varepsilon \leq n^{-0.9B}\). There exists \(M \leq n^{1.6B}\) such that for any \(S = \{i_1, \ldots, i_s\} \subseteq [n], |S| = s\) the distribution on \(s\)-dimensional sequence of length \(M\):

\[
V_s \equiv \{\{m \cdot v_{i_1}\}, \ldots, \{m \cdot v_{i_s}\}\}_{m \in [M]}
\]

satisfies \(D_M(V_s) \leq 4\log^2(n) \cdot n^{-0.1B}\).

Proof. Let \(P\) be the minimal prime which is at least \(n^{0.3B}\), and put \(M = P^5\). By Bertrand’s postulate, for sufficiently large \(n\) we have that \(M = P^5 \leq n^{1.51B} \leq n^{1.6B}\). For any \(z \in [0, 1)\) let \(z^M\) be the number closest to \(z\) in the grid \(m/M, m \in [M]\).

Removal of non-independent component

Since \(v\) is \((\sigma, \varepsilon)\)-normal then \(v_i = X_i + Y_i\), where \(X_i \sim (\eta_i, \sigma^2)\), \(|Y_i| < \varepsilon \sigma\), and the \(X_i\)'s are independent. Let \(V_s^X\) denote the sequence generated by taking only the \(X\) component of the seed vector \(v\), i.e.:

\[
V_s^X \equiv \{\{m \cdot X_{i_1}\}, \ldots, \{m \cdot X_{i_s}\}\}_{m \in [M]}
\]

Fact 25.

\[
D_M(V_S) \leq D_M(V_S^X) + s \cdot n^{-0.2B}
\]

Proof. Consider the r.v.'s \(X_i, Y_i\). By our assumption

\[
\forall i \in [n] \quad |Y_i| \leq \sigma \varepsilon = n^{-1.9B}.
\]

Thus the difference between the residuals of \(v_i\) and \(X_i\) are small modulo 1:

\[
\forall m \in [M], i \in [n] \quad |\{mv_i\} - \{mX_i\}| \leq m \cdot n^{-1.9B} \leq M n^{-1.9B} \leq n^{-0.3B}
\]

By Lemma 18, we can conclude that the discrepancy of our target sequence \(V_S\) follows tightly the discrepancy of \(V_s^X\):

\[
D_M(V_S) \leq D_M(V_S^X) + s \cdot n^{-0.3B}
\]

Reducing Gaussian measure to uniform measure

Consider the vector derived by truncating each coordinate of the vector \((X_{i_1}, \ldots, X_{i_s})\) to the nearest point on the \(M\)-grid:

\[
X^M = (X_{i_1}^M, \ldots, X_{i_s}^M) = ([MX_{i_1}] / M, \ldots, [MX_{i_s}] / M).
\]

Consider the discrepancy of the distribution on \(s\)-dimensional sequences formed by taking integer multiples of \(X^M\). We claim:
Fact 26.

\[ P_v \left( D_M(V_S^{X,M}) \leq \log^k(n) \cdot n^{-0.1B} \right) \geq 1 - 3n^{-0.1B}, \]

Proof. In Fact 22 choose as parameter \( m = n^{0.2B+2} \). We get that w.p. at least \( 1 - 2n^{-2B} \) each \( X_i \) samples a convex mixture of variables \( \{w_j\}_{j \in [m]} \) where

\[
w_j \sim U(I_j), |I_j| = \sigma/m = n^{-1.2B-2}
\]

Hence, w.p. at least \( 1 - 2n^{-0.2B} \) for all \( i \in [n] \), the variable \( M \cdot \{X_i^M\} \) is a convex mixture of uniform random variables on intervals \( M \cdot I_j \subseteq [M] \), where

\[
|M \cdot I_j| \geq \frac{\sigma M}{m} \geq n^{1.5B} \cdot n^{-1.2B-2} \geq M^{0.2}.
\]

We apply Lemma 21 to the sequence of residuals of integer multiples, with the seed \( X^M \):

\[ V_S^{X,M} \equiv \{\{mX_1^M\}, \ldots, \{mX_s^M\}\}_{m \in [M]} \cdot \]

The lemma requires that each variable be distributed as: \( MX_i^M \sim U[I] \), where \( I \) is some interval of \([M]\), for integer \( M \geq 1 \) satisfying: \(|I| \geq P, P \) prime, \( P | N \). By our choice of parameters \( M \) has a prime divisor \( P \) equal to \( M^{0.2} = P \). Hence, by Equation 7 we can satisfy the assumption of the lemma by choosing the parameters for Lemma 21 as follows: \( N = M, M = P \). Hence, by Lemma 21, and accounting for the Gaussian-to-uniform approximation error we get:

\[ P_v \left( D_M(V_S^{X,M}) \leq 2\log^k(n) \cdot n^{-0.1B} \right) \geq 1 - n^{-0.1B} - 2n^{-0.2B} \geq 1 - 3n^{-0.1B}. \]

Treating the residual w.r.t. the \( M \)-grid

Define: the truncation error

\[ \forall i \in [s] \quad r_i := X_i - X_i^M. \]

In Fact 25 we analyzed the error \( Y_i \) whose magnitude is negligible even w.r.t. \( 1/M \), and can thus be disregarded for any element of the sequence \( V_S \). Unlike this, the residual error \( r_i \) cannot be disregarded because when multiplied by integers uniformly in \([M]\) it assumes magnitude \( \Omega(1) \). Thus, it requires a different treatment.

Corollary 27.

\[ P_v \left( D_M(V_S^X) \leq 2\log^k(n) \cdot n^{-0.1B} \right) \geq 1 - 4n^{-0.1B} \]

Proof. Express the \( i \)-th element of the sequence using \( r_i \):

\[ \forall i \in [s] \quad \{X_i \cdot m\} = \{(X_i^M + r_i) \cdot m\} = \{mX_i^M\} + \{mr_i\} \]

The variable \( V_S^{X,M} \) is the distribution on \( s \)-dimensional vectors formed by sampling the initial seed \( \{X_i^M\}_{i \in [s]} \), a uniform random \( m \) and returning \( \{mX_1^M\}, \ldots, \{mX_s^M\} \) \( \in [0,1]^s \).

Hence, the variable \( y \sim V_S^X \) can be written as

\[ y = x + z(\text{mod} 1) \]
where \( x \sim V^X,M \) and \( z \sim \{(mr_1, \ldots, mr_s)\} \), where \( m \sim U[M] \).

Let \( E \) denote the event in which \( X_i \) is sampled according to \( w_j \sim U[I_j] \) where \( w_j \) is at distance at least \( 1/M \) from either one of the edges of \( I_j \). Conditioned on \( E \), the random variables \( r_i \) and \( X^M \) are independent for all \( i \in [s] \). By the above, \( x \) and \( z \) are independent conditioned on \( E \). Hence, we can invoke Fact 19 w.r.t. \( y \). By this fact we have:

\[
D_M(V_S^X|E) \leq D_M(V_S^{X,M})
\]

and so by Fact 26

\[
P_v(D_M(V_S^X|E) \leq \log^*(n) \cdot n^{-0.1B}) \geq 1 - 3n^{-0.1B}, \tag{11}
\]

By Equation 7 the probability of \( E \) is at least:

\[
P_v(E) \geq 1 - |I_j|/(2M) \geq 1 - M^{\theta_2}/(2M) \geq 1 - n^{-B}.
\]

Thus:

\[
P_v(D_M(V_S^X) \leq \log^*(n) \cdot n^{-0.1B}) \geq 1 - 3n^{-0.1B} - P(E) \geq 1 - 4n^{-0.1B}.
\]

**Conclusion of proof:** By Corollary 27 we have

\[
P_v(D_M(V_S^X) \leq 2\log^*(n) \cdot n^{-0.1B}) \geq 1 - 4n^{-0.1B}
\]

and by Fact 25 we have

\[
D_M(V_S) \leq D_M(V_S^X) + s \cdot n^{-0.2B}
\]

Thus by the union bound:

\[
P_v(D_M(V_S) \leq 2\log^*(n) \cdot n^{-0.1B} + s \cdot n^{-0.2B}) \geq 1 - 4n^{-0.1B}
\]

thus:

\[
P_v(D_M(V_S) \leq 3\log^*(n) \cdot n^{-0.1B}) \geq 1 - 4n^{-0.1B}
\]

Hence for all but a measure \( 4n^{-0.1B} \) of sampled vectors \( v \), the resulting sequence has discrepancy at most \( 3\log^*(n)n^{-0.1B} \). Since the discrepancy measures the worst-case additive error for any set this implies that:

\[
D_M(V_S) \leq 3\log^*(n)n^{-0.1B} + 4n^{-0.1B} \leq 4\log^*(n)n^{-0.1B}
\]

\[\square\]

5 A Filtering Algorithm

In this section we provide the specification of the filtering algorithm, which is the main computational black box of our algorithm. This algorithm accepts an integer \( m \) that separates the \( i \)-th eigenvalue of a Hermitian matrix \( A \) and computes an approximation for the \( i \)-th eigenvector, with high probability:
Algorithm 2 Filter\((A, m, \delta)\)

1. Compute parameters: \(p = 2n^2[\ln(1/\delta)], \zeta = \delta^2/(2pm)\).
2. Sample random unit vector:
   Sample a standard complex Gaussian vector \(v\), set \(w_0 = v/\|v\|\).
3. Approximate matrix exponent:
   Compute a \(\zeta\) Taylor-series approximation of \(e^{2\pi i A}\), denoted by \(\tilde{U}\).
4. Raise to power:
   Compute \(\tilde{U}^m\) by repeated squaring.
5. Generate matrix polynomial:
   Compute \(B = (I + \tilde{U}^m)^{\frac{1}{p}}\) by repeated squaring.
6. Filter:
   Compute \(w = Bw_0/\|Bw_0\|\).
7. Decide:
   Set \(z = A \cdot w\), \(i_0 = \arg \max_{i \in [n]} |w_i|\) and compute \(c = z_{i_0}/w_{i_0}\). If
   \[\|A \cdot w - c \cdot w\| \leq 3\delta\sqrt{n}\]
   return \(w\), and otherwise reject.

We now show that if the algorithm is provided with an integer \(m\) that separates the \(k\)-th eigenvalue of \(A\) in the sense defined in Definition 6, then the output is close to the \(k\)-th eigenvector of \(A\).

\[\text{Theorem 28.} \quad \text{Let } n \text{ be some integer, } \delta \leq n^{-10} \text{ and } \alpha = 3\sqrt{\ln(1/\delta)}. \quad \text{We are given an } n \times n \text{ Hermitian matrix } A \text{ with eigenvalues } \{\lambda_i\}_{i \in [n]} \text{. Additionally, we are provided an integer } m \text{ that separates } k \text{ in } A, \text{ w.r.t. } B_{\text{in}}(\alpha), B_{\text{out}}, \text{ in the sense of Definition 5. Let } w = \text{Filter}(A, m, \delta). \text{ Then}
\]

\[P(\|w - v_k\| \leq \delta) \geq 1 - 3n^{-3},\]

for some unit eigenvector \(v_k\) of \(\lambda_k\), and sufficiently large \(n\). The algorithm has boolean complexity \(O(n^\omega \cdot \log(2p^2m^2/\delta^2))\), and runs in parallel time \(O(\log^2(n))\).

\[\text{Proof.} \quad \text{Let } \{\tau_\ell\}_{\ell \in [n]} \text{ denote the set of eigenvalues of } \tilde{U}. \quad \text{Since } \tilde{U} \text{ is a polynomial in } A \text{ (truncated Taylor series) then } \{v_\ell\}_{\ell \in [n]} \text{ is also an orthonormal basis for } \tilde{U}. \quad \text{Since in addition } ||\tilde{U} - e^{2\pi i A}|| \leq \zeta \text{ then}
\]

\[\forall \ell \in [n] \quad |\tau_\ell - e^{2\pi i \lambda_\ell}| \leq \zeta. \quad \text{(12)}\]

Let \(w' = B \cdot w_0\) and denote \(w_0 = \sum_{\ell \in [n]} \beta_\ell v_\ell\) and \(w' = \sum_{\ell \in [n]} \alpha_\ell v_\ell\). Since \(A, \tilde{U}\) share the same basis of eigenvectors, then by the definition of the matrix \(B\) the coefficients \(\alpha_\ell, \beta_\ell\) are related by:

\[|\alpha_\ell|^2 = |\beta_\ell|^2 \cdot \left|1 + \frac{\tau_\ell^m}{2}\right|^{2p}.\]

So by Equation 12

\[\frac{|\alpha_\ell|^2}{|\beta_\ell|^2} \geq \left|1 + e^{2\pi i m \lambda_\ell}/2\right|^{2p} - 2pm\zeta = |\cos(2\pi m \lambda_\ell/2)|^{2p} - 2pm\zeta\]
Since \( m \) separates \( k \) then \( \{m\lambda_k\} \in B_{in} \), and for all \( \ell \neq k \) we have \( \{m\lambda_{\ell}\} \notin B_{out} \). Thus, for \( \ell = k \):

\[
\frac{|\alpha_k|^2}{|\beta_k|^2} \geq \left| \cos\left(2\pi/6n\sqrt{\ln(1/\delta)}\right) \right|^{2p} - 2pm\zeta
\]

Using Claim 32

\[
\geq \left(1 - \frac{1}{n^2 \ln(1/\delta)}\right)^{2p} - 2pm\zeta \geq \frac{1}{2e^2}.
\]

On the other hand, for all \( \ell \neq k \) we have:

\[
\frac{|\alpha_{\ell}|^2}{|\beta_{\ell}|^2} \leq \left| 1 + e^{2\pi im\lambda_{\ell}}/2 \right|^{2p} + 2pm\zeta,
\]

so since \( m \) separates \( k \) then the above is at most:

\[
\leq |\cos(2\pi/2n)|^{2p} + 2pm\zeta
\]

which by Claim 32 is at most:

\[
\leq (1 - \pi^2/(3n^2))^{2n^2 \ln(1/\delta)} + 2pm\zeta \leq e^{-2\ln(1/\delta)} + 2pm\zeta \leq 2\delta^2.
\]

By Fact 31 for any \( \varepsilon = 1/poly(n) \) there exists a constant \( c > 0 \) such that

\[
P(\forall i, j, |j| \leq c|\beta_i|\sqrt{\ln(1/\varepsilon)/\varepsilon}) \geq 1 - 3n\varepsilon.
\]

Choose \( \varepsilon = n^{-4} \). Then by Equations 13 and 14:

\[
P\left(\forall \ell \neq k \quad \frac{|\alpha_{\ell}|^2}{|\alpha_k|^2} \leq c^2(2\delta^2) \cdot (4e^8) \cdot 4 \ln n \cdot n^8 \right) \geq 1 - 3n^{-3}.
\]

and so for \( \delta \leq n^{-10} \) there exists \( \eta \in \mathbb{C}, ||\eta|| = 1 \) such that

\[
\left\| \frac{w'}{||w'||} - \eta \cdot v_k \right\|^2 \leq \frac{1}{|\alpha_k|^2} \sum_{j \neq k} |\alpha_j|^2 \leq 32c^2n^9 \ln n \delta^2 e^8 < \delta.
\]

for sufficiently large \( n \). Using Claim 30 we conclude that w.p. at least \( 1 - 3n^{-3} \) over choices \( w_0 \), the criterion is met and the algorithm returns a vector \( w = w'/||w'|| \) satisfying the equation above.

**Arithmetic run-time:** The approximation of \( e^{2\pi i A} \) by \( \tilde{U} \) requires, using Fact 33 a time at most

\[
O(n^\omega \log(1/\zeta)) = O(n^\omega \cdot \log(2pm/\delta^2)).
\]

Next, the repeated powering of \( \tilde{U} \) to a power \( m \) requires time at most: \( O(n^\omega |\log(m)|) \) and the repeated powering of \( B \) to the power \( p \) requires time at most: \( O(n^\omega |\log(p)|) \) Hence the total complexity is: \( O(n^\omega \cdot \log(pm/\delta^2)) \).
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**Depth complexity:** Each matrix product can be carried out in depth $\log(n)$. Each of steps 3 to 6 involves at most $\log(m) + \log(p)$ sequential matrix multiplications. Hence the depth complexity of the entire circuit is at most $\log(n) \cdot (\log(m) + \log(p)) + O(\log(n)) = O(\log^2(n))$.

We conclude the proof of the theorem by showing stability:

**Claim 29.** Under the assumption of Theorem 28 the algorithm is log-stable.

**Proof.** Consider the arithmetic operations involved in computing the filtering algorithm:
1. Generating an approximation $\tilde{U}$ of $e^{2\pi i A m}$ as a truncated Taylor series.
2. Raising $\tilde{U}$ to a power $m \in [M]$.
3. Computing $((I + \tilde{U})/2)^p$.
4. Normalizing $B_{w_0}/\|B_{w_0}\|$.

Consider an arithmetic circuit $C$ implementing the above, and the circuit $D = D(C,t)$ - the discretization of $C$ to $t$ bits of precision modeled as follows: after each arithmetic step, the result is rounded to the nearest value of $2^{-t}$. Consider all steps except division. $A$ is $\delta$-separated so in particular $\|A\| \leq 1$. Thus, whenever we multiply two matrices at any of the steps above both have norm at most 1. Hence, at each rounding step the error is increased by at most $\sqrt{n}2^{-t}$. Finally, considering the final division step, we observe that since $m$ separates $k$, then by Equation 13 we have $\|B_{w_0}\| \geq 1/(2\epsilon)$. This implies that the total error is at most $\sqrt{n}(p + M) \cdot 2^{-t} \cdot 2\epsilon$. Since $M,p$ are both polynomial in $n$ then for any $\delta = 1/poly(n)$ the error is at most $\delta$ for some $t = O(\log(1/\delta))$.

5.1 Supporting Claims

We now state the important supporting claims. Their proofs appear in the full version of the paper.

**Claim 30.** Let $A$ be some $n \times n$ Hermitian matrix, $\|A\| \leq 1$. Suppose that $\|w - v\| \leq \delta$ for some unit eigenvector $v$ of $A$, and $\delta \leq 1/4$. Let $z = A \cdot w$, and $i_0$ denote $i_0 = \arg \max_{i \in [n]} |w_i|$. Let $c = z_{i_0}/w_{i_0}$. Then

$$\|A \cdot w - c \cdot w\| \leq 3\delta \sqrt{n}.$$

**Fact 31 (Random unit vectors have well-balanced entries).** Let $\{v_i\}_{i \in [n]}$ be some orthonormal basis of $\mathbb{C}^n$, $0 < \varepsilon = 1/poly(n)$, and $v \in \mathbb{C}^n$ a uniformly random complex unit vector. For any $i \in [n]$ let $\alpha_i = |\langle v, v_i \rangle|$. For any $\varepsilon = 1/poly(n)$ there exists a number $c_1 > 0$ independent of $n$, such that

$$P \left( \forall i,j \mid |\alpha_i|/|\alpha_j| \leq c_1 \sqrt{\ln(1/\varepsilon)}/\varepsilon \right) \geq 1 - 3n\varepsilon.$$

**Claim 32.** $\forall \theta \in [-0.01, 0.01]$ $1 - \frac{\theta^2}{4} \leq \frac{1 + \cos(\theta)}{2} \leq 1 - \frac{\theta^2}{4}$.

**Fact 33 (Efficient approximation of exponentiated matrix).** Given a Hermitian $n \times n$ matrix $A$, $\|A\| \leq 1/(2\pi)$, and error parameter $\varepsilon > 0$, a Taylor approximation of $e^{2\pi i A}$, denoted by $\tilde{U}_A$ can be computed in time $O(n^2 \log(1/\varepsilon))$ and satisfies $\|e^{2\pi i A} - \tilde{U}_A\| \leq \varepsilon$. 

"\[\"
6 Sampling Separating Integers

In this section we show our main technical tool: which is that perturbing a δ-separated Hermitian matrix \( A \) by a Gaussian matrix of a carefully calibrated variance, results in a corresponding sequence of residuals \( S(A) \) having low-discrepancy, at least for 2-dimensional sequences - i.e. pairs of variables. This, in turn, implies that we can separate each eigenvalue of \( A \) almost uniformly:

▶ **Theorem 34.** Let \( A \) be a δ-separated \( n \times n \) PSD matrix, \( E \) GUE, \( \zeta \leq \min\{\delta^{13}, n^{-50}\} \), and \( \alpha > 4 \). For any \( M \geq \zeta^{-1.6} \) we have:

\[
\forall k \in [n] \quad P_{E,m \sim U[M]} (m \text{ separates } k \text{ in } A + \zeta \cdot E \text{ w.r.t. } B_{in}(\alpha), B_{out}) \geq 1/(5\alpha n)
\]

6.1 Additive Perturbation

By our definitions above, Gaussian perturbation of a matrix with well-separated eigenvalues results in a \((\sigma,\varepsilon)\)-normal vector as follows:

▶ **Fact 35 (Perturbation of well-separated matrices).** Let \( A \) be an \( n \times n \) \( \varepsilon \)-separated Hermitian matrix with eigenvalues \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_n \). Let \( E \) be GUE, and \( A' = A + \varepsilon L \cdot E \), where \( L \geq 2 \). Then w.p. at least \( 1 - n \cdot 2^{-n} \) the vector of eigenvalues of \( A' (\lambda'_1, \ldots, \lambda'_n) \) is \((\varepsilon L, c\varepsilon L^{-1})\)-normal, for some constant \( c > 0 \).

**Proof.** Invoke Corollary 14 choosing \( \varepsilon \) as \( \varepsilon L \) and \( \delta \) as \( \varepsilon \), and take the union bound over all \( i \in [n] \).

6.2 Approximate Pairwise Independence

▶ **Lemma 36.** Let \( \bar{\lambda} = (\lambda_1, \ldots, \lambda_n) \in [0,1]^n \) and \( M \) a positive integer that satisfy:

\[
\forall i \neq j \quad D_M \left( \{m\lambda_i, m\lambda_j\} \right) \leq \zeta, \quad \zeta \leq n^{-4}
\]

Let \( \alpha > 4 \). For each \( k \in [n] \) w.p. at least \( 1/(5\alpha n) \) over choices of \( m \sim U[M] \) the sampled sequence \( m \) separates \( k \) w.r.t. \( B_{in}(\alpha), B_{out} \).

**Proof.** Fix \( x_i = \{m\lambda_i\} \) and let \( E_i \) denote the following event:

\[
E_i := (x_i \in B_{in}) \land (\forall j \neq i \quad x_j \notin B_{out})
\]

We want to show that

\[
\forall i \in [n] \quad P(E_i) \geq \frac{1}{5\alpha n}.
\]

Let \( t \) denote the number of \( x_j \)'s in \( B_{out} \):

\[
t = |\{j \neq i \mid x_j \in B_{out}\}|
\]

Then under this notation we have:

\[
P(E_i) = P(t = 0 \land x_i \in B_{in}).
\]

(15)

Consider the conditional expectation: \( E[t|x_i \in B_{in}] \) By linearity of expectation:

\[
E[t|x_i \in B_{in}] = \sum_{j \neq i} P[x_j \in B_{out}|x_i \in B_{in}].
\]

(16)
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Considering each summand separately:

\[
P(x_j \in B_{\text{out}} | x_i \in B_{\text{in}}) = \frac{P(x_j \in B_{\text{out}} \land x_i \in B_{\text{in}})}{P(x_i \in B_{\text{in}})}
\]

Using the pairwise discrepancy assumption, the above is at most:

\[
\frac{|B_{\text{out}}| \cdot |B_{\text{in}}| - \zeta}{|B_{\text{in}}| - \zeta} \leq |B_{\text{out}}| + 2\zeta \alpha n = \frac{1}{2n} + 2\alpha \zeta n \leq \frac{0.51}{n}
\]

and so by Equation 16

\[
E[t|x_i \in B_{\text{in}}] = (n - 1) \cdot P[x_j \in B_{\text{out}} | x_i \in B_{\text{in}}] \leq 0.51.
\]

The variable \(t|x_i \in B_{\text{in}}\) accepts only integral values, and by Markov’s inequality:

\[
P(t \geq 1 | x_i \in B_{\text{in}}) \leq \frac{1}{0.51}.
\]

Therefore \(P(t = 0 | x_i \in B_{\text{in}}) \geq 0.49\). Using again the 1-dimensional discrepancy we have

\[
P(x_i \in B_{\text{in}}) \geq \frac{1}{\alpha n} - \zeta \geq \frac{1}{2\alpha n}.
\]

Substituting the last two inequalities into Equation 15 yields: \(P(E_i) \geq 0.49 \cdot \frac{1}{2\alpha n} \geq \frac{1}{50n}\). ◼

6.3 Proof of Theorem 34

Proof. By assumption \(A\) is \(\delta\)-separated and \(\zeta \leq \min\{n^{-50}, \delta^{13}\}\). Consider the perturbed matrix \(A' = A + \zeta \mathcal{E}\). Choose \(L = 13\) and \(\varepsilon = \zeta^{1/13}\). By Fact 35 there exists some constant \(c > 0\) such that w.p. at least \(1 - n2^{-n}\) the vector \(\mathcal{L}(A')\) is \((\zeta, \varepsilon)\)-normal with parameters

\[
\zeta \leq n^{-50}, \varepsilon \leq cn\zeta^{12/13} \leq \zeta^{0.9}
\]

where the last inequality follows because \(\zeta \leq n^{-50}\). We assume that this is the case and account for the negligible error at the end. Set now \(B = \log_n(1/\zeta)\). Then the eigenvalues of \(A'\) are \((\sigma, \varepsilon)\)-normal for \(\sigma = n^{-B}\) an \(\varepsilon \leq n^{-0.9B}\). Since in addition \(\alpha > 4\) then by Lemma 24 there exists an integer \(M \leq n^{1.6B}\) satisfying:

\[
\forall S \subseteq [n], |S| = s, D_M(\{m\lambda_S\}) \leq 4\log^4(n)n^{-5} \leq n^{-4}, \tag{17}
\]

for sufficiently large \(n\). Hence, by Lemma 36 a random \(m \sim U[M]\) separates the \(k\)-th eigenvalue of \(A + \mathcal{E}\) w.r.t. \(B_{\text{in}}(\alpha), B_{\text{out}}\) w.p at least \(1/(5\zeta n)\). ◼

7 Parallel Algorithm for ASD

The algorithm Filter\((A, m, \delta)\) described in Section 5 is given an integer \(m\) that separates the \(i\)-th eigenvalue, and returns an approximation for the \(i\)-th eigenvector. In this section, we use this algorithm in a black-box fashion and design a Las-Vegas algorithm for computing the full ASD of a matrix. Essentially, it amounts to running sufficiently many copies of the filtering algorithm in parallel so that all eigenvectors are collected as “coupons” with high probability.
Algorithm 3

Input: $n \times n$ Hermitian matrix $A$, parameter $\delta$.

1. Initialize:
   a. Recall the definition of $B^*$ in Definition 16 and compute parameters:
      \[
      \delta = \min \{\delta, n^{-10}\}, \quad B = \min \{\delta, B^*(\delta/(3\sqrt{n}))\}, \quad \delta' = (\min \{\delta, B\})^{13}/4, \quad \alpha = \sqrt{\ln(1/\delta')},
      \]
      \[
      M = (\max \{B - 12, n - 50\})^{1/6}, \quad T = 60n\alpha \log(n).
      \]
   b. Perturb $A$ with GUE matrix $E_1$: $A_0 := A + E_1 \cdot \delta/(3n)$

2. Collect all eigenvectors:
   Run $T$ parallel processes of the following procedure
   a. Perturb $A_0$: $A_1 := A_0 + \delta' \cdot E_2$, for GUE matrix $E_2$.
   b. Sample $m \sim U[M]$.
   c. Run Filter $(A_1, m, \delta')$ and store output $w$.

3. Generate database:
   a. For vector $w = w_k$ sampled at process $i \in [T]$, compute $z = A \cdot w$, $i_0 = \arg \max_{i \in [n]} |w_i|$ and $\tilde{\lambda}_k = z_{i_0}/w_{i_0}$.
   b. Sort the values $\tilde{\lambda}_i$: assume $\tilde{\lambda}_1 \leq \ldots \leq \tilde{\lambda}_T$. Initialize: $\gamma = \tilde{\lambda}_1$, $D = \emptyset$. Iterate over all $i = 1, \ldots, T$. At each step $i$: if $|\gamma - \tilde{\lambda}_i| \geq B/4$ then add $D \rightarrow D \cup \{w_i\}$, and set $\gamma = \tilde{\lambda}_i$.

Overview:

The first step of the algorithm adds a “coarse” perturbation to $A$ to make sure that it has $n$ unique eigenvalues that are well-separated. The second step is essentially a parallel execution of the Filter() procedure where each call to this sub-routine uses independent random bits to add a “fine” perturbation to $A$. This implies that each process samples independently and uniformly an approximation of the $k$-th eigenvector of $A$, for each $k \in [n]$. The final step merely builds up a database of approximate eigenvectors so that all eigenvectors are represented exactly once.

We now state our main theorem the proof of which appears in the full version of the paper:

\textbf{Theorem 37.} For any $n \times n$ Hermitian matrix $0 \preceq A \preceq 0.9I$, and $\delta = 1/poly(n)$ there exists an RNC$^{(2)}$ algorithm computing ASD($A, \delta$), in boolean complexity $O((n^{\omega+1})$. The algorithm is log-stable.
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Abstract
We consider the problems of sparse regression and column subset selection under $\ell_1$ error. For both problems, we show that in the non-negative setting it is possible to obtain tight and efficient approximations, without any additional structural assumptions (such as restricted isometry, incoherence, expansion, etc.). For sparse regression, given $A, b$ with non-negative entries, we give an efficient algorithm to output a vector $x$ of sparsity $O(k)$, for which $\|Ax - b\|_1$ is comparable to the smallest error possible using non-negative $k$-sparse $x$. We then use this technique to obtain our main result: an efficient algorithm for column subset selection under $\ell_1$ error for non-negative matrices.
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1 Introduction

Sparsity plays a crucial role in learning and signal processing. Representing a signal as a sparse combination of “elementary” signals (sparse recovery) and finding bases in which a collection of signals have sparse representation (sparse coding) are fundamental problems, with applications ranging from genetics, to speech processing, to computer vision [12, 33, 31, 32, 38, 40, 41].

In most of these applications, we require recovery algorithms that are tolerant to noise. Different “types” of noise lead to different optimization formulations. For instance, if signals are corrupted under independent Gaussian noise, recovery algorithms with an $\ell_2$ objective perform well. On the other hand, when there are a few yet large deviations, recovery algorithms with an $\ell_1$ objective perform much better (cf. [13, 26, 42]). This is also the case for problems involving matrices, such as low rank approximation and column subset selection, in which we could either have uniform noise in all the columns, or have a few “outlier” columns with large error. Also, from a theoretical perspective, it is interesting to ask the approximation question for general $\ell_p$ norms. Interestingly, for the matrix problems above, minimizing the $\ell_1$ error (and more generally $\ell_p$ error for $p \neq 2$) turns out to be significantly harder than minimizing the $\ell_2$ error. The beautiful theory of singular value decompositions that lets us minimize $\ell_2$ error does not have a counter-part for $\ell_1$. Indeed, even finding approximate solutions has recently been shown to be NP hard [36]. However, given its effectiveness in applications ([31, 32, 38, 41]), many heuristics [27, 37, 43, 11, 20] and, more recently, approximation algorithms [15, 36] have been proposed.

$^*$ Partially supported by a Google Research Faculty Award.
Our main focus in this paper is the well-studied problem of column selection, with the goal of minimizing the $\ell_1$ reconstruction error. The column selection problem is the following: we are given a matrix $A (m \times n)$, and the goal is to find a subset $S$ of its columns of a prescribed size, so as to minimize the “reconstruction error” $\min_{X \in \mathbb{R}^{|S| \times n}} \|A - ASX\|_1$, where $AS$ is the submatrix of $A$ restricted to the columns $S$. Besides its direct applications [12, 31, 32, 38, 40, 41] column selection has found several applications as a tool for building efficient machine learning algorithms, including feature selection (as a pre-processing step for learning), coreset computation, and more broadly, as interpretable dimension reduction [1, 16, 21].

While column selection has been quite well understood with $\ell_2$ error (in a sequence of works, including [10, 23, 25, 34]), it is computationally much harder under $\ell_1$ error. Recently, Song et al. [36] provided the first CUR and low rank approximation algorithm for general matrices and for $p \in [1, 2]$. Their main result is an $(O(\log m) \text{ poly}(k))$-approximation to the error in $\text{nnz}(A) + (n + m) \text{ poly}(k)$ time, for every $k$, where $\text{nnz}(A)$ is the number of non-zero entries in $A$. They also prove that if one compares the error obtained by the column approximation with the best rank-$k$ approximation, a factor of $\sqrt{k}$ is inevitable, even if one uses significantly more than $k$ columns. Our result is incomparable in two respects: first, it gets past the lower bound by comparing the solution obtained with the error of the best $k$-column approximation. Second, our focus is on the non-negative setting (defined below), for which we obtain a significantly better approximation. A more detailed comparison with the works of Song et al. [36] and Chierichetti et al. [15] is provided in Section 1.2.

It is important to note that the non-negativity assumption is natural, in fact in many applications where column selection is used to “explain” a collection of points in terms of a smaller subset, we have that all the points are expressible as a non-negative (often even convex) combination of the selected points. Further, in applications such as recommender systems and image reconstruction, the points themselves have coordinates that are all non-negative. Motivated by such applications, we define the non-negative column subset selection problem, as follows.

**Problem 1 (Non-negative CSS$(A, B)$).** Given two matrices $A, B$ with non-negative entries and parameter $k$, find a subset $S$ of the columns of $A$ of size $k$, so as to minimize the best reconstruction error for $B$, i.e., the quantity $\min_{X \geq 0} \|B - ASX\|_1$. ($X \geq 0$ refers to entry-wise non-negativity.)

Note that this is a slight generalization of column selection as explained earlier (which can be viewed as the case $B = A$). Our main result in this paper is an efficient algorithm for this problem; enroute to this we also design an algorithm for the $\ell_1$ sparse regression problem.

**Sparse regression**

The key ingredient in our result is a new algorithm for another fundamental problem – sparse regression. Given a matrix $A$, and a target vector $b$, the goal here is to find a sparse $x$ such that $\|Ax - b\|_1$ is as small as possible. The classic paper of Donoho [19], and the beautiful line of work [5, 14, 24, 30] have resulted in algorithms for approximate recovery, under special assumptions on $A$ (for instance, the so-called restricted isometry property (RIP), or expansion properties of an appropriate graph associated with $A$). Here we solve the general version of the non-negative problem.

It is also known that sparse recovery is hard if we do not make assumptions on $A$ [2, 22] (incidentally, even checking if a matrix satisfies the RIP condition is hard, in many interesting parameter ranges [6, 28, 39]). So our focus here is on a non-negative variant, defined as follows.
Problem 2 (Non-negative sparse regression). Given a non-negative matrix $A$, a non-negative target vector $b$, and a parameter $k$, find a vector $x \geq 0$ (entry-wise) of sparsity $k$ that minimizes $\|Ax - b\|_1$.

Finding sparse solutions to optimization problems is a classic theme in approximation theory. A classic approach to solve those problems for a large class of convex functions $f(x)$ over the domain $\Delta_n := \{(x_1, \ldots, x_n) : x_i \geq 0, \sum_i x_i = 1\}$ is the Frank-Wolfe procedure that produces a solution that is $O(1/T)$ away from the optimum, after $T$ iterations. This method can be used to obtain a trade-off between the approximation of the objective and the sparsity of the solution obtained. [17, 18, 35] are three excellent sources for this line of work. For $\ell_2$ sparse regression, this implies that for any $A$, we can obtain a solution sparsity roughly $O(1/\epsilon^2)$, that has a loss $\epsilon$ away from the optimum (Maurey’s lemma, see also [7]).

However, such a result is impossible with $\ell_1$ error. It is easy to see that if $A$ is the identity, and $b = (\frac{1}{n}, \frac{1}{n}, \ldots, \frac{1}{n})$, then the minimum over $x \in \Delta_n$ of $f(x) = \|Ax - b\|_1$ is zero, while for any $k$-sparse $x$, the error is $\geq 1 - \frac{k}{n}$. Thus, we ask the question: can we perform such an approximation, when the goal is simply to compete with the best $k$-sparse solution? Our contribution in Theorem 3 is to show that this is possible via a Frank-Wolfe type update using a novel potential function.

A setting very similar to ours was considered in the work [8], where it is shown that if there is a $k$-sparse vector $x^*$ such that $Ax^* = b$ exactly, then an algorithm based on an exponential potential function finds an $O(k/\epsilon^3)$-sparse vector $y$ such that $\|Ay - b\|_1 \leq \epsilon$. The paper [8] uses sparse regression for learning low-dimensional Gaussian mixtures (i.e., express the p.d.f. of the mixture —obtained empirically— as a sparse convex combination of the p.d.f.’s of Gaussians). Our ability to handle error implies that our algorithm can learn mixtures even in the presence of noisy points.

Further related work. Problem 1 above is closely related to many well-studied questions. Blum et al. [9] consider the problem of finding a small subset $Q$ of a given point set $P$, such that the convex hulls of $P$ and $Q$ are “close”. This is equivalent to approximately representing the points in $P \setminus Q$ using points in $Q$ —a goal similar to ours. However, they consider $\ell_2$ error, and also require a good approximation for every point in $P$. Another closely related question is that of finding a non-negative matrix factorization (NMF), under the “anchor word” assumption [4, 3]. In NMF, we are given a non-negative matrix $M$, and the goal is to write $M = XY$, where $X, Y$ are non-negative matrices. The anchor word assumption states that $X$ can be chosen to be a subset of the columns of $M$, which reduces the problem to non-negative CSS. Our methods can thus be directly applied; however in [3] and related works, the measures of error are different from ours. Also in contrast to our result, much of the work in this area focuses on finding precisely $k$ columns.

Notations. We review some of the notation we will use throughout the paper. For a matrix $A$, $A_i$ refers to its $i$’th column, and $A^{(i)}$ refers to its $i$th row. By $\|A\|_1$, we refer to the sum of the absolute values of the entries in $A$. Also, $\text{nnz}(A)$ refers to the number of non-zero entries in the matrix. We will refer to $\Delta_n$ the “probability simplex” in $n$ dimensions, namely $\{(x_1, \ldots, x_n) : x_i \geq 0, \sum_i x_i = 1\}$.

---

1 Their proof can handle a small amount of noise, albeit under the restriction that in every coordinate, $Ax^*$ and $b$ are within a $(1 \pm \epsilon)$ factor. Note that is a lot more restrictive than $\|Ax^* - b\|_1$ being small.
1.1 Our results

Let us start by stating our result for sparse regression. The non-negative sparse regression problem (stated above) has as input a matrix $A$ and a target vector $b$ (both non-negative).

**Theorem 3.** Suppose there exists a non-negative $k$-sparse vector $x^*$ such that $\|Ax^* - b\|_1 \leq \epsilon \|b\|_1$. Then, there is an efficient algorithm that, for any $\delta > 0$, outputs a $y$ of sparsity $O(k \log(1/\delta)/\delta^2)$, with the guarantee that $\|Ay - b\|_1 \leq \left(4\sqrt{2(\epsilon + 2\delta)}\right) \|b\|_1$.

The running time of the algorithm is $O(k \log(1/\delta)/\delta^2 \cdot \text{nnz}(A))$. Note also that if we set $\delta = \epsilon$, we obtain an error roughly $O(\epsilon)$ factor of the optimum. It is an interesting open problem to understand if this $\epsilon$ versus $\sqrt{\epsilon}$ guarantee is necessary. In our analysis, it arises due to a move from KL divergence to $\ell_1$ error (via Pinsker’s inequality). Indeed, our algorithm produces a much better approximation in KL divergence, as we will see. We then use the theorem above to show our main result, on the non-negative CSS problem.

**Theorem 4.** Let $A, B$ be non-negative matrices, and suppose there exists a subset $S$ of $k$ columns of $A$, such that $\min_{X \geq 0} \|B - ASX\|_1 \leq \epsilon \|B\|_1$. Then for any $\delta > 0$, there is an efficient algorithm that finds a set $S'$ of $O(k \log(1/\delta)/\delta^2)$ columns of $A$ that give an approximation error $O(\sqrt{\delta} + \epsilon) \|B\|_1$.

Theorems 3 and 4 are proved in sections 2 and 3 respectively. Given the conceptual simplicity of the algorithms, we also implement them effectively, and show some preliminary experimental results in Appendix A.

1.2 Interpreting error bounds and comparisons to prior work

We now focus on the low-rank approximation result (Theorem 4) and discuss the tradeoff between error and the number of columns output. We then compare our result with prior work on $\ell_1$ low rank approximation.

First, note that our error bound is additive, in a sense. Specifically, the approximation factor can be arbitrarily bad if $\epsilon$ is sufficiently small. Indeed, if $\epsilon = o(1)/k$, then prior work gives better approximations. While it is common in theory to assume that low-rank and $k$-column approximations have error that is tiny compared to the norm of the matrix, in practice it is quite common to have situations in which only (say) 90% of the “mass” can be “explained” via a low rank approximation, while the rest is noise. These are the settings in which our methods do significantly better (indeed, none of the earlier results we are aware of give any non-trivial guarantees in such settings). In the case of $\ell_2$ error (when we can actually compute the error efficiently), we often observe a drop in the singular values (i.e., $\sigma_1, \ldots, \sigma_k$ are larger than the rest) in practice, but the total Frobenius mass on the tail is still non-trivial.

Second, we have a tradeoff between the number of columns output and the error we can obtain. We do not know if such a dependence is optimal, and this is an interesting open question. However, in [8], it was shown that even in the zero error case, a trade-off of this nature is essential, assuming that a random planted version of the set cover problem does not have polynomial time algorithms (which seems consistent with current algorithmic techniques).

Next, we compare with the previous work on $\ell_1$ low rank approximation. Recently, Song et al. [36] and Chierichetti et al. [15] have made significant progress on the problem on both the algorithm and the hardness fronts. First, our methods are quite different in many respects, even when we restrict to non-negative matrices and we compare the error...
of the algorithm with the best $k$-column approximation, as opposed to the best rank-$k$
approximation. Second, our analysis also applies to the generalized CSS problem, where we
have two matrices, and we approximate one using the columns of the other. Third, as
mentioned above, our algorithm has weaker guarantees than the prior work when the matrix
$B$ has a very low error ($\ll (1/k) \|B\|_1$) $\ell_1$ approximation.

## 2 Sparse recovery under noise

The aim of this section is to outline the proof of Theorem 3. We start with some simple
observations about re-scaling. The first is that we may assume that $\|b\|_1 = 1$ without loss
of generality, because otherwise, we can run the entire procedure with $b/\|b\|_1$, and re-scale
the coefficients of the obtained $y$ by a factor $\|b\|_1$. The second observation is that we may
assume that all the columns of $A$ (which we may assume to be non-zero, as zero columns
can be ignored) have unit $\ell_1$ norm, w.l.o.g. This is again simple: if not, we can solve the
problem with a matrix whose columns are $A_i/\|A_i\|_1$, and then divide the obtained $x_i$ by the
corresponding $\|A_i\|_1$ to obtain a solution with the original matrix.

Thus, by way of simplifying notation, assume that the columns of $A$ are denoted by
the set $V$ of vectors on the “probability simplex” $\Delta_n$ in $\mathbb{R}^n$, and we denote by $p \in \Delta_n$
be the target vector. Suppose there exist $v_1, \ldots, v_k \in V$, and non-negative $\alpha_i$, such that
$\|p - \sum_i \alpha_i v_i\|_1 \leq \epsilon$.

Our goal is to design an iterative algorithm that maintains a vector $q \in \Delta_n$ (the current
approximation to $p$), and adds one vector from $v \in V$ to $q$ (with appropriate step size) in
each iteration so as to improve a potential. The most natural potential (which works for $\ell_p$
 norms for all $p > 1$), is simply the $\ell_1$ distance $\|p - q\|_1$. Unfortunately, for this potential,
depending on the current $q$, there may not exist “local improvements”. This can be observed
in a simple example:

\begin{align*}
  v_1 &= (1, 0, 1, 0), \quad v_2 = (1, 0, 0, 1), \quad v_3 = (0, 1, 1, 0), \quad v_4 = (0, 1, 0, 1).
\end{align*}

Let $p = (\frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2})$. Clearly, it is in the convex hull of the vectors. Now, consider $q =
(1, 1, 0, 0)$. It can easily be verified that there is no single vector that can be added in order
to improve $\|p - q\|_1$. (Indeed, such examples are well-known [18].)

Another natural potential is the relative entropy $D_{KL}(p \parallel q)$. The problem with this is
that it can be extremely sensitive to changes in $q$ when $q$ is close to the boundary of the
simplex. While we may hope to control the distance to the boundary via a “warm start”, it
turns out to be tricky to implement.

Instead, we maintain a potential that automatically controls the distance to the boundary,
while at the same time, allows us to reason about proximity to the optimum at the end:

$$
\Phi(q) := D_{KL} \left( p \parallel \frac{p + q}{2} \right) = \sum_i p_i \log \left( \frac{2p_i}{p_i + q_i} \right).
$$

The potential is, roughly speaking, “one part” of the Jensen-Shannon divergence. The
updates we consider are analogous to Frank-Wolfe iterations. In particular, in every round
of the algorithm we greedily select the column that minimizes the potential and using it we
recompute the vector $q$ as shown in Algorithm 1.

To prove our main results we analyze the drop of the potential in every round of our
algorithm. Interestingly we can show that the potential decrease geometrically during the
execution of the algorithm. More formally, we show the following lemma.
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\textbf{Algorithm 1} Warm-KL.
\begin{algorithm}
\begin{algorithmic}
\State \text{Initialize } q^{(0)} = v \text{ for an arbitrary } v \in V, \ S = 0, \ \eta = \delta^2/2k, \text{ and } T = \lceil \log \left( \frac{1}{4\sqrt{\epsilon + 2\delta}} \right) / \log \left( \frac{1}{2} \right) \rceil.
\For {t = 1 \ldots T}
\State Find the column \( u \in V \) that minimizes \( \Phi((1 - \eta)q^{(t-1)} + \eta u) \), and add it to \( S \).
\State \text{Set } q^{(t)} \leftarrow (1 - \eta)q^{(t-1)} + \eta u.
\EndFor
\end{algorithmic}
\end{algorithm}

\begin{itemize}
  \item \textbf{Lemma 5} (Potential drop). \textit{Consider the execution of the algorithm, and suppose } \( \Phi(q^{(t-1)}) \geq 4(\epsilon + 2\delta) \). \textit{Then we have}
  \[
  \Phi(q^{(t)}) \leq \left( 1 - \frac{\eta}{2} \right) \Phi(q^{(t-1)}).
  \]
  We first show how to prove Theorem 3 using Lemma 5, then in the next section we focus on the proof of the lemma.
\end{itemize}

\textbf{Proof of Theorem 3}. Note that \( \Phi(q^{(t)}) = \sum_i p_i \log \left( \frac{2p_i}{p_i + q_i} \right) \leq \sum_i p_i \log 2 \leq 1 \). So after \( T = \lceil \log \left( \frac{1}{4\sqrt{\epsilon + 2\delta}} \right) / \log \left( \frac{1}{2} \right) \rceil \) steps, we have \( \Phi(q^{(T)}) \leq 4(\epsilon + 2\delta) \). Now, using Pinsker’s inequality, we have that
\[
\left\| p - \frac{p + q^{(T)}}{2} \right\|_1 \leq \sqrt{2\Phi(q^{(T)})} \leq 2\sqrt{2(\epsilon + 2\delta)}.
\]
This then implies that \( \left\| p - q^{(T)} \right\|_1 \leq 4\sqrt{2(\epsilon + 2\delta)} \), completing the proof of the theorem.

\section{2.1 Analyzing the potential drop}

As shown in the previous subsection the key is to analyze the drop in potential. Let us fix some \( t \), and for convenience, write \( q = q^{(t-1)} \), and \( q' = q^{(t)} \). We have \( q' = (1 - \eta)q + \eta u \), for some \( u \in V \). Then, we have
\[
\Phi(q) - \Phi(q') = \sum_i p_i \log \left( \frac{p_i + q'_i}{p_i + q_i} \right) = \sum_i p_i \log \left( 1 + \eta \cdot \frac{u_i - q_i}{p_i + q_i} \right). \tag{2}
\]

Note that we wish to lower bound this potential drop. In other words, we need to prove that there exists a \( u \in V \) such that the difference above is “large”. Since we know that there is a linear combination \( \sum_i \alpha_i v_i \) that is \( \epsilon \)-close to \( p \) (in \( \ell_1 \)), the natural goal is to prove that one of the \( v_i \)'s achieves the necessary potential drop, by an averaging argument. This is typically done by approximating the change in \( \Phi \) by a linear function of the \( u_i \)'s. If \( \eta \cdot \frac{u_i - q_i}{p_i + q_i} < 1 \), this can be done using \( \log(1 + x) \approx x \). But unfortunately in our case, the term \( \frac{u_i - q_i}{p_i + q_i} \) can be arbitrarily large, making such an approximation impossible.

To deal with this, we take advantage of additional structure. The first observation is the following.

\begin{itemize}
  \item \textbf{Lemma 6}. \textit{Let } \( v_j \), \( 1 \leq j \leq k \), \textit{be vectors in } \( \Delta_n \), \textit{such that } \( \left\| p - \sum_j \alpha_j v_j \right\|_1 \leq \epsilon \). \textit{Then for all } \( \delta > 0 \), \textit{there exists a subset } \( S^* \) \textit{of } \([k] \), \textit{such that } \( \left\| p - \sum_{j \in S^*} \alpha_j v_j \right\|_1 \leq \delta + \epsilon \), \textit{and additionally, } \( \alpha_j \geq \delta/k \) \textit{for all } \( j \in S^* \). \textit{(I.e., the coefficients used are all “non-negligible.”)}
\end{itemize}
As a consequence, we now show that we can restrict our attention to a truncated version of

Thus, in both the cases, we have that

we have

This implies that considering only the terms that remain has an error at most \( \delta/k \).

The proof is simple: we consider

Proof. The proof is simple: we consider \( \sum_j \alpha_j v_j \), and remove all the terms whose coefficients are \( < \delta/k \). As there are at most \( k \) terms, the total \( \ell_1 \) norm of the removed terms is \( \leq \delta \).

This implies that considering only the terms that remain has an error at most \( \epsilon + \delta \).

The lemma shows that we can obtain a good approximation only using large coefficients. As a consequence, we now show that we can restrict our attention to a truncated version of the vectors \( V \), which enables our analysis. Formally, define "truncated" vectors \( w_j \) by setting

\[
    w_{ji} = \min \left\{ v_{ji}, \frac{kp_i}{\delta} \right\}.
\]

I.e., the \( w_j \) are the vectors \( v_j \), truncated so that no entry is more than \( k/\delta \) times the corresponding entry in \( p \). We start with a simple observation.

Lemma 7. For the vectors \( v_j, w_j \) as above, we have

\[
    \left\| p - \sum_{j \in S^*} \alpha_j w_j \right\|_1 \leq \left\| p - \sum_{j \in S^*} \alpha_j v_j \right\|_1.
\]

Proof. Let us look at the \( i \)th coordinate of the vectors on the LHS and RHS. The only way we can have \( v_{ji} \neq w_{ji} \) (for some \( j \)) is when \( v_{ji} > kp_i/\delta \), in which case \( \alpha_j v_{ji} > p_i \). Thus in this coordinate, \( \sum_{j \in S^*} \alpha_j v_j \) has a value larger than \( p_i \). Now, by moving to \( \sum_{j \in S^*} \alpha_j w_j \), we decrease the value, but remain larger or equal to \( p_i \). Thus, the norm of the difference only improves.

Let us now go back to the drop in potential we wished to analyze (eq. (2)). Our aim is to prove that setting \( u = v_j \) for some \( j \in S^* \) in the algorithm leads to a significant drop in the potential. We instead prove that setting \( u = w_j \) (as opposed to \( v_j \)) leads to a significant drop in the potential. Then, we can use the fact that the RHS of (2) is monotone in \( u \) (noting that \( v_{ji} \geq w_{ji} \)) to complete the proof.

Let us analyze the potential drop when \( u = w_j \) for some \( j \in S^* \). Let \( \eta = \delta^2/2k \). Write \( \gamma_i := \frac{u_i - q_i}{p_i + q_i} \). Then, we have

\[
    \gamma_i = \frac{p_i + q_i}{p_i + q_i} - 1 \in [-1, k/\delta], \quad \text{as } w_{ji}/p_i \leq k/\delta \text{ for } j \in S^*.
\]

Now, using the value of \( \eta \), we have that \( \eta \gamma_i \in (-\eta, \delta/2) \). This allows us to use a linear approximation for the logarithmic term in \( \Phi \). Once we move to a linear approximation, we can use an averaging argument to show that there exists a choice of \( u \) that improves the potential substantially.

More formally, let \( I_+ \) denote the set of indices with \( u_i \geq q_i \) (i.e., \( \gamma_i \geq 0 \)), and \( I_- \) denote the other indices. Then, using that, for \( x > -1 \), \( \log(1 + x) \geq x(1 - x) \) we have that for any \( i \in I_+ \), we have \( \log(1 + \eta \gamma_i) \geq \eta \gamma_i (1 - \frac{\delta}{2}) \). Further, for \( i \in I_- \), we have \( \log(1 + \eta \gamma_i) \geq \eta \gamma_i (1 + \eta) \).

Thus, in both the cases, we have that

\[
    \log(1 + \eta \gamma_i) \geq \eta \gamma_i - \frac{\delta |\gamma_i|}{2}. \quad (3)
\]

Now before showing how to use to the inequality to conclude the proof, we use an averaging argument to prove the existence of a good column \( j \).
Lemma 8. There exists an index \( j \in S^* \) such that setting \( u = w_j \) in the algorithm gives
\[
\sum_i p_i \gamma_i \geq D_{KL} \left( p \parallel \frac{p + q}{2} \right) - (2\epsilon + \delta).
\]

Proof. We start by recalling (via Lemmas 7 and 6), that
\[
\left\| p - \sum_{j \in S^*} \alpha_j w_j \right\|_1 \leq \left\| p - \sum_{j \in S^*} \alpha_j v_j \right\|_1 \leq (\epsilon + \delta).
\]

For convenience, let us write \( r = \sum_{j \in S^*} \alpha_j w_j \), and so \( \|p - r\|_1 \leq \epsilon + \delta \). Now, we wish to analyze the behavior of \( \gamma_i \) when we set \( u = w_j \) for different \( j \).

We start by defining \( \tau_i^{(j)} \) as
\[
\tau_i^{(j)} := \frac{w_{ji} - q_i}{p_i + q_i},
\]
i.e., the value of \( \gamma_i \) obtained by setting \( u = w_j \). For convenience, write \( Z = \sum_{j \in S^*} \alpha_j \). Now by linearity, we have
\[
\sum_{j \in S^*} \alpha_j \left( \sum_i p_i \tau_i^{(j)} \right) = \sum_i p_i \left( \sum_{j \in S^*} \alpha_j w_{ji} \right) - Zq_i = \sum_i p_i r_i - Zq_i.
\]

Thus, by averaging (specifically, the inequality that if \( \sum_j \alpha_j X_j \geq Y \) for \( \alpha_j \geq 0 \), then there exists a \( j \) such that \( X_j \geq Y/(\sum_j \alpha_j) \)), we have that there exists a \( j \in S^* \) such that
\[
\sum_i p_i \tau_i^{(j)} \geq \frac{1}{Z} \sum_i p_i \frac{r_i - Zq_i}{p_i + q_i} = \sum_i p_i \frac{r_i - q_i}{p_i + q_i} + \left( \frac{1}{Z} - 1 \right) \sum_i p_i \frac{r_i}{p_i + q_i}.
\]

The first term on the RHS can now be lower bounded as:
\[
\sum_i p_i \frac{r_i - q_i}{p_i + q_i} = \sum_i p_i \left( \frac{2p_i}{p_i + q_i} - 1 - \frac{p_i - q_i}{p_i + q_i} \right) \geq \sum_i p_i \left( \frac{2p_i}{p_i + q_i} - 1 \right) - \sum_i |p_i - r_i|,
\]
where we use the fact that \( |p_j/(p_i + q_i)| \leq 1 \). Thus, appealing to the inequality \( (x - 1) \geq \log x \), if we write \( D := D_{KL} \left( p \parallel \frac{p + q}{2} \right) \), then we have
\[
\sum_i p_i \frac{r_i - q_i}{p_i + q_i} \geq D - \epsilon - \delta, \quad \text{since } \|p - r\|_1 \leq \epsilon + \delta.
\]

To conclude the proof, let us consider the second term in the RHS of (4). If \( Z \leq 1 \), the term is non-negative, and there is nothing to show. We next argue that \( Z \leq 1 + \epsilon \), by showing that the sum of \( \alpha_j \) over all \( j \in S \) can be bounded by \( 1 + \epsilon \). In fact, note that
\[
\left\| \sum_{j \in S} \alpha_j v_j \right\|_1 - 1 \leq \left\| p - \sum_{j \in S} \alpha_j v_j \right\|_1 \leq \epsilon (\text{triangle inequality}).
\]
Furthermore, for \( v_j \in \Delta_n \), we have \( \left\| \sum_j \alpha_j v_j \right\|_1 = \sum_j \alpha_j \). Thus \( \sum_{j \in S} \alpha_j \leq 1 + \epsilon \), and thus
\[
\left( 1 - \frac{1}{Z} \right) \sum_i \frac{p_i r_i}{p_i + q_i} \leq \frac{\epsilon}{1 + \epsilon} \sum_i r_i \leq \epsilon.
\]

Plugging this into (4) we can conclude the proof of the lemma.

We are now ready to complete the proof of the main lemma of this section – Lemma 5.
We now come to our main result – Theorem 4. Let the dimensions of $V$ be $n \times m$ (thus $A$ also has $n$ rows for the problem to be well-defined). The main difference between this setting and the one in Section 2 is that we have a collection of $m$ columns, and we wish to find a subset $S$ that can “simultaneously” approximate all of them. Another technical difference is that the columns of $B$ can all have different lengths, thus we can only re-scale all of them by the same amount.

Let us start with some simple assumptions we can make w.l.o.g. First, we may assume that $\|B\|_1 = 1$, as we can scale the entire matrix by $1/\|B\|_1$, solve the problem, and then multiply the obtained $X$ (entry-wise) by $\|B\|_1$. Second, we may assume that every column of $A$ has unit $\ell_1$ norm, as otherwise, we can solve the problem using a matrix with columns $A_i/\|A_i\|_1$, and then re-scale the $i$th row of the obtained $X$ by $1/\|A_i\|$ to find a solution to the original problem.

Under these assumptions (i.e., $\|B\|_1 = 1$ and $A_i \in \Delta_n$), we now show how Section 2 gives a “framework” that can be used here. The main idea is as follows.

Outline of the approach

Let us flatten the matrix $B$ into an $nm$ dimensional vector $p$ (thus the $(i,j)$th entry of $B$ now appears in the $((j-1)n+i)$th position of $p$). Now, the CSS problem can be re-stated as expressing $p$ as a linear combination of vectors of the form $A_i \otimes y_i$, for some non-negative vectors $y_i$ (these will form the rows of $X$ in the problem definition). Thus, let $V$ denote the set of all vectors of the form

\[ \{A_i \otimes z : A_i \text{ is a column of } A, z \in \Delta_m \}. \]

The goal is to use the framework of Section 2 to find a small subset of $V$. Unfortunately, the set $V$ above is infinite! So we cannot apply Algorithm 1 directly. However, note that as long as we can find a $u \in V$ that satisfies the potential drop condition of Lemma 5, the analysis still applies. In the remainder of the section, we show how to design an efficient “oracle” to find such a $u$, thus proving the theorem.

Before we begin, let us observe that our normalizations indeed reduce our matrix problem to the problem analyzed in the previous section. For any $u \in V$, we have $\|u\|_1 = \|A_i\|_1 \|z\|_1 = 1$. We have also normalized so that $\|p\|_1 = 1$ (recall $p$ is the flattened form of $B$). Now, suppose $B$ has a good $\ell_1$ approximation using a submatrix $A_S$, i.e., suppose $\|B - A_S X\|_1 \leq \epsilon$.

Proof of Lemma 5. Let $D := D_{KL} \left( p \parallel \frac{p + q}{2} \right)$. We can use Lemma 8 in conjunction with Eq. (3) to obtain that there exists a $j$ such that setting $u = w_j$ gives us

\[ \sum_i p_i \log(1 + \eta \gamma_i) \geq \sum_i \eta p_i \gamma_i - \frac{\delta \eta}{2} \sum_i p_i |\gamma_i| \geq \eta(D - 2\epsilon - \delta) - \frac{\delta \eta}{2} \sum_i p_i |\gamma_i|. \]

The last term on the RHS can be bounded, noting that

\[ \sum_i p_i |\gamma_i| \leq \sum_i p_i \frac{|u_i - q_i|}{p_i + q_i} \leq \sum_i |u_i - q_i| \leq 2, \]

as $u_i, p_i, q_i$ are all probability distributions, and $\frac{p_i - q_i}{p_i + q_i} \leq 1$. This implies that there exists a choice of $u = w_j$ (and thus setting $u = v_j$ also works, as discussed earlier), such that the potential drop is at least $\eta(D - 2\epsilon - \delta) - \eta \delta$. If $D \geq 4(\epsilon + \delta)$, this is at least $\eta D/2$. This completes the proof of the lemma. ▶

3 Low rank approximation

We now come to our main result – Theorem 4. Let the dimensions of $B$ be $n \times m$ (thus $A$ also has $n$ rows for the problem to be well-defined). The main difference between this setting and the one in Section 2 is that we have a collection of $m$ columns, and we wish to find a subset $S$ that can “simultaneously” approximate all of them. Another technical difference is that the columns of $B$ can all have different lengths, thus we can only re-scale all of them by the same amount.

Let us start with some simple assumptions we can make w.l.o.g. First, we may assume that $\|B\|_1 = 1$, as we can scale the entire matrix by $1/\|B\|_1$, solve the problem, and then multiply the obtained $X$ (entry-wise) by $\|B\|_1$. Second, we may assume that every column of $A$ has unit $\ell_1$ norm, as otherwise, we can solve the problem using a matrix with columns $A_i/\|A_i\|_1$, and then re-scale the $i$th row of the obtained $X$ by $1/\|A_i\|$ to find a solution to the original problem.

Under these assumptions (i.e., $\|B\|_1 = 1$ and $A_i \in \Delta_n$), we now show how Section 2 gives a “framework” that can be used here. The main idea is as follows.

Outline of the approach

Let us flatten the matrix $B$ into an $nm$ dimensional vector $p$ (thus the $(i,j)$th entry of $B$ now appears in the $(j-1)n+i)$th position of $p$). Now, the CSS problem can be re-stated as expressing $p$ as a linear combination of vectors of the form $A_i \otimes y_i$, for some non-negative vectors $y_i$ (these will form the rows of $X$ in the problem definition). Thus, let $V$ denote the set of all vectors of the form

\[ \{A_i \otimes z : A_i \text{ is a column of } A, z \in \Delta_m \}. \]

The goal is to use the framework of Section 2 to find a small subset of $V$. Unfortunately, the set $V$ above is infinite! So we cannot apply Algorithm 1 directly. However, note that as long as we can find a $u \in V$ that satisfies the potential drop condition of Lemma 5, the analysis still applies. In the remainder of the section, we show how to design an efficient “oracle” to find such a $u$, thus proving the theorem.

Before we begin, let us observe that our normalizations indeed reduce our matrix problem to the problem analyzed in the previous section. For any $u \in V$, we have $\|u\|_1 = \|A_i\|_1 \|z\|_1 = 1$. We have also normalized so that $\|p\|_1 = 1$ (recall $p$ is the flattened form of $B$). Now, suppose $B$ has a good $\ell_1$ approximation using a submatrix $A_S$, i.e., suppose $\|B - A_S X\|_1 \leq \epsilon$. 
for some matrix $X$. Then, denoting by $X^{(j)}$ the $j$th row of $X$, we can re-write the above as

$$\|B - \sum_{j \in S} A_j X^{(j)}\|_1 \leq \epsilon.$$  

Now setting $y_j = X^{(j)}/\|X^{(j)}\|_1$ (so $y_j \in \Delta_m$), and $\alpha_j = \|X^{(j)}\|_1$, we can re-write the above as

$$\|p - \sum_{j \in S} \alpha_j (A_j \otimes y_j)\|_1 \leq \epsilon,$$

which is precisely the form we need. Let us thus see how to efficiently find a $u \in V$ that reduces the potential significantly.

### 3.1 Oracle for each iteration

Consider the $t$-th iteration, and let $q^{(t-1)}$ be the previous iterate (which we denote by $q$, for convenience). Our goal is to find a $u$ such that $\Phi((1 - \eta)q + \eta u)$ is small. The technical difficulty here is the logarithmic term in the definition of $\Phi$.

As this was also the challenge in Section 2, we begin by recalling one key aspect of the analysis: the definition of the truncated vectors $w$. Following the notation earlier, and from Eq. (5), define $v_j = A_j \otimes y_j$, and let $w_i$ be defined using $w_{ji} := \min\{v_{ji}, \frac{kp}{\delta}\}$ ($i$ now ranges from 1 to $nm$). The main component of the argument was the existence of an index $i$ such that $\sum_i p_i \frac{w_i - q_i}{\Phi(q)}$ is large. Thus, if we can find a $u \in V$ such that for its truncation $h$ (defined by $h_i := \min\{u_i, \frac{kp}{\delta}\}$), the value $\sum_i p_i \frac{h_i - q_i}{\Phi(q)}$ is large, we would be done. When $V$ is finite, we simply did this by iterating over all $u \in V$, constructing the $h$, and computing the values. In the current setting, we have infinitely many $V$. Fortunately we can handle this complication by analyzing the columns separately. First partition $V$ into $V_j$, one for each column $A_j$. I.e., $V_j := \{A_j \otimes z : z \in \Delta_m\}$. We then design an efficient method to maximize the quantity described above over a single $V_j$. Since there are only finitely many columns in $A$, we can finally just take the maximum.

**Lemma 9.** Let us fix some $j$. There is an efficient algorithm to find $u \in V_j$ (defined above) to maximize $\sum_i p_i \frac{h_i - q_i}{\Phi(q)}$, where $h_i = \min\{u_i, \frac{kp}{\delta}\}$.

**Proof.** Observe that as every $u$ is of the form $A_j \otimes z$, we need to find a $z \in \Delta_m$ that maximizes the objective value. The key observation is that this can be written as a linear program! To define the LP, it helps to view $i$ as being defined by $(i_1, i_2)$, where $i = n(i_2 - 1) + i_1$, where $i_1 \in [n]$ and $i_2 \in [m]$. The variables are $h \in \mathbb{R}^{nm}$, $z \in \mathbb{R}^m$; $p, q$ are given ($p$ is the target and $q$ is the current iterate). The LP is as follows:

maximize $\sum_{i_1,i_2} \frac{p(i_1,i_2)}{p(i_1,i_2) + q(i_1,i_2)} h_{i_1,i_2}$, subject to

$$\forall i_1 \in [n], i_2 \in [m], 0 \leq h_{i_1,i_2} \leq A_{i_1,i_2} \cdot z_{i_2}$$

$$\forall i_1 \in [n], i_2 \in [m], h_{i_1,i_2} \leq \frac{kp(i_1,i_2)}{\delta}$$

$$\forall i_2 \in [m], z_{i_2} \geq 0$$

$$\sum_{i_2 \in [m]} z_{i_2} = 1.$$

In the above, $A_{i_1,i_2}$ is simply the $i_1$'th entry of the vector $A_j$. The optimum solution will satisfy $h_{i_1,i_2} = \min\{A_{i_1,i_2}, z_{i_2}, \frac{kp(i_1,i_2)}{\delta}\}$, as for any given $z$, this setting will maximize the objective (which is the goal). From the definition of $V_j$, it follows that the LP indeed captures the problem of maximizing over $V_j$. This proves the lemma.
As the LP can be solved in polynomial time, we can follow this procedure for every column \( j \) of \( A \). This completes the proof of Theorem 4 if we only require a polynomial time algorithm. As LP solvers can be inefficient, in the next subsection we developed a fast “greedy” solution to our specific LP.

## 4 Solving the linear program efficiently

While linear programs can be solved in polynomial time, they can often be a bottleneck in learning algorithms in practice. We thus give a simple “greedy” algorithm to solve the LP in (6)-(10).²

▶ **Theorem 10.** Consider the LP (6)-(10), written for a given column \( A_j \) of \( A \). There is a greedy algorithm that find the optimal \( z \) in time \( O(mn \log n) \). (For sparse matrices this can be further reduced to \( O(nnz(A) \log n) \)).

**Proof.** Let us rewrite the objective function, splitting it according to \( i_2 \):

\[
\sum_{i_2 \in [m]} \frac{p(i_1, i_2)}{p(i_1, i_2)} h(i_1, i_2).
\]

Let us now focus on one index \( i_2 \), and consider increasing \( z_{i_2} \) from 0 to 1. The value of \( h_{i_1, i_2} \) is equal to \( A_{j,i_1} \cdot z_{i_2} \) until \( z_{i_2} \) hits \( \min \{1, kp_{i_1, i_2}/\delta A_{j,i_1}\} \), and then remains constant. (If \( A_{j,i_1} = 0 \), then it stays 0 throughout.) This happens for each \( i_1 \), and thus the inner summation, as a function of \( z_{i_2} \), is piecewise linear and non-decreasing. Let us denote this function by \( f_{i_2}(x) \).

Finding the optimal \( z \) can now be cast as the following problem: we have monotone, concave, piecewise-linear functions \( f_1, \ldots, f_m \) defined on \([0, 1]\), and we wish to find \( z_j \geq 0 \), summing to 1, such that \( \sum f_j(z_j) \) is maximized.

This can be greedily done as follows: suppose we have a sorted list of the “break-points” for each \( f_j \) (a break-point is the value of \( x \) at which a piece-wise linear function changes slope). Note that for every \( j \), the number of break-points (in the interval \([0, 1]\)) is no more than \( n \). Now, we start with \( z_j = 0 \) for all \( j \). In every iteration, we decide to increment one \( z_j \). The choice will depend on the \( j \) that has the largest slope to the right of \( z_j \). Once we pick a \( j \), we increment the \( z_j \) until its next break-point (or until the sum of \( z_j \)'s becomes 1).

The correctness of this procedure follows from the fact that we always increment the \( z_j \) with the largest slope so we maximize the value of \( \sum f_j(z_j) \) (and because the functions are concave, we can never encounter a higher slope later). As for the run time, we note that the total number of break points is \( mn \), and in the worst case, we could encounter each one. At each step, as the slopes are monotone, the choice of the \( j \) can be found using a priority queue, and this leads to a run time of \( O(mn \log n) \). If the \( A \) is sparse, then the number of “slopes” we need to consider is at most the number of non-zero entries, which gives the desired bound.

▶

## 5 Conclusion

We have presented new algorithmic results for two fundamental problems, sparse regression and column subset selection, under \( \ell_1 \) error. The key assumption necessary for us is the non-negativity of the associated matrices and the decomposition. Under this assumption,
our algorithms provably achieve approximation guarantees with respect to the corresponding optimal solutions. Our sparse regression analysis gives a simple framework for obtaining $\ell_1$ error guarantees. We have used it for our column selection result, but it may be applicable to other contexts as well, such as non-negative matrix factorization (for which our result applies under the anchor word assumption), matrix and tensor variants of sparse regression/recovery, and also in obtaining recovery algorithms for broader classes of mixture models under noise. We leave these as interesting avenues for future work.
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A Experiments

We now outline some preliminary experimental results that show the effectiveness of our $\ell_1$ column subset selection algorithm. In particular we compare our algorithm with the greedy algorithm of [1], which optimizes a potential function similar to ours, but tailored towards $\ell_2$ approximation. We compare on synthetic as well as a real-life dataset.

The synthetic dataset is constructed as follows. The matrix $A$ has all its columns on the unit simplex $\Delta_n$, where $n = 150$. The points are divided into two categories – inliers and outliers. The inliers are all in the convex hull of a special set of $k = 15$ points, and there are 115 of them (including the $k$ special points). Along with these, there are $M = 40$ outliers, which are chosen to be sparser than the average point in the special set. (Note that the special points are the “anchor points” in the non-negative factorization connection pointed to in Section 1.) Thus the dataset has a large number of outliers (25%). The figure shows the decay of $\ell_1$ error as we pick more columns. Note that even in the first few iterations, our potential allows quickly zeroing in on the right columns.

We then consider a real world matrix obtained from a region economic model, known as the WM1 matrix. The matrix is asymmetric and it is $207 \times 277$ and contains 2909 real-valued entries. The results on these matrices (showing rank vs the approximation error) for the two algorithms we consider can be found in the figure below. It is interesting to observe that the our $\ell_1$ based algorithms has better performances when the error becomes smaller and it converges earlier to a better solution.

(a) ![Figure 1](image) (b) ![Figure 1](image)

Figure 1 L1-recovery error of the two column selection algorithms on (a) a synthetic dataset, (b) WM1 dataset.
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Abstract

Understanding the singular value spectrum of a matrix $A \in \mathbb{R}^{n \times n}$ is a fundamental task in countless numerical computation and data analysis applications. In matrix multiplication time, it is possible to perform a full SVD of $A$ and directly compute the singular values $\sigma_1, \ldots, \sigma_n$. However, little is known about algorithms that break this runtime barrier.

Using tools from stochastic trace estimation, polynomial approximation, and fast linear system solvers, we show how to efficiently isolate different ranges of $A$’s spectrum and approximate the number of singular values in these ranges. We thus effectively compute an approximate histogram of the spectrum, which can stand in for the true singular values in many applications.

We use our histogram primitive to give the first algorithms for approximating a wide class of symmetric matrix norms and spectral sums faster than the best known runtime for matrix multiplication. For example, we show how to obtain a $(1 + \epsilon)$ approximation to the Schatten $1$-norm (i.e. the nuclear or trace norm) in just $O((\text{nnz}(A)n^{1/3} + n^2)\epsilon^{-3})$ time for $A$ with uniform row sparsity or $O(n^{2.18}\epsilon^{-3})$ time for dense matrices. The runtime scales smoothly for general Schatten-$p$ norms, notably becoming $O(p \text{nnz}(A)\epsilon^{-3})$ for any real $p \geq 2$.

At the same time, we show that the complexity of spectrum approximation is inherently tied to fast matrix multiplication in the small $\epsilon$ regime. We use fine-grained complexity to give conditional lower bounds for spectrum approximation, showing that achieving milder $\epsilon$ dependencies in our algorithms would imply triangle detection algorithms for general graphs running in faster than state of the art matrix multiplication time. This further implies, through a reduction of [72], that highly accurate spectrum approximation algorithms running in subcubic time can be used to give subcubic time matrix multiplication. As an application of our bounds, we show that precisely computing all effective resistances in a graph in less than matrix multiplication time is likely difficult, barring a major algorithmic breakthrough.

1998 ACM Subject Classification F.2.1 Numerical Algorithms and Problems

Keywords and phrases spectrum approximation, matrix norm computation, fine-grained complexity, linear algebra

Digital Object Identifier 10.4230/LIPIcs.ITCS.2018.8

* A full version of the paper is available at https://arxiv.org/abs/1704.04163

© Cameron Musco, Praneeth Netrapalli, Aaron Sidford, Shashanka Ubaru, and David P. Woodruff; licensed under Creative Commons License CC-BY

9th Innovations in Theoretical Computer Science Conference (ITCS 2018).
Editor: Anna R. Karlin; Article No. 8; pp. 8:1–8:21

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany
1 Introduction

Given $A \in \mathbb{R}^{n \times d}$, a central primitive in numerical computation and data analysis is to compute $A$’s spectrum: the singular values $\sigma_1(A) \geq \ldots \geq \sigma_d(A) \geq 0$. These values can reveal matrix structure and low effective dimensionality, which can be exploited in a wide range of spectral data analysis methods [33, 67]. The singular values are also used as tuning parameters in many numerical algorithms performed on $A$ [22], and in general, to determine some of the most well-studied matrix functions [29]. For example, for any $f : \mathbb{R}^+ \to \mathbb{R}^+$, we can define the spectral sum:

$$S_f(A) \overset{\text{def}}{=} \sum_{i=1}^d f(\sigma_i(A)).$$

Spectral sums often serve as snapshots of $A$’s spectrum and are important in many applications. They encompass, for example, the log-determinant, the trace inverse, the Schatten-$p$ norms, including the nuclear norm, and general Orlicz norms (see Section 1.2 for details).

While the problem of computing a few of the largest or smallest singular values of $A$ has been exhaustively studied [56, 60], much less is known about algorithms that approximate the full spectrum, and in particular, allow for the computation of summary statistics such as spectral sums. In $n^\omega$ time, it is possible to perform a full SVD and compute the singular values exactly. Here, and throughout, $\omega \approx 2.3729$ denotes the current best exponent of fast matrix multiplication [70]. However, even if one simply desires, for example, a constant factor approximation to the nuclear norm $\|A\|_1$, no $o(n^\omega)$ time algorithm is known. We study the question of spectrum approximation, asking whether obtaining an accurate picture of $A$’s spectrum is truly as hard as matrix multiplication, or if it is possible to break this barrier. We focus on spectral sums as a motivating application.

1.1 Our Contributions

1.1.1 Upper Bounds

On the upper bound side, we show that significant information about $A$’s spectrum can be determined in $o(n^\omega)$ time, for the current value of $\omega$. We show how to compute a histogram of the spectrum, which gives approximate counts of the number of squared singular values in the ranges $[(1 - \alpha)t\sigma_1^2(A), (1 - \alpha)(t-1)\sigma_1^2(A)]$ for some width parameter $\alpha$ and for $t$ ranging from 0 to some maximum $T$. Specifically our algorithm satisfies the following:

- **Theorem 1** (Histogram Approximation – Informal). Given $A \in \mathbb{R}^{n \times d}$, let $b_t$ be the number of squared singular values of $A$ on the range $[(1 - \alpha)t\sigma_1^2(A), (1 - \alpha)(t-1)\sigma_1^2(A)]$. Then given error parameter $\epsilon > 0$, with probability $99/100$, Algorithm 1 outputs for all $t \in \{0, ..., T\}$, $\tilde{b}_t$ satisfying:

  $$(1 - \epsilon)b_t \leq \tilde{b}_t \leq (1 + \epsilon)b_t + \epsilon(b_{t-1} + b_{t+1}).$$

For input parameter $k \in \{1, ..., d\}$, let $\hat{\kappa} \overset{\text{def}}{=} \frac{k \sigma_k^2(A) + \sum_{i=k+1}^d \sigma_i^2(A)}{d(1-\alpha)^t}$ and $\hat{\kappa} \overset{\text{def}}{=} \frac{\sigma_{k+1}^2(A)}{(1-\alpha)^t}$. Let $d_s(A)$

---

1 Note that an exact SVD is incomputable even with exact arithmetic [65]. Nevertheless, direct methods for the SVD obtain superlinear convergence rates and hence are often considered to be ‘exact’.
be the maximum number of nonzeros in a row of $A$. The algorithm’s runtime is bounded by:

$$
\tilde{O}\left( \frac{\text{nnz}(A)k + dk^{\omega-1} + \sqrt{\text{nnz}(A)d \cdot d_i(A) + dk^k}}{\text{poly}(c, \alpha)} \right) \quad \text{or} \quad \tilde{O}\left( \frac{\text{nnz}(A)k + dk^{\omega-1} + (\text{nnz}(A) + dk)^{\sqrt{2}}}{\text{poly}(c, \alpha)} \right)
$$

for sparse $A$, or

$$
\tilde{O}\left( \frac{n^{d'-1} + n^{1/2}d^{3/2}\sqrt{5}}{\text{poly}(c, \alpha)} \right)
$$

for dense $A$, where $d'$ is the time it takes to multiply a $d \times d$ matrix by a $d \times k$ matrix using fast matrix multiplication.

This primitive is useful on its own – the summary of $A$’s spectrum which can be used in many downstream applications. Setting the parameter $k$ appropriately to balance costs (see overview in Section 1.3), we use it to give the first $o(n^\omega)$ algorithms for computing $(1 \pm \epsilon)$ relative error approximations to a broad class of spectral sums for functions $f$, which are a) smooth and b) quickly growing, so that very small singular values cannot make a significant contribution to $S_f(A)$. This class includes for example the Schatten $p$-norms for all $p > 0$, the SVD entropy, the Ky Fan norms, and many general Orlicz norms.

For a summary of our $p$-norm results see Table 1. Focusing for simplicity on square matrices, with uniformly sparse rows, and assuming $\epsilon$, $p$ are constants, our algorithms approximate $\|A\|_p^p$ in $\tilde{O}(\text{nnz}(A))$ time for any real $p \geq 2$. For $p \leq 2$, we achieve

$$
\tilde{O}\left( \text{nnz}(A)n^{\frac{1}{p} - \frac{1}{2}} + n^{\frac{2}{p} - 1} \sqrt{\text{nnz}(A)} \right)
$$

run time. In the important case of $p = 1$, this becomes

$$
\tilde{O}\left( \text{nnz}(A)n^{1/3} + n\sqrt{\text{nnz}(A)} \right).
$$

Note that $n\sqrt{\text{nnz}(A)} \leq n^2$, and for sparse enough $A$, this bound is subquadratic. For dense $A$, we use fast matrix multiplication, achieving time

$$
\tilde{O}\left( n^{\frac{p}{p + 1}} \tilde{O}(\text{nnz}(A)) \right)
$$

for all $p < 2$. For $p = 1$, this gives $\tilde{O}(n^{2.18})$. Even without fast matrix multiplication, the runtime is $\tilde{O}(n^{2.33})$, and so $o(n^\omega)$ for $\omega \approx 2.3729$.

### 1.1.2 Lower Bounds

On the lower bound side, we show that obtaining $o(n^\omega)$ time spectrum approximation algorithms with very high accuracy may be difficult. Our runtimes all depend polynomially on the error $\epsilon$, and we show that improving this, e.g., to $\log(1/\epsilon)$, or even to a better polynomial, would give faster algorithms for the well studied Triangle Detection problem.

Specifically, for a broad class of spectral sums, including all Schatten $p$-norms with $p \neq 2$, SVD entropy, log det($A$), tr($A^{-1}$), and tr(exp($A$)), we show that any $(1 \pm \epsilon)$ approximation algorithm running in $O(n^{\gamma+O(\epsilon)})$ time yields an algorithm for triangle detection running in $O(n^{\gamma+\Theta(\epsilon)})$ time. For $\gamma < \omega$ and sufficiently small $c$, such an algorithm would improve the state of the art in triangle detection, which currently requires $\Theta(n^\omega)$ time on dense graphs. Furthermore, through a reduction of [72], any subcubic time triangle detection algorithm yields a subcubic time algorithm for Boolean Matrix Multiplication (BMM). Thus, any spectral sum algorithm achieving subcubic runtime and $1/p$ accuracy for small enough constant $c$, must (implicitly) implement fast matrix multiplication. This is in stark contrast to the fact that, for $c = 3$, for many spectral sums, including all Schatten-$p$ with $p \geq 1/2$, we are able to obtain subcubic, and in fact $o(n^\omega)$ for $\omega \approx 2.3729$, runtimes without using fast matrix multiplication (see Table 1 for precise $\epsilon$ dependencies).

Our lower bounds hold even for well-conditioned matrices and structured matrices like symmetric diagonally dominant (SDD) systems, both of which admit nearly linear time algorithms for system solving [63]. This illustrates a dichotomy between linear algebraic
The applications of approximate spectral sum computation are broad. When \( A \) is positive semidefinite (PSD) and \( f(x) = \log(x) \), \( S_f(A) \) is the log-determinant, which is important in machine learning and inference applications [57, 13, 19]. For \( f(x) = 1/x \), \( S_f(A) \) is the trace of the inverse, used in uncertainty quantification [7] and quantum chromodynamics [64].

When \( f(x) = x^p \), \( S_f(A) = \| A \|_p^p \), where \( \| A \|_p \) is the Schatten \( p \)-norm of \( A \). Computation of the Schatten 1-norm, also known as the nuclear or trace norm, is required in a wide variety of applications. It is often used in place of the matrix rank in matrix completion algorithms and other convex relaxations of rank-constrained optimization problems [10, 15, 31, 54]. It appears as the ‘graph energy’ in theoretical chemistry [25, 26], the ‘singular value bound’ in graph theory and numerical computation. For example, for graph Laplacians, we show that \( \text{tr}(A) \) yields an accurate algorithm for computing \( tr(A^{-1}) \) of certain matrices, which is enough to give triangle detection.

### 1.2 Related Work on Spectral Sums

The applications of approximate spectral sum computation are broad. When \( A \) is positive semidefinite (PSD) and \( f(x) = \log(x) \), \( S_f(A) \) is the log-determinant, which is important in machine learning and inference applications [57, 13, 19]. For \( f(x) = 1/x \), \( S_f(A) \) is the trace of the inverse, used in uncertainty quantification [7] and quantum chromodynamics [64].

When \( f(x) = x^p \), \( S_f(A) = \| A \|_p^p \), where \( \| A \|_p \) is the Schatten \( p \)-norm of \( A \). Computation of the Schatten 1-norm, also known as the nuclear or trace norm, is required in a wide variety of applications. It is often used in place of the matrix rank in matrix completion algorithms and other convex relaxations of rank-constrained optimization problems [10, 15, 31, 54]. It appears as the ‘graph energy’ in theoretical chemistry [25, 26], the ‘singular value bound’ in differential privacy [28, 42], and in rank aggregation and collaborative ranking [48].

Similar to the nuclear norm, general Schatten \( p \)-norms are used in convex relaxations for rank-constrained optimization [55]. They also appear in image processing applications [76], classification [49], restoration [75], and feature extraction [17].

When \( f(x) = -x \log x \) (after \( A \) is normalized by \( \| A \|_1 \) ), \( S_f(A) \) is the SVD entropy [2], used in feature selection [69, 5], financial data analysis [11, 24], and genomic applications [2].

Despite their importance, prior to our work, few algorithms for fast computation of spectral sums existed. Only a few special cases of the Schatten \( p \)-norms were known to be computable in \( o(n^p) \) time. The Frobenius norm \( (p = 2) \) is trivially computed in \( O(\text{nnz}(A)) \) time. The spectral norm \( (p = \infty) \) which can be estimated via the Lanczos method in \( O(\text{nnz}(A)\epsilon^{-2}) \) time [38]. Finally, the Schatten-\( p \)-norms for even integers \( p > 2 \), or general integers with PSD \( A \). These norms can be approximated in \( O(\text{nnz}(A)\epsilon^{-2}) \) time via trace estimation [74, 9], since when \( p \) is even or \( A \) is PSD, \( A^p \) is PSD and so its trace equals \( \| A \|_p^p \).
There are a number of works which consider estimating matrix norms in sublinear space and with a small number of passes over $A$ [44, 3, 45, 9, 46]. However, in these works, the main focus is on space complexity, and no non-trivial runtime bounds are given. We seem to be the first to tackle the arguably more fundamental problem of obtaining the best time complexity for simple norms like the Schatten-$p$ norms.

Another interesting line of works tries to estimate the Schatten-$p$ norms of an underlying covariance matrix from a small number of samples from the distribution [37], or from entrywise sampling under various incoherence assumptions [34]. This model is different from ours, as we do not assume an underlying distribution or any incoherence properties. Moreover, even with such assumptions, these algorithms also only give non-trivial sample complexity when either $A$ is PSD and $p$ is an integer, or $A$ is a general matrix but $p$ is an even integer, which as mentioned above are easy to handle from the perspective of time complexity alone.

A number of works have focused on computing spectral sums when $A$ has bounded condition number, and relative error results exist for the log-determinant, $\text{tr}(\exp(A))$, $\text{tr}(A^{-1})$, and the Schatten $p$-norms [8, 27, 66]. We are the first to give relative error results in $o(\omega)$ time for general matrices, without the condition number dependence. Our histogram approach resembles spectral filtering and spectral density estimation techniques that have been considered in the numerical computation literature [77, 16, 47, 67, 68]. However, this literature typically requires assuming gaps between the singular values and existing work is not enough to give relative error spectral sum approximation for general matrices.

### 1.3 Algorithmic Approach

We now give a high level overview of the techniques used in our algorithms.

#### 1.3.1 Spectral Sums via Trace Estimation

A common approach to spectral sum approximation is to reduce to a trace estimation problem involving the PSD matrix $A^T A$, using the fact that the trace of this matrix equals the sum of its singular values. In fact, this has largely been the only known technique, other than the full SVD, for obtaining aggregate information about $A$’s singular values [30, 64, 59, 18, 8, 27]. The idea is, letting $g(x) = f(x^{1/2})$, we have $S_f(A) = S_g(A^T A)$. Writing the SVD $A^T A = U \Sigma U^T$, and defining the matrix function $g(A^T A) \text{ def } U g(A) U^T$ where $[g(A)]_{i,i} = g([A]_{i,i})$, we have $S_g(A^T A) = \text{tr}(g(A^T A))$ since, if $g(\cdot)$ is nonnegative, $g(A^T A)$ is PSD and its trace equals the sum of its singular values.

It is well known that this trace can be approximated up to $(1 \pm \epsilon)$ accuracy by averaging $\tilde{O}(\epsilon^{-2})$ samples of the form $x^T g(A^T A) x$ where $x$ is a random Gaussian or sign vector [30, 4]. While $g(A^T A)$ cannot be explicitly computed without a full SVD, a common approach is to approximate $g$ with a low-degree polynomial $\phi$ [8, 27]. If $\phi$ has degree $q$, one can apply $\phi(A^T A)$ to any vector $x$ in $O(\text{nnz}(A) \cdot q)$ time, and so estimate its trace in just $O(\text{nnz}(A) \cdot \frac{q}{\epsilon^2})$ time. Unfortunately, for many of the functions most important in applications, e.g., $f(x) = x^p$ for odd $p$, $f(x) = x \log x$, $f(x) = x^{-1}$, $g(x)$ has a discontinuity at $x = 0$ and cannot be approximated well by a low-degree polynomial near zero. While the approximation only needs to be good in the range $[\sigma^2_f(A), \sigma^2_f(A)]$, the required degree $q$ will still typically depend on $\sqrt{K}$ where $K \text{ def } \frac{\sigma^2_f(A)}{\sigma^2_f(A)}$ is the condition number, which can be unbounded in general.
1.3.2 Singular Value Deflation for Improved Conditioning

Our first observation is that, for many functions, it is not necessary to approximate \( g(x) \) on the full spectral range. For example, for \( g(x) = x^{p/2} \) (i.e., when \( S_p(A^T A) = \|A\|_p^p \)), setting \( \lambda = \left( \frac{1}{n} \|A\|_p^p \right)^{1/p} \):

\[
\sum_{\{i: \sigma_i(A) \leq \lambda\}} \sigma_i(A)^p \leq n \cdot \frac{\epsilon}{\lambda_n} \|A\|_p^p \leq \epsilon \|A\|_p^p.
\]

Hence we can safely ‘ignore’ any \( \sigma_i(A) \leq \lambda \) and still obtain a relative error approximation to \( S_p(A^T A) = \|A\|_p^p \). The larger \( p \) is, the larger we can set \( \lambda \) (corresponding to \( (1 - \alpha)^T \) in Theorem 1) to be, since, after powering, the singular values below this threshold do not contribute significantly to \( \|A\|_p^p \). For \( \|A\|_p^p \), our ‘effective condition number’ for approximating \( g(x) \) becomes \( \hat{\kappa} = \frac{\sigma_2^2(A)}{\kappa_2} = \left( \frac{2}{p} \right)^{2/p} \cdot \frac{\sigma_2^2(A)}{\|A\|_p^p} \). Unfortunately, in the worst case, we may have \( \sigma_1(A) \approx \|A\|_p \) and hence \( \sqrt{\kappa} = \left( \frac{2}{p} \right)^{1/p} \). Hiding \( \epsilon \) dependences, this gives runtime \( \tilde{O}(\text{nnz}(A) \cdot n) \) when \( p = 1 \).

To improve the effective condition number, we can apply singular vector deflation. Our above bound on \( \hat{\kappa} \) is only tight when \( \sigma_1(A) \) is very large and so dominates \( \|A\|_p \). We can remedy this by flattening \( A \)'s spectrum by deflating off the top \( k \) singular vectors (corresponding to \( k \) in Theorem 1), and including their values in the spectral sum directly.

Specifically, let \( P_k \) be the projection onto the top \( k \) singular vectors of \( A \) and consider the deflated matrix \( \bar{A} \overset{\text{def}}{=} A(I - P_k) \), which has \( \sigma_1(\bar{A}) = \sigma_{k+1}(A) \). Importantly, \( \sigma_k(\bar{A}) \leq \frac{1}{k} \|A\|_p^p \), and so this singular value cannot dominate the \( p \)-norm. For example, considering \( p = 1 \) and ignoring \( \epsilon \) dependences, our effective condition number after deflation is

\[
\hat{\kappa} = \frac{n^2 \cdot \sigma_{k+1}^2(A)}{\|A\|_1^2} \leq \frac{n^2}{\sqrt{k}} \tag{1}
\]

The runtime required to approximate \( P_k \) via an iterative method (ignoring possible gains from fast matrix multiplication) is roughly \( O(\text{nnz}(A)k + nk^2) \). We then require \( \tilde{O}(\text{nnz}(A)\sqrt{k} + nk\sqrt{k}) \) to approximate the polynomial trace of \( \bar{A}^T \bar{A} \). The \( nk\sqrt{k} \) term comes from projecting off the top singular directions with each application of \( \bar{A}^T \bar{A} \). Setting \( k = \sqrt{n} \) to balance the costs, we obtain runtime \( \tilde{O}(\text{nnz}(A)\sqrt{n} + n^2) \).

For \( p \neq 1 \) a similar argument gives runtime \( \tilde{O}(\text{nnz}(A)n^{2/p} + n^{2 + 2/p}) \). This is already a significant improvement over a full SVD. As \( p \) grows larger, the runtime approaches \( \tilde{O}(\text{nnz}(A)) \) reflecting the fact that for larger \( p \) we can ignore a larger and larger portion of the small singular values in \( A \) and correspondingly deflate off fewer and fewer top values.

Unfortunately, we get stuck here. Considering the important Schatten-1 norm, for a matrix with \( \sqrt{n} \) singular values each equal to \( \sqrt{n} \) and \( \Theta(n) \) singular values each equal to 1, the tail of small singular values contributes a constant fraction of \( \|A\|_1 = \Theta(n) \). However, there is no good polynomial approximation to \( g(x) = x^{1/2} \) on the range \([1, n]\) with degree \( o(\sqrt{n}) \) (recall that we pick this function since \( S_p(A^T A) = \|A\|_1^1 \)). So to accurately approximate \( g(A^T A) \), we either must deflate off all \( \sqrt{n} \) top singular values, requiring \( \Theta(\text{nnz}(A)\sqrt{n}) \) time, or apply a \( \Theta(\sqrt{n}) \) degree polynomial approximation, requiring the same amount of time.

1.3.3 Further Improvements with Stochastic Gradient Descent

To push beyond this barrier, we look to stochastic gradient methods for linear systems. When using polynomial approximation, our bounds depend on the condition number of the interval over which we must approximate \( g(A^T A) \), after ignoring the smallest singular
values and deflating off the largest. This is analogous to the condition number dependence of
iterative linear system solvers like conjugate gradient or accelerated gradient descent, which
approximate \( f(A^T A) \) for \( f = 1/x \) using a polynomial of \( A^T A \).

However, recent advances in convex optimization offer an alternative. Stochastic gradient
methods [32, 61] sample one row, \( a_i \), of \( A \) at a time, updating the current iterate by
adding a multiple of \( a_i \). They trade a larger number of iterations for updates that take
\( O(nnz(a_i)) \) time, rather than \( O(nnz(A)) \) time to multiply \( A \) by a vector. These methods
give much finer dependencies on the singular value spectrum. Specifically, it is possible to
approximately apply \((A^T A)^{-1}\) to a vector with the number of iterations dependent on the
average condition number: \( \tilde{\kappa} = \frac{1}{\kappa} \sum_{i=1}^{n} \sigma_i^2(A) \). \( \tilde{\kappa} \) is always at most the standard condition
number, \( \kappa = \sigma_1(A) \). It can be significantly smaller when \( A \) has a quickly decaying spectrum,
and hence \( \frac{1}{\kappa} \sum_{i=1}^{n} \sigma_i^2(A) \ll \sigma_1^2(A) \). Further, the case of a quickly decaying spectrum with a
few large and many small singular values is exactly the hard case for our earlier approach. If
we can understand how to translate improvements on linear system solvers to spectral sum
approximation, we can handle this hard case.

1.3.4 From Linear System Solvers to Histogram Approximation

The key idea to translating the improved average condition number bounds for linear systems
to our problem of approximating \( S_f(A) \) is to note that linear system solvers can be used to
apply threshold functions to \( A^T A \).

Specifically, given any vector \( y \), we can first compute \( A^T A y \). We can then apply a
fast system solver to approximate \((A^T A + \lambda I)^{-1} A^T A y \). The matrix function \( r_\lambda(A^T A) \) \( \text{def} \ (A^T A + \lambda I)^{-1} A^T A \) has a number of important properties. All its singular values are between
0 and 1. Further, any singular value in \( A^T A \) with value \( \geq \lambda \) is mapped to a singular value
in \( r_\lambda(A^T A) \) which is \( \geq 1/2 \). Correspondingly, any singular value \( < \lambda \) is mapped to \( < 1/2 \).

Thus, we can apply a low degree polynomial approximation to a step function at 1/2
to \( r_\lambda(A^T A) \) to obtain \( s_\lambda(A^T A) \), which approximates a step function at \( \lambda \) [20]. For some
steepness parameter \( \gamma \) which affects the degree of the polynomial approximation, for \( x \geq (1 + \gamma) \lambda \) we have \( s_\lambda(x) \approx 1 \) and for \( x < (1 - \gamma) \lambda, s_\lambda(x) \approx 0 \). On the intermediate range \( x \in [(1 - \gamma) \lambda, (1 + \gamma) \lambda], s_\lambda(x) \) falls somewhere between 0 and 1.

Composing approximate threshold functions lets us ‘split’ our spectrum into a number of
small spectral windows. For example, \( s_\kappa(A^T A) \cdot (1 - s_\kappa(A^T A)) \) is \( \approx 1 \) on the range \([a, b]\)
and \( \approx 0 \) outside this range, with some ambiguity near \( a \) and \( b \).

Splitting our spectrum into windows of the form \([1 - \alpha)^{1/2} - 1, (1 - \alpha)\] for a width parameter
\( \alpha \), and applying trace estimation on each window lets us produce an approximate spectral
histogram. Of course, this histogram is not exact and in particular, the ‘blurring’ of our
windows at their boundaries can introduce significant error. However, by applying a random
shifting technique and setting the steepness parameter \( \gamma \) small enough (i.e., \( 1/\text{poly}(\alpha, \epsilon) \)),
we can ensure that most of the spectral weight falls outside these boundary regions with
good probability, giving Theorem 1.

1.3.5 From Histogram Approximation to Spectral Sums

If \( \alpha \) is small enough, and \( f(\cdot) \) and correspondingly \( g(\cdot) \) (where \( g(x) = f(x^{1/2}) \)) are smooth
enough, we can approximate \( S_f(A) = S_g(A^T A) \) by simply summing over each window in
the histogram, approximating \( g(x) \) by its value at one end of the window.
This technique can be applied for any spectral sum. The number of windows required (controlled by $\alpha$) and the histogram accuracy $\epsilon$ scale with the smoothness of $f(\cdot)$ and the desired accuracy in computing the sum, giving runtime dependencies on these parameters.

However, the most important factor determining the final runtime is the smallest value $\lambda$ (corresponding to $(1 - \alpha)^T$ in Theorem 1) which we must include in our histogram in order to approximate $S_f(A)$. The cost of computing the last window of the histogram is proportional to the cost of applying $s_\lambda(A^T A)$, and hence of approximately computing $(A^T A + \lambda I)^{-1} A^T A y$. Using stochastic gradient descent this depends on the average condition number of $(A^T A + \lambda I)$.

Again considering the Schatten 1-norm for illustration, we can ignore any singular values with $\sigma_i(A) \leq \frac{\epsilon}{n} \lVert A \rVert_1$. Hiding $\epsilon$ dependence, this means that in our histogram, we must include any singular values of $A^T A$ with value $\sigma_i(A^T A) = \sigma_i^2(A) \geq \frac{1}{n^2} \lVert A \rVert_2^2$. This gives us effective average condition number after deflating off the top $k$ singular values:

$$\tilde{\kappa} = \frac{n^2 \sum_{i=k+1}^n \sigma_i^2(A)}{n \lVert A \rVert_2^2} \leq \frac{n^2 \sigma_{k+1}(A) \cdot \sum_{i=k+1}^n \sigma_i(A)}{n \lVert A \rVert_2^2} \leq \frac{n}{k},$$

(2)

where the last inequality follows since $\sigma_{k+1}(A) \leq \frac{1}{k} \lVert A \rVert_1$ and $\sum_{i=k+1}^n \sigma_i(A) \leq \lVert A \rVert_1$. Comparing to (1), this bound is better by an $n/k$ factor.

Ignoring details and using a simplification of the runtimes in Theorem 1, we obtain an algorithm running in $O(n \max(A) k^2 + nk^3)$ time to deflake $k$ singular vectors, along with $O(n \max(A) \sqrt{n} + \sqrt{\max(A)} nk^2)$ time to approximate the spectral sum over the deflated matrix. Choosing $k$ to balance these costs, gives our final runtimes. For the nuclear norm, using the bound on $\tilde{\kappa}$ from (2), we set $k = n^{1/3}$ which gives $\tilde{\kappa} = n^{2/3}$ and runtime $O(n \max(A) n^{1/3} + n^{3/2} \sqrt{d_x})$ where $d_x \leq n$ is the maximum row sparsity. For dense $A$ this is $\tilde{O}(n^{2.33})$, which is faster than state of the art matrix multiplication time. It can be further accelerated using fast matrix multiplication. See details in Section 7 of the full paper [53].

Returning to our original hard example for intuition, we have $A$ with $\sqrt{n}$ singular values at $\sqrt{n}$ and $\Theta(n)$ singular values at 1. Even without deflation, we have (again ignoring $\epsilon$ dependencies) $\tilde{\kappa} = \frac{\sum_{i=1}^n \sigma_i^2(A)}{n} = \frac{n \lVert A \rVert_F^2}{\lVert A \rVert_1^2}$. Since $\lVert A \rVert_F^2 = \Theta(n^{3/2})$ and $\lVert A \rVert_1^2 = \Theta(n^2)$, this gives $\tilde{\kappa} = \Theta(\sqrt{n})$. Thus, we can actually approximate $\lVert A \rVert_1$ in just $\tilde{O}(n \max(A) n^{1/2})$ time.

With average condition number dependence, our performance is limited by a new hard case. Consider $A$ with $n^{1/3}$ singular values at $n^{2/3}$ and $\Theta(n)$ at 1. $A$’s average condition number is $\frac{n \lVert A \rVert_F^2}{\lVert A \rVert_1^2} = \Theta\left(\frac{n^{3/2}}{n}\right) = \Theta(n^{2/3})$ giving $\sqrt{\kappa} = \Theta(n^{1/3})$. Further, unless we deflate off nearly all $n^{1/3}$ top singular vectors, we do not improve this bound significantly.

1.4 Lower Bound Approach

We now shift focus to our lower bounds, which explore the fundamental limits of spectrum approximation using fine-grained complexity. Fine-grained complexity has had much success for graph problems, string problems, and problems in other areas (see, e.g., [71] for a survey), and is closely tied to understanding the complexity of matrix multiplication. However, to the best of our knowledge it has not been applied broadly to problems in linear algebra.

Existing hardness results for linear algebraic problems tend to apply to restricted computational models such as arithmetic circuits [6], bilinear circuits or circuits with bounded coefficients and number of divisions [51, 58], algorithms for dense linear systems that can only add multiples of rows to each other [35, 36], and algorithms with restrictions on the dimension of certain manifolds defined in terms of the input [73, 14]. In contrast, we obtain conditional lower bounds for arbitrary polynomial time algorithms by showing that faster algorithms for them imply faster algorithms for canonical hard problems.
1.4.1 From Schatten 3-norm to Triangle Detection

We start with the fact that the number of triangles in any unweighted graph $G$ is equal to $\text{tr}(A^3)/6$, where $A$ is the adjacency matrix. Any algorithm for approximating $\text{tr}(A^3)$ to high enough accuracy therefore gives an algorithm for detecting if a graph has a triangle.

$A$ is not PSD, so $\text{tr}(A^3)$ is actually not a function of $A$’s singular values – it depends on the signs of $A$’s eigenvalues. However, the graph Laplacian given by $L = D - A$ where $D$ is the diagonal degree matrix, is PSD and we have:

$$\|L\|_3^3 = \text{tr}(L^3) = \text{tr}(D^3) - 3 \text{tr}(D^2A) + 3 \text{tr}(DA^2) - \text{tr}(A^3).$$

We then consider $\text{tr}(D^3) = 0$ since $A$ has an all 0 diagonal. Further, it is not hard to see that $\text{tr}(DA^2) = \text{tr}(D^2)$. So this term and $\text{tr}(D^3)$ are easy to compute exactly. Thus, if we approximate $\|L\|_3^3$ up to additive error 6, we can determine if $\text{tr}(A^3) = 0$ or $\text{tr}(A^3) \geq 6$ and so detect if $G$ contains a triangle. $\|L\|_3^3 \leq 8n^4$ for any unweighted graph on $n$ nodes, and hence computing this norm up to $(1 \pm \epsilon)$ relative error for $\epsilon = 3/(6n^4)$ suffices to detect a triangle. If we have an $O(n^\omega \epsilon^{-c})$ time $(1 \pm \epsilon)$ approximation algorithm for the Schatten 3-norm, we can thus perform triangle detection in $O(n^{\omega+4c})$ time.

Our strongest algorithmic result for the Schatten 3-norm requires just $\tilde{O}(n^{(2/\epsilon)}$) time for dense matrices. Improving the $\epsilon$ dependence to $o(1/\epsilon^{(\omega-2)/4}) = O(1/\epsilon^{09})$ for the current value of $\omega$, would yield an algorithm for triangle detection running in $o(n^\omega)$ time for general graphs, breaking a longstanding runtime barrier for this problem. Even a $1/\epsilon^{1/3}$ dependence would give a sub-cubic time triangle detection algorithm, and hence could be used to give a subcubic time matrix multiplication algorithm via the reduction of [72].

1.4.2 Generalizing to Other Spectral Sums

We can generalize the above approach to the Schatten 4-norm by adding $\lambda$ self-loops to each node of $G$, which corresponds to replacing $A$ with $\lambda I + A$. We then consider $\text{tr}((\lambda I + A)^4) = \|\lambda I + A\|_4^4$. This is the sum over all vertices of the number of paths that start at $v_i$ and return to $v_i$ in four steps. All of these paths are either (1) legitimate four cycles, (2) triangles combined with self loops, or (3) combinations of self-loops and two-step paths from a vertex $v_i$ to one of its neighbors and back. The number of type (3) paths is exactly computable using the node degrees and number of self loops. Additionally, if the number of self loops $\lambda$ is large enough, the number of type (2) paths will dominate the number of type (1) paths, even if there is just a single triangle in the graph. Hence, an accurate approximation to $\|\lambda I + A\|_4^4$ will give us the number of type (2) paths, from which we can easily compute the number of triangles.

This argument extends to a very broad class of spectral sums by considering a power series expansion of $f(x)$ and showing that for large enough $\lambda$, $\text{tr}(f(\lambda I + A))$ is dominated by $\text{tr}(A^3)$ along with some exactly computable terms. Thus, an accurate approximation to this spectral sum allows us to determine the number of triangles in $G$. This approach works for any $f(x)$ that can be represented as a power series, with reasonably well-behaved coefficients on some interval of $\mathbb{R}^+$, giving bounds for all $\|A\|_p$ with $p \neq 2$, the SVD entropy, log det$(A)$, $\text{tr}(A^{-1})$, and $\text{tr}(\exp(A))$.

We further show that approximating $\text{tr}(A^{-1})$ for the $A$ used in our lower bound can be reduced to computing all effective resistances of a certain graph Laplacian up to $(1 \pm \epsilon)$ error. Thus, we rule out highly accurate (with $1/\epsilon^c$ dependence for small $c$) approximation algorithms for all effective resistances, despite the existence of linear time system solvers (with $\log(1/\epsilon)$ error dependence) for Laplacians [63]. Effective resistances and leverage scores
are quantities that have recently been crucial to achieving algorithmic improvements to fundamental problems like graph sparsification [62] and regression [43, 12]. While crude multiplicative approximations to the quantities suffice for these problems, more recently computing these quantities has been used to achieve breakthroughs in solving maximum flow and linear programming [40], cutting plane methods [41], and sampling random spanning trees [50]. In each of these settings having more accurate estimates would be a natural route to either simplify or possibly improve existing results; we show that this is unlikely to be successful if the precision requirements are too high.

1.5 Paper Outline

Section 2: Preliminaries. We review notations that will be used throughout.

Section 3: Spectral Windows. We show how to approximately restrict the spectrum of a matrix to a small window. This is our main primitive for accessing the spectrum.

Section 4: Spectral Histogram. We show how our spectral window algorithms can be used to compute an approximate spectral histogram. We give applications to approximating general spectral sums, including the Schatten-$p$ norms, Orlicz norms, and Ky Fan norms.

The last three sections are included in our full paper [53].

Section 5: Lower Bounds. We prove lower bounds showing that highly accurate spectral sum algorithms can be used to give algorithms for triangle detection and matrix multiplication.

Section 6: Improved Algorithms via Polynomial Approximation. We demonstrate how to tighten $\epsilon$ dependencies in our runtimes using a polynomial approximation approach.

Section 7: Optimized Runtime Bounds. We instantiate the techniques of Section 6 give our best runtimes for the Schatten-$p$-norms and SVD entropy.

2 Preliminaries

Here we outline notation and conventions used throughout the paper.

**Matrix Properties:** For $A \in \mathbb{R}^{n \times d}$ we assume w.l.o.g. that $d \leq n$. We let $\sigma_1(A) \geq \ldots \geq \sigma_d(A) \geq 0$ denote the matrix’s singular values, $\text{nnz}(A)$ denote the number of non-zero entries, and $d_s(A) \in \lfloor \text{nnz}(A)/n, d \rfloor$ denote the maximum number of non-zero entries in a row.

**Fast Matrix Multiplication:** Let $\omega \approx 2.3729$ denote the current best exponent of fast matrix multiplication [70, 21]. Additionally, let $\omega(\gamma)$ denote the exponent such that it takes $O\left(d^{\omega(\gamma)}\right)$ time to multiply a $d \times d$ matrix by a $d \times d^\gamma$ matrix for any $\gamma \leq 1$. $\omega(\gamma) = 2\gamma$ for $\gamma < \alpha$ where $\alpha > 0.31389$ and $\omega(\gamma) = 2 + (\omega - 2)\frac{\gamma - \alpha}{1 - \alpha}$ for $\gamma \geq \alpha$ [39, 21]. For $\gamma = 1$, $\omega(\gamma) = \omega$.

**Asymptotic Notation:** We use $\tilde{O}(\cdot)$ notation to hide poly-logarithmic factors in the input parameters, including dimension, failure probability, and error $\epsilon$. We use ‘with high probability’ or ‘w.h.p.’ to refer to events happening with probability at least $1 - 1/d^c$ for some constant $c$, where $d$ is our smaller input dimension.

**Other:** We denote $[d] \overset{\text{def}}{=} \{0, \ldots, d\}$. For any $y \in \mathbb{R}^d$ and PSD $N \in \mathbb{R}^{d \times d}$, we denote $\|y\|_N \overset{\text{def}}{=} \sqrt{y^T Ny}$. 
3 Approximate Spectral Windows via Ridge Regression

In this section, we give state-of-the-art results for approximating spectral windows over $A$. As discussed, our algorithms will split $A$’s spectrum into small slices using these window functions, performing trace estimation to estimate the number of singular values on each window and producing an approximate spectral histogram.

In Section 3.1 we show how to efficiently apply smooth approximations to threshold functions of the spectrum given access to an algorithm for solving regularized regression problems with the matrix. In Section 3.2 we then provide the fastest known algorithms for the regression problems in the given parameter regimes using both stochastic gradient methods and traditional solvers. Departing from our high level description in Section 1.3, we incorporate singular vector deflation directly into our system solvers to reduce condition number. This simplifies our final algorithms but has the same effect as the techniques discussed in Section 1.3. In Section 3.3 we give runtimes for applying smooth approximations to window functions of the spectrum, which is the main export of this section.

3.1 Step Function Approximation

To compute a window over $A$’s spectrum, we will combine two threshold functions at the boundaries of the window. We begin by discussing how to compute these threshold functions.

Let $s_\lambda : [0, 1] \rightarrow [0, 1]$ be the threshold function at $\lambda$. $s_\lambda(x) = 1$ for $x \in [\lambda, 1]$ and 0 for $x \in [0, \lambda)$. For some gap $\gamma$ we define a soft step function by:

**Definition 2 (Soft Step Function).** $s_\lambda^\gamma : [0, 1] \rightarrow [0, 1]$ is a $\gamma$-soft step at $\lambda > 0$ if:

$$s_\lambda^\gamma(x) = \begin{cases} 
0 & \text{for } x \in [0, (1 - \gamma)\lambda] \\
1 & \text{for } x \in [(1 - \gamma)\lambda, \lambda].
\end{cases}$$  (3)

We use the strategy from [20], which, for $A$ with $\|A\|_2 \leq 1$ shows how to efficiently multiply a $\gamma$-soft step $s_\lambda^\gamma(A^T A)$ by any $y \in \mathbb{R}^d$ using ridge regression. The trick is to first approximately compute $A^T A (A^T A + \lambda I)^{-1} y = r_\lambda(A^T A)y$ where $r_\lambda(x) \overset{\text{def}}{=} \frac{x}{x + \lambda}$. Then, note that $s_{1/2}(r_\lambda(x)) = s_\lambda(x)$. Additionally, the symmetric step function $s_{1/2}$ can be well approximated with a low degree polynomial. Specifically, there exists a polynomial of degree $O(\gamma^{-1} \log(1/(\gamma \epsilon)))$ that is within additive $\epsilon$ of a true $\gamma$-soft step at 1/2 and can be applied stably such that any error in computing $r_\lambda(A^T A)$ remains bounded. The upshot, following from Theorem 7.4 of [1] is:

**Lemma 3 (Step Function via Ridge Regression).** Let $A(\lambda, y, \lambda, \epsilon)$ be an algorithm that on input $A \in \mathbb{R}^{n \times d}$, $y \in \mathbb{R}^d$, $\lambda, \epsilon > 0$ returns $x \in \mathbb{R}^d$ such that $\|x - (A^T A + \lambda I)^{-1} y\|_2 \leq \epsilon \|y\|_2$ with high probability. Then there is an algorithm $B(A, y, \lambda, \gamma, \epsilon)$ which on input $A \in \mathbb{R}^{n \times d}$ with $\|A\|_2 \leq 1$, $y \in \mathbb{R}^d$, $\lambda \in (0, 1)$, and $\gamma, \epsilon > 0$, returns $x \in \mathbb{R}^d$ with

$$\|x - s_\lambda^\gamma(A^T A)y\|_2 \leq \epsilon \|y\|_2$$

where $s_\lambda^\gamma$ is a $\gamma$-soft step at $\lambda$ (i.e. satisfies Defn. 2). $B(A, y, \lambda, \gamma, \epsilon)$ requires $O(\gamma^{-1} \log(1/\epsilon \gamma))$ calls to $A(\lambda, y, \lambda, \epsilon')$ along with $O(\text{nnz}(A))$ additional runtime, where $\epsilon' = \text{poly}(1/(\gamma \epsilon))$.

3.2 Ridge Regression

Given Lemma 3, to efficiently compute $s_\lambda^\gamma(A^T A)y$ for $s_\lambda^\gamma(\cdot)$ satisfying Definition 2, it suffices to quickly approximate $(A^T A + \lambda I)^{-1} y$ (i.e. to provide the algorithm $A(\lambda, y, \lambda, \epsilon)$ used in
the lemma). In this section we provide two theorems which give the state-of-the-art ridge regression running times achievable in our parameter regime, using sampling, acceleration, and singular value deflation.

Naively, computing $(A^T A + \lambda I)^{-1} y$ using an iterative system solver involves a dependence on the condition number $\sigma_1^2(A)/\lambda$. In our theorems, this condition number is replaced by a deflated condition number depending on $\sigma_k^2(A)$ for some input parameter $k \in [d]$. We achieve this improved dependence following the techniques presented in [23]. We first approximate the top $k$ singular vectors of $A$ and then construct a preconditioner based on this approximation, which significantly flattens the spectrum of the matrix. By using this preconditioner in conjunction with a stochastic gradient based linear system solver, we further enjoy an average condition number dependence. The following theorem summarizes the results.

**Theorem 4 (Ridge Regression – Accelerated Preconditioned SVRG).** For any $A \in \mathbb{R}^{n \times d}$ and $\lambda > 0$, let $M_\lambda \overset{\text{def}}{=} A^T A + \lambda I$. Let $\tilde{\kappa} \overset{\text{def}}{=} \frac{k \sigma_k^2(A) + \sum_{i=k+1}^d \sigma_i^2(A)}{\lambda}$ where $k \in [d]$ is an input parameter. There is an algorithm that builds a preconditioner for $M_\lambda$ using precomputation time $\tilde{O}(\text{nnz}(A) k + dk^{-1})$ for sparse $A$ or $\tilde{O}(nd^{(\log_d k) - 1})$ time for dense $A$, and for any input $y \in \mathbb{R}^d$, returns $x$ such that with high probability $\|x - M_\lambda^{-1} y\|_{M_\lambda} \leq \epsilon \|y\|_M^{-1}$ in

$$\tilde{O} \left( \text{nnz}(A) + \sqrt{\text{nnz}(A)[d \cdot d_s(A) + dk\tilde{\kappa}] \right)$$

time for sparse $A$ or $\tilde{O} (nd + n^{1/2} d^{3/2} \sqrt{\tilde{\kappa}})$ time for dense $A$.

We give a proof in Appendix A of the full paper [53]. Note that the $\epsilon$ dependence in the runtime is $\log(1/\epsilon)$ and so is hidden by the $\tilde{O}(\cdot)$ notation.

When $A$ is dense, the runtime of Theorem 4 is essentially the best known. Due to its average condition number dependence, the method already outperforms traditional iterative methods, like conjugate gradient, up to log factors. However, in the sparse case, traditional approaches can give faster runtimes if the rows of $A$ are not uniformly sparse and $d_s(A)$ is large. We have the following, also proved in Appendix A of the full paper using the same deflation-based preconditioner as in Theorem 4:

**Theorem 5 (Ridge Regression – Preconditioned Iterative Method).** For any $A \in \mathbb{R}^{n \times d}$ and $\lambda > 0$, let $M_\lambda \overset{\text{def}}{=} A^T A + \lambda I$ and $\tilde{\kappa} \overset{\text{def}}{=} \frac{\sigma_k^2(A)}{\lambda}$ where $k \in [d]$ is an input parameter. There is an algorithm that builds a preconditioner for $M_\lambda$ using precomputation time $\tilde{O}(\text{nnz}(A) k + dk\omega^{-1})$, and for any input $y \in \mathbb{R}^d$, returns $x$ such that with high probability $\|x - M_\lambda^{-1} y\|_{M_\lambda} \leq \epsilon \|y\|_M^{-1}$ in $\tilde{O} \left( (\text{nnz}(A) + dk)[\sqrt{\tilde{\kappa}}] \right)$ time.

### 3.3 Overall Runtimes For Spectral Windows

Combined with Lemma 3, the ridge regression routines above let us efficiently compute soft step functions of $A$’s spectrum. Composing step functions then gives our key computational primitive: the ability to approximate soft window functions that restrict $A$’s spectrum to a specified range. We first define our notion of soft window functions and then discuss runtimes. The corresponding Theorem 7 is our main tool for spectrum approximation.

**Definition 6 (Soft Window Function).** Given $0 < a < b$, and $\gamma \in [0, 1]$, $h_{a,b}^\gamma : [0, 1] \rightarrow [0, 1]$ is a $\gamma$-soft window for $[a, b]$ if $h_{a,b}^\gamma(x) \in [0, 1]$ for $x \in [(1-\gamma)a, a] \cup [b, (1+\gamma)b]$ and:

$$h_{a,b}^\gamma(x) = \begin{cases} 1 & \text{for } x \in [a, b] \\ 0 & \text{for } x \in [0, (1-\gamma)a] \cup [(1+\gamma)b, 1] \end{cases}$$
Theorem 7 (Spectral Windowing). For $A \in \mathbb{R}^{n \times d}$ with $\|A\|_2 \leq 1$, $y \in \mathbb{R}^d$, and $a, b, \gamma, \epsilon \in (0, 1]$, with $a < b$, there is an algorithm $W(A, y, a, b, \gamma, \epsilon)$ that returns $x$ satisfying w.h.p.:

$$
\|x - h_{[a,b]}^\gamma(A^T A)y\|_2 \leq \epsilon \|y\|_2
$$

where $h_{[a,b]}^\gamma$ is a soft window function satisfying Def. 6. Let $\tilde{\kappa} \overset{\text{def}}{=} \frac{k\sigma_2^2(A) + \sum_{d+1}^d \sigma_i^2(A)}{a}$ and $\kappa \overset{\text{def}}{=} \frac{\sigma_{i+1}^2(A)}{a}$ where $k \in [d]$ is an input parameter. The algorithm uses preconditioning time $	ilde{O}(mnz(A)k + dk^{\omega-1})$ for sparse $A$ or $\tilde{O}(ndt(\log k)^{-1})$ for dense $A$ after which given any $y$ it returns $x$ in time:

$$
\tilde{O}\left(\frac{mnz(A) + \sqrt{mnz(A)d\cdot d_s(A)} + dk\tilde{\kappa}}{\gamma}\right) \quad \text{or} \quad \tilde{O}\left(\frac{(mnz(A) + dk)\sqrt{\tilde{\kappa}}}{\gamma}\right)
$$

for sparse $A$ or $\tilde{O}\left(\frac{nd+n^{1/2}d^{3/2}\sqrt{\tilde{\kappa}}}{\gamma}\right)$ for dense $A$.

Proof. If $b \geq 1/(1 + \gamma)$ then we can simply define $h_{[a,b]}^\gamma(x) = s_a^b(x)$ for any $s_a^b$ satisfying Definition 2. Otherwise, given soft steps $s_a^b$ and $s_{(1+\gamma)b}^{\gamma/2}$ satisfying Definition 2, we can define $h_{[a,b]}^\gamma(x) = s_a^b(x) \cdot (1 - s_{(1+\gamma)b}^{\gamma/2})(x)$. Since $\gamma/2 \leq \frac{1}{1+\gamma}$ we can verify that this will be a valid soft window function for $[a, b]$ (i.e. satisfy Definition 6). Further, we have for any $y \in \mathbb{R}^d$:

$$
h_{[a,b]}^\gamma(A^T A)y = s_a^b(A^T A)(I - s_{(1+\gamma)b}^{\gamma/2}(A^T A))y.
$$

(4)

We can compute $s_a^b(A^T A)y$ and $s_{(1+\gamma)b}^{\gamma/2}(A^T A)y$ each up to error $\epsilon \|y\|_2$ via Lemma 3. This gives the error bound in the theorem, since we have both $\|s_a^b(A^T A)\|_2 \leq 1$ and $\|I - s_{(1+\gamma)b}^{\gamma/2}(A^T A)\|_2 \leq 1$ so the computation in (4) does not amplify error. Our runtime follows from combining Theorems 4 and 5 with $\lambda = a, b$ with Lemma 3. The errors in these theorems are measured with respect to $\|\cdot\|_{M_\lambda}$. To obtain the error in $\|\cdot\|_2$ as used by Lemma 3, we simply apply the theorems with $\epsilon' = \epsilon \kappa(M_\lambda)$ which incurs an additional $\log(\kappa(M_\lambda))$ cost. Since $a < b$ the runtime is dominated by the computation of $s_a^b(A^T A)y$, which depends on the condition number $\kappa \overset{\text{def}}{=} \frac{k\sigma_2^2(A) + \sum_{d+1}^d \sigma_i^2(A)}{a}$ when using SVRG (Theorem 4) or $\tilde{\kappa} \overset{\text{def}}{=} \frac{\sigma_{i+1}^2(A)}{a}$ for a traditional iterative solver (Theorem 5).

4 Approximating Spectral Sums via Spectral Windows

We now use the window functions discussed in Section 3 to compute an approximate spectral histogram of $A$. We give our main histogram algorithm and approximation guarantee in Section 4.1. In Section 4.2 we show how this guarantee translates to accurate spectral sum approximation for any smooth and sufficiently quickly growing function $f(x)$. In Section 4.3 we apply this general result to approximating the Schatten $p$-norms for all real $p > 0$. We give applications to bounded Orlicz norms and the Ky Fan norms in our full paper [53].

4.1 Approximate Spectral Histogram

Our main histogram approximation method is given as Algorithm 1. The algorithm is reasonably simple. Assuming $\|A\|_2 \leq 1$ (this is w.l.o.g. as we can just scale the matrix), and given cutoff $\lambda$, below which we will not evaluate $A$’s spectrum, we split the range $[\lambda, 1]$ into successive windows $R_0, ..., R_T$ where $R_t = [a_t(1 - \alpha)^t, a_t(1 - \alpha)^t]$. Here $\alpha$ determines the
Algorithm 1 Approximate Spectral Histogram

**Input:** $A \in \mathbb{R}^{n \times d}$ with $\|A\|_2 \leq 1$, accuracy parameters $\epsilon_1, \epsilon_2 \in (0, 1)$, width parameter $\alpha \in (0, 1)$, and minimum singular value parameter $\lambda \in (0, 1)$.

**Output:** Set of range boundaries $a_{T+1} < a_T < \ldots < a_1 < a_0$ and counts $\{\tilde{b}_0, ..., \tilde{b}_T\}$ where $\tilde{b}_t$ approximates the number of squared singular values of $A$ on $[a_{t+1}, a_t]$.

Set $\gamma = c_1 \epsilon_2 \alpha$, $T = \lceil \log (1 - \alpha) / \lambda \rceil$, and $S = \frac{\log n}{\epsilon_2^4 \alpha^3}$. Set $a_0 = 1$ and choose $a_1$ uniformly at random in $[1 - \alpha/4, 1]$.

Set $a_t = a_1 (1 - \alpha)^{t-1}$ for $2 \leq t \leq T + 1$.

for $t = 0 : T$ do

\[ \text{Iterate over histogram buckets.} \]

Set $\tilde{b}_t = 0$.

for $s = 1 : S$ do

\[ \text{Estimate bucket size via trace estimation.} \]

Choose $y \in \{-1, 1\}^d$ uniformly at random.

Set $\tilde{b}_t = \tilde{b}_t + \frac{1}{\alpha} y^T W(A^T A, y, a_{t+1}, a_t, \gamma, c_3 \epsilon_1^4 / n)$. \[ \text{Apply soft window via Thm 7.} \]

If $\tilde{b}_t \leq 1/2$ set $\tilde{b}_t = 0$. \[ \text{Round small estimates to ensure relative error.} \]

end for

end for

return $a_1$ and $\tilde{b}_t$ for $t = 0 : T$. \[ \text{Output histogram representation.} \]

width of our windows. In our final spectral approximation algorithms, we will set $\alpha = \Theta(\epsilon)$. $a_1$ is a random shift, which insures that, in expectation, the boundaries of our soft windows do not overlap too many singular values. This argument requires that most of the range $[\lambda, 1]$ is not covered by boundary regions. Thus, we set the steepness parameter $\gamma = \Theta(\epsilon_2 \alpha)$ where $\epsilon_2$ will control the error introduced by the boundaries. Finally, we iterate over each window, applying trace estimation to approximate the singular value count in each window.

In our final algorithms, the number of windows and samples required for trace estimation will be $\tilde{O}(\text{poly}(1/\epsilon))$. The dominant runtime cost comes from the lowest range $R_T$, which incurs a dependence on the condition number of $A^T A + a_T I$ with $a_T = \Theta(\lambda)$.

**Theorem 8** (Histogram Approximation). Let $a_1, \tilde{b}_0, ..., \tilde{b}_T$ be output by Algorithm 1. Let $R_0 = [a_1, 1]$, $R_t = [a_1 (1 - \alpha)^t, a_1 (1 - \alpha)^{t-1} I]$ for $t \geq 1$, and $b_t = \{i : \sigma_i^2(A) \in R_t\}$ be the number of squared singular values of $A$ on the range $R_t$. Then, for sufficiently small $c_1, c_2, c_3$, with probability 99/100, for all $t \in \{0, ..., \lceil \log (1 - \alpha) / \lambda \rceil \}$, $\tilde{b}_t$ output by Algorithm 1 satisfies:

\[
(1 - \epsilon_1) b_t \leq \tilde{b}_t \leq (1 + \epsilon_1) b_t + \lceil \log (1 - \alpha) / \lambda \rceil \cdot \epsilon_2 (b_{t-1} + b_{t+1}).
\]

That is, $\tilde{b}_t$ approximates the number of singular values of the range $R_t$ up to multiplicative $(1 \pm \epsilon_1)$ error and additive error $\lceil \log (1 - \alpha) / \lambda \rceil \cdot \epsilon_2 (b_{t-1} + b_{t+1})$. Note that by setting $\epsilon_2 \leq \frac{1}{\lceil \log (1 - \alpha) / \lambda \rceil}$, the error on each bucket is just multiplicative on its size plus the size of the two adjacent buckets, which contain singular values in nearby ranges. For simplicity we assume $A$ passed to the algorithm has $\|A\|_2 \leq 1$. This is w.l.o.g.: we can estimate $\|A\|_2$ in $\tilde{O}(\text{nnz}(A))$ time via the power or Lanczos methods [38, 52], and scale down the matrix appropriately.

The runtime of Algorithm 1 is dominated by the calls to $W$ for the bucket corresponding to the smallest singular values, with $a_T = \Theta(\lambda)$. This runtime is given by Theorem 7. Since balancing the deflation parameter $k$ with the minimum squared singular value $\lambda$ considered can be complex, we wait to instantiate full runtimes until employing Algorithm 1 for specific spectral sum computations. See full paper [53] for a proof of Theorem 8.
4.2 Application to General Spectral Sums

While Theorem 8 is useful on its own, we now apply it to approximate a broad class of spectral sums. We need two assumptions. First, for the histogram discretization to be relatively accurate, we need the sum function to be smooth. Second, it is expensive to compute the histogram over very small singular values of $A$ (i.e. with $\lambda$ very small in Algorithm 1) as this makes the condition number in Theorem 7 large. So it is important that small singular values cannot contribute significantly to our sum. We start with the following definition:

- **Definition 9 (Multiplicative Smoothness).** $f : \mathbb{R}^+ \rightarrow \mathbb{R}^+$ is $\delta_f$-multiplicatively smooth if for some $\delta_f \geq 1$, for all $x$, $|f'(x)| \leq \delta_f \frac{f(x)}{x}$.

For the Schatten-$p$ norm, $f(x) = x^p$, $f'(x) = px^{p-1}$ and so $f$ is $p$-multiplicatively smooth.

We have the following claim, proven in Appendix D of the full paper [53]:

- **Claim 10.** Let $f$ be a $\delta_f$-multiplicatively smooth function. For all $x, y \in \mathbb{R}^+$ and $c \in (0, \frac{1}{3\delta_f})$

$$y \in [(1-c)x, (1+c)x] \Rightarrow f(y) \in [(1-3\delta_f c)f(x), (1+3\delta_f c)f(x)].$$

We now give our general approximation theorem, showing that any spectral sum depending on sufficiently smooth and rapidly growing $f$ can be computed using Algorithm 1:

- **Theorem 11 (Spectral Sums Via Approximate Histogram).** Consider any $A \in \mathbb{R}^{n \times d}$ and any function $f : \mathbb{R}^+ \rightarrow \mathbb{R}^+$ satisfying:

  - Multiplicative Smoothness: For some $\delta_f \geq 1$, $f$ is $\delta_f$-multiplicatively smooth (Defn. 9).
  - Small Tail: For any $\epsilon > 0$ there exists $\lambda_f(\epsilon)$ such that for $x \in [0, \lambda_f(\epsilon)]$, $f(x) \leq \frac{\epsilon}{n} S_f(A)$

Given error parameter $\epsilon \in (0, 1)$ and spectral norm estimate $M \in \|A\|_2, 2\|A\|_2$, for sufficiently small constant $c$, if we run Algorithm 1 on $\frac{1}{\lambda_f}A$ with input parameters $\epsilon_1, \epsilon_2 = c\epsilon$, $\alpha = c\epsilon/\delta_f$ and $\lambda = \lambda_f(c\epsilon)^2/M^2$ then with probability 99/100, letting $a_1, a_2, \ldots, b_T$ be the outputs of the algorithm and $g(x) = f(x^{1/2})$:

$$(1-\epsilon)S_f(A) \leq \sum_{t=0}^T g(M^2 \cdot a_t(1-\alpha)^t) \cdot b_t \leq (1+\epsilon)S_f(A).$$

For parameter $k \in [d]$, letting $\kappa = \frac{k\sigma^2(A) + \sum_{d \leq k} \sigma^2(A)}{d} \sigma^2(A) \lambda$ and $\hat{\kappa} = \frac{\sigma^2(A)}{\lambda}$, the algorithm runs in

$$\tilde{O} \left( \frac{mz(A)k + dk^{-1} + \sqrt{mnz(A)[d \cdot d(A) + dk/\kappa]}}{e^{\delta_f} (\delta_f^2 log(1/\lambda))} \right)$$

or $\tilde{O} \left( \frac{mz(A)k + dk^{-1} + (mz(A) + dk)\sqrt{\kappa}}{e^{\delta_f} (\delta_f^2 log(1/\lambda))} \right)$

time for sparse $A$ or $\tilde{O} \left( nd^{\omega(\log_2 d)}k^{-1} + \frac{nd^\omega n^{1/2} d^{1/2} \sqrt{n}}{e^{\delta_f} (\delta_f^2 log(1/\lambda))} \right)$ for dense $A$.

That is, we accurately approximate $S_f(A)$ by discretizing over the histogram of Algorithm 1. We can boost our probability of success to $1 - \delta$ by repeating the algorithm $\Theta(\log(1/\delta))$ times and taking the median of the outputs. Theorem 11 is proven in our full paper [53].
4.3 Application to Schatten-\(p\) Norms

Theorem 11 is very general, allowing us to approximate any function satisfying a simple smoothness condition as long as the smaller singular values of \(\mathbf{A}\) cannot contribute significantly to \(\mathcal{S}_f(\mathbf{A})\). As an example, we show how it gives the fastest known algorithms for Schatten-\(p\) norm estimation. We will not go into all runtime tradeoffs now as our best runtimes will be worked out in detail in Sections 6 and 7 of the full paper [53].

\[\text{Corollary 12} \text{ (Schatten-}\(p\) \text{ norms via Histogram Approximation). For any } \mathbf{A} \in \mathbb{R}^{n \times n} \text{ with uniformly sparse rows (i.e. } d_n(\mathbf{A}) = O(\text{nnz}(\mathbf{A})/n)) \text{, given error parameter } \epsilon \in (0, 1) \text{ and } M \in [\|\mathbf{A}\|_2, 2\|\mathbf{A}\|_2] \text{, if we run Algorithm 1 on } \frac{1}{\lambda^2} \mathbf{A} \text{ with } \epsilon_1, \epsilon_2 = \epsilon, \alpha = \epsilon \max\{1, p\} \text{ and } \lambda = \frac{1}{37} \left(\frac{c \epsilon}{n} \|\mathbf{A}\|_p^p\right)^{2/p} \text{ for sufficiently small constant } c \text{ then with probability } 99/100, (1 - \epsilon)\|\mathbf{A}\|_p^p \leq \sum_{i=0}^{T} [M^2 a_1(1 - \alpha)^{\epsilon i}]^{p/2} \cdot \tilde{b}_i \leq (1 + \epsilon)\|\mathbf{A}\|_p^p. \text{ The algorithm’s runtime is:}\]

\[\tilde{O}\left(\frac{\text{nnz}(\mathbf{A})p^2}{\epsilon^{5+1/p}}\right) \text{ for } p \geq 2 \text{ and } \tilde{O}\left(\frac{\text{nnz}(\mathbf{A})n^{1/p} + n^{5+1/p} \sqrt{d_n(\mathbf{A})}}{p \cdot \epsilon^{5+1/p}}\right) \text{ for } p \leq 2.\]

For dense inputs this can be sped up to \(\tilde{O}\left(\frac{2^{9/117}p^{171/117}}{n \cdot \epsilon^{5+1/p}}\right)\) using fast matrix multiplication.

For constant \(\epsilon, p > 2\) the first runtime is \(\tilde{O}(\text{nnz}(\mathbf{A}))\), and for the nuclear norm (\(p = 1\)), for constant \(\epsilon\) the second runtime gives \(\tilde{O}(\text{nnz}(\mathbf{A})n^{1/3} + n^{3/2} \sqrt{d_n(\mathbf{A})})\) which is at worst \(\tilde{O}(\text{nnz}(\mathbf{A})n^{1/3} + n^2)\). For dense matrices, the nuclear norm estimation time is \(\tilde{O}(n^{2.18})\) using fast matrix multiplication. It is already \(\tilde{O}(n^{2.33})\), without using fast matrix multiplication.

Note that we can compute the spectral norm approximation used to scale \(\mathbf{A}\) via the Lanczos or power method in \(\tilde{O}(\text{nnz}(\mathbf{A}))\) time. \(\lambda\) depends on \(\|\mathbf{A}\|_p\) which we are estimating. However, as we will discuss in the proof, we can use a rough estimate for \(\|\mathbf{A}\|_p\) which suffices. \(\lambda\) could also be identified via binary search. We can start with \(\lambda = \sigma_1(\mathbf{A})^2/M^2\) and successively decrease \(\lambda\) running Algorithm 1 up to the stated runtime bounds. If it does not finish in the allotted time, we know that we have set \(\lambda\) too small. Thus, we can output the result with the smallest \(\lambda\) such that the algorithm completes within in the stated bounds.

\textbf{Proof.} We invoke Theorem 11 with \(f(x) = x^p\). We have \(f'(x) = p \cdot \frac{f(x)}{x}\) so \(\delta_f = \max\{1, p\}\) and our setting of \(\alpha = \epsilon \max\{1, p\}\) suffices. Additionally, for any \(c\), we can set \(\lambda_f(\epsilon) = \left(\frac{c \epsilon}{n} \|\mathbf{A}\|_p^p\right)^{1/p} = \frac{1}{n^{1/p}} \|\mathbf{A}\|_p\) and so our setting of \(\lambda\) suffices. Thus the accuracy bound follows from Theorem 11. We now consider runtime. For \(p \geq 2\):

\[\bar{K} = \frac{k \sigma_k^p(\mathbf{A}) + \sum_{i=k+1}^{n} \sigma_i^2(\mathbf{A})}{n \lambda} \leq \frac{n^{2/p-1}}{\epsilon^{2/p}} \frac{\|\mathbf{A}\|_p^2}{\|\mathbf{A}\|_p^2}.\]

We can bound \(\|\mathbf{A}\|_p \leq n^{1/2-1/p} \|\mathbf{A}\|_p\) and so have \(\bar{K} \leq \frac{1}{\epsilon^{2/p}}\). For \(p < 2\) we have:

\[\bar{K} = \frac{n^{2/p-1}}{\epsilon^{2/p}} \frac{k \sigma_k^p(\mathbf{A}) + \sum_{i=k+1}^{n} \sigma_i^2(\mathbf{A})}{\|\mathbf{A}\|_p^2} \leq \frac{n^{2/p-1}}{\epsilon^{2/p}} \frac{\sigma_k^{2-p}(\mathbf{A}) \sum_{i=1}^{n} \sigma_i^2(\mathbf{A})}{\|\mathbf{A}\|_p^2} = \frac{n^{2/p-1}}{\epsilon^{2/p}} \frac{\sigma_k^{2-p}(\mathbf{A})}{\|\mathbf{A}\|_p^{2-p}}.\]

Using the fact that \(\sigma_k^p(\mathbf{A}) \leq \frac{1}{k} \|\mathbf{A}\|_p^p\) we have the tradeoff between \(k\) and \(\bar{K}\):

\[\bar{K} \leq \frac{1}{\epsilon^{2/p}} \left(\frac{n}{k}\right)^{2/p-1}.\]

As mentioned, \(\lambda\) depends on the value of \(\|\mathbf{A}\|_p\). We can simply lower bound \(\|\mathbf{A}\|_p\) by \(k \sigma_k^p(\mathbf{A})\), which we estimate up to multiplicative error when performing deflation. We can use
this lower bound to set $\lambda$. Our estimated $\lambda$ will only be smaller than the true value, giving a better approximation guarantee and the above condition number bound will still hold.

Recall that for $f(x) = x^p$, $\delta_f = \max\{1, p\}$. Correspondingly, $\log(1/\lambda) = O(\max\{1, 1/p\})$ and so $\delta_f^2 \log(1/\lambda) = \max\{p^2, 1/p\}$. Plugging into the first runtime of Theorem 11, using the uniform sparsity assumption and the fact that $\sqrt{x + y} \leq \sqrt{x} + \sqrt{y}$ we have:

$$\tilde{O}\left(\frac{\text{nnz}(A)k + nk^{\omega - 1}}{\epsilon^8/(\max\{p^2, 1/p\})}\right).$$

For $p \geq 2$ we just set $k = 0$ and have $\tilde{O}(\text{nnz}(A)p^2/\epsilon^{5+1/p})$ runtime by our bound $\tilde{k} \leq \frac{1}{\sqrt{\epsilon p}}$. For $p \leq 2$, not trying to optimize $\text{poly}(1/\epsilon)$ terms, we write the runtime as

$$\tilde{O}\left(\frac{\text{nd}_s(A)k + nk^{\omega - 1}}{\epsilon^8p}\right).$$

Balancing the first two coefficients on $n$, set $k = n^{\frac{1}{\sqrt{p} - 1/2}}$ which gives $\sqrt{k} = n^{\frac{1}{\sqrt{p} - 1/2}}$ by (5) and so $\text{nd}_s(A)k = \text{nd}_s(A)\sqrt{k}$. We then have $n\sqrt{\text{d}_s(A)k^2} = n\sqrt{\text{d}_s(A)}k^{3/2} = n^\frac{1}{\sqrt{p} - 1/2}\sqrt{\text{d}_s(A)}$. Finally, the $nk^{\omega - 1}$ is dominated by the $n\sqrt{\text{d}_s(A)}k^{3/2}$ term so we drop it.

Finally, for dense $A$ we apply the third runtime which gives

$$\tilde{O}\left(\frac{n^{\omega(\log_n k)} + n^2\sqrt{k}}{\epsilon^8p}\right) = \tilde{O}\left(\frac{n^{\omega(\log_n k)} + n^{3/2 + 1/p - (\log_n k)(1/p - 1/2)}}{\epsilon^8p}\right).$$

We now balance the terms, again ignoring $\epsilon$ dependence. Writing $\gamma = \log_n k$, $\omega(\gamma) = \frac{1}{\sqrt{p} - 1/2}$ and $2 + \omega(\gamma - 2) = \frac{1}{\sqrt{1/p - 1/2}}$, for $\gamma \geq \alpha$ [21]. Assuming $\gamma > \alpha$ we set $2 + (\omega - 2)\frac{1}{\sqrt{1/p - 1/2}} = \frac{1}{\alpha} = \frac{1}{\alpha} + \frac{1}{p} - \frac{2}{p} + \frac{2}{p}$ which gives $\gamma \approx \frac{1/p - 3294}{1/p + 1235} > \alpha$ for all $p < 2$ (so our assumption that $\gamma \geq \alpha$ was valid.) This yields total runtime $\tilde{O}\left(\frac{1.3729\cdot 0.9994}{\epsilon^{8+1/p}}\right)$. Without using fast matrix multiplication, the first term in the runtime becomes $n^2k$ and so we balance costs by setting:

$$n^{3/2 + 1/p - \gamma/2} = n^{3/2 + 1/p - \gamma/2}$$

which yields $\gamma = \frac{1/p - 1/2}{1/p + 1/2}$ and total runtime $\tilde{O}\left(\frac{1.3729}{\epsilon^{8+1/p}}\right)$.

---
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Abstract
As a natural extension of the SAT problem, an array of proof systems for quantified Boolean formulas (QBF) have been proposed, many of which extend a propositional proof system to handle universal quantification. By formalising the construction of the QBF proof system obtained from a propositional proof system by adding universal reduction (Beyersdorff, Bonacina & Chew, ITCS ’16), we present a new technique for proving proof-size lower bounds in these systems. The technique relies only on two semantic measures: the cost of a QBF, and the capacity of a proof. By examining the capacity of proofs in several QBF systems, we are able to use the technique to obtain lower bounds based on cost alone. As applications of the technique, we first prove exponential lower bounds for a new family of simple QBFs representing equality. The main application is in proving exponential lower bounds with high probability for a class of randomly generated QBFs, the first ‘genuine’ lower bounds of this kind, which apply to the QBF analogues of resolution, Cutting Planes, and Polynomial Calculus. Finally, we employ the technique to give a simple proof of hardness for the prominent formulas of Kleine Büning, Karpinski and Flögel.

1 Introduction
The central question in proof complexity can be stated as follows: Given a logical theory and a provable theorem, what is the size of the shortest proof? This question bears tight connections to central problems in computational complexity [19, 25] and bounded arithmetic [42, 24].

Proof complexity is intrinsically linked to recent noteworthy innovations in solving, owing to the fact that any decision procedure implicitly defines a proof system for the underlying language. Relating the two fields in this way is illuminating for the practitioner; proof-size and proof-space lower bounds correspond directly to best-case running time and memory consumption for the corresponding solver. Indeed, proof complexity theory has become the main driver for the asymptotic comparison of solving implementations. However, in line with neighbouring fields (such as computational complexity), it is the central task of

* This is an extended abstract of the paper available at [7] https://128.84.21.199/abs/1712.03626.
demonstrating lower bounds, and of developing general methods for showing such results, that proves most challenging for theoreticians.

The desire for general techniques derives from the exceptional strength of modern implementations. Cutting-edge advances in solving, spearheaded by unparalleled progress in Boolean satisfiability (SAT), appear to provide a means for the efficient solution of computationally hard problems [54]. Contemporary SAT solvers routinely dispatch instances in millions of clauses [43], and are effectively employed as NP-oracles in more complex settings [44]. The state-of-the-art procedure is based on a propositional proof system called resolution, operating on conjunctive normal form (CNF) instances using a technique known as conflict-driven clause learning (CDCL) [50]. Besides furthering the intense study of resolution and its fragments [19], the evident success has inevitably pushed research frontiers beyond the NP-completeness of Boolean satisfiability.

1.1 Beyond propositional satisfiability

A case in point is the logic of quantified Boolean formulas (QBF), a theoretically important class that forms the prototypical PSPACE-complete language [53]. QBF extends propositional logic with existential and universal quantification, and consequently offers succinct encodings of concrete problems from conformant planning [48, 30, 20], ontological reasoning [40], and formal verification [6], amongst other areas [28, 17, 52]. There is a large body of work on practical QBF solving, and the relative complexities of the associated resolution-type proof systems are well understood [2, 10, 37].

The semantics of QBF has a neat interpretation as a two-player evaluation game. Given a QBF $Q \cdot \phi$, the $\exists$- and $\forall$-players take turns to assign the existential and universal variables of the formula following the order of the quantifier prefix $Q$. When all variables are assigned, the $\exists$-player wins if the propositional formula $\phi$ is satisfied; otherwise, the $\forall$-player takes the win. A folklore result states that a QBF is false if and only if the $\forall$-player can win the evaluation game by force; that is, if and only if there exists a winning strategy for the universal player. The concept of strategy extraction originates from QBF solving [35], whereby a winning strategy ‘extracted’ from the proof certifies the truth or falsity of the instance. In practice it is not merely the truth value of the QBF that is required – for real-world applications, certificates provide further useful information [52].

A major paradigm in QBF practice is quantified conflict-driven clause learning (QCDCL) [34], a natural extension of CDCL. The vast majority of QBF solvers build upon existing SAT techniques in a similar fashion. Such a notion can hardly be surprising when one considers that an existentially quantified QBF is merely a propositional formula. The novel challenge for the QBF practitioner, therefore, and the real test of a solver’s strength, is in the handling of universal quantification.

Proof-theoretic analysis of associated QBF proof systems makes this notion abundantly clear. Consider QU-Resolution (QU-Res) [39, 33], a well-studied QBF proof system closely related to QCDCL solving.\footnote{The calculus QU-Res, proposed by Van Gelder in [33], generalises Q-Res, introduced by Kleine Büning et al. in [39], by allowing resolution over universally quantified pivots.} That calculus simply extends propositional resolution with a universal reduction rule, which allows universal literals to be deleted from clauses under certain conditions. On existentially quantified QBFs, therefore, QU-Res is identical to resolution, and proof-size lower bounds for the latter lift immediately to the former. From the viewpoint of quantified logic, lower bounds obtained in this way are rightly considered...
non-genuine; they belong in the realm of propositional proof complexity, and tell us nothing about the relative strengths of resolution-based QBF solvers.

Universal reduction is applicable to many suitable propositional proof systems $P$, giving rise to a general model for QBF systems in the shape of $P+\forall\text{red}$ [8], which adds to the propositional rules of $P$ the universal reduction rule $\forall\text{red}$. As a consequence, the phenomenon of genuineness extends well beyond resolution. In this paper, in addition to resolution we consider three stronger systems: Cutting Planes (CP), a well-studied calculus that works with linear inequalities; the algebraic system Polynomial Calculus (with Resolution, PCR); and Frege’s eponymous ‘textbook’ system for propositional logic. Their simulation order is depicted in Figure 1.

What is generally desired (and seemingly elusive) in the QBF community is the development of general techniques for genuine lower bounds. The current work embraces maximal generality, and contributes a new technique for genuine QBF lower bounds in the general setting of $P+\forall\text{red}$.

1.2 When is a lower bound genuine?

Naturally, the aforementioned objections to non-genuine QBF lower bounds may be raised in the abstract setting of $P+\forall\text{red}$, as that system encompasses the propositional proof system $P$. Indeed, given any unsatisfiable propositional formulas that require large proofs in $P$, one can easily construct any number of contrived QBF families – each of which require large proofs in $P+\forall\text{red}$, but whose hardness stems from the original propositional formulas. That such lower bounds ought to be identified as non-genuine was highlighted in [21] (cf. also [15]).

The essential point in such cases is that the proofs are large simply because they require many propositional inferences, i.e. many applications of rules of $P$. Large proofs that do not harbour propositional hardness of this type must therefore contain many universal reductions. Thus, we are brought naturally to a pleasant characterisation of genuine hardness in $P+\forall\text{red}$: Genuinely hard QBFs require superpolynomially-many universal reduction steps; all other lower bounds are non-genuine.\footnote{This notion can be made formal, as in the oracle model of [15].}
In summary, a lower bound on the number of universal reduction steps is always genuine. The technique we introduce in this paper works by counting universal reduction steps, and we therefore deal exclusively in genuine results.

### 1.3 Random formulas

In the design and testing of solvers, large sets of formulas are needed to make effective comparisons between implementations. While many formulas have been constructed by hand, often representing some combinatorial principle, it is of clear benefit to have a procedure to randomly generate such formulas. The search for a better understanding of when such formulas are likely to be true or false, and their likely hardness for solvers, brings us to the study of the proof complexity of random CNFs and QBFs.

In propositional proof complexity, random 3-SAT instances, the most commonly studied random CNFs, are relatively well understood. There is a constant $r$ such that if a random CNF on $n$ variables contains more than $rn$ clauses, then the CNF is unsatisfiable with probability approaching 1 [32]; the upper bound for $r$ has regularly been improved (see [29], and references therein for previous upper bounds). Further, if the number of clauses is below $n^{6/5-\varepsilon}$, the CNF requires exponential-size resolution refutations with high probability [3]. Hardness results for random CNFs are also known for Polynomial Calculus [1, 4] and for Cutting Planes [36, 31].

In contrast, comparatively little is known about randomly generated QBFs. The addition of universally quantified variables raises questions as to what model should be used to generate such QBFs — care is needed to ensure a suitable balance between universal and existential variables. The best-studied model is that of (1,2)-QCNFs [22], for which bounds on the threshold number of clauses needed for a false QBF were shown in [26]. However, to the best of our knowledge, nothing has yet been shown on the proof complexity of randomly generated QBFs. Proving such lower bounds constitutes the major application of our new technique.

### 1.4 Our contributions

The primary contribution of this work is the proposal of a novel and semantically-grounded technique for proving genuine QBF lower bounds in $P^{+\forall_{\text{red}}}$, representing a significant forward step in the understanding of reasons for hardness in the proof complexity of quantified Boolean formulas. Our central result, the Size-Cost-Capacity Theorem, provides an absolute lower bound on the number of universal reductions for a QBF refutation — in any $P^{+\forall_{\text{red}}}$ proof system — stated as the ratio of two natural measures: the cost of a QBF and the capacity of a proof. As such, we obtain superpolynomial proof-size lower bounds whenever cost is high and capacity is small.

To that end, we demonstrate that $P^{+\forall_{\text{red}}}$ proofs have unit capacity when $P$ is resolution or Cutting Planes, and that capacity is at most proof size when $P$ is Polynomial Calculus with Resolution. We therefore obtain lower bounds in these three proof systems based solely on cost. This is a rather pleasant state of affairs, since we are able to apply our technique in three interesting cases simply by demonstrating the exponential cost of a family of QBFs. Moreover, in doing so we obtain exponential lower bounds for QU-Res, CP+$\forall_{\text{red}}$ and PCR+$\forall_{\text{red}}$ simultaneously.

---

3 If any clause contains only universal variables, then there is a constant-size refutation using only this clause.
For our first application, we exemplify our technique with a new family of hard QBFs called the equality formulas. We strongly suggest that these formulas, notable for their simplicity and conspicuous exponential cost, will henceforth occupy a prominent place in QBF proof complexity. As our principal application, we prove exponential lower bounds for a large class of randomly generated QBFs by demonstrating that they have high cost with high probability. This is the first time that genuine lower bounds have been shown en masse for randomly generated QBFs. As a third example, we show how our technique can be applied to give a simple proof of hardness for the well-known family of QBFs from [39] (cf.[9]).

In addition, we also determine exact conditions on \( P \) by which \( P+\forall\text{red} \) is properly defined and receptive to our method, by introducing the notion of a propositional base system – a line-based propositional proof system satisfying three natural conditions.

### 1.5 Organisation of the paper

We continue with the necessary background in Section 2, and provide the details of our \( P+\forall\text{red} \) framework in Section 3. Section 4 presents our lower bound technique, including definitions of cost and capacity, and the statement of our central result, the Size-Cost-Capacity Theorem. Applications of Size-Cost-Capacity, including the details on random formulas, are the subject of Section 5. This is followed in Section 6 by some discussion on the relation of our work to existing QBF techniques, and the merits and future perspectives of our contribution’s conceptual innovations. We close the paper in Section 7 with some conclusions and open problems.

### 2 Preliminaries

#### 2.1 Quantified Boolean formulas

A conjunctive normal form (CNF) formula is a conjunction of clauses, each of which is a disjunction of literals. We represent a CNF as a set of clauses, and a clause as a set of literals. A quantified Boolean formula (QBF) in closed prenex form is typically denoted \( \Phi := Q \cdot \phi \). In the quantifier prefix \( Q := Q_1 X_{1} \cdots Q_n X_n \), the \( X_i \) are pairwise-disjoint sets of Boolean variables (or blocks)\(^4\) each of which is quantified either existentially or universally by the associated quantifier \( Q_i \in \{\exists, \forall\} \), and consecutive blocks are oppositely quantified. The propositional part \( \phi \) is a propositional formula all of whose variables \( \text{vars}(\phi) \) are quantified in \( Q \).

By the variables of \( \Phi \) we mean the set \( \text{vars}(\Phi) := \bigcup_{i=1}^{n} X_i \). The set of existential variables of \( \Phi \), denoted \( \text{vars}_\exists(\Phi) \), is the union of those \( X_i \) whose associated quantifier \( Q_i \) is \( \exists \), and we define the universal variables of \( \Phi \) similarly. The prefix \( Q \) imposes a linear order \( <_Q \) on the variables of \( \Phi \), such that \( x_i <_Q x_j \) holds whenever \( x_i \in X_i \), \( x_j \in X_j \) and \( i < j \), in which case we say that \( x_i \) is left of \( x_j \) (\( x_j \) is right of \( x_i \)) with respect to \( Q \). We extend the linear order \( <_Q \) to sets of variables in the natural way.

A literal \( l \) is a Boolean variable \( x \) or its negation \( \neg x \), and we write \( \text{var}(l) := x \). A total assignment \( \tau \) to a set \( \text{vars}(\tau) = X \) of Boolean variables is a function \( \tau : X \rightarrow \{0, 1\} \), typically represented as a set of literals in which the literal \( \neg x \) (resp. \( x \)) represents the assignment \( x \mapsto 0 \) (resp. \( x \mapsto 1 \)). The set of all total assignments to \( X \) is denoted \( \langle X \rangle \). A partial

\(^4\) Whereas a block \( X = \{x_1, \ldots, x_m\} \) is a set, it is written explicitly in a prefix as a string of variables \( x_1 \cdots x_m \).
assignment to \( X \) is a total assignment to a subset of \( X \). The projection of \( \tau \) to a set \( X' \) of Boolean variables is the assignment \( \{ l \in \tau : \text{var}(l) \in X' \} \).

The restriction of \( \Phi \) by an assignment \( \tau \) is \( \Phi[\tau] := Q[\tau] \cdot \phi[\tau] \), where \( Q[\tau] \) is obtained from \( Q \) by removing each variable in \( \text{vars}(\tau) \) (and any redundant quantifiers), and \( \phi[\tau] \) is the restriction of \( \phi \) by \( \tau \). Restriction of propositional formulas is defined by the conventional inductive semantics of propositional logic; that is, \( \phi[\tau] \) is obtained from \( \phi \) by substituting each occurrence of a variable in \( \text{vars}(\tau) \) by its associated truth value, and simplifying the resulting formula in the usual way.

### 2.2 QBF semantics

Semantics are neatly described in terms of strategies in the two-player evaluation game. The game takes place over \( n \) rounds, during which the variables of a QBF \( \Phi := Q \cdot \phi \) are assigned strictly in the linear order of the prefix \( Q := \exists E_1 \forall U_1 \cdots \exists E_n \forall U_n \). In the \( i \)th round, the existential player selects an assignment \( \alpha_i \) to \( E_i \) and the universal player responds with an assignment \( \beta_i \) to \( U_i \). At the conclusion the players have constructed a total assignment \( \tau := \bigcup_{i=1}^n (\alpha_i \cup \beta_i) \in \langle \text{vars}(\Phi) \rangle \). The existential player wins iff \( \phi[\tau] = \top \); the universal player wins iff \( \phi[\tau] = \bot \).

A strategy for the universal player details exactly how she should respond to all possible moves of the existential player. Formally, a \( \forall \)-strategy for \( \Phi \) is a function \( S : (\text{vars}_3(\Phi)) \rightarrow \langle \text{vars}_5(\Phi) \rangle \) that satisfies the following for each \( \alpha, \alpha' \in \text{dom}(S) \) and each \( i \in [n] \): if \( \alpha \) and \( \alpha' \) agree on \( E_1 \cup \cdots \cup E_i \), then \( S(\alpha) \) and \( S(\alpha') \) agree on \( U_1 \cup \cdots \cup U_i \). We say that \( S \) is winning iff \( \phi[\alpha \cup S(\alpha)] = \bot \) for each \( \alpha \in \text{dom}(S) \).

**Proposition 2.1** (folklore). A QBF is false if and only if it has a winning \( \forall \)-strategy.

### 2.3 QBF resolution

Resolution is a well-studied refutational proof system for propositional CNF formulas with a single inference rule: the resolvent \( C_1 \cup C_2 \) may be derived from clauses \( C_1 \cup \{ x \} \) and \( C_2 \cup \{ \neg x \} \). Resolution is refutationally sound and complete: that is, the empty clause can be derived from a CNF iff it is unsatisfiable. Resolution becomes implicationally complete with the addition of the weakening rule, which allows literals to be added to clauses arbitrarily.

QU-Resolution (QU-Res) [39, 33] is a resolution-based proof system for QBFs of the form \( Q \cdot \phi \), where \( \phi \) is a CNF. The calculus supplements resolution with a universal reduction rule which allows (literals in) universal variables to be removed from a clause \( C \) provided that they are right of all existentials in \( C \) with respect to \( Q \). Tautological clauses are explicitly forbidden; for any variable \( x \), one may not derive a clause containing both \( x \) and \( \neg x \). The rules of QU-Res are given in Figure 2. Note that we choose to include weakening of clauses as a valid inference rule, to emphasize the implicational completeness of the underlying propositional system.

A QU-Res derivation of a clause \( C \) from \( \Phi \) is a sequence \( C_1, \ldots, C_m \) of clauses in which (a) each \( C_i \) is either introduced as an axiom (i.e. \( C_i \in \phi \)) or is derived from previous clauses in the sequence using resolution or universal reduction, and (b) the conclusion \( C = C_m \) is the unique clause that is not an antecedent in the application of one of these inference rules. A refutation of \( \Phi \) is a derivation of the empty clause from \( \Phi \).

---

5 An arbitrary QBF can be written in this form by allowing \( E_1 \) and \( U_n \) to be empty.

6 Two assignments agree on a set if and only if their projections to that set are identical.
Axiom: \( \overline{C} \) 
\( C \) is a clause in the matrix \( \phi \).

Each variable appearing in \( W \) is in \( \text{vars}(\Phi) \).

Weakening: \( \frac{C}{C \cup W} \)
The consequent \( C \cup W \) is non-tautologous.

Resolution: \( \frac{C_1 \cup \{x\} \quad C_2 \cup \{\neg x\}}{C_1 \cup C_2} \)
The resolvent \( C_1 \cup C_2 \) is non-tautologous.

Universal reduction: \( \frac{C \cup U}{C} \)
\( U \) contains only universal literals.
Each variable in \( U \) is right of all existential variables in \( C \), with respect to \( Q \).

Figure 2 The rules of QU-Resolution. The input QBF is \( \Phi = Q \cdot \phi \), where \( \phi \) is a propositional CNF containing no tautologous clauses.

3 Our framework

3.1 A formal definition of \( P + \forall \text{red} \)

We associate the basic concept of a line-based propositional proof system \( P \) with the following four features:

(a) A set of lines \( L_P \), containing at least the two lines \( \top \) and \( \bot \) that represent trivial truth and trivial falsity, respectively.

(b) A set of inference rules \( I_P \) and an axiom function that maps each propositional formula \( \phi \) to a set of axioms \( A_P(\phi) \subseteq L_P \). The axiom function should be polynomial-time computable, and the validity of inferences should be polynomial-time checkable.

(c) A variables function that maps each line \( L \in L_P \) to a finite set of Boolean variables \( \text{vars}(L) \), satisfying \( \text{vars}(\top) = \text{vars}(\bot) = \emptyset \). Additionally, \( \text{vars}(L) \subseteq \text{vars}(\phi) \) for each line \( L \) in a \( P \)-derivation from \( \phi \).

(d) A restriction operator (denoted by square brackets) that takes each line \( L \in L_P \), under restriction by any partial assignment \( \tau \) to \( \text{vars}(L) \), to a line \( L[\tau] \in L_P \). If \( \tau \) is a total assignment, then \( L[\tau] \) is either \( \top \) or \( \bot \).

Universal reduction is a widely used rule of inference in QBF proof systems, by which universal variables may be assigned under certain conditions. More precisely, a line \( L \) may be restricted by an assignment to a set of universal variables \( U \) provided each \( u \in U \) is right of each existential in \( \text{vars}(L) \), with respect to the prefix of the input QBF. We state the rule formally in Figure 3.

The primary purpose of universal reduction is to lift a line-based propositional proof system \( P \) to QBF, as in the following definition.

Definition 3.1 (\( P + \forall \text{red} \)). Let \( P \) be a line-based propositional proof system. Then \( P + \forall \text{red} \) is the system consisting of the inference rules of \( P \) in addition to universal reduction, in which references to the input formula \( \phi \) in the rules of \( P \) are interpreted as references to the propositional part of the input QBF \( Q \cdot \phi \).

Note that this does not exclude extended Frege systems (EF), whose lines can be represented as Boolean circuits as in [38, p. 71].
\( L [\beta] \)

= \( \beta \) is a partial assignment to the universal variables of \( \Phi \).

= each universal in \( \text{vars}(\beta) \) is right of each existential in \( \text{vars}(L) \), with respect to \( Q \).

\[\text{Figure 3}\] The universal reduction rule, where \( \Phi = Q \cdot \phi \) is the input QBF.

The above definition, however, does not guarantee that \( P + \forall \text{red} \) is sound and complete. To do that, we must work a little harder, and identify some further properties required of \( P \).

Before proceeding, we extend our notation from \( P \) to \( P + \forall \text{red} \) in the natural way, denoting the lines available in \( P + \forall \text{red} \) (syntactically equivalent to the lines available in \( P \)) by \( L_{P + \forall \text{red}} \), and writing \( \text{vars}_\exists(L) \) and \( \text{vars}_\forall(L) \) for the subsets of \( \text{vars}(L) \) consisting of the variables quantified existentially and universally, with respect to the prefix of the input QBF. Also, we observe that \( \text{Res} + \forall \text{red} \) and \( \text{QU-Res} \) are (virtually) identical proof systems,\(^8\) and we will henceforth use the latter term.

The size of a \( P + \forall \text{red} \) refutation \( \pi \), denoted \( |\pi| \), is defined similarly as for the propositional system \( P \). (For example, the size of a \( \text{QU-Res} \) refutation is the number of clauses appearing in it.) For formal definitions of the other propositional systems and their proof sizes, we refer the reader to the full paper.

### 3.2 Propositional base systems

We first introduce a useful object in our framework: for any line \( L \in L_P \), an associated Boolean function \( B_L \). Observe that the purpose of the restriction operator is to encompass the natural semantics of \( P \) – for that reason, we made the natural stipulation that restriction by a total assignment to the variables of a line yields either trivial truth or trivial falsity. We may therefore associate with any line \( L \in L_P \) the Boolean function on \( \text{vars}(L) \) that computes the propositional models of \( L \), with respect to the semantics of the restriction operator for \( P \).

\[\text{Definition 3.2 (associated Boolean function).} \] Let \( P \) be a line-based propositional proof system and let \( L \in L_P \). The associated Boolean function for \( L \) is \( B_L : \langle \text{vars}(L) \rangle \rightarrow \{0, 1\} \), defined by \( B_L(\tau) = 1 \) if \( L[\tau] = \top \), and \( B_L(\tau) = 0 \) otherwise.

Beyond the established notion of ‘line-based’, we identify three natural conditions on \( P \) by which \( P + \forall \text{red} \) is a bona fide, sound and complete QBF proof system. The first of these guarantees that the propositional models of the axioms are exactly those of the input formula, and the second guarantees soundness and completeness \textit{in the classical sense of propositional logic}.\(^9\) The third property ensures that the restriction operator behaves sensibly; that is, the propositional models of the restricted line are computed by the restriction of the associated Boolean function. We introduce the term \textit{base system} for those possessing all three.

\[\text{Definition 3.3 (base system).} \] A \textit{base system} \( P \) is a line-based propositional proof system satisfying the following three properties:

\(^8\) The only difference between them is that it is allowable to derive universal tautologies and trivial truth in \( \text{Res} + \forall \text{red} \). Such inferences, however, are never useful.

\(^9\) The (proof-complexity-theoretic) concepts of soundness and completeness for arbitrary proof systems in the sense of Cook and Reckhow are weaker than their counterparts in propositional logic.
Axiomatic equivalence. For each propositional formula $\phi$ and each $\tau \in \langle \text{vars}(\phi) \rangle$, $\phi[\tau] = \top$ if and only if each $A \in \mathcal{A}_P(\phi)$ satisfies $A[\tau] = \top$;

Inferential equivalence. For each set of lines $\mathcal{L} \subseteq \mathcal{L}_P$ and each line $L \in \mathcal{L}_P$, $L$ can be derived from $\mathcal{L}$ if $\mathcal{L}$ semantically entails $L$;

Restrictive closure. For each $L \in \mathcal{L}_P$ and each partial assignment $\tau$ to $\text{vars}(L)$, the Boolean functions $B_L|^\tau$ and $B_L|_\tau$ are identical.

On account of the low-level generality, the following theorem requires a non-trivial proof.

\textbf{Theorem 3.4.} If $P$ is a base system, then $P + \forall \text{red}$ is a sound and complete QBF proof system.

Formalising the framework of base systems renders our technique applicable to the complete spectrum of $P + \forall \text{red}$ proof systems. All the concrete propositional calculi considered in this work (i.e. those appearing in Figure 1) are demonstrably base systems.

4 Genuine QBF lower bounds with Size-Cost-Capacity

Using an established approach (e.g. [8]), the soundness of $P + \forall \text{red}$ is proved by demonstrating that a winning strategy for the $\forall$-player can be extracted from a refutation. However, with careful construction and analysis of the strategy extraction algorithm, we are able to obtain a much more valuable result – an absolute lower bound on the number of universal reductions steps.

Given a $P + \forall \text{red}$ refutation $\pi$ of a QBF $\Phi$, round-based strategy extraction works by first restricting $\pi$ according to the $\exists$-player’s move, then collecting the response for the $\forall$-player from some line in $\pi$, and iterating until the evaluation game concludes. We therefore reason as follows: A lower bound on the total number of responses contributed by $\pi$, coupled with an upper bound on the number of responses contributed per line, yields a lower bound on the number of lines in the refutation. In light of this observation, we define the two measures called cost and capacity.

4.1 Defining cost

Given a countermodel $S$ for a false QBF $\Phi$, it is natural to ask how many responses are used for each universal block, since the breadth of responses seems to capture, in some sense at least, the ‘size’ or ‘complexity’ of the winning strategy. Let us denote the maximum number (over all universal blocks) of responses in a single block by $\mu(S)$. We contend that $\mu(S)$ is useful measure of a countermodel, with respect to strategy extraction in particular, and so we define the cost of $\Phi$ as the minimum $\mu(S)$ over all countermodels.

\textbf{Definition 4.1 (cost).} Let $\Phi := \forall U_1 \exists E_1 \cdots \forall U_n \exists E_n : \phi$ be a false QBF. Further, for each winning $\forall$-strategy $S$ for $\Phi$ and each $i \in [n]$, let $S_i$ be the function that maps each $\alpha \in \langle \text{vars}_\exists(\Phi) \rangle$ to the projection of $S(\alpha)$ to $U_i$, and let $\mu(S) := \max\{|\text{rng}(S_i)| : i \in [n]\}$. The cost of $\Phi$ is $\text{cost}(\Phi) := \min\{\mu(S) : S$ is a winning $\forall$-strategy for $\Phi\}$.

It should be clear that any winning strategy contains at least $\text{cost}(\Phi)$ responses to some universal block. With respect to strategy extraction, therefore, cost is a natural semantically-grounded measure that provides a lower bound on the total number of extracted responses.
4.2 Defining capacity

In order to define capacity, we first introduce the concept of a response map. Strictly speaking, given a line \( L \in \mathcal{L}_{P+\forall red} \) and a total assignment \( \alpha \) to the existential variables of \( L \), a response map returns a total assignment to the universal variables that is guaranteed to falsify \( L[\alpha] \), as long as such an assignment exists.

▶ Definition 4.2 (response map). Let \( P \) be a base system. A response map \( R \) for \( P+\forall red \) is any function with domain \( \{ (L, \alpha) : L \in \mathcal{L}_{P+\forall red}, \alpha \in \langle \text{vars}_\exists(L) \rangle \} \) that maps each \( (L, \alpha) \) to some \( \beta \in \langle \text{vars}_\forall(L) \rangle \) such that the following holds: If \( B_L|_\alpha \) is zero anywhere, then it is zero at \( \beta \).

Response maps play a vital role in the machinery of strategy extraction in the general setting of \( P+\forall red \); indeed, for our framework to take effect, it is crucial that strategy extraction can be defined with respect to an arbitrary response map.\(^\text{10}\) The purpose of capacity, however, is only to provide an upper bound on the number of responses per line. To that end, we define the concept of a response set for a line \( L \in \mathcal{L}_{P+\forall red} \), which is simply a valid set of responses for \( L \) according to some response map.

▶ Definition 4.3 (response set). Let \( P \) be a base system, let \( R \) be a response map for \( P+\forall red \), and let \( L \in \mathcal{L}_{P+\forall red} \). The set \( \{ R(L, \alpha) : \alpha \in \langle \text{vars}_\exists(L) \rangle \} \) is a response set for \( L \).

Now, we observe that one may choose to select a response map minimising the size of the response sets for the lines of \( \mathcal{L}_{P+\forall red} \); moreover, round-based strategy extraction returns a winning \( \forall \)-strategy regardless of the choice of response map. By selecting such a minimal response map \( R \), we will therefore limit the capacity for any line to contribute multiple responses to the extracted strategy. Thus we associate with each \( P \) derivation the maximum number of responses that can be extracted from a single line in that derivation, with respect to a minimal response map. This is the intuition behind capacity; it captures the best-case upper bound we can place on the number of responses contributed per line.

▶ Definition 4.4 (capacity). Let \( P \) be a base system, let \( \pi = L_1, \ldots, L_m \) be a \( P+\forall red \) derivation, and let \( \mu(L_i) := \min \{ |R| : R \text{ is a response set for } L_i \} \), for each \( i \in [m] \). The capacity of \( \pi \) is capacity(\( \pi \)) := \max \{ \mu(L_i) : i \in [m] \} \).

4.3 The Size-Cost-Capacity Theorem

Putting the two measures together, we obtain our main result, the Size-Cost-Capacity Theorem.

▶ Theorem 4.5 (Size-Cost-Capacity Theorem). Let \( P \) be a base system, and let \( \pi \) be a \( P+\forall red \) refutation of a QBF \( \Phi \). Then

\[
|\pi| \geq \frac{\text{cost}(\Phi)}{\text{capacity}(\pi)}
\]

We emphasize that Size-Cost-Capacity works by counting universal reduction steps, which illustrates that all results obtained by application of our technique are genuine QBF lower bounds in the aforementioned sense.

For the specific applications in this paper, our technique comprises three very useful corollaries of the Size-Cost-Capacity Theorem, obtained in combination with capacity upper

\(^{10}\) For the details, we kindly refer the reader to the full paper [7].
bounds for specific systems. For example, we prove that all QU-Res and CP+∀red refutations have capacity equal to 1, and hence deduce that cost alone gives an absolute proof-size lower bound there.

- **Corollary 4.6.** Let π be a QU-Res or CP+∀red refutation of a QBF Φ. Then |π| ≥ cost(Φ).

The case for the QBF version of Polynomial Calculus with Resolution (PCR+∀red) is much more challenging, and requires some linear algebra, owing to the underlying algebraic composition of Polynomial Calculus. Interestingly, it turns out that the capacity of a refutation there is no greater than its size, thus proof size is at least the square root of cost.

- **Corollary 4.7.** Let π be a PCR+∀red refutation of a QBF Φ. Then |π| ≥ √cost(Φ).

Equipped with these results, showing that the cost of a QBF is superpolynomial yields immediate proof-size lower bounds for all three systems simultaneously.

5 Applications of Size-Cost-Capacity

5.1 The equality formulas: a new family of hard QBFs

As a first application of our lower-bound technique, we introduce an interesting new family of hard QBFs.

- **Definition 5.1 (equality formulas).** For \( n \in \mathbb{N} \), the \( n \text{th} \) equality formula is

\[
EQ(n) := \exists x_1 \cdots x_n \forall u_1 \cdots u_n \exists t_1 \cdots t_n \cdot \left( \bigwedge_{i=1}^{n} (x_i \lor u_i \lor \neg t_i) \land (\neg x_i \lor \neg u_i \lor \neg t_i) \right) \land \left( \bigvee_{i=1}^{n} t_i \right).
\]

The equality formulas are so called because the only winning strategy for the ∀-player in the evaluation game is as follows: play \( u_i = x_i \) for each \( i \in [n] \). Consequently the winning strategy is not only unique, it contains all \( 2^n \) assignments to the universal variables. These two properties in tandem imply that the equality formulas have exponential cost.

- **Proposition 5.2.** For each \( n \in \mathbb{N} \), cost(\( EQ(n) \)) = \( 2^n \).

Applying Size-Cost-Capacity via Corollaries 4.6 and 4.7, we obtain exponential proof-size lower bounds in all three systems QU-Res, CP+∀red and PCR+∀red.

- **Theorem 5.3.** The equality formulas require refutations of size \( 2^{Ω(n)} \) in each of the systems QU-Res, CP+∀red and PCR+∀red.

Whereas it is plausible that the equality formulas are the simplest to which our technique applies, they are without doubt the simplest known hard QBFs. When considering QBF proof complexity lower bounds, particularly in \( P+∀red \) systems, we must concern ourselves with formulas with at least a \( Σ_3 \) prefix, of which the equality formulas are one of the simplest examples. If a QBF has a \( Σ_2 \) prefix, then it is true if and only if all the existential parts of the clauses can all be satisfied, i.e. it is equivalent to a SAT problem. Similarly, a refutation of a QBF with a \( Π_2 \) prefix consists of a refutation of a subset of the existential clauses corresponding to a particular assignment to the universal variables. A \( Π_3 \) formula can also be regarded as essentially a SAT problem using similar reductions as for both \( Σ_2 \) and \( Π_2 \), so \( Σ_3 \) is the smallest prefix where we can expect to find genuine QBF lower bounds.

Closer inspection reveals that this lower bound is of a very specific type – it is a genuine QBF lower bound (the formulas are not harbouring propositional hardness) that does not
derive from a circuit lower bound (the winning strategy is not hard to compute in an associated circuit class). In existing QBF literature, the only other example of such a family comes from the famous formulas of Kleine Büning et al. [39] (cf. Subsection 5.3). Those formulas are significantly more complex, and exhibit unbounded quantifier alternation compared to the (bounded) $\Sigma_3$ prefix of the equality formulas.

### 5.2 The first hard random QBFs

For the major application of our technique, we define a class of random QBFs and prove that, with high probability, they are hard in all three systems QU-Res, CP+$\lor$red and PCR+$\lor$red. We generate instances that combine the overall structure of the equality formulas with the

#### Proposition 5.5.

Let $1 < c < 2$ be a constant, and let $m \leq (1 - \epsilon) \log_2(n)$ for some constant $\epsilon > 0$. With probability $1 - o(1)$, $Q(n,m,c)$ is false and $\text{cost}(Q(n,m,c)) = 2^{\Omega(n^c)}$. 

...
Invoking Size-Cost-Capacity yields immediate hardness results. The following theorem constitutes the first proof-size lower bounds for randomly generated formulas in the QBF proof complexity literature. We emphasize that these are genuine QBF lower bounds in the aforementioned sense; they are not merely hard random CNFs lifted to QBF. As for any application of our technique, the refutations are large precisely because they require many universal reduction steps.

**Theorem 5.6.** Let \( 1 < c < 2 \) be a constant, and let \( m \leq (1 - \epsilon) \log_2(n) \) for some constant \( \epsilon > 0 \). With probability \( 1 - o(1) \), \( Q(n, m, c) \) is false, and any QU-Res, CP+\( \forall \)red or PCR+\( \forall \)red refutation of \( Q(n, m, c) \) requires size \( 2^{\Omega(n^\epsilon)} \).

### 5.3 New proofs of known lower bounds

Our third and final application uses Size-Cost-Capacity to provide a new proof of the hardness of the prominent QBFs of Kleine Büning, Karpinski and Flögel [39]. We consider a common modification of the formulas, denoted by \( \lambda(n) \), in which each universal variable is ‘doubled’. This modification is known to lift lower bounds from Q-Res to QU-Res [2], where we can apply Size-Cost-Capacity.

By rearranging the quantifier prefix to quantify all the additional universal variables in the penultimate quantifier block, we obtain a cost lower bound for this weaker formula, and so prove the following result.

**Corollary 5.7.** Any QU-Res, CP+\( \forall \)red or PCR+\( \forall \)red proof of \( \lambda(n) \) requires size \( 2^{\Omega(n)} \).

As QU-Res lower bounds on these modified formulas are shown to be equivalent to Q-Res lower bounds on the original formulas, our technique even proves the original lower bounds from [39] (cf. also [10]), and provides some insight as to the source of hardness.

### 6 Discussion

#### 6.1 Relation to previous work

It is fair to say that there is a scarcity of general methods for showing genuine lower bounds in systems like P+\( \forall \)red. In contrast, a number of techniques for propositional calculi have emerged from the intense study of resolution [19, 49].

Researchers have of course attempted to lift these techniques to quantified logic, but with mixed success. The seminal size-width relations for resolution [5], which describe proof size in terms of proof width, are rendered ineffectual by universal quantification [11]. The prover-delayer techniques of [14, 45] have been successfully lifted to QBF, but only apply to the weaker tree-like systems [13], whereas solving techniques such as QCDCL are based on the stronger DAG-like versions. Feasible interpolation [41] is an established propositional technique that has been successfully adapted [12], but it is applicable only to a small class of hand-crafted QBFs of a rather specific syntactic form.

Strategy extraction for QBF lower bounds has been explored previously by exploiting connections to circuit complexity [10, 8, 16]. In particular, [8] established tight relations between circuit and proof complexity, lifting even strong circuit lower bounds for AC\(^0[p] \) circuits [47, 51] to QBF lower bounds for AC\(^0[p]\)-Frege+\( \forall \)red [8], unparalleled in the propositional domain. In fact, for strong proof systems such as Frege+\( \forall \)red, this strategy extraction technique is sufficient to prove any genuine QBF lower bound, in the sense that any superpolynomial lower bound for Frege+\( \forall \)red arises either due to a lower bound for Frege, or due to a lower bound for Boolean circuits [16]. However, for weaker systems such
as QU-Res, this does not hold; there exist lower bounds which are neither propositional nor circuit lower bounds [15]. The underlying reasons for such hardness results are at present not well understood. A characterisation of such lower bounds, and the proposal of associated lower-bound techniques, would be an important development for QBF proof complexity.

The major drawback of the existing approach of [10, 8, 16], of course, is the rarity of superpolynomial lower bounds from circuit complexity [55], especially for larger circuit classes to which the stronger QBF proof systems connect. With Size-Cost-Capacity we employ a much different approach to strategy extraction. Our technique is motivated by semantics and does not interface with circuit complexity whatsoever. Instead, lower bounds are determined directly from the semantic properties of the instance, and consequently we make advances out of the reach of previous techniques.

6.2 Innovations and future perspectives

Our main conceptual innovation is the introduction of Size-Cost-Capacity, a semantically-grounded general technique for proving genuine QBF lower bounds.

In this paper, we focus the technique on the $P^+\forall^\text{red}$ family of QBF calculi, and prove the first known lower bounds for randomly generated QBFs. The primary appeal of the technique is its semantic nature. We believe that lower bounds based on semantic properties of instances, as opposed to syntactic properties of proofs, work to further our understanding of the hardness phenomenon across the wider range of QBF proof systems. We strongly suggest that Size-Cost-Capacity is applicable beyond $P^+\forall^\text{red}$, and future work will likely establish the hardness of random QBFs in even stronger QBF systems (for example in the expansion based calculus IR-calc [9]).

Size-Cost-Capacity also opens new research avenues concerning the reasons for QBF hardness – a topic that is currently insufficiently understood. Recall that in strong proof systems such as Frege$^+\forall^\text{red}$, superpolynomial proof size lower bounds can be completely characterised: they are either a propositional lower bound or a circuit lower bound [16]. All the QBF families that we consider have no underlying propositional hardness, and winning $\forall$-strategies can be computed by small circuits, even in very restricted circuit classes. As such, all these QBFs are easy for Frege$^+\forall^\text{red}$.

However, for weaker proof systems, such as QU-Res, CP$^+\forall^\text{red}$ and PCR$^+\forall^\text{red}$, propositional hardness and circuit lower bounds alone are not the complete picture. In particular, the lower bounds we show using Size-Cost-Capacity do not fit into either class. That our technique relies on capacity upper bounds which do not hold for strong proof systems leads us to suggest that we have identified a new reason for hardness in those proof systems where the above characterisation does not hold. As such, our work opens the door for a better understanding, and makes steps towards the complete characterisations of reasons for hardness that are currently lacking in the literature.

7 Conclusions

By formalising the conditions on $P$ in the construction of $P^+\forall^\text{red}$, we have developed a new technique for proving QBF lower bounds in $P^+\forall^\text{red}$. The technique depends only on the two natural concepts of the cost of a QBF and the capacity of a proof. Determining the capacity of several well-studied proof systems allowed us to present lower bounds based on cost alone. We have also demonstrated that this technique is not restricted to a few carefully constructed QBFs, but is in fact applicable to a large class of randomly generated formulas, providing the first such lower bound for random QBFs.
References


23 Vasek Chvátal and Bruce A. Reed. Mick gets some (the odds are on his side). In Symposium on Foundations of Computer Science (FOCS), pages 620–627. IEEE Computer Society, 1992.


Stabbing Planes

Paul Beame\textsuperscript{1}, Noah Fleming\textsuperscript{2}, Russell Impagliazzo\textsuperscript{3}, Antonina Kolokolova\textsuperscript{4}, Denis Pankratov\textsuperscript{5}, Toniann Pitassi\textsuperscript{6}, and Robert Robere\textsuperscript{7}

\textsuperscript{1} University of Washington, Seattle, USA
beame@cs.washington.edu
\textsuperscript{2} University of Toronto, Toronto, Canada
noahfleming@cs.toronto.edu
\textsuperscript{3} University of California, San Diego, USA
russell@cs.ucsd.edu
\textsuperscript{4} Memorial University of Newfoundland, St. John’s, Canada
kol@mun.ca
\textsuperscript{5} University of Toronto, Toronto, Canada
denisp@cs.toronto.edu
\textsuperscript{6} University of Toronto and Institute for Advanced Study, Toronto, Canada
toni@cs.toronto.edu
\textsuperscript{7} University of Toronto, Toronto, Canada
robere@cs.toronto.edu

Abstract

We introduce and develop a new semi-algebraic proof system, called Stabbing Planes that is in the style of DPLL-based modern SAT solvers. As with DPLL, there is only one rule: the current polytope can be subdivided by branching on an inequality and its “integer negation.” That is, we can (nondeterministically choose) a hyperplane $ax \geq b$ with integer coefficients, which partitions the polytope into three pieces: the points in the polytope satisfying $ax \geq b$, the points satisfying $ax \leq b - 1$, and the middle slab $b - 1 < ax < b$. Since the middle slab contains no integer points it can be safely discarded, and the algorithm proceeds recursively on the other two branches. Each path terminates when the current polytope is empty, which is polynomial-time checkable. Among our results, we show somewhat surprisingly that Stabbing Planes can efficiently simulate Cutting Planes, and moreover, is strictly stronger than Cutting Planes under a reasonable conjecture. We prove linear lower bounds on the rank of Stabbing Planes refutations, by adapting a lifting argument in communication complexity.
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1 Introduction

While defined in terms of non-deterministic algorithms for the Tautology problem, proof complexity has also provided indispensable tools for understanding deterministic algorithms for search problems, and in particular, for Satisfiability algorithms. Many algorithms for
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search can be classified according to the types of reasoning they implicitly use for case-analysis and pruning unpromising branches. Particular families of search algorithms can be characterized by formal proof systems; the size of proofs in these formal proof system, the time of the non-deterministic algorithm, captures the time taken on the instance by an ideal implementation of the search algorithm. This allows us to factor understanding the power of search algorithms of a given type into two questions:

1. How powerful is the proof system? For which kinds of input are there small proofs?
2. How close can actual implementations of the search method come to the ideal non-deterministic algorithm?

As an illustrative example, let us recall the DPLL algorithm [10, 9], which is one of the simplest algorithms for SAT and forms the basis of modern conflict-driven clause learning SAT solvers. Let \( \mathcal{F} = C_1 \land C_2 \land \cdots \land C_m \) be a CNF formula over variables \( x_1, x_2, \ldots, x_n \).

A DPLL search tree for solving the SAT problem for \( \mathcal{F} \) is constructed as follows. Begin by choosing a variable \( x_i \) (non-deterministically, or via some heuristic), and then recurse on the formulas \( \mathcal{F} \upharpoonright x_i = 0 \), \( \mathcal{F} \upharpoonright x_i = 1 \). If at any point we have found a satisfying assignment, the algorithm outputs SAT. Otherwise, if we have falsified every literal in some clause \( C \), then we record the clause and halt the recursion. If every recursive branch ends up being labelled with a clause and a falsifying assignment, then the original formula \( \mathcal{F} \) is unsatisfiable and one can take the tree as a proof of this fact; in fact, such a DPLL tree is equivalent to a tree-like Resolution refutation of the formula \( \mathcal{F} \).

Modern SAT solvers still have a DPLL algorithm at the core (now with a highly tuned branching heuristic that chooses the “right” order for variables and assignments to recurse on in the search tree), but extends the basic recipe in two ways: smart handling of unit clauses (if \( \mathcal{F} \) contains a clause with a single variable \( x \) under the current partial assignment, \( x \) can be immediately set so that the clause is satisfied), and clause learning to speed up search: if a partial assignment \( \rho \) falsifies a clause, then the algorithm derives a new clause \( C_\rho \) by a resolution proof that “explains” this conflict, and adds the new clause to the formula \( \mathcal{F} \).

It is the synergy between these three mechanisms – branching heuristics, unit propagation, and clause learning – that results in the outstanding performance of modern SAT solvers. In other words, while these algorithms are all formalizable in the same simple proof system, the sophistication of modern SAT-solvers comes from the attempt to algorithmically find small proofs when they exist. In many ways, the simplicity of the proof system enables this sophistication in proof-search methods.

In this work, we introduce a natural generalization of the DPLL-style branching algorithm to reasoning over integer-linear inequalities, formalized as a new semi-algebraic proof system that we call the Stabbing Planes (SP) system. We will give a more detailed description later, but intuitively, Stabbing Planes has the same branching structure as DPLL, but generalizes branching on single variables to branching on linear inequalities over the variables. We feel the closeness to DPLL makes Stabbing Planes a better starting point for understanding search algorithms based on linear inequalities, as in integer linear programming (ILP) based solvers, than established proof systems such as Cutting Planes.

We compare the power of Stabbing Planes proofs to these other proof systems. Recall that Cutting Planes (CP) is a proof system for reasoning over linear inequalities using linear combination and division with rounding rules, and Krajíček’s system R(CP) combines resolution and CP rules. We show that tree-like R(CP) is polynomially equivalent to Stabbing Planes (Theorem 9). However, the new formulation as Stabbing Planes proofs both gives greater motivation to studying R(CP) and greatly clarifies the power of this proof system. Our main results about this system are:
1. Stabbing Planes has quasi-polynomial size and poly-log rank proofs of any tautology provable using linear algebra over a constant modulus. In particular, this is true for the Tseitin graph tautologies, that are very frequently used to prove lower bounds for other proof systems. (Theorem 6)

2. Stabbing Planes can simulate tree-like Cutting Planes proofs with only constant factor increases in size and rank (Theorem 11), and general Cutting Planes proofs with a polynomial increase in size (Theorem 12).

3. Lower bounds on real communication protocols imply rank lower bounds for Stabbing Planes proofs (Lemma 17).

4. Stabbing Planes proofs cannot be balanced (Theorem 21).

Together, these show that Stabbing Planes is at least as strong as established proof systems using inequalities, and possibly much stronger. So the proof system combines strength as a proof system with a simple branching structure that raises the possibility of elegant algorithms based on this proof system, in particular for pseudoBoolean solvers.

We now give a more precise description of the proof system. Let us formalize the system in stages. First, observe that the setting is quite different: we are given a system \( A_1 x \geq b_1, A_2 \cdot x \geq b_2, \ldots, A_m \cdot x \geq b_m \) of integer-linear inequalities over real-valued variables \( x_1, x_2, \ldots, x_n \) (for simplicity we will always assume that the inequalities \( 0 \leq x_i \leq 1 \) are present for each variable \( x_i \)), and we seek to prove that no \( \{0, 1\} \)-solution exists. The basic DPLL algorithm works in this setting with little modification: one can still query variables and assign them to \( \{0, 1\} \) values; now we label leaves of the search tree with any inequality \( a_i \cdot x \geq b_i \) in the system that is falsified by the sequence of assignments made on the path from the root to the leaf. If every leaf ends up being labelled with a falsified inequality, then the tree certifies that the system of inequalities has no \( \{0, 1\} \)-solutions.

However, with the expanded domain we can consider the DPLL tree geometrically. To be more specific, imagine replacing each \( \{0, 1\} \) query to a variable \( x_i \) in the decision tree with two “inequality queries” \( x_i \leq 0 \) and \( x_i \geq 1 \). Each node \( u \) in the tree after this replacement is now naturally associated with a polyhedral set \( P_u \) of points satisfying each of the input inequalities and each of the inequalities on the path to this node. Since we began with a DPLL refutation, it is clear that for any leaf \( \ell \) the polyhedral set \( P_\ell \) associated with the leaf is empty, as any \( \{0, 1\} \) solution would have survived each of the inequalities queried on some path in the tree and thus would exist in one of the polyhedral sets at the leaves.

The stabbing planes system is then the natural generalization of the previous object: an SP refutation consists of a generalized DPLL refutation where each node is labelled with an arbitrary integral linear inequality \( Ax \geq b \) (that is, the vector \( A \) and the parameter \( b \) are both integral), and the outgoing edges are labelled with the inequalities \( Ax \geq b \) and \( Ax \leq b - 1 \). Clearly, any integral vector \( x \in \mathbb{Z}^n \) will satisfy at least one of the inequalities labelling the outgoing edges, and so if the polyhedral set at each leaf (again, obtained by intersecting the original system with the inequalities on the path to the leaf) is empty then we have certified that the original system of inequalities has no integral solutions. (See Figure 1 for a simple example.) The main innovation of Stabbing Planes is its simplicity: refutations are simply decision trees that query linear inequalities. Note that the more obvious extension of DPLL to linear inequalities would branch on \( Ax \geq b \) and its actual negation, \( Ax < b \). However with this branching rule, we would have to add additional rules in order to have completeness. By branching on an inequality and its “integer negation”, we are able to get by with just one rule analogous to the resolution rule in DPLL.

From the perspective of SAT solving, even though tree-like Resolution and the search for satisfying assignments encapsulated by DPLL are equivalent, it is the search point of view of DPLL that has led to the major advances in SAT algorithms now found in modern
conflict-directed clause learning (CDCL) SAT solvers. A natural hypothesis is that it is much easier to invent useful heuristics in the language of query-based algorithms, as opposed to algorithms based on the resolution rule. Stabbing Planes offers a similar benefit with respect to reasoning about inequalities.

With the exception of mixed integer programming (MIP) solvers (such as CPLEX [19]), current solvers that, like Stabbing Planes, manipulate integer linear inequalities over Boolean variables are generally built on the same backtracking-style infrastructure as DPLL and CDCL SAT solvers but maintaining information as integer linear inequalities as opposed to clausal forms. The solvers are known as pseudoBoolean solvers and have been the subject of considerable effort and development.

PseudoBoolean solvers work very well at handling the kinds of symmetric counting problems associated with, for example, the pigeonhole principle (PHP), which is known to be hard for CDCL SAT solvers, as well as other problems where the input constraints are much more succinctly and naturally expressed in inequality rather than clausal form. Innovations in pseudoBoolean solvers include use of normal forms for expressing constraints, techniques to generalize fast unit propagation and watched literals from DPLL to the analogue for integer linear inequalities, as well as methods to learn from conflicts and simplify learned constraints when integer coefficients from derived inequalities get too large [29, 5]. Despite all of this, even for the best pseudoBoolean solvers, the benefits of expressibility are usually not enough compensation for the added costs of manipulating and deriving new inequalities and they outperform CDCL solvers only in very limited cases in practice [5].

A key limitation of these pseudoBoolean solvers is the fact that all branching is based on assigning values to individual variables; i.e., dividing the problem by slabs parallel to one of the coordinate axes. Stabbing Planes eliminates this constraint on the search and allows one to apply a divide and conquer search based on arbitrary integer linear constraints that are not necessarily aligned with one of these coordinate axes. This opens up the space of algorithmic ideas considerably and should allow future pseudoBoolean solvers to take fuller advantage of the expressibility of integer linear constraints. For example, a Stabbing Planes search could choose to branch on a linear inequality that is derived from the geometric properties of the rational hull of the current constraints by, say, splitting the volume, or by doing a balanced split at a polytope vertex, since properties of the rational hull can be determined efficiently. Such operations could be done in conjunction with solvers such as CPLEX to obtain the best of both kinds of approaches.
Beyond the prospect of Stabbing Planes yielding improved backtracking search for pseudoBoolean solvers, Stabbing Planes should allow the same kind of learning of inequalities from conflicts that is being done in existing pseudoBoolean solvers, and hence get the benefits of both. In this work we do not focus on the theoretical benefits of learning from conflicts because we already can show considerable theoretical benefit from the more general branching alone and because the theoretical benefits of the restricted kinds of learned linear inequalities from conflicts available even in existing solvers are not at all clear.

From a proof complexity perspective, the SP system turns out to be polynomially equivalent to the semi-algebraic proof system tree-like R(CP), introduced by Krajíček [23]. Roughly speaking one can think of R(CP) as a mutual generalization of both Cutting Planes and Resolution – the lines of an R(CP) proof are clauses of integer linear inequalities, and in a single step one can take two clauses and either apply a cutting-planes rule to a single inequality in each clause or apply a resolution-style “cut”. However, SP perspective turns out to be quite useful: we show that SP has quasi-polynomial size refutations of the Tseitin principle, and also that SP can polynomially-simulate Cutting Planes (neither result was previously known to hold for tree-like R(CP)).

We also investigate the relationship between SP refutations and communication complexity. Given an unsatisfiable CNF $F$ and any partition of the variables $(X, Y)$ of $F$ into two sets, one can consider the following two-party search problem $\text{Search}_{X,Y}(F)$: Alice receives an assignment to the $X$-variables, Bob receives an assignment to the $Y$-variables, and they must communicate and output a falsified clause of $F$ under their joint assignment. At this time all strong lower bound results for Cutting Planes refutations essentially follow from studying the communication complexity of $\text{Search}_{X,Y}(F)$. In particular, depth-$d$ (respectively, length-$L$ tree-like, length-$L$ space $s$) CP refutation of $F$ yields a $d$-round (respectively, $O(\log L)$-round, $O(s \log L)$-round) real communication protocols for $\text{Search}_{X,Y}(F)$, and a length-$L$ CP refutation of $F$ yields a size $L$ real communication game [24, 27, 6, 11, 16].

Each of these results has been used to derive strong lower bounds on Cutting Planes refutations by proving the corresponding lower bound against the search problem [24, 11, 17, 13, 27, 6]. Furthermore, the above lower bound techniques hold even for the stronger semantic Cutting Planes system (the lines of which are integer linear inequalities, and from two integer linear inequalities we are allowed to make any sound deduction over integer points) [12]. This makes the known lower bounds much stronger, and it is quite surprising that all one needs to exploit for strong lower bounds is that the lines are linear inequalities (rather than exploiting some weakness of the deduction rules). However, this strength also illustrates a weakness of current techniques, as once the lines of a proof system $P$ become expressive enough, semantic proof techniques (i.e. ones that work for the semantic version of the proof systems) completely break down since every tautology has a short semantic proof. Therefore, it is of key importance to develop techniques which truly exploit the “syntax” of proof systems, and not just the expressive power of the lines.

Hence, it is somewhat remarkable that we are able to show that these results still hold if we replace real communication protocols with SP refutations. That is, we show:

- A depth-$d$ CP refutation of $F$ yields a depth-$d$ SP refutation of $F$.
- A length-$L$ tree-like CP refutation of $F$ yields a depth $O(\log L)$ SP refutation of $F$.
- A length-$L$, space $s$ CP refutation of $F$ yields a depth $O(s \log L)$ SP refutation of $F$.
- A length-$L$ CP refutation of $F$ yields a size $O(L)$ SP refutation of $F$.

Since SP is a syntactic system this further motivates studying its depth- and size-complexity. We can use semantic techniques to get some lower bounds for SP: we show that a size-$S$ and depth-$d$ SP refutation yields a real communication protocol with cost $O(d)$ and for which
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the protocol tree has size $O(S \cdot n)$. This simulation yields new proofs of some depth lower bounds already known in the literature; however, these lower bounds are complemented by showing that neither SP refutations nor real communication protocols can be balanced. This should be viewed in a positive light: the depth- and size-complexity problems are truly different for SP, and furthermore, one seemingly cannot obtain size lower bounds for SP by proving depth lower bounds for real communication protocols (in contrast to, say, tree-like Cutting Planes). In sum, SP appears to be a very good candidate for a proof system on the “boundary” where current techniques fail to prove strong size lower bounds.

The rest of the paper is outlined as follows. After some preliminaries in Section 2, we give a simple refutation of the Tseitin problem in SP in Section 3. In Section 4, we prove a raft of simulation and equivalence results for SP—showing it is equivalent to $R(\text{CP})$, relating it to Cutting Planes in various measures such as depth, length, and space, and showing how an SP proof yields a real communication protocol for the canonical search problem. Finally, in Section 5, we prove depth lower bounds for SP and some impossibility results for balancing.

2 Preliminaries

Before we define the new proof system formally, we need to make a few general definitions that are relevant to semi-algebraic proof systems.

An integer linear inequality (or simply a linear inequality) in the variables $x = x_1, \ldots, x_n$ is $Ax \geq b$, where $A \in \mathbb{Z}^n$ and $b \in \mathbb{Z}$. A system of linear inequalities $F$ is unsatisfiable if there is no Boolean assignment $\alpha \in \{0,1\}^n$ which simultaneously satisfies every inequality in $F$. We sometimes refer to inequalities as lines and write $L \equiv Ax \geq b$. The integer negation of a line $L$ is the inequality $\neg L \equiv Ax \leq b - 1$.

An unsatisfiable formula in a conjunctive normal form (CNF) defines an unsatisfiable system of linear integral inequalities $F$ in a natural way. A clause $\bigvee_{i=1}^{k} x_i \lor \bigvee_{i=1}^{l} \neg x_i$, is translated into the inequality $\sum_{i=1}^{k} x_i + \sum_{i=1}^{l} (1 - x_i) \geq 1$, and $F$ is the set of translations of all clauses. We assume that $F$ always contains the axioms $x_i \geq 0$ and $\neg x_i \geq -1$ for all variables $x_i$, as we are interested in propositional proof systems for refuting unsatisfiable Boolean formulas.

Definition 1. A propositional proof system $\mathcal{P}$ is a non-deterministic polynomial time Turing machine (TM) deciding the language of unsatisfiable CNF formulas. Given an unsatisfiable CNF, the NP-certificate is called the proof or the refutation.

The strength of proof systems is compared using the notion of polynomial simulation.

Definition 2. Let $\mathcal{P}_1$ and $\mathcal{P}_2$ be two proof systems. We say that $\mathcal{P}_1$ polynomially simulates $\mathcal{P}_2$ if for every unsatisfiable formula $F$ in $\mathcal{P}_1$, the shortest refutation of $F$ in $\mathcal{P}_1$ is at most polynomially longer than the shortest refutation in $\mathcal{P}_2$. $\mathcal{P}_1$ is strictly stronger than $\mathcal{P}_2$ if $\mathcal{P}_1$ polynomially simulates $\mathcal{P}_2$, but the converse does not hold. Finally, we say that $\mathcal{P}_1$ and $\mathcal{P}_2$ are incomparable if neither can polynomially simulate the other.

We now describe the proof system Stabbing Planes, our central object of study.

Definition 3. Let $F$ be an unsatisfiable system of linear integral inequalities. A Stabbing Planes (SP) refutation of $F$ is a threshold decision tree: a directed binary tree in which each edge is labelled with a linear integral inequality. If the right outgoing edge of a node is labelled with $Ax \geq b$, then the left outgoing edge has to be labelled with its integer negation, $Ax \leq b - 1$. We refer to $Ax$ (or the pair of inequalities $Ax \leq b - 1, Ax \geq b$) as the query corresponding to the node. The slab corresponding to the query is $\{x^* \in \mathbb{R}^n \mid b - 1 < Ax^* < b\}$. 
Let the set of all paths from the root to a leaf in the tree be denoted by \{p_1, \ldots, p_e\}. Each leaf \(i\) is labelled with a non-negative linear combination of inequalities in \(F\) with the inequalities along the path \(p_i\) that yields \(0 \geq 1\).

The size of a SP refutation is the number of bits needed to represent every inequality in the refutation. The length of a SP refutation is the number of nodes in the threshold tree. The size (length) of refuting a system of linear inequalities \(F\) in SP is the minimum size (length) of any SP refutation of \(F\). The rank or depth of a SP refutation \(P\) is the longest root-to-leaf path in the threshold tree of \(P\). The rank (depth) of refuting \(F\) in SP is the minimum rank (depth) over all SP refutations of \(F\).

Refutations in SP have an intuitive geometric interpretation: each step of a refutation can be viewed as nondeterministically removing a slab from the solution space and recursing on the resulting polytopes on both sides of the slab. The aim is to recursively cover the solution space with slabs until every feasible point within this polytope is removed. An example of this can be seen in Figure 1 in the introduction. In particular, the polytope at any step of the recursion is empty if and only if there exists a convex combination of the axioms and inequalities labelling the corresponding root-to-leaf path in the refutation equivalent to \(0 \geq 1\). This is summarized in the following fact which follows directly from the Farkas’ lemma. The “moreover” part of the following fact is an application of Carathéodory’s theorem, and will be useful for technical reasons later in the paper. We refer the interested reader to [30] for some background on polytope theory.

**Fact 4.** Let \(F = \{A_1 x \geq b_1, \ldots, A_m x \geq b_m\}\) be a system of integer linear inequalities. The polytope defined by \(F\) is empty if and only if there is a non-negative (rational) linear combination of the inequalities of \(F\) which evaluates to \(0 \geq 1\). Moreover, the non-negative linear combination can be taken to be supported on \(\leq n\) of the inequalities from \(F\), where \(n\) is the dimension of the space to which \(x\) belongs.

It is straightforward to see that SP is a sound and complete proof system. Completeness follows from a simple observation that SP polynomially simulates DPLL. To see that SP is sound, let \(R\) be a SP refutation of some formula \(F\). Observe that for any node in \(R\) with outgoing edges labelled \(Ax \geq b\) and \(Ax \leq b - 1\), any \(0 - 1\) assignment to the variables \(a \in \{0, 1\}^n\) must satisfy exactly one of the two inequalities. Therefore, if a Boolean solution \(a \in \{0, 1\}^n\) satisfies \(F\), then for at least one of the leaves of \(R\), one cannot derive \(0 \geq 1\). This follows by Fact 4 because the polytope formed by the inequalities labelling root-to-leaf path is non-empty (\(a\) lies in this polytope).

Next we recall a well-known and extensively-studied proof system: Cutting Planes (CP). For an introduction to Cutting Planes, we refer an interested reader to Chapter 19 in [21].

**Definition 5.** Let \(F\) be an unsatisfiable system of linear inequalities. A Cutting Planes (CP) refutation of \(F\) is a sequence of linear inequalities \(\{L_1, \ldots, L_\ell\}\) such that \(L_\ell = 0 \geq 1\) and each \(L_i\) is either an axiom \(\in F\) or is obtained from previous lines via one of the following inference rules. Let \(\alpha, \beta\) be positive integers.

\[
\text{Linear Combination: } \frac{Ax \geq a}{(\alpha A + \beta B)x \geq \alpha a + \beta b} \quad \text{Division: } \frac{\alpha Ax \geq b}{Ax \geq \frac{b}{\alpha}}
\]

We refer to \(\ell\) as the length of the refutation. The length of refuting \(F\) in CP is the minimum length of a CP refutation of \(F\).

The directed acyclic graph (DAG) \(G = (V, E)\) associated with a CP refutation \(\{L_1, \ldots, L_\ell\}\) is defined as follows. We have \(V = \{L_1, \ldots, L_\ell\}\) and \((u, v) \in E\) if and only if the line labelling \(v\) was derived by an application of an inference rule involving the line labelling \(u\). Without
loss of generality, we may assume that there is only one vertex with out degree 0, which we call the root. The root of $G$ is labelled with $L_1$ and the leaves are labelled with the axioms.

The rank or depth of the refutation is the length of the longest root-to-leaf path in $G$. The rank of refuting an unsatisfiable system of linear inequalities $\mathcal{F}$ is the minimum rank of any refutation of $\mathcal{F}$ in the given proof system. Finally, tree-like CP is defined by restricting proofs to be such that the underlying graph $G$ is a tree.

It is not known if an arbitrary SP refutation can be transformed into a refutation with coefficients of polynomial bitsize. Therefore we currently must make the distinction between SP refutation size and length. Fortunately, all of our results hold in the best possible scenario; our upper bounds are low weight (polynomial-length); the simulations are length preserving, and our lower bounds hold for any weight.

## 3 Motivating Example: SP Refutations of Tseitin Formulas

Tseitin contradictions are among the most well-studied unsatisfiable formulas in proof complexity, and are the quintessential formulas that are believed to be hard for CP [21]. Despite the fact that exponential lower bounds for CP are known for many natural families of formulas (including recent lower bounds for random $O(\log n)$-CNF formulas), there are no nontrivial lower bounds known for the Tseitin contradictions, and for good reason: the only known lower bound method for CP reduces the problem of refuting a formula in CP to a monotone circuit problem, for which the corresponding monotone circuit problem for Tseitin contradictions is easy.

In this section, we demonstrate the power of Stabbing Planes by showing that there exists a shallow quasi-polynomial size SP refutation of the Tseitin formulas. This, together with our simulation results from Section 4, show that SP is provably more powerful than CP in terms of depth, and strongly suggests that SP is strictly more powerful than CP.

Tseitin contradictions are any unsatisfiable family of mod-2 equations subject to the constraint that every variable occurs in exactly two equations. An instance of Tseitin, denoted $\text{Tseitin}(G, \ell)$ is defined by a connected undirected graph $G = (V, E)$ and a node labelling $\ell \in \{0, 1\}^V$ of odd total weight: $\sum_{v \in V} \ell_v = 1$ mod 2. For each edge $v \in E$ there is a variable $x_e$ in $\text{Tseitin}(G, \ell)$, and for each vertex $v \in V$ an equation $\sum_{e \ni v} x_e \equiv \ell_v \mod 2$, stating that the sum of the variables $x_e$ incident with $v$ is $\ell_v$ mod 2. The edge equations sum to zero mod 2 since every variable occurs exactly twice, but the vertex equations sum to one mod 2, since the node labelling is odd, and therefore the equations are unsatisfiable. When $G$ has degree $D$, we can express $\text{Tseitin}(G, \ell)$ as a $D$-CNF formula containing $|V| \cdot 2^{D-1}$ clauses.

The obvious way to refute $\text{Tseitin}(G, \ell)$ under an assignment $x$ is to find a vertex $w$ for which the corresponding vertex equation is falsified. This can be achieved by the following divide-and-conquer procedure, which maintains a set $U \subseteq V$ such that $w \in U$. The process begins by setting $U = V$. Then, $V$ is partitioned arbitrarily into two sets $V_1, V_2$ of roughly the same size. Query $x_e$ for all edges $e$ crossing the cut $(V_1, V_2)$, and suppose that the sum of all such $x_e$ is odd (the case when it is even is similar). We know that either $\sum_{v \in V_1} \ell_v$ or $\sum_{v \in V_2} \ell_v$ is even: if the first sum is even then the Tseitin formula restricted to $V_1$ contains a contradiction, and otherwise the formula restricted to $V_2$ contains a contradiction. In either case, we can remove roughly half of the graph and recurse.

By keeping track of a few more variables, we can repeat this procedure recursively until $|U| = 1$. Since we reduce the size of $U$ by half each time, this procedure results in the recursion depth logarithmic in $|V|$. It turns out that this procedure can be realized in Stabbing Planes, where recursion depth roughly corresponds to the depth of the refutation. This results in a quasi-polynomial size refutation.
Theorem 6. Let $G = (V, E)$ be an undirected graph, and let $\ell$ be a $\{0, 1\}$ vertex labelling with odd total weight. Then Tseitin($G, \ell$) has an SP refutation of size $n^{O(\log(n + D) / \log n)}$ and rank $O(D + \log^2 n)$, where $n = |V|$ and $D$ is the maximum degree in $G$.

Proof. If $U \subseteq V$ is a set of vertices, then let $E(U) = \{uv \in E \mid u, v \in U\}$, and $\text{Cut}(U) = \{uv \in E \mid u \in U, v \in U^c\}$. Similarly, if $U_1, U_2 \subseteq V$ are disjoint then we let $\text{Cut}(U_1, U_2) = \{uv \in E \mid u \in U_1, v \in U_2\}$. We construct the SP refutation recursively. During the recursion we maintain a set $U$ of current vertices (initially $U = V$). At each recursive step, we split $U$ into two halves $U_1$ and $U_2$ and query the total weight $k$ of the edges crossing $(U_1, U_2)$ via SP inequalities. Knowing $k$, a few additional queries allows us to determine which of $U_1$ or $U_2$ contains a contradiction, and we then recurse on the corresponding set of vertices.

We construct a proof while maintaining the following invariant: for the current subset of vertices $U \subseteq V$, we have queried linear inequalities implying that $\sum_{e \in \text{Cut}(U)} x_e = k$ for some $0 \leq k \leq |\text{Cut}(U)|$ such that $k \not\equiv \sum_{e \in U} \ell_e \pmod{2}$. Note that this invariant ensures that our Tseitin instance restricted to the edges incident on $U$ is unsatisfiable, since summing up all vertex constraints within $U$ yields $\sum_{e \in \text{Cut}(U)} x_e + \sum_{e \in E(U)} 2x_e \equiv k \not\equiv \sum_{e \in U} \ell_e \pmod{2}$.

Initially we have $U = V$ and the invariant clearly holds. Now, let $U$ be the current set of vertices. By the invariant we know that $\sum_{e \in \text{Cut}(U)} x_e = k$ for some $k \not\equiv \sum_{e \in U} \ell_e \pmod{2}$. Partition $U$ into two halves $U_1$ and $U_2$ arbitrarily, subject to $|U_1| = |U_2|/2$. We first determine the value of the edges going between $U_1$ and $U_2$ by querying $\sum_{e \in \text{Cut}(U_1, U_2)} x_e \geq \beta$ for $\beta = 1, \ldots, |\text{Cut}(U_1, U_2)|$. To each leaf of this tree we attach a second binary search tree for determining the value $|\text{Cut}(U_1)|$ by querying $\sum_{e \in \text{Cut}(U_1)} x_e \geq \gamma$ for $\gamma = 1, \ldots, |\text{Cut}(U_1)|$. After these queries, at each leaf of the “combined” tree we will have $\sum_{e \in \text{Cut}(U_1, U_2)} x_e = \beta$ and $\sum_{e \in \text{Cut}(U_1)} x_e = \gamma$ for some $\beta$ and $\gamma$. Furthermore, since $|\text{Cut}(U_1)| + |\text{Cut}(U_2)| = |\text{Cut}(U)| + 2|\text{Cut}(U_1, U_2)|$, we will have $\sum_{e \in \text{Cut}(U_2)} x_e = \delta$, where $\delta + \gamma = k + 2\beta$, $0 \leq \delta \leq |\text{Cut}(U_2)|$.

For any leaf of this tree where $\delta > |\text{Cut}(U_2)|$, we can derive a contradiction by summing the axioms $-x_e \geq -1$ for all $e \in \text{Cut}(U_2)$ with $\sum_{e \in \text{Cut}(U_2)} x_e \geq \delta$. Otherwise, for the remaining leaves observe that $\delta + \gamma \equiv k \not\equiv \sum_{e \in U_1} \ell_e + \sum_{e \in U_2} \ell_e \pmod{2}$. Now, if $\gamma \not\equiv \sum_{e \in U_1} \ell(v) \pmod{2}$, then recurse on $U_1$. Otherwise, $\delta \not\equiv \sum_{e \in U_2} \ell(v) \pmod{2}$. Then recurse on $U_2$.

Our recursion terminates when $U$ contains a single vertex $v$. By the invariant, we have derived $\sum_{e \in \text{Cut}(v)} x_e \equiv k \not\equiv \ell(v) \pmod{2}$ for some $0 \leq k \leq |\text{Cut}(v)|$. The axioms of Tseitin($G, \ell$) rule out Boolean assignments to the variables $x_e$ for $e \in \text{Cut}(v)$, which contradict $\ell(v)$; these axioms do not prohibit incorrect fractional assignments. Therefore, to derive a contradiction, we still need to enforce that the variables $x_e$ for $e \in \text{Cut}(v)$ take $\{0, 1\}$ values. We achieve this by querying all variables $x_e$ for $e \in \text{Cut}(v)$ via SP inequalities $x_e \geq 1, x_e \leq 0$. This results in a complete binary tree of depth $\leq D$. Clearly, $0 \geq 1$ is immediately obtained at the leaves that disagree with $\sum_{e \in \text{Cut}(v)} x_e = k$. At the leaves that agree with $\sum_{e \in \text{Cut}(v)} x_e = k$, the inequality $0 \geq 1$ immediately follows from the assignment to the edges incident to $v$ and one of the axioms of Tseitin.

Finally, we analyze the size and rank of the constructed SP proof. In each recursive step, we make $O((nD)^2)$ queries to determine weights of edges crossing the two cuts. Each recursive step is computed by a pair of binary trees, each of depth at most $\log(nD)$. Our recursion terminates in $\log n$ rounds because we halve the number of current vertices in each step. Once the recursion terminates, we query the variables corresponding to edges incident to the single remaining vertex – this contributes $2^D$ factor to size and increases depth by at most $D$. Overall, the SP proof has size $n^{O(\log(n + D)/\log n)}$ and rank $O(D + \log^2 n)$.

Corollary 7. SP is strictly stronger than CP with respect to proof rank.
Stabbing Planes

Proof. By Theorem 11, any Cutting Planes refutation of rank $r$ can be converted into a SP refutation of rank $O(r)$. Buresh-Oppenheim et al. proved $\Omega(n)$ lower bound on the rank of Cutting Planes of the Tseitin formulas on constant-degree expander graphs [7], while Theorem 6 shows that SP can refute such Tseitin formulas in rank $O(\log^2 n)$. □

4 Simulation Theorems

In this section, we prove simulation theorems relating the SP proof system to other similar proof systems in the literature. We begin by showing that SP is polynomially equivalent to the tree-like R(CP) system (introduced by Krajicek in [23]), which can be thought of as tree-like Resolution with clauses of inequalities and allowing CP rules. Since tree-like R(CP) simulates tree-like CP, the natural question is whether SP (and consequently R(CP)) can simulate general CP. We answer this question positively by providing two simulations. First of all, we observe that SP can depth-simulate CP. This simulation, while preserving depth of the proof, can lead to an exponential increase in the size. Via a different simulation we show that SP can size-simulate CP. This time around, while the simulation preserves the size of a CP refutation, it can significantly increase the depth. It is an interesting open question whether there is a simulation of CP by SP that can simultaneously preserve depth and size of CP refutations.

To complete the picture, we note that general R(CP) can trivially simulate tree-like R(CP) (and consequently SP) and CP. We also show that tree-like CP refutations can be efficiently converted into balanced (logarithmic-depth) SP refutations – this shows that tree-like CP refutations, which cannot in general be balanced, can be balanced in SP.

We then turn to the question of space-time simulations. Recall, that a proof system can be thought of as a non-deterministic Turing machine. The notion of space of CP refutations intuitively corresponds to the minimum size of the work tape of such a non-deterministic Turing machine that is required to carry out the computation. In this analogy, the notion of length of CP refutations corresponds to the running time of the given TM. We show that general CP refutations that use length $\ell$ and space $s$ can be turned into depth $O(s \log \ell)$ SP refutations. Thus, sufficiently strong lower bounds on the depth of SP refutations lead to time-space tradeoffs for CP.

4.1 Equivalence of SP with tree-like RCP

We show the SP system is polynomially equivalent to the R(CP) proof system. R(CP) proof system is formally defined as follows.

Definition 8. The R(CP) proof system is a syntactic proof system defined as follows. The lines of the R(CP) system are disjunctions of integer linear inequalities $\Gamma = L_1 \lor L_2 \lor \cdots \lor L_\ell$, and the lines are equipped with the following deductive rules. Let $\Gamma$ be an arbitrary disjunction of integer linear inequalities, let $Ax \geq b, Cx \geq d$ be arbitrary integer linear inequalities, and let $\alpha, \beta$ be any positive integers.
Linear Combination: \((Ax \geq b) \lor \Gamma \quad (Cx \geq d) \lor \Gamma\)

Axiom Introduction: \((Ax \geq b) \lor (Az \leq b - 1)\)

Cut: \((Ax \geq b) \lor \Gamma \quad (Az \leq b - 1) \lor \Gamma\)

Division: \((aAx \geq b) \lor \Gamma\)

Weakening: \((Ax \geq b) \lor \Gamma\)

Elimination: \((0 \geq 1) \lor \Gamma\)

An \(R(CP)\) proof is tree-like if the proof DAG is a tree.

The following two theorems state the polynomial equivalence between \(SP\) and \(R(CP)\). Due to space considerations, we refer the reader to the full version [1] of this paper for the proofs of the two theorems.

**Theorem 9.** Let \(C\) be an unsatisfiable CNF, and let \(C_1, C_2, \ldots, C_m\) be the representation of \(C\) as an integer-linear system of inequalities. For any \(SP\) refutation of \(C\) with size \(s\) and depth \(d\) there is a tree-like \(R(CP)\) refutation of \(C\) of size \(O(s(d^2 + md))\) and width \(d + 1\).

**Theorem 10.** Let \(C\) be an unsatisfiable CNF, and let \(C_1, C_2, \ldots, C_m\) be the representation of \(C\) as an integer linear system of equations. For any tree-like \(R(CP)\) proof of the disjunction \(\neg C_1 \lor \neg C_2 \lor \cdots \lor \neg C_m\) with size \(s\) and depth \(d\) there is an \(SP\) refutation of \(C\) of size at most \(2s\) and rank at most \(2d\).

### 4.2 SP simulations of Cutting Planes

\(SP\) simulates \(CP\) in two ways: via a depth-preserving simulation and via a size-preserving simulation. It is an interesting open problem if both depth and size can be preserved simultaneously during a simulation. Due to space requirements, we simply state the depth-preserving simulation and leave its proof to the full version of the paper [1].

**Theorem 11.** For every Cutting Planes refutation of rank \(d\), there is a \(SP\) refutation of the same tautology with rank at most \(2d\). Moreover, if the \(CP\) refutation is tree-like of size \(s\) then the resulting \(SP\) refutation is of size \(O(s)\) and rank \(2d\).

Next, we present the size-preserving simulation with full details.

**Theorem 12.** \(SP\) polynomially simulates \(CP\).

**Proof.** Let \(R = \{A_1x \geq a_1, A_2x \geq a_2, \ldots, A_mx \geq a_m\}\) be a \(CP\) refutation of an unsatisfiable set of integer linear inequalities \(F\). We construct a \(SP\) refutation of \(F\) line by line, following \(R\). Our \(SP\) refutation is a tree where the right-most path is of length \(m + 1\) with edges labelled \(A_1 \geq b_1, \ldots, A_m \geq b_m\). The left child of node \(i \leq m\) along this path is labelled with \(0 \geq 1\), which is derived as a non-negative linear combination of \(A_jx \geq a_j\) for \(j < i\), \(A_i x \leq a_i - 1\), and \(F\). The last node in the path is also labelled with \(0 \geq 1\). Since \(A_mx \geq a_m \equiv 0 \geq 1\), the last node is trivially labelled with \(0 \geq 1\). Thus, we only need to show that the left child of every node can be legally labelled with \(0 \geq 1\). If \(A_jx \geq a_i\) is an axiom, we can derive \(0 \geq 1\) by subtracting \(A_jx \leq a_i - 1\) from \(A_i x \geq a_i \in F\). If \(A_jx \geq a_i\) is a non-negative combination of two previous inequalities, i.e., \(A_jx \geq a_i = \alpha A_jx + \beta A_jx \geq \alpha a_j + \beta a_j\) for some \(j_1, j_2 < i \) and \(\alpha, \beta \in \mathbb{Z}_{>0}\), we can derive \(0 \geq 1\) by subtracting \(A_jx \leq a_j - 1\) from the non-negative linear combination of \(A_jx \geq a_j\) and \(A_jx \geq a_j\) used to derive \(A_i x \geq a_i\). Finally, suppose that \(A_jx \geq a_i\) is obtained by an application of the division rule to \(A_jx \geq a_j\) for some \(j < i\), i.e., \(A_jx \geq a_i = \frac{A_jx \geq a_j}{c}\) where \(c \in \mathbb{N}\) divides every entry in \(A_j\). On the path to this node in our \(SP\) refutation we queried \(A_jx \geq a_j\). Dividing this inequality by \(c\) and subtracting \(A_jx \leq a_j - 1\), we obtain \(0 \geq a_j/c - (\lfloor a_j/c \rfloor - 1)\). This gives us \(0 \geq a_j/c \equiv 1 - \lfloor \frac{a_j}{c} \rfloor\). Since the right-hand side is strictly positive this can be normalized to give \(0 \geq 1\). ▶
4.3 CP and Balanced SP

It is known that CP refutations cannot be balanced (i.e. size-\(s\) refutations being turned into size \(O(s)\) depth \(O(\log s)\) refutation) in CP. Here, we show that CP proofs can be turned into balanced SP proofs. More specifically, we prove the following.

▶ Theorem 13. Suppose there is a size \(s\) tree-like CP refutation of a set of linear integer inequalities \(F\). Then there is a size \(s\) depth \(O(\log s)\) SP refutation of \(F\).

Proof. The construction is recursive. Let \(T\) be the tree corresponding to \(P\). If |\(T\)| = \(O(1)\), use one of the previous simulation theorems to create an SP refutation of \(P\). Now, let \(v\) be a node in \(T\) such that the subtree \(T_v\) rooted at \(v\) satisfies |\(T_v\)| / 3 ≤ |\(T_v\)| ≤ 2|\(T_v\)|/3, which must exist since the size measure is additive. Let \(Bx ≥ b\) be the line in \(P\) corresponding to \(v\). Our SP simulation starts by querying \(Bx\). If \(Bx ≥ b\) then we apply the recursive construction to \(T \setminus T_v\), treating \(Bx ≥ b\) as a new axiom. Otherwise, if \(Bx ≤ b – 1\) (which contradicts the input set of inequalities \(F\)) we apply the recursive construction to \(T_v\). The size is clearly preserved, and the depth of the proof becomes logarithmic, since we are reducing the size of the proof to be simulated by a constant factor on each branch of a query.

We can also show that bounded depth and space CP refutations yield balanced SP proofs. See full version [1] for the proof of the following theorem.

▶ Theorem 14. Suppose that we have a length \(\ell\), space \(s\) CP refutation of an unsatisfiable set of linear integral inequalities. Then there is a depth \(O(s \log \ell)\) SP refutation of the same set of linear integral inequalities.

5 Impossibility Results

In this section, we prove near-optimal lower bounds on SP rank via reductions to randomized and real communication complexity. We then tackle the harder problem of proving unrestricted superpolynomial size lower bounds for SP. Although we are unable to prove such lower bounds we explain why current approaches fail. Essentially all lower bounds for CP have been obtained by reducing to a communication complexity problem; in the case of tree-like CP, the reduction is to the communication complexity of a corresponding search problem. For more general dag-like CP, the reduction is to the size of “communication games” [13, 17] (communication games are a dag-like model of communication that gives an equivalence between communication size and monotone circuit size, analogous to the famous equivalence between communication depth and monotone formula size). Although tree-like CP proofs cannot be balanced in general, communication protocols (both deterministic and randomized) can be balanced, and thus tree-like CP lower bounds follow from communication complexity lower bounds. Similarly, we show that it is not possible to balance SP refutations, and thus we cannot in general obtain size lower bounds directly from rank lower bounds. Moreover, we show that SP refutations imply real communication protocols, and unlike ordinary communication protocols, we show that real protocols cannot in general be balanced. This rules out proving length lower bounds on SP refutations from (real) communication complexity lower bounds.

5.1 SP Refutations Imply Communication Protocols

Real communication protocols were introduced by Krajíček [24]. In this model, the players are allowed to communicate by sending real-valued functions of their inputs to a referee who announces their comparison.
Definition 15. A real communication protocol is a full binary tree in which every non-leaf node \( v \) is labeled with a pair of functions \( a^v : \mathcal{X} \rightarrow \mathbb{R}, b^v : \mathcal{Y} \rightarrow \mathbb{R} \), and the leaves are labelled with elements in \( \mathcal{Z} \). Two players, Alice and Bob, receive inputs from \( \mathcal{X} \times \mathcal{Y} \), with Alice receiving \( x \in \mathcal{X} \) and Bob receiving \( y \in \mathcal{Y} \). Beginning at the root, the players traverse the tree as follows: at each node, they send real values \( a^v(x) \) and \( b^v(y) \) to a “referee” who returns (to both of them) a bit indicating the result of the comparison \( a^v(x) \geq b^v(y) \); the players proceed to the left child if \( a^v \geq b^v \), and to the right child otherwise. Once they reach a leaf, the protocol halts, and the players output the value in \( \mathcal{Z} \) labelling the leaf; it computes a function \( f : \mathcal{X} \times \mathcal{Y} \rightarrow \mathcal{Z} \) in the natural way.

The cost of a real protocol is the depth of the tree, or equivalently the maximum number of rounds of communications with the referee over any input \( (x, y) \), and the size is the number of nodes in the protocol. Similarly, the cost (size) of computing a function \( f \) is the smallest cost (size) real protocol computing \( f \).

Krajíček showed that from a low-rank CP refutation of an unsatisfiable CNF, one can obtain a real communication protocol for solving a related search problem [24]. We describe this search problem next.

Definition 16. Let \( \mathcal{F} = C_1 \land C_2 \land \cdots \land C_m \) be an unsatisfiable CNF and \( (X, Y) \) be a partition of the variables. The relation \( \text{Search}_{X,Y}(\mathcal{F}) \subseteq \{0, 1\}^X \times \{0, 1\}^Y \times [m] \) consists of all triples \((x, y, i)\) such that the total assignment \( z = (x, y) \) to all of the variables of \( C_i \) falsifies the clause \( i \).

The search problem is the natural interpretation of a refutation in the setting of communication. Indeed, essentially every lower bound for CP has been proved by reducing to the communication complexity of the search problem. In a similar manner, we show that SP refutations can be turned into both randomized and real protocols for the search problem which preserve the rank of the refutation.

Lemma 17. Let \( \mathcal{F} \) be an unsatisfiable CNF formula and \( (X, Y) \) be any partition of the variables. Any SP refutation of \( \mathcal{F} \) of rank \( r \) implies a real communication protocol of cost \( O(r + \log n) \) and an \( O(r \log n + \log^2 n) \) randomized bounded-error protocol for \( \text{Search}_{X,Y}(\mathcal{F}) \).

The protocol consists of traversing the SP tree until a leaf is reached (\( r \) rounds), then finding a clause falsified at the leaf in \( O(\log n) \) rounds: note that evaluating any linear inequality can be done using a single bit of communication.

For the second part of the lemma, Alice and Bob run the \( \varepsilon \)-error \( O(\log m + \log \varepsilon^{-1}) \)-bit protocol of Nisan [26] for deciding an \( m \)-bit linear inequality. By the well-known result of Muroga [25], any inequality on \( n \) Boolean variables only requires coefficients representable by \( O(n \log n) \) bits (recall that Alice and Bob’s input will always be a Boolean assignment and so this suffices). Because there are at most \( r + \log n \) inequalities evaluated along any root-to-leaf path in the refutation, the protocol is repeated at most \( r + \log n \) many times. By a union bound, we require \( \varepsilon < c/(\log n + r) \), where \( c \) is some constant bound on the error that we allow. Therefore, every inequality can be computed in \( O(\log n + \log r) \) many bits to compute, giving a \( O(r \log n + \log^2 n) \) bounded-error randomized protocol for \( \text{Search}_{X,Y}(\mathcal{F}) \).

5.2 Rank Lower Bounds For SP

To take advantage of Lemma 17, we need to find some candidate formulas on which to prove rank lower bounds and then study the search problem obtained from applying this transformation. We do so for both the Tseitin formulas and a variant of the pebbling
contradictions, a reformulation of the classical black pebbling games as an unsatisfiable 3-CNF formula, originally introduced by Ben-Sasson et al. [4, 3].

The black pebbling game can be phrased as a contradictory 3-CNF as follows: Let $G$ be a DAG with a set of source nodes $S \subseteq V(G)$ (having fanin 0), a unique sink node $t$ (with fanin 2 and fanout 0), and the remaining nodes each having fanin exactly 2. The pebbling contradictions $Peb_G$ consists of the following $n + 1$ clauses over variables $v \in V(G)$: sink axiom: a single clause $¬t$; source axioms: a clause $s$ for every source $s \in S$; pebbling axioms: a clause $¬u \lor ¬v \lor w$ for every $w \in V \setminus S$ with immediate children $u, v$.

Unfortunately, both the pebbling contradictions and the Tseitin formulas have short SP refutations. In particular, for any graph $G$, the polytope formed by the constraints of $Peb_G$ is empty and therefore a nonnegative combination of the constraints yielding $0 \geq 1$ exists, this is a valid rank-1 SP refutation. For Tseitin, this follows from the poly-logarithmic rank upper bound in Theorem 6. We modify these formulas to make them harder to solve.

A standard technique for amplifying the hardness of computing some function $f : \mathcal{X}^n \rightarrow \mathcal{Z}$ is by lifting that function. This is done by obscuring the input variables by replacing them each by a small function $g : \mathcal{A} \rightarrow \mathcal{X}$ known as a gadget, which must be evaluated before learning the input to the original function. For an input $a \in \mathcal{A}^n$, the function $f$ lifted by gadget $g$ is then $(f \circ g^n)(a) = (g(a_1), \ldots, g(a_n))$. The intuition is that this lifted function $f \circ g^n$ should be much harder than the original because the players must first evaluate the gadget $g(a_i)$ to learn each bit of the actual input to the function $f$. Furthermore, intuition says that if the gadget is sufficiently difficult to compute, then the model will be reduced to using more rudimentary methods to evaluate the lifted function.

The standard hard-to-compute gadget is the pointer or index gadget, $\text{IND}_t : [\ell] \times \{0,1\}^\ell \rightarrow \{0,1\}$. For an input $(x,y) \in [\ell] \times \{0,1\}^\ell$, $x$ is a log-$\ell$-bit string encoding a pointer into the $\ell$-bit string $y \in \{0,1\}^\ell$. The output of $\text{IND}_t(x,y)$ is $y[x]$, the $x$-th bit in the string $y$. This is most often applied in communication complexity, where typically the variable partition between the players is that Alice is given $x \in [\ell]$ and Bob is given $y \in \{0,1\}^\ell$. In any standard model of communication, for this partition of the variables, it is difficult to imagine any communication protocol which could compute the index gadget with significant advantage over the trivial protocol; sending every bit of Alice’s pointer $x$ to Bob.

Raz and McKenzie formalized this intuition, in what has become known as a lifting theorem [28, 15]. They show that deterministic communication protocols cannot compute any function $f$ lifted by the index gadget significantly better than simply mimicking a decision tree computing $f$, and performing the trivial protocol for evaluating the index gadget every time a bit of the input to $f$ is needed.

Lifting theorems for real communication were originally proved by Bonet et al. [6] based on the techniques of Raz-McKenzie. Their theorem lifts lower bounds on the decision tree complexity of a function $f$ to lower bounds on the cost of real communication protocols computing $f \circ \text{IND}_t^n$. The decision tree complexity $\text{DT}(f)$ of a function $f$ is simply the minimum depth need by any decision tree to compute $f$. We use a simplified lifting theorem for real communication by de Rezende et al. [11], which we state next.

> **Theorem 18.** (de Rezende et al. [11]) Let $f$ be a function with domain $\{0,1\}^n$ and let $\ell = n^4$. If there is a real communication protocol of cost $c$ that solves $f \circ \text{IND}_t^n$ where Alice is given $x \in [\ell]^n$ and Bob is given $y \in \{0,1\}^n$, then there is a decision tree solving $f$ using $O(c/\log \ell)$ queries.

Our goal is now to is to combine this theorem with Lemma 17 in order to prove lower bounds on the rank of SP refutations of $Peb_G \circ \text{IND}_t^n$. Syntactically speaking though,
Theorem 19. There exists a graph $G$ of indegree 2 on $n$ vertices such that the unsatisfiable CNF formula $\text{Peb}_G \circ \text{IND}_n^\ell$ yields a protocol for $\text{Search}_{X,Y}(\text{Peb}_G \circ \text{IND}_n^\ell)$ which is not in the correct form to apply Theorem 18 ($\text{Search}_{X,Y}(\text{Peb}_G \circ \text{IND}_n^\ell)$ is a function of a lifted function, whereas Theorem 18 can only be applied to lifted functions). Luckily, this is not a significant issue; Huynh et al. [18] show that, for any unsatisfiable CNF $F$, any real communication protocol for $\text{Search}_{X,Y}(F \circ \text{IND}_n^\ell)$, where $X = [\ell]^n$ and $Y = \{0,1\}^{n\ell}$, implies a real communication protocol for $\text{Search}_{X,Y}(F) \circ \text{IND}_n^\ell$ with the same parameters.

It is now straightforward to obtain lower bounds on the rank of SP refutations. For the lifted pebbling formulas, SP rank lower bounds follow from combining Lemma 17 and Theorem 18 with a lower bound on the complexity of decision trees solving $\text{Peb}_G$ proved by de Rezende et al. [11].

Theorem 20. (Göös and Pitassi [14]) There exists a constant-degree graph $G$ on $n$ vertices such that, if $\ell$ is any $\{0,1\}$ vertex labelling with odd total weight and $(X,Y)$ is any partition of the variables, any bounded-error randomized communication protocol for $\text{Search}_{X,Y}(\text{Tseitin}(G,\ell) \circ \text{VER}^n)$ on $O(n)$ variables, requires $\Omega(n/\log n)$ bits of communication.

Furthermore, Göös and Pitassi showed how, for any CNF formula $F$, the composed function $F \circ \text{VER}^n$ can be encoded as a CNF formula. For brevity, we refer the reader to Göös and Pitassi [14] for the definition of encoding of $F \cdot \text{VER}^n$ as a CNF formula, and recall that if $F$ is a CNF with $m$ clauses and width $w$, then $F \circ \text{VER}^n$ contains at most $m \cdot 2^{4w}$
clauses. The width of every clause in the Tseitin formulas are bounded by maximal degree $d$ in the underlying graph. Using this fact, we are able to obtain near-optimal lower bounds on the rank of SP refutations by combining Theorem 20 with Lemma 18 as in the proof of Theorem 19. This lower bound should be contrasted with the logarithmic-rank SP upper bound on Tseitin from Theorem 6.

**Theorem 21.** There a constant-degree graph $G$ on $n$ vertices such that if $\ell$ is any $\{0,1\}$ vertex labelling with odd total weight, the CNF formula $\text{Tseitin}(G, \ell) \circ \text{VER}^n$, on $O(n)$ variables and clauses, requires SP refutations of rank $\Omega(n / \log^2 n)$.

### 5.3 SP Refutations Cannot Be Balanced

Optimistically, one could hope that the length and rank of SP refutations may be closely related and therefore that we could leverage these rank bounds to obtain lower bounds on the length of SP refutations. We answer this question negatively, showing that there exists a contradictory CNF which admits short refutations, but for which these refutations must be almost maximally deep. That is, we show that SP refutations cannot be balanced; an SP refutation of length $S$ does not imply one of rank $O(\log S)$. This shows that in SP the rank of refutations is a distinct complexity measure from the length.

In order to obtain time-space tradeoffs, de Rezende et al. [11] proved Resolution upper bounds on the lifted pebbling contradictions. Combining this upper bound (which can be simulated efficiently in SP) with the lower bound from Theorem 19 exhibits a formula that requires small size, but near-maximal rank to refute in SP.

**Theorem 22.** SP refutations cannot be balanced.

**Proof.** Suppose that a SP refutation of length $S$ implied the existence of a SP refutation of the same formula of rank $O(\log S)$. Let $G$ be the graph from Theorem 19 on $n$ vertices, and let $\text{Peb}_G$ be the pebbling contradictions defined on this graph. It follows immediately from Lemmas 7.2 and 7.3 from de Rezende et al. [11] that for any graph of indegree 2 on $n$ vertices, that there is a Resolution refutation of $\text{Peb}_G \circ \text{IND}^n_\ell$ of length $O(n \ell^3)$. Since SP can $p$-simulate Resolution, this implies a $\text{poly}(n)$ upper bound on the same formula in SP. Under the assumption that SP refutation can be balanced, this would imply a SP refutation of depth $O(\log n)$ of $\text{Peb}_G \circ \text{IND}^n_\ell$, contradicting the lower bound from Corollary 19.

Although it is a well-known fact that tree-like Cutting Planes refutations cannot be balanced, Impagliazzo et al. [20] show that the randomized communication protocols for the search problem obtained from CP refutations can be balanced. Using this fact, they show that a length $S$ tree-like Cutting Planes proof implies a depth $O(\log S)$ protocol for the search problem. This implies that communication cost lower bounds for the search problem imply length lower bounds for tree-like Cutting Planes refutations.

Optimistically one could hope that a similar approach could be applied to SP refutations. This is reinforced by the fact that the real communication protocols for the search problem obtained from SP refutations (Lemma 17) maintains the same topology as the refutation. That is, the cost and size of the resulting protocol are approximately equal to the rank and length of the proof (unfortunately, this is not the case for the randomized protocols obtained from SP refutations). Therefore, one might hope that even though SP cannot be balanced, the corresponding real communication protocols for the search problem can be balanced. Thus, lower bounds on the rank of real-communication protocols for the search problem would imply lower bounds on the size of SP proofs.
Corollary 23. Any SP refutation of length $S$ and rank $r$ of an unsatisfiable formula $F$ implies a real communication protocol of size $O(S \cdot n)$ and cost $O(r + \log n)$ for $\text{Search}_{X,Y}(F)$.

This follows from observing that the protocol obtained in Lemma 17 also preserves the topology (and therefore both the rank and the length) of the refutation.

5.4 Real Communication Protocols Cannot Be Balanced

Analogous to Theorem 22 (SP proofs cannot be balanced) in this section we will show that real communication protocols cannot be balanced. This should be contrasted with other standard models of communication such as randomized and deterministic, which can be balanced. In particular, we exhibit a function which has a real communication protocol of small size, but for which every real protocol must have high cost. Towards this end, we prove lower bounds on the real communication complexity of the famous $\text{NP}^{cc}$-complete problem set disjointness function.

The set disjointness function $\text{DISJ}_n$ defined as follows: each player is given an $n$-bit string, interpreted as indicator vectors for an underlying set of $n$ elements, and they are asked to determine whether their sets are disjoint. That is, the players aim to solve the problem $\text{DISJ}_n(x, y) = \bigvee_{i \in [n]} (x_i \land y_i)$. To our knowledge, the only known technique for obtaining lower bounds on the real communication of any problem are via lifting theorems, reducing the task of proving lower bounds on lifted functions to the decision tree complexity of the un-lifted function. Although $\text{DISJ}_n$ can be seen as a lifted function (the $\text{OR}_n$ function lifted by the two-bit AND gadget), these real communication lifting theorems work only for super-constant sized gadgets, and therefore cannot be applied directly to $\text{DISJ}_n$. We circumvent this difficulty by exploiting the fact that $\text{DISJ}_n$ is $\text{NP}^{cc}$-complete. To do so, we find a lifted function in $\text{NP}^{cc}$ to which our simulation theorems can be applied. Consider the $n$-bit $\text{OR}_n$ function composed with the index gadget, $\text{OR} \circ \text{IND}_n^n$, for some $\ell$ defined later.

Lemma 24. $\text{OR}_n \circ \text{IND}_n^n \in \text{NP}^{cc}$, for any $\ell \leq 2^{\text{polylog}(n)}$.

Proof. First, observe that the index gadget $\text{IND}_{\ell}(x_i, y_i)$, for a single bit $i$ of the input to the $\text{OR}_n$ function, can be computed by a brute force protocol in $\log \ell$ bits of communication. Alice simply sends to Bob the log $\ell$ bits of her input $x_i = x_{i,1}, \ldots, x_{i, \log \ell}$. Bob is then able to evaluate $\text{IND}_{\ell}(x_i, y_i)$.

Now, consider the following $\text{NP}^{cc}$ protocol for $\text{OR}_n \circ \text{IND}_n^n$: Alice and Bob are given a proof, a $\log n$-bit string indicating the index $i \in [n]$ of the $\text{OR}_n$ function where $\text{IND}_{\ell}(x_i, y_i) = 1$. They then perform the brute force protocol to evaluate $\text{IND}_{\ell}(x_i, y_i)$ and verify that the outcome is indeed 1. In total, this requires $\log \ell + \log n + 1 = \text{polylog}(n)$ bits of $\text{NP}^{cc}$-communication.

To obtain lower bounds on $\text{OR}_n \circ \text{IND}_n^n$, we appeal to the real communication simulation theorem (Theorem 18), reducing communication lower bounds for $\text{OR}_n \circ \text{IND}_n^n$ on the lifted problem to the well-known linear decision tree lower bounds on the $\text{OR}_n$ function.

Lemma 25. Let $\ell = n^4$. The cost of any real communication protocol computing $\text{OR}_n \circ \text{IND}_n^n$ is $\Omega(n \log \ell)$.

Proof. Combining the $\Omega(n)$ lower bound on the decision tree complexity of computing the $\text{OR}_n$ function with the simulation theorem of de Rezende et al. [11] proves the result.

---

1 Recall that the $\text{NP}^{cc}$ communication complexity of a function $f$ is the minimum size of any monochromatic rectangle cover of the communication matrix of $f$. 
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Theorem 26. The cost of any real communication protocol for \( \text{DISJ}_n \) is \( \Omega((n \log n)^{1/5}) \).

Proof. Let \( \ell = n^4 \). Consider the following reduction from \( \text{OR} \circ \text{IND}_n^\ell \) to an instance of set disjointness. By Lemma 24, the \( \text{NP}^{cc} \)-complexity of \( \text{OR}_n \circ \text{IND}_n^\ell \) is \( \log \ell + \log n + 1 \). That is, there exists a cover of the 1s of the communication matrix of \( \text{OR}_n \circ \text{IND}_n^\ell \) with at most 2n\ell rectangles. Enumerating the 1-rectangles gives us an instance of set disjointness: on input \((x,y)\) to \( \text{OR}_n \circ \text{IND}_n^\ell \), Alice constructs the 2n\ell-bit string which is the indicator vector \( I_x(x) \) of the set of 1 rectangles which \( x \) belongs to, similarly Bob constructs \( I_y(y) \) the same for \( y \). Thus \( \text{OR}_n \circ \text{IND}_n^\ell(x,y) = 1 \) iff \( \text{DISJ}_{2n\ell}(I_x(x),I_y(y)) = 1 \). Combining this with the lower bound from Lemma 25 gives a lower bound of \( \Omega((n \log \ell)^{1/5}) \) on the cost of any real communication protocol computing \( \text{DISJ}_n \).

Corollary 27. Real communication protocols cannot be balanced.

Proof. Observe that \( \text{DISJ}_n = \lor_{i=1}^n (x_i \land y_i) \) can be computed in a 2n + 1-node protocol by Alice and Bob comparing \( x_i \) and \( 2 - y_i \) for \( i = 1, \ldots, n \). Suppose by contradiction that one could balance real communication protocols. The size 2n + 1 protocol would therefore imply a cost \( \log(2n + 1) \) real protocol for \( \text{DISJ}_n \), contradicting the lower bound from Theorem 26.

6 Conclusions

This paper introduces and develops the Stabbing Planes proof system as a natural extension of DPLL and pseudoBoolean solvers to handle a more expressive set of queries. Although it is equivalent to a tree-like version of a system already in the literature, this new perspective turns out to be quite useful for proving upper bounds. This paper is only a preliminary exploration of the SP proof system and leaves open many interesting problems from both a theoretical as well as a practical perspective.

As mentioned in the preliminaries, we do not have an analog to Cook et al. [8] for Stabbing Planes and so it is unknown whether for SP refutations, the length and size (number of bits) can be treated as the same measure. That is, is it possible to prove that any SP refutation of length \( l \) can be simulated by an SP planes refutation of size \( \text{poly}(l,n) \)?

We have shown that that CP refutations of small rank can be simulated by SP refutation of small rank, and that CP refutations of small size can also be simulated by SP refutations of small size. Can we simulate both rank and size efficiently? That is, can any CP refutation of rank \( r \) and size \( s \) be simulated by a SP refutation of rank \( \text{poly}(r) \) and size \( \text{poly}(s) \)?

Is it possible to prove superpolynomial lower bounds for SP? Krajíček [23] gave exponential lower bounds on the length of R(CP) refutations when both the width of the clauses, and the size of the coefficients appearing in the inequalities are sufficiently bounded. This was later improved by Kojevnikov [22] to remove the restriction on the size of the coefficients for tree-like R(CP). In particular, to obtain any lower bound at all, the width of the clauses appearing in the R(CP) refutations must be bounded by \( o(n/\log n) \). From Theorem 9, a size \( S \) and rank \( D \) SP refutation implies an R(CP) proof of size \( O(S) \) and width \( O(D) \). Therefore, this result is also a size lower bound for bounded-depth SP. Unfortunately, it appears that these techniques are fundamentally limited to be applicable only to SP refutations with low depth, and so new techniques seem needed to overcome this barrier.

As mentioned in the introduction, we feel that SP has potential, in combination with state-of-the-art algorithms for SAT and ILP, for improved performance on some hard instances, and problems such as maxSAT and counting satisfying assignments. The upper bound on the Tseitin example illustrates the kind of reasoning that SP is capable of: arbitrarily splitting the
solution space into sub-problems based on some measure of progress. It would be interesting to build a SP-based solver, or to add SP-like branching to a solver such as CPLEX.

It has been a long-standing conjecture that CP does not have short refutations of the Tseitin formulas, as CP is unable to count mod2. On the other hand, Theorem 17 gives a quasi-polynomial upper bound on the Tseitin formulas in SP. Therefore, a natural approach to separating SP and CP is through proving CP lower bounds for Tseitin formulas.
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The weak interactive compression conjecture asserts that any two-party communication protocol with communication complexity $C$ and information complexity $I$ can be compressed to a protocol with communication complexity $\text{poly}(I)\text{polylog}(C)$.
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1 Introduction

The classical data compression theorem shows that every message can be compressed to its information content, measured using the entropy function. Can one prove a similar result in the interactive setting, where two parties engage in an interactive communication protocol? That is, can the transcript of every communication protocol be compressed to (roughly) its "information content" [2]?

The information content of an interactive protocol is typically measured using the information complexity measure [11, 16, 7, 1, 2]. In this paper we will mainly be interested in internal information complexity (a.k.a. information complexity and information cost). A related notion of external information complexity is also used in the literature. Roughly speaking, let $\pi$ be a two-party communication protocol, and let $\mu$ be a distribution over the private inputs for the communicating parties. The (internal) information complexity of $\pi$ over $\mu$, denoted $\text{IC}_\mu(\pi)$, is the number of information bits that the players learn about each other’s input, when running the protocol $\pi$ with inputs distributed according to $\mu$ (see Definition 3).
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Using the notion of information complexity, the above interactive compression problem can be formulated as asking whether for every protocol \(\pi\) and distribution \(\mu\) with information complexity \(I = IC_\mu(\pi)\), there exists a “compressed” protocol \(\pi'\) that produces (almost) the same output as \(\pi\) and has \(CC^{avg}_\mu(\pi')\) close to \(I\). Here, \(CC^{avg}_\mu(\pi')\) stands for the distributional communication complexity of \(\pi'\) over \(\mu\), which is the expected number of bits communicated by \(\pi'\) when the inputs to the players are sampled according to \(\mu\) (see Definition 2).

Several recent results show how to compress communication protocols in several cases, starting from [2] (see Section 2.3). However, none of these results gives a way of compressing a general protocol to a protocol that only communicates \(I\) bits, or even \(\text{poly}(I)\) bits. We note that in some special cases, compression to \(\text{poly}(I)\text{polylog}(C)\) or even \(\text{poly}(I)\) are known to be possible (see Section 2.3).

The difficulty in compressing general protocols was recently explained by the authors, by proving exponential gaps between the distributional communication complexity and information complexity of some carefully designed communication tasks. In [8, 10], Ganor, Kol and Raz showed an explicit example of a boolean function with (internal) information complexity \(\leq I\) and distributional communication complexity \(\geq 2^{\Omega(I)}\) (see [17] for a simplified proof). In [9], Ganor, Kol and Raz analyzed a communication task proposed by Braverman [4], with (external) information complexity \(\leq I\) and distributional communication complexity \(\geq 2^{\Omega(I)}\).

One drawback of these results is that the protocols that achieve information complexity \(I\) have communication complexity double or even triple exponential in \(I\). Therefore, while these results rule out “strong” compression to \(\text{poly}(I)\text{polylog}(C)\), they leave open the possibility of “weak” compression to \(\text{poly}(I)\text{polylog}(C)\).

**Open Problem 1.** Is it true that for every computational task \(f\), distribution \(\mu\) over the inputs and every communication protocol \(\pi\) that solves \(f\) with error \(o(1)\), there exists a protocol \(\pi'\) that solves \(f\) with error \(o(1)\), such that

\[
CC^{avg}_\mu(\pi') \leq \text{poly}(IC_\mu(\pi)) \cdot \text{polylog}(CC^{avg}_\mu(\pi))
\]

A general compression to \(\text{poly}(I)\text{polylog}(C)\) as suggested by Problem 1, if exists, still yields very efficient compressed protocols that potentially constitute huge savings. Due to the equivalence between interactive compression and direct sum [2, 5], such a compression would also imply a near optimal direct sum result for distributional communication complexity, thus resolve this long standing open problem in the affirmative. Specifically, it will show that the distributional communication complexity of solving \(m\) independent copies of a communication task is almost as high as \(m\) times the distributional communication complexity of solving a single copy. Moreover, such an interactive compression result gives rise to a new paradigm for protocol design, where one is only mindful to the information revealed by the protocol, and then uses a compression scheme as a “black-box” to lower the required communication complexity.

In this work we suggest a candidate communication problem, called the excited tree game, for ruling out the \(\text{poly}(I)\text{polylog}(C)\) compression scheme suggested by Problem 1. The game is defined in Section 3, and is parameterized by a parameter \(c \in \mathbb{N}\). In Section 5, we construct a protocol for solving the game with information complexity \(I = \text{polylog}(c)\) and communication complexity \(C = O(c)\). In Section 4, we try to justify the conjecture that there is no protocol for solving the game with distributional communication complexity at most \(\text{poly}(I)\text{polylog}(C) = \text{polylog}(c)\). Observe that this conjecture, if true, shows that the low information protocol we construct for the excited tree game cannot be compressed to \(\text{poly}(I)\text{polylog}(C)\), thus answers Problem 1 in the negative. Proving this conjecture in full, however, seems very challenging.
2 Preliminaries

2.1 Communication Complexity

In the two player distributional model of communication complexity, each player gets an input, where the inputs are sampled from a joint distribution that is known to both players. The players’ goal is to solve a computational task that depends on both inputs. The players can use both common and private random strings and are allowed to err with some small probability. The players communicate in rounds, where in each round one of the players sends a message to the other player. The communication complexity of a protocol is the total number of bits communicated by the two players. The communication complexity of a computational task is the minimum number of bits that the players need to communicate in order to solve the task with high probability, where the minimum is taken over all protocols. For excellent surveys on communication complexity see [14, 15]. In this work it would be more convenient to work with average communication complexity.

▶ Definition 2 (Average Communication Complexity). The average communication complexity of a protocol $\pi$ over random inputs $(X,Y)$ that are drawn according to a joint distribution $\mu$, denoted $\text{CC}^{\text{avg}}_\mu(\pi)$, is the expected number of communication bits transmitted during the protocol, where the expectation is over $(X,Y)$ and over the randomness. The $\epsilon$ average communication complexity of a computational task $f$ with respect to a distribution $\mu$ is defined as

$$\text{CC}^{\text{avg}}_\mu(f,\epsilon) = \inf_{\pi} \text{CC}^{\text{avg}}_\mu(\pi),$$

where the infimum ranges over all protocols $\pi$ that solve $f$ with error at most $\epsilon$ on inputs that are sampled according to $\mu$.

2.2 Information Complexity

Roughly speaking, the (internal) information complexity of a protocol is the number of information bits that the players learn about each other’s input, when running the protocol. The information complexity of a communication task is the minimum number of information bits that the players learn about each other’s input when solving the task, where the minimum is taken over all protocols. Formally,

▶ Definition 3 (Information Cost). The information cost of a protocol $\pi$ over random inputs $(X,Y)$ that are drawn according to a joint distribution $\mu$, is defined as

$$\text{IC}_\mu(\pi) = I(\Pi; X|Y) + I(\Pi; Y|X),$$

where $\Pi$ is a random variable which is the transcript of the protocol $\pi$ with respect to $\mu$. That is, $\Pi$ is the concatenation of all the messages exchanged during the execution of $\pi$. The $\epsilon$ information cost of a computational task $f$ with respect to a distribution $\mu$ is defined as

$$\text{IC}_\mu(f,\epsilon) = \inf_{\pi} \text{IC}_\mu(\pi),$$

where the infimum ranges over all protocols $\pi$ that solve $f$ with error at most $\epsilon$ on inputs that are sampled according to $\mu$. 
2.3 Known Compression Protocols

Several beautiful recent results show how to compress communication protocols in several cases. Barak, Braverman, Chen and Rao showed how to compress any protocol with information complexity $I$ and communication complexity $C$, to a protocol with communication complexity $\sqrt{T \cdot C \cdot \text{polylog}(C)}$ [2]. They also suggest a protocol that communicates $I^{\text{ext}} \cdot \text{polylog}(C)$ bits, where $I^{\text{ext}}$ is the external information complexity of the original protocol. Braverman and Rao showed how to compress any one round (or constant number of rounds) protocol with information complexity $I$ to a protocol with communication complexity $O(I)$ [5]. Braverman showed how to compress any protocol with information complexity $I$ to a protocol with communication complexity $2^{O(I)}$ [3] (see also [6, 12]). Building over [2], Kol and Sherstov showed how to compress any protocol with information complexity $I$ to a protocol with communication complexity $I \cdot \text{polylog}(I)$ in the case where the underlying distribution is a product distribution [13, 18].

3 The Excited Tree Game

The excited tree game is a communication game for two players $A$ and $B$. The game is played on a rooted, complete, binary tree $T$, of depth $c$, where $c$ is larger than a sufficiently large constant. Player $A$ “owns” every non-leaf vertex in even layers and player $B$ “owns” every non-leaf vertex in odd layers. For every non-leaf vertex $v$, the owner of $v$ gets as an input a distribution $P_v = (p_v, 1 - p_v)$ and the other player gets as an input a distribution $Q_v = (q_v, 1 - q_v)$, both distributions are over the children of $v$. We think of every $P_v$ as the “correct” distribution over the two children of $v$. The distributions $\{P_v, Q_v\}_v$ are chosen in a very specific way that is described below.

A frontier in the tree is a set of vertices that contains exactly one vertex (leaf or non-leaf) on every path from the root to a leaf. Given a vertex $v$ and a frontier $S$ in the tree, we say that $v$ is above the frontier $S$ if on the path from the root to $v$ there is no vertex in $S$. We say that $v$ is on the frontier if $v$ is in $S$. If $v$ is neither above the frontier nor on it, then it is below the frontier.

We denote by $x, y$ the inputs to the players $A, B$ respectively. That is, $x$ is the set of all the distributions $P_v$ or $Q_v$ that are given to player $A$ and $y$ is the set of all the distributions $P_v$ or $Q_v$ that are given to player $B$. We define the distribution $\mu$ on the inputs to the players by an algorithm for sampling an input pair $(x, y)$ (Algorithm 1 below).

Fix some $k = \text{polylog}(c)$ such that $\log^4(c) \leq k$. Let $\mu_1$ be the uniform distribution over the interval $[-\frac{k}{2c}, \frac{k}{2c}]$ and let $\mu_2$ be the uniform distribution over the interval $[-\frac{1}{\sqrt{c}}, \frac{1}{\sqrt{c}}]$.

In Algorithm 1 below, we sample for every non-leaf vertex $v$ two values $x_1(v), x_2(v)$ according to $\mu_1, \mu_2$ respectively. Next, when we say “set $v$ to be non-excited”, we mean “set $p_v = \frac{1}{2} + x_1(v) + x_2(v)$ and $q_v = \frac{1}{2} + x_2(v) - x_1(v)$”. By “set $v$ to be excited”, we mean “set $p_v = \frac{1}{2} + x_1(v) + x_2(v)$ and $q_v = \frac{1}{2} + x_1(v) - x_2(v)$”. Note that without communication, none of the players can distinguish between an excited vertex and a non-excited vertex, since $p_v$ and $q_v$ have the same distribution in both cases.

Given the distributions $P_v$ for every non-leaf vertex $v$ and the frontier $S$ in the tree, we define a distribution $P_S$ over the vertices in $S$. For every vertex $w \in S$, let $v_0, v_1, ..., v_\ell$ be

---

1 One can also consider other symmetric distributions in the range $[-1, 1]$ with expectation 0 and variance $O(\frac{c}{2^n}), O(\frac{c}{2^n})$ respectively, as well as other values for $k$, and changing the interval $[-\frac{1}{\sqrt{c}}, \frac{1}{\sqrt{c}}]$ to $[-\frac{1}{2\beta c}, \frac{1}{2\beta c}]$, for some other $0 < \beta < 1/2$. 


Algorithm 1 Sample \((x, y)\) according to \(\mu\)

1. For every non-leaf vertex \(v\) we sample two values \(x_1(v), x_2(v)\) according to \(\mu_1, \mu_2\) respectively.
2. Let \(S\) be a frontier in the tree defined as follows: Pick every vertex to be in \(S\), independently, with probability \(\alpha = \frac{k}{c}\). Then, for every path from the root to a leaf, remove from \(S\) all vertices on that path, except for the vertex closest to the root, if such a vertex exists. If there is no vertex in \(S\) on a path from the root to a leaf, add that leaf to \(S\).
3. Set every non-leaf vertex above the frontier \(S\) to be non-excited.
4. Set every non-leaf vertex on the frontier \(S\) or below it to be excited.

The players’ mutual goal is to output the same vertex \(w\) on the frontier \(S\), where \(S\) is the frontier defined in Algorithm 1, such that for almost all possible outputs \(w\), the probability that they both output \(w\) is close to \(P_S(w)\). More precisely, let \(x, y\) be the inputs to the players \(A, B\) respectively and let \(\mu\) be the distribution over the inputs. Let \(A(x, y), B(x, y)\) denote the output values of \(A, B\) respectively. Note that \(A(x, y), B(x, y)\) are random variables that depend on the randomness. For a communication protocol \(\pi\), we say that \(\pi\) solves the game with respect to \(\mu\) with error \(\epsilon\) if

\[
\Pr[A(x, y) = B(x, y)] \geq 1 - \epsilon \quad \text{and} \quad \mathbb{E}[||A(x, y) - P_S||_1] \leq \epsilon,
\]

where the probability is over inputs that are sampled according to \(\mu\) and over the randomness, the expectation is over inputs that are sampled according to \(\mu\) and \(|| \cdot ||_1\) is the \(\ell_1\) norm. Note that \(A(x, y)\) is referred to as a distribution as well as a random variable and that the distribution \(P_S\) depends on \(x\) and \(y\).

In Section 5 we prove the following lemma.

▶ Lemma 4. There exists a protocol that solves the excited tree game with respect to \(\mu\) with error \(o(1)\), with average communication complexity \(O(c)\) and information complexity \(\text{polylog}(c)\).

Therefore, to answer Open Problem 1 in the negative, it is enough to answer the following question affirmatively.

▶ Open Problem 5. Is it true that for \(\epsilon = o(1)\) the \(\epsilon\) average communication complexity of the excited tree game with respect to \(\mu\) is at least \((\log(c))^\omega(1)\) ?

4 Why Excited Tree?

At a very high level, the excited tree game can be viewed as follows. The game is played on a rooted, complete, binary tree \(T\), of depth \(c\). A frontier \(S\) is chosen in \(T\). All the vertices above the frontier are set to be “non-excited” and the vertices below the frontier are set to
be “excited”. The player’s goal is to output a vertex on the frontier \( S \), sampled according to the “correct” distribution.

Let us start with the rational behind the name excited tree game. In physics, an “excited” state is a state with a higher energy level than the ground (“non-excited”) state. In the excited tree game, an excited vertex is a vertex with a higher “information level” than a non-excited vertex. For an excited vertex \( v \) the distance between the distributions \( P_v \) and \( Q_v \) is large and hence the information that the player who doesn’t own \( v \) is missing is relatively large. For a non-excited vertex \( v \) the distance between the distributions \( P_v \) and \( Q_v \) is small and hence the information that the player who doesn’t own \( v \) is missing is relatively small.

Since all the vertices above the frontier are non-excited, there is a relatively simple protocol with low information complexity for the excited tree game: Starting from the root, until reaching the frontier, at every vertex \( v \), the player owning \( v \) samples a child of \( v \) according to \( P_v \) and sends a bit \( b_v \) to the other player, to indicate which child was sampled. Both players continue to the child of \( v \) that is indicated by the communicated bit. Since all the vertices above the frontier are non-excited, the information given by each bit \( b_v \) is small and hence the entire information complexity of the protocol is small. The only complication in this protocol is that the players have to stop when they reach the frontier. We show how to do that while keeping the information complexity of the protocol low.

To answer Open Problem 5 affirmatively, one needs to prove a lower bound of \((\log(c))^{\omega(1)}\) on the communication complexity of the excited tree game. While we don’t have such a proof, we note that several approaches to solve the game with communication complexity \((\log(c))^{O(1)}\), seem to fail.

Two properties of the excited tree game that makes it difficult (or impossible...) to solve with low communication complexity are as follows:

1. Without communication, none of the players can distinguish between an excited vertex and a non-excited vertex, since \( p_v \) and \( q_v \) have the same distribution in both cases. Hence, without communication (or with relatively small communication) the players don’t have a lot of information about which vertices are above the frontier and which vertices are below the frontier.

2. For every vertex \( v \) above the frontier, the restriction of the inputs of the two players to the subtree below \( v \) (conditioned on the event that \( v \) is above the frontier) has the same distribution as the distribution of the excited tree game played on a smaller tree. In fact, we could have defined the problem on an infinite, rooted, complete binary tree, and then the distribution of the restriction to the subtree below \( v \) (conditioned on the event that \( v \) is above the frontier) would have been exactly the same as the original distribution. (We chose to work with a finite tree for simplicity of the presentation).

In light of these properties, let us consider a few approaches for designing protocols with low communication complexity for solving the problem, based on known approaches for compression protocol.

A first approach (inspired by ideas initiated in [2] and used in many subsequent works) could be to try to simulate the above mentioned low-information protocol, by starting from the root and trying to sample, according to the correct distribution, vertices that are lower and lower in the tree, until reaching the frontier. A major difficulty with such attempts is the second property above. By the second property, even if the two players managed to agree on a vertex \( v \) above the frontier, sampled according to the correct distribution, they still have to solve a copy of pretty much the same problem as the one that they started with, and hence they made no (or very little) progress. The two players only make progress if the vertex \( v \) that they agreed on happens to be exactly on the frontier.
A second approach (inspired by ideas initiated in [2, 5, 3] and used in many subsequent works) could be to sample a leaf in the tree (or a vertex which is with high probability below the frontier) and climb up from that vertex to the frontier. A major difficulty with such attempts is that all the vertices below the frontier are excited, and hence the distributions that the two players have on the leaves are very far from each other, so it’s hard for them to agree on a leaf. They could agree on a leaf sampled according to a pre-agreed distribution, known to both players, such as the uniform distribution, and climb up from that leaf to the frontier. However, that would not sample a frontier vertex according to the correct distribution. In general, the first property above (that the players don’t know where the frontier is) makes such attempts very difficult.

A third approach that one may consider for attacking this and related problems (and that, to the best of our knowledge, has not been used before), is to try to sample a vertex \( v \) above the frontier (as in the first approach) and from that vertex to move down to the closest frontier vertex \( u \) in the subtree below \( v \). This approach is based on the fact that there should be a frontier vertex at a distance of roughly \( \log(\alpha^{-1}) = O(\log(c)) \) below \( v \). A difficulty with such attempts is that it is not clear how to find the closest frontier vertex \( u \) by a protocol with small communication complexity.

We note that turning these intuitions and ideas into a full proof for a lower bound on the communication complexity of the excited tree game seems very challenging.

## 5 Information Upper Bound

In this section, we prove Lemma 4. Let \((x, y) \in \text{supp}(\mu)\) be an input pair for the excited tree game and let \( S \) be the frontier defined in Algorithm 1. Let \( \pi \) be the following protocol for the excited tree game, played on the input pair \((x, y)\): Starting from the root, at every vertex \( v \), the player owning \( v \) samples a child of \( v \) according to \( P_v \) and sends a bit \( a_v \) to the other player, to indicate which child was sampled. Both players continue to the child of \( v \) that is indicated by the communicated bit.

After receiving a bit \( a_v \), the receiving party, without loss of generality the second player, sends a bit \( a_v \), that supposedly indicates whether the players are above the frontier \( S \) or not, where \( a_v = 1 \) stands for “below or on the frontier” and \( a_v = 0 \) stands for “above the frontier”. If \( v \) is a leaf, the second player sends \( a_v = 1 \). Otherwise, to determine the value of \( a_v \), the second player considers the last \( \ell = 4k\sqrt{c} \) vertices \( v_1, \ldots, v_\ell \) reached by the protocol and owned by the first player and the corresponding bits \( b_{v_1}, \ldots, b_{v_\ell} \) that were sent by the first player (if less than \( \ell \) bits were sent by the first player so far, the second player sends \( a_v = 0 \)). For every \( j \in [\ell] \), the second player compares \( b_{v_j} \) and \( q_{v_j} \), where \( q_{v_j} = 1 \) if \( q_{v_j} \geq \frac{1}{2} \) and 0 otherwise. The second player sends \( a_v = 1 \) if less than \( \frac{\ell}{2} \) of these pairs are equal, and otherwise, he sends \( a_v = 0 \).

Once the bit \( a_v = 1 \) was sent, the players run a binary search over the last \( 3\ell \) vertices reached by the protocol, with the goal of finding the vertex on the frontier (if less than \( 3\ell \) vertices were reached by the protocol so far, the binary search is over all the vertices reached by the protocol). In each iteration of the binary search, the players send their input distributions corresponding to the current vertex considered by the binary search. The probabilities are truncated so that each player sends \( k \) bits per vertex. For each such vertex \( v \), the players calculate \( |p'_v - q'_v| \), where \( p'_v, q'_v \) are the truncated \( p_v, q_v \) respectively. The binary search assumes that \( |p'_u - q'_u| \leq \frac{4k}{\sqrt{c}} \) for all the vertices \( u \) among these \( 3\ell \) vertices that are above the frontier, and that \( |p'_u - q'_u| > \frac{4k}{\sqrt{c}} \) for all the vertices \( u \) among these \( 3\ell \) vertices that are below the frontier. Under this assumption, the players output the vertex \( v \) which is the first vertex among these \( 3\ell \) vertices for which \( |p'_v - q'_v| > \frac{4k}{\sqrt{c}} \), if such a vertex exists. (Otherwise, the players output an error message).
5.1 Bounding the Error Probability

In Claims 6 and 7 we prove that with high probability, the bit \( a_v = 1 \) is sent below or on the frontier, but not too far below it. In Claim 8 we prove that if this is the case, then with high probability, the players output the vertex on the frontier reached by the protocol. Note that each vertex reached by the protocol is chosen according to the correct distribution. That is, if a vertex \( w \) was reached by the protocol, then when the players reached its parent \( v \), they sampled \( w \) according to the distribution \( P_v \). Therefore, Claims 6, 7 and 8 imply that the distribution of the vertex output by the players is close to the goal distribution \( P_3 \).

**Claim 6.** Let \((x, y) \in \text{supp}(\mu)\) be an input pair for the excited tree game and let \( S \) be the frontier defined in Algorithm 1. Then, with probability at least \( 1 - c \cdot 2^{-n/3} \) over the input pair \((x, y)\) and over the randomness, the bit \( a_v = 1 \) is sent when the players are below or on the frontier \( S \).

**Proof.** Let \( v \) be a non-excited vertex. First, consider the case that \( p_v \geq \frac{1}{2} \). In this case,

\[
\Pr[q_v < \frac{1}{2} \mid p_v \geq \frac{1}{2}] = \Pr[x_2(v) - x_1(v) < 0 \mid x_1(v) + x_2(v) \geq 0] = \Pr[x_2(v) - x_1(v) < -x_1(v)] = \Pr[(x_2(v) < x_1(v)) \land (x_2(v) \geq -x_1(v))] \cdot (\Pr[x_2(v) \geq -x_1(v)])^{-1} = 2 \Pr[-x_1(v) \leq x_2(v) < x_1(v)] \leq 2 \Pr \left[ -\frac{k}{\sqrt{c}} \leq x_2(v) \leq \frac{k}{\sqrt{c}} \right] = \frac{2k}{c^{3/8}}.
\]

Therefore, with high probability, \( q_v \geq \frac{1}{2} \) and \( \tilde{q}_v = 1 \). It holds that

\[
\Pr[b_v = \tilde{q}_v \mid (p_v \geq \frac{1}{2}) \land (q_v \geq \frac{1}{2})] = \Pr[b_v = 1 \mid (p_v \geq \frac{1}{2}) \land (q_v \geq \frac{1}{2})] = E[p_v \mid (p_v \geq \frac{1}{2}) \land (q_v \geq \frac{1}{2})],
\]

where the last equality holds since the probability is over the inputs and over the randomness. Bounding the expectation we get that

\[
E[p_v \mid (p_v \geq \frac{1}{2}) \land (q_v \geq \frac{1}{2})] = E[p_v \mid (x_2(v) \geq -x_1(v)) \land (x_2(v) \geq x_1(v))] = E[p_v \mid x_2(v) \geq |x_1(v)|] = \frac{1}{2} + \frac{k}{\sqrt{c}} + E[x_2(v) \mid x_2(v) \geq |x_1(v)|] \geq \frac{1}{2} + \frac{k}{\sqrt{c}} + E[x_2(v) \mid x_2(v) \geq 0] = \frac{1}{2} + \frac{1}{2^{3/8}} - \frac{k}{\sqrt{c}}.
\]

Similarly, when \( p_v < \frac{1}{2} \), the probability that \( q_v \geq \frac{1}{2} \) is at most \( \frac{2k}{c^{3/8}} \). Therefore, with high probability \( q_v < \frac{1}{2} \) and

\[
\Pr[b_v = \tilde{q}_v \mid (p_v < \frac{1}{2}) \land (q_v < \frac{1}{2})] = E[1 - p_v \mid (p_v < \frac{1}{2}) \land (q_v < \frac{1}{2})] \geq \frac{1}{2} - \frac{k}{\sqrt{c}} - E[x_2(v) \mid x_2(v) < -|x_1(v)|] \geq \frac{1}{2} + \frac{1}{2^{3/8}} - \frac{k}{\sqrt{c}}.
\]

Put together, we get that for a non-excited vertex \( v \), the probability that \( b_v = \tilde{q}_v \) is at least

\[
\left(1 - \frac{2k}{c^{3/8}}\right) \cdot \left(\frac{1}{2} + \frac{1}{2^{3/8}} - \frac{k}{\sqrt{c}}\right) \geq \frac{1}{2} + \frac{1}{4c^{1/8}}.
\]
When the players are above the frontier, all the vertices reached by the protocol are non-excited. If a player considers \( \ell \) non-excited vertices \( v_1, \ldots, v_\ell \) and their corresponding bits \( b_{v_1}, \ldots, b_{v_\ell} \), then by Chernoff, the probability that less than \( \frac{1}{2} \) of the pairs \( b_{v_j}, q_{v_j} \) are equal is at most \( e^{-2/\sqrt{n} \ell^2} \leq 2^{-b/2} \). That is, for every vertex \( v \) above the frontier, the probability that the bit \( a_v = 1 \) is sent is at most \( 2^{-b/2} \). Thus, by the union bound, the total probability that a bit \( a_v = 1 \) is sent above the frontier is at most \( c \cdot 2^{-b/2} \). □

> **Claim 7.** Let \((x, y) \in \text{supp}(\mu)\) be an input pair for the excited tree game and let \( S \) be the frontier defined in Algorithm 1. Assume that the players are below or on the frontier. Then, with probability at least \( 1 - 2^{-b/2} \) over the input pair \((x, y)\) and over the randomness, a player will send the bit \( a_v = 1 \) after at most \( 2\ell \) steps.

**Proof.** Let \( v \) be an excited vertex. First, consider the case that \( p_v \geq \frac{1}{2} \). In this case,

\[
\Pr[q_v \geq \frac{1}{2} \mid p_v \geq \frac{1}{2}] = \Pr[x_1(v) - x_2(v) \geq 0 \mid x_1(v) + x_2(v) \geq 0] = \Pr[x_1(v) \geq x_2(v) \mid x_2(v) \geq -x_1(v)] = \Pr[(x_1(v) \geq x_2(v) \land (x_2(v) \geq -x_1(v))] \cdot \Pr[x_2(v) \geq -x_1(v)]^{-1} = 2 \Pr[-x_1(v) \leq x_2(v) \leq x_1(v)] \leq 2 \Pr\left[-\frac{k}{\sqrt{c}} \leq x_2(v) \leq \frac{k}{\sqrt{c}}\right] = \frac{2k}{c^{3/8}}.
\]

Therefore, with high probability, \( q_v < \frac{1}{2} \) and \( \tilde{q}_v = 0 \). It holds that

\[
\Pr[b_v \neq \tilde{q}_v \mid (p_v \geq \frac{1}{2}) \land (q_v < \frac{1}{2})] = \Pr[b_v = 1 \mid (p_v \geq \frac{1}{2}) \land (q_v < \frac{1}{2})] = E\left[p_v \mid (p_v \geq \frac{1}{2}) \land (q_v < \frac{1}{2})\right],
\]

where the last equality holds since the probability is over the inputs and over the randomness. Bounding the expectation we get that

\[
E\left[p_v \mid (p_v \geq \frac{1}{2}) \land (q_v < \frac{1}{2})\right] = E\left[p_v \mid (x_2(v) \geq -x_1(v)) \land (x_2(v) > x_1(v))\right] \geq \frac{1}{2} - \frac{k}{\sqrt{c}} + E\left[x_2(v) \mid x_2(v) \geq |x_1(v)|\right] \geq \frac{1}{2} - \frac{k}{\sqrt{c}} + E\left[x_2(v) \mid x_2(v) \geq 0\right] = \frac{1}{2} + \frac{1}{2c^{1/8}} - \frac{k}{\sqrt{c}}.
\]

Similarly, when \( p_v < \frac{1}{2} \), the probability that \( q_v < \frac{1}{2} \) is at most \( \frac{2k}{c^{3/8}} \). Therefore, with high probability \( q_v \geq \frac{1}{2} \) and

\[
\Pr[b_v \neq \tilde{q}_v \mid (p_v < \frac{1}{2}) \land (q_v \geq \frac{1}{2})] = E\left[1 - p_v \mid (p_v < \frac{1}{2}) \land (q_v \geq \frac{1}{2})\right] \geq \frac{1}{2} - \frac{k}{\sqrt{c}} - E\left[x_2(v) \mid x_2(v) \leq -|x_1(v)|\right] \geq \frac{1}{2} + \frac{1}{2c^{1/8}} - \frac{k}{\sqrt{c}}.
\]

Put together, we get that for an excited vertex \( v \), the probability that \( b_v \neq \tilde{q}_v \) is at least

\[
\left(1 - \frac{2k}{c^{3/8}}\right) \left(\frac{1}{2} + \frac{1}{2c^{1/8}} - \frac{k}{\sqrt{c}}\right) \geq \frac{1}{2} + \frac{1}{4c^{1/8}}.
\]

If the players take \( 2\ell \) steps after they reached an excited vertex, then the player who should send either \( a_v = 0 \) or \( a_v = 1 \) considers \( \ell \) excited vertices \( v_1, \ldots, v_\ell \) and their corresponding bits \( b_{v_1}, \ldots, b_{v_\ell} \). By Chernoff, the probability that less than \( \frac{1}{2} \) of the pairs \( b_{v_j}, q_{v_j} \) are not equal is at most \( e^{-2/\sqrt{n} \ell^2} \leq 2^{-b/2} \). That is, the probability that the player sends \( a_v = 0 \) is at most \( 2^{-b/2} \). □
A Candidate for a Strong Separation of Information and Communication

Claim 8. Let \((x, y) \in \text{supp}(\mu)\) be an input pair for the excited tree game and let \(S\) be the frontier defined in Algorithm 1. Assume that the bit \(a_v = 1\) is sent when the players are below or on the frontier \(S\) and not more than \(2\ell\) steps after the players reached a vertex on \(S\). Let \(w\) be the vertex on \(S\) that they reached. Then, with probability at least \(1 - \frac{48k^2}{c^2\ell^2}\), we will use the method described in [8], that is based on the notion of divergence cost of a tree [2, 5].

Proof. Let \(v\) be a non-excited vertex. Recall that \(p'_v, q'_v\) are the truncated probabilities \(p_v, q_v\) respectively. It holds that \(|p'_v - q'_v| \leq 2|x_1(v)| + 2^{-k}\), which is at most \(\frac{3k}{\sqrt{c}}\) (with probability 1). For an excited vertex \(v\), it holds that \(|p'_v - q'_v| \geq 2|x_2(v)| - 2^{-k}\). The probability that \(2|x_2(v)| - 2^{-k}\) is at most \(\frac{2k}{\sqrt{c}}\). Taking a union bound over the \(3\ell\) vertices considered by the binary search, we get that with probability of at least \(1 - \frac{48k^2}{c^2\ell^2}\), for all the excited vertices \(u\) among the \(3\ell\) vertices considered by the binary search, we have that \(|p'_u - q'_u| > \frac{3k}{\sqrt{c}}\).

Thus, with probability of at least \(1 - \frac{48k^2}{c^2\ell^2}\), we have that \(|p'_u - q'_u| \leq \frac{3k}{\sqrt{c}}\) for all the vertices \(u\) among the \(3\ell\) vertices considered by the binary search, that are above the frontier, and \(|p'_u - q'_u| > \frac{3k}{\sqrt{c}}\) for all the vertices \(u\) among these \(3\ell\) vertices that are below the frontier. Under this assumption, the binary search outputs the vertex \(v\) which is the first vertex among these \(3\ell\) vertices for which \(|p'_u - q'_u| > \frac{3k}{\sqrt{c}}\). Therefore, with probability at least \(1 - \frac{48k^2}{c^2\ell^2}\), the players output the vertex \(w\).

5.2 Bounding the Information Cost

To upper bound the information cost of the protocol \(\pi\) we will use the method described in [8], that is based on the notion of divergence cost of a tree [2, 5].

Definition 9 (Relative Entropy). Let \(\phi_1, \phi_2 : \Omega \to [0, 1]\) be two distributions, where \(\Omega\) is finite. The relative entropy between \(\phi_1\) and \(\phi_2\), denoted \(D(\phi_1||\phi_2)\), is defined as

\[
D(\phi_1||\phi_2) = \sum_{x \in \Omega} \phi_1(x) \log \left( \frac{\phi_1(x)}{\phi_2(x)} \right).
\]

Definition 10 (Divergence Cost [2, 5]). Consider a binary tree \(T\) whose root is \(r\) and distributions \(P_v = (p_v, 1 - p_v), Q_v = (q_v, 1 - q_v)\) for every non-leaf vertex \(v\) in the tree. We think of \(P_v\) and \(Q_v\) as distributions over the two children of the vertex \(v\). We define the divergence cost of the tree \(T\) recursively, as follows. \(D(T) = 0\) if the tree has depth 0, otherwise,

\[
D(T) = D(P_r||Q_r) + \mathbb{E}_{v \sim P_r} [D(T_v)],
\]

where for every vertex \(v\), \(T_v\) is the subtree of \(T\) whose root is \(v\).

An equivalent definition of the divergence cost of \(T\) is obtained by following the recursion in Equation (1) and is given by the following equation:

\[
D(T) = \sum_{v \in V} \tilde{p}_v \cdot D(P_v||Q_v),
\]

where \(V\) is the vertex set of \(T\) and for a vertex \(v \in V\), \(\tilde{p}_v\) is the probability to reach \(v\) by following the distributions \(P_v\), starting from the root. Formally, if \(v\) is the root of the tree \(T\), then \(\tilde{p}_v = 1\), otherwise,

\[
\tilde{p}_v = \begin{cases} 
\tilde{p}_u \cdot p_u & \text{if } v \text{ is the left-hand child of } u \\
\tilde{p}_u \cdot (1 - p_u) & \text{if } v \text{ is the right-hand child of } u.
\end{cases}
\]
We will bound the information cost of the protocol until the bit $a_\ell = 1$ is sent, that is, until the players decide that they are below or on the frontier. Denote the protocol that starts as $\pi$ but ends when the bit $a_\ell = 1$ is sent by $\pi'$. Note that after the bit $a_\ell = 1$ is sent in $\pi$, the players exchange at most $O(k \cdot \log(\ell))$ bits, which adds at most $O(k \cdot \log(\ell))$ bits of information.

We denote by $T_{\pi'}$ the binary tree associated with $\pi'$. That is, every vertex $v$ of $T_{\pi'}$ corresponds to a possible transcript of $\pi'$ and the two edges going out of $v$ are labeled by 0 and 1, corresponding to the next bit to be transmitted. The vertices of the tree $T_{\pi'}$ have the following structure: Every vertex $v$ of $T_{\pi'}$ corresponds to a vertex $\tilde{v}$ of $T$, the binary tree on which the excited tree game is played. For a vertex $v$ in an odd layer of $T_{\pi'}$, the next bit to be transmitted by $\pi'$ on the vertex $v$ is $b_0$. For a vertex $v$ in an even layer of $T_{\pi'}$, the next bit to be transmitted by $\pi'$ on the vertex $v$ is $a_\ell$.

Every input pair $(x, y) \in \text{supp}(\mu)$ for the excited tree game, induces a distribution $P_v = (p_v, 1 - p_v)$ for every vertex $v$ of the tree $T_{\pi'}$, where $p_v$ is the probability that the next bit transmitted by the protocol $\pi'$ on the vertex $v$ and inputs $x, y$ is 0. Namely, if $v$ is in an odd layer of $T_{\pi'}$, the distribution $P_v$ is the input distribution $P_{\ell}$ of the player that owns $\tilde{v}$. If $v$ is in an even layer of $T_{\pi'}$ then $P_v = (1, 0)$ when the player sending $a_\ell$ decides that the players are above the frontier and $P_v = (0, 1)$ when $a_\ell = 1$ is sent (note that given $x, y$ and $v$ this decision is deterministic).

For every vertex $v$ of $T_{\pi'}$, we define an additional distribution $Q_v = (q_v, 1 - q_v)$ (depending on the input pair $(x, y)$). For a vertex $v$ in an odd layer of $T_{\pi'}$, the distribution $Q_v$ is the input distribution $Q_{\ell}$ of the player that doesn’t own $\tilde{v}$. If $v$ is in an even layer of $T_{\pi'}$ then $Q_v = (1 - \frac{1}{2}, \frac{1}{2})$.

For the rest of the section, we think of $T_{\pi'}$ as the tree $T_{\pi'}$ together with the distributions $P_v$ and $Q_v$, for every vertex $v$ in the tree $T_{\pi'}$. In [8], Ganor, Kol and Raz showed that $IC_{\mu}(\pi') \leq E[D(T_{\pi'})]$, where $D(T_{\pi'})$ is the divergence cost of the tree and the expectation is over the sampling of the inputs according to $\mu$ and over the randomness. Together with the following claim, we get that $IC_{\mu}(\pi') \leq O(k^2)$.

**Claim 11.** Let $\pi'$ be the protocol that starts as $\pi$ but ends when the bit $a_\ell = 1$ is sent. Let $T_{\pi'}$ be the binary tree associated with $\pi'$, together with the distributions $P_v$ and $Q_v$ for every vertex $v$ in the tree $T_{\pi'}$, as defined above. Then,

$$E[D(T_{\pi'})] = O(k^2),$$

where the expectation is over the inputs and over the randomness.

**Proof.** We bound the divergence cost separately for vertices in odd layers and for vertices in even layers. First, we sum over vertices in even layers. For every vertex $v$ in an even layer of $T_{\pi'}$, if $P_v = (1, 0)$ then $D(P_v || Q_v) = \log \left( \frac{1}{1 - \frac{1}{2}} \right) = \log \left( \frac{1}{\frac{1}{2}} \right) < \frac{2}{c}$. Since there are at most $c$ such vertices on every path and the probability of reaching each vertex is at most 1, the sum in Equation (2) taken over vertices in even layers with $P_v = (1, 0)$ is at most $c \cdot \frac{2}{c} = 2$. If $P_v = (0, 1)$ then $D(P_v || Q_v) = \log \left( \frac{1}{\frac{1}{2}} \right) = \log \left( \frac{1}{\frac{1}{2}} \right) \leq O(k)$. Along each path, there is only one vertex $v$ for which $P_v = (0, 1)$, the last vertex reached by the protocol $\pi'$.

Next, we sum over vertices in odd layers along an average path. Recall that each such vertex $v$ corresponds to a vertex $\tilde{v}$ in $T$. Let $v$ be a vertex in an odd layer of $T_{\pi'}$. It holds
that $|p_v - q_v| \leq \frac{1}{4}$ and $p_v \geq \frac{5}{16}$, and therefore, $\left|\frac{p_v - q_v}{p_v}\right| \leq \frac{3}{4}$. By Taylor’s expansion,

$$-p_v \ln \frac{q_v}{p_v} = -p_v \ln \left(1 - \frac{p_v - q_v}{p_v}\right)$$

$$\leq (p_v - q_v) + \sum_{i=2}^{\infty} \frac{|p_v - q_v|^i}{i \cdot p_v^{i-1}}$$

$$\leq (p_v - q_v) + \sum_{i=2}^{\infty} \frac{|p_v - q_v|^i}{2p_v^{i-1}}$$

$$= (p_v - q_v) + \frac{(p_v - q_v)^2}{2} \frac{1}{p_v} - (p_v - q_v) \log \frac{1 - q_v}{1 - p_v} \leq O \left((p_v - q_v)^2\right).$$

Similarly, $- (1 - p_v) \ln \frac{1 - q_v}{1 - p_v} \leq (q_v - p_v) + O \left((p_v - q_v)^2\right)$. We get that

$$D(P_v || Q_v) = -p_v \log \frac{q_v}{p_v} - (1 - p_v) \log \frac{1 - q_v}{1 - p_v} \leq O \left((p_v - q_v)^2\right).$$

For each non-excited vertex $v$ it holds that $|p_v - q_v| \leq \frac{2k}{16}$ and therefore, the non-excited vertices add at most $O(k^2)$ to the divergence cost along any path. For each excited vertex $v$ it holds that $|p_v - q_v| \leq \frac{2k}{16}$. By Claim 7, the probability that there are more than $3\ell$ excited vertices on a path is at most $2^{-\ell/2} \leq 1/\ell$. Therefore, along an average path, the expected number of excited vertices is at most $O(\ell) = O(k^{k/2})$ and they add at most

$$O \left(\ell \cdot \left(\frac{2}{\sqrt{e}}\right)^2\right) = O(k)$$

to the expected divergence cost. Put together, the expected divergence cost of $\pi'$ is $O(k^2)$. ◼
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Abstract

We introduce a generalization of the standard framework for studying the difficulty of two-prover games. Specifically, we study the model where Alice and Bob are allowed to communicate (with information constraints) – in contrast to the usual two-prover game where they are not allowed to communicate after receiving their respective input. We study the trade-off between the information cost of the protocol and the achieved value of the game after the protocol. In particular, we show the connection of this trade-off and the amortized behavior of the game (i.e. repeated value of the game). We show that if one can win the game with at least \((1-\epsilon)\)-probability by communicating at most \(\epsilon\) bits of information, then one can win \(n\) copies with probability at least \(2^{-\Omega(\epsilon n)}\). This gives an intuitive explanation why Raz’s counter-example to strong parallel repetition [16] (the odd cycle game) is a counter-example to strong parallel repetition – one can win the odd-cycle game on a cycle of length \(m\) by communicating \(O(m^{-2})\)-bits where \(m\) is the number of vertices.

Conversely, for projection games, we show that if one can win \(n\) copies with probability larger than \((1-\epsilon)^n\), then one can win one copy with at least \((1-O(\epsilon))\)-probability by communicating \(O(\epsilon)\) bits of information. By showing the equivalence between information value and amortized value, we give an alternative direction for further works in studying amortized behavior of the two-prover games.

The main technical tool is the “Chi-Squared Lemma” which bounds the information cost of the protocol in terms of Chi-Squared distance, instead of usual divergence. This avoids the square loss from using Pinsker’s Inequality.
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Introduction

A two-prover one-round game \(G\) on a bipartite graph with \((U,V,E)\) with distribution \(\mathcal{D}\) on \(E\) is defined as a following process. Referee picks \((u,v)\) according to \(\mathcal{D}\), then sends \(u\) to Alice and \(v\) to Bob. Then Alice gives an assignment to \(u\) and Bob to \(v\) from alphabet \(\Sigma\). Referee checks if they are “valid” assignment for the edge \((u, v)\). In this setting, we are interested in what the best response strategy is for Alice and Bob. In particular, we want to find \(f : U \rightarrow \Sigma\) which denotes Alice’s strategy and \(g : V \rightarrow \Sigma\) which denotes Bob’s strategy

\(^*\) A full version of the paper is available at https://eccc.weizmann.ac.il/report/2017/182/.
that maximize the fraction of satisfied edges. In particular, we want to compute the strategy that achieves the value of the game which is defined as

$$\text{val}(\mathcal{G}) := \max_{f,g} \Pr_{(u,v) \sim \mathcal{D}} \left[ \pi_{(u,v)}(f(u), g(v)) = 1 \right],$$

that is the probability of satisfying a randomly chosen edge according to the best response strategy where $\pi_{(u,v)}$ is the verification function by the referee for the edge $(u,v)$.

In the above setup, it is crucial that Alice’s assignment only depends on the input $u$ and Bob’s assignment only depends on the input $v$. In other words, Alice and Bob are assumed to be in separate rooms, leaking zero bits of information about their respective input. Having introduced the amount of information communicated between Alice and Bob into the picture, we could then reformulate the value of the game as:

*Given a game $\mathcal{G}$, Alice and Bob communicate zero bits of information. Then what is the best chance of winning the game?*

Then it is natural to extend to following question: ‘If Alice and Bob are allowed to communicate limited information, what is the value of the game?’ In particular, we could explicitly ask the following question.

*If Alice and Bob are allowed to communicate $\varepsilon$ bits of information, then what is the value of the game? (in terms of $\varepsilon$)*

First, note that this is a well-defined quantity in a sense that there is a following explicitly bounded curve. Observe that if $|U| = |V| = n$, and they are allowed to communicate $O(\log n)$-bits, the value of the game becomes 1 (if all the edges indeed have at least one satisfying assignment, which can be assumed without loss of generality) due to the following naive strategy. Alice simply sends the hash of her input to Bob, which requires at most $\log n$-bits to do so and vice-versa. Since Alice and Bob both know $(u, v)$, they can simply pick a satisfying assignment (using shared randomness) for $(u, v)$ then answer accordingly. We can further tighten the upper bound (for the amount of information) if we know the structure of the graph. In particular, if the graph were $d$-regular, given $O(\log d)$-bits, the value of the game again becomes 1, since the entropy (of Alice’s input given Bob’s input and vice-versa) is at most $\log d$. (We will show this explicitly)

We would like to further investigate the trade-off between the information vs. the value of the game. In particular, we initiate the study of information value of the game, that is how much information is necessary to win the game with say probability $> 1 - \delta$ in terms of $\delta$, which we define more explicitly in Section 2.

Note that this notion can classify “how intrinsically hard” a given two-prover one-round game is. In particular, one could view a game as being “hard” if the value of the game is “resistant” to added information, easy otherwise, providing a better spectrum for analyzing the intrinsic hardness of the game – which is indeed related to the amortized value of the game.

### 1.1 Our Contribution

We connect the information value of the game with the amortized value of the game – i.e. the value of the repeated game. We note that previous parallel repetition literature can be “translated” as Alice and Bob sharing a common hint provided by the referee. Then we can “remove” the referee from the picture and instead let Alice and Bob sample a common hint. This translation is what we call the “Chi-squared lemma,” which is the main technical contribution of this paper.
Lemma 1 (Chi-squared lemma). Suppose Alice has access to $P$ and Bob has access to $Q$ which are probability distributions over the universe $U$. Suppose further that there exists a common distribution $R$ such that $D(R\|P) < \varepsilon$ and $D(R\|Q) < \varepsilon$. Then there exists a protocol $\Pi$ that outputs a sample from the distribution $\tilde{P}$ with information cost $\gamma \varepsilon$ with $D(R\|\tilde{P}) < O(\varepsilon)$ for some constant $\gamma > 0$.

where “information cost” refers to the amount of information revealed to each other as in [4].

We also remark that the idea of referring to Chi-Squared distance to bound information cost was also used in proving sharp round complexity of pointer chasing problem [20], avoiding square-loss in the parameter due to the application of Pinsker’s inequality.

Via this lemma, we can “translate” previous parallel repetition literature (in particular [3]) as a blackbox to obtain following main theorem.

Theorem 2 (informal). If $\text{val}(G^n) \geq (1 - \varepsilon)^n = 2^{-\Theta(\varepsilon n)}$ and $G$ is a projection game, that is for any valid pair of assignments, Bob’s assignment is a projection of Alice’s assignment, then one can win $G$ with probability $1 - O(\varepsilon)$ by communicating $O(\varepsilon)$-bits of information.

To show the converse, we need to show that a low-information protocol can be translated to a zero-communication protocol with insignificant loss in success probability. We use results from correlated sampling (in particular we use a lemma from [3]) which yields the converse to the main theorem.

Theorem 3 (informal). If one can win $G$ with probability $1 - \varepsilon$ by communicating $\varepsilon$-bits of information, then $\text{val}(G^n) \geq 2^{-O(\varepsilon n)}$.

We also remark that Theorem 3 does not assume that $G$ is a projection game.

1.2 Proof Overview

Proof of Theorem 3

It suffices to show that a low-information cost protocol can be translated to a zero-communication protocol with success parameter depending on the information cost. In particular, we want to show that an $O(I)$ information cost protocol can be simulated by two non-communicating parties with $2^{-O(I)}$ success probability. For our purpose $I = n \varepsilon$, since information cost tensorizes with many copies. Note that if Alice and Bob managed to sample a correct transcript together, the transcript is correct with $(1 - \varepsilon)^O(n)$ probability since each coordinates are chosen independently. We show that the zero-communication sampling lemma from [3] indeed gives the range of parameters that we need.

Proof of Theorem 2

In [3], one could view the “common hint” (which actually comes from the multiple copies of the game) as given by the referee to Alice and Bob via sampling some random coordinates with their answers then sending them to Alice and Bob. However, this does not fit in our framework since the referee samples the hint, not Alice and Bob. Using the Chi-squared lemma, we allow Alice and Bob to jointly sample such a hint with $O(\varepsilon)$ information cost. [3] shows that one can win a single copy with probability $1 - O(\varepsilon)$ after running the joint sampling protocol (under some distribution $D'$ which is $O(\varepsilon)$-away in terms of divergence from the real distribution). We further show that having a strategy for such $D'$ suffices to win the original game with probability $1 - O(\varepsilon)$ as well.
Chi-squared lemma

Suppose Alice has access to $P_1$ and Bob has access to $P_2$ with a guarantee that there exists some common distribution $R$ such that $D(R||P_1), D(R||P_2) < \epsilon$. In such a setting, if Alice samples from $P_1$ and tries to transmit the sample to Bob, the naive information cost would be $D(P_1||P_2)$. This could be unbounded however due to the case where $P_1$ contains an element in the support that is not in the support of $P_2$, i.e. $D(P_1||P_2) = \infty$. To rule out such scenario, we give Bob an ability to reject. Instead of receiving the full description or index of the sample, Bob receives a stream of hash values and rejects the stream when he “cannot understand” or in other words expects the divergence from the sample to be high. Via this rejection, Bob will not be “too surprised” about Alice’s sample. But the main problem with the above simple rejection protocol is that it allows Alice to learn too much about $P_2$. For instance, if Bob rejects a sample, then Alice learns that this sample occurs “infrequently” in $P_2$. In order to “confuse” Alice and prevent her from learning too much about $P_2$, Bob rejects a valid stream with some constant probability. This suffices to confuse Alice and learn only $O(\epsilon)$-information about $P_2$.

2 Preliminaries

2.1 Information Theory

In this section, we provide background on information theory that will be used to prove main results. We remark that throughout the paper, $\log$ is of base 2 and $\ln$ is of base $e$. For further references, we refer the reader to [7].

▶ Definition 4 (Entropy). The entropy of a random variable $A$, denoted by $H(A)$ is defined as

$$
\sum_{a \in \text{Supp}(A)} \Pr[A = a] \log \frac{1}{\Pr[A = a]}
$$

Intuitively, this quantifies how much uncertainty we have about variable $A$. With the definition of entropy, we can further define the relation between various variables. For conditional entropy we have $H(A|B) := H(AB) - H(B)$. Then we are ready to define the relation between different random variables.

▶ Definition 5 (Mutual Information). The mutual information between two random variable $A$ and $B$, denoted by $I(A;B)$ is defined as

$$
I(A;B) := H(A) - H(A|B) = H(B) - H(B|A).
$$

The conditional mutual information between $A$ and $B$ given $C$, denoted by $I(A;B|C)$, is defined as

$$
I(A;B|C) := H(A|C) - H(A|BC) = H(B|C) - H(B|AC).
$$

This gives a measure of how much information does $B$ reveal about $A$ and vice-versa. (when one knows $C$) Mutual Information is further related to the following distance measure, which will be used throughout the proof.

▶ Definition 6 (Kullback-Leibler Divergence). Given two probability distributions $\mu_1$ and $\mu_2$ on the same sample space $\Omega$ such that $(\forall \omega \in \Omega)(\mu_2(\omega) = 0 \Rightarrow \mu_1(\omega) = 0)$, the Kullback-Leibler
Divergence or KL-Divergence in short between $\mu_1$ and $\mu_2$ is defined as (also known as relative entropy)

\[
D(\mu_1 || \mu_2) = \sum_{\omega \in \Omega} \mu_1(\omega) \log \frac{\mu_1(\omega)}{\mu_2(\omega)}
\]

In particular, the following equality holds between KL-divergence and mutual information.

**Fact 7.** For random variables $A, B$ and $C$ we have

\[
I(A; B|C) = \mathbb{E}_{b,c} [D(A_{bc} || A_c)].
\]

where $A_{bc}$ is the distribution of random variable $A$ conditioned on $B = b, C = c$ and similarly for $A_c$.

With the definitions in place, we provide useful properties that will be used in the proof. For mutual information, following facts hold.

**Fact 8 (Chain-rule).** If $I(B; D|C) = 0$, then $I(A; B|C) \leq I(A; B|C, D)$.

**Fact 9 (Super-Additivity of Mutual Information).** Let $C_1, C_2, D, B$ be random variables such that for every fixing of $D$, $C_1$ and $C_2$ are independent. Then

\[
I(C_1; B|D) + I(C_2; B|D) \leq I(C_1 C_2; B|D).
\]

For KL-divergence, we use following properties.

**Fact 10.** Let $P$ and $Q$ be distributions over a universe $\mathcal{U}$. Suppose $\mathcal{V} \subseteq \mathcal{U}$ is such that $P(\mathcal{V}) = 1$. Then $Q(\mathcal{V}) \geq 2^{-D(P||Q)}$.

Note that Fact 10 immediately implies non-negativity of KL-divergence between any two distributions. For KL-divergence under conditioning, the following property holds.

**Fact 11 (Additivity of KL-Divergence).** Consider two distributions $P(x, y)$ and $Q(x, y)$. Then

\[
D(P(x, y)||Q(x, y)) = D(P(x)||Q(x)) + \mathbb{E}_{x \sim P} D(P(y|x)||Q(y|x))
\]

2.2 Previous Work

In this section, we elaborate previous results on parallel repetition and how the state-of-the-art proof technique for parallel repetition is related to the amount of information necessary for Alice and Bob to win the game with probability greater than $(1 - \varepsilon)$.

Recall that $r$-times parallel repetition of a two-prover game $\mathcal{G}$ denoted as $\mathcal{G}^r$ is defined as: the referee first samples $r$-tuple of edges i.e. $\vec{x} = (x_1, \ldots, x_r) \in U^r$ and $\vec{y} = (y_1, \ldots, y_r) \in V^r$ with $(x_i, y_i) \in E$ for all $i \in [r]$; Alice and Bob give assignments to all $r$-coordinates say $f : U^r \rightarrow \Sigma^r$ for Alice and $g : V^r \rightarrow \Sigma^r$ for Bob; then the referee checks all $r$-coordinates i.e. return $\bigwedge_{i \in [r]} \pi_{x_i, y_i}(f_i(\vec{x}), g_i(\vec{y}))$.

The first parallel repetition theorem (with exponential decay in value) was proved by Raz [15]:

**Theorem 12 ([15]).** Let $\mathcal{G}$ be a game with $\text{val}(\mathcal{G}) = 1 - \varepsilon$ and let $s$ be the size of the alphabet $|\Sigma|$ of the game. Then $\text{val}(\mathcal{G}^s) \leq (1 - \varepsilon^{32}/2)^{\Omega(n/\log(s))}$.

This was improved (and simplified) by Holenstein [10]:
Theorem 13 ([10]). Let $G$ be a game with $\text{val}(G) = 1 - \epsilon$ and let $\log(s)$ be the answer size of the game. Then $\text{val}(G^n) \leq (1 - \epsilon^3/2)^{\Omega(n/\log(s))}$.

For projection games, $\log(s)$ no longer appears in the exponent. In particular, [14] showed improved bound for projection games.

Theorem 14 ([14]). Let $G$ be a projection game with $\text{val}(G) = 1 - \epsilon$. Then $\text{val}(G^n) \leq (1 - \epsilon^2/2)^{\Omega(n)}$.

There is an initiation of work from [1], [18] where they study (though not explicitly stated) a quantity $\text{val}_+(G)$ for unique game $G$ which is an analytic relaxation of $\text{val}(G)$ that tensorizes exactly, that is $\text{val}_+(G_1 \otimes G_2) = \text{val}_+(G_1) \cdot \text{val}_+(G_2)$ and captures the amortized value of the game. The analysis of $\text{val}_+$ then resulted in analytic proof of parallel repetition for projection games. [8], [19]. In particular, [8] extended [14] to low-value regime using $\text{val}_+$.

Theorem 15 ([8]). Let $G$ be a projection game with $\text{val}(G) = \beta$. Then $\text{val}(G^n) \leq (4\beta)^{n/4}$.

There has been more work on parallel repetition for various special settings: [2] [17] [19]. In particular, there also has been a series of works around parallel repetition of games with entanglement [6, 12, 9, 11, 5]. A recent breakthrough in [21] settled a longstanding open problem on whether the value of “any” games with entanglement actually decays to zero as the number of repetition goes to infinity (at a polynomial rate). It would be interesting to see how our framework relates to games with entanglement.

Throughout this paper, we will use the machinery in the latest parallel repetition proof by [3] where they handled the low-value regime. It should be noted that the same proof works in the high-value regime as well, giving an alternate proof for [10], [14] and [8].

Theorem 16 ([3]). Let $G$ be a game with $\text{val}(G) = \delta$. Then $\text{val}(G^n) \leq \delta^{\Omega(n \log(1/\delta)/\log(s))}$. Further if $G$ is a projection game with $\text{val}(G) = 1 - \epsilon$, then $\text{val}(G^n) \leq (1 - \epsilon^2)^{\Omega(n)}$.

The main proof technique used to prove parallel repetition in [3] follows the following general roadmap. First one assumes that the value of the repeated game is higher than the desired bound, and focuses on the event where Alice and Bob win the whole copy. Conditioned on winning, one sets up $R$, the common hint between Alice and Bob, as a subset of question and answer pairs from other coordinates which can be individually sampled by Alice and Bob (approximately), which is the main technical innovation of [3]. Conditioned on successfully sampling $R$, Alice and Bob’s strategy becomes a “too good to be true” strategy for some coordinate, contradicting the original assumption on the value of the game. For the purpose of having a “hint” between Alice and Bob, we mainly focus on sampling $R$, avoiding technical issues of constructing $R$ correctly via using [3] as a blackbox. One could view the framework in [3] as following explicit model in Protocol 1.

Protocol 1 Non-Protocol Hint.
1. Referee picks a random edge $(x, y) \in E$ as a challenge. Referee then samples $r$ from $R_{xy}$ then transmits $r$ to Alice and Bob.
2. Alice, depending on $r$ and $x$ provides an assignment $a$. Bob analogously answers $b$ depending on $r$ and $y$.
3. Referee accepts if $a$ and $b$ forms a satisfying assignment for $(x, y)$.

Protocol 1 is indeed not a protocol between Alice and Bob, since the referee samples the hint. Converting this to a protocol between Alice and Bob is our main technical contribution.

For the sake of completeness, we describe how the common hint $R$ is constructed below.
Precise construction of $R$ in [3]

They explicitly construct a “combinatorial” hint $R_{S,G,H,I}$ in a following manner which we restate for completeness. Let $n$ be the number of repetitions, that is the number of coordinates for the game. Then let $S, G, H$ be random subsets of $[n]$ distributed as follows: Let $s_h$ and $s_g$ be random numbers from $\{3n/4 + 1, \ldots, n\}$. Let $\sigma : [n] \rightarrow [n]$ be a uniformly random permutation. Set $H = \sigma([s_h])$, $G = \sigma([n - s_g + 1, \ldots, n])$. Let $I$ be a uniformly random element of $G \cap H$. Let $l$ be a random number from $[T]$, where $T < n/2$ is a parameter. Let $S$ be a uniformly random subset of $G \cap H \{I\}$ of size $l$. Then define $R_{S,G,H,I}$ to denote the random variable $X_{(\{I\})} Y_{H\{I\}} A_S B_S$ where $s, g, h, i$ denote instantiations of the random variables $S,G,H,I$ respectively with $A_S$ denoted Alice’s assignment on $S$-coordinates and respectively for $B_S$. Then Alice can be thought of getting $X_{[s]}$ and $R_{S,G,H,I}$, while Bob gets $Y_{[i]}$ and $R_{S,G,H,I}$ where the input $(x, y)$ is set to $(X_I, Y_I)$.

2.3 Definitions

Recall that the Information Cost of a protocol is defined as $I(\Pi; X|Y) + I(\Pi; Y|X)$ where $\Pi$ is the transcript of the protocol, $X$ and $Y$ are inputs for Alice and Bob respectively. Information Complexity of computing $f$ is then defined as infimum over $\Pi$ that computes $f$. Inspired by the definitions from information complexity literature, we define information value of the game as following.

\begin{definition}
\textbf{Definition 17.} The information value of the game $\mathcal{G} = (X,Y,E)$ with distribution $\mathcal{D}$ over $E$ is

$$\text{IV}_\mathcal{D}^\mathcal{G}(\mathcal{G}) := \inf_{\Pi} [I(\Pi; X|Y) + I(\Pi; Y|X)]$$

\end{definition}

where the infimum is taken over the set of transcripts $\Pi$ between Alice and Bob which wins $\mathcal{G}$ with probability at least $(1 - \varepsilon)$ with $\varepsilon < 1/2$. $X$ and $Y$ represents Alice and Bob’s input respectively.

We remark that if $\mathcal{D}$ is not specified, we assume the distribution to be the uniform distribution over the challenges/edges.

As a straightforward exercise, note that $I(\Pi; X|Y) \leq H(X|Y) \leq H(X) \leq \log n$ where $n$ is the number of vertices in the graph, similarly for $I(\Pi; Y|X)$. Thus for any game $\mathcal{G}$ and $\varepsilon \geq 0, \text{IV}_\mathcal{D}^\mathcal{G} \leq O(\log n)$. Thereby, this quantity is strictly bounded. Better bound holds for $d$-regular graphs since $H(X|Y) \leq \log d$ for regular graphs, similarly for $H(Y|X)$. Any better bounds however, requires lower bound on $H(X||Y)$. 

3 Main Result

First we state the main technical lemma (Chi-Squared lemma) used in proving the main theorem.

\begin{lemma}[Chi-Squared lemma]
Suppose Alice has access to a distribution $P$ and Bob has access to a distribution $Q$ over $\mathcal{U}$. Suppose further that there exists a common distribution $R$ such that $D(R||P) < \varepsilon$ and $D(R||Q) < \varepsilon$. If $\varepsilon < 1/50$, then there exists a protocol $\Pi$ that outputs a sample from $\tilde{P}$ with information cost $\gamma \varepsilon$ with $D(R||\tilde{P}) < O(\varepsilon)$ for some constant $\gamma > 0$.

\end{lemma}

We append the full proof in the full version of the paper. To see why this lemma is interesting, note that the naive information cost is $D(P||Q)$ which could be infinite in some cases.
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Technically speaking, the triangle inequality does not hold for divergence. Applying Pinsker’s Inequality to have triangle inequality (in total variation distance) leads to a square loss, resulting in information cost $O(\sqrt{\varepsilon})$, instead of $O(\varepsilon)$. We suspect that there are more applications to this technical lemma. The lemma leads to the following theorem.

**Theorem 19.** Let $\varepsilon < 1/2$. If $\text{val}(\mathcal{G}^n) \geq (1 - \varepsilon)^n = 2^{-\Omega(n)}$ and $\mathcal{G}$ is a projection game, then there exists constants $\alpha_1, \alpha_2 > 0$ such that $\text{IV}^{\alpha_1\varepsilon}(\mathcal{G}) < \alpha_2\varepsilon$.

The main intuition of the proof of Theorem 19 is to use the common hint used for dependency breaking step of the parallel repetition, which are answers and questions in the other coordinates, as hints between Alice and Bob. However, the hints are not exactly adequate for our application, since they are sampled by the referee. We use Lemma 18 to convert it to a low information cost protocol.

We also show that the converse of Theorem 19.

**Theorem 20.** If $\text{IV}^\varepsilon(\mathcal{G}) < \varepsilon$ and $\varepsilon < 1/2$, then $\text{val}(\mathcal{G}^n) \geq 2^{-\Omega(n)} = (1 - \varepsilon)^\Omega(n)$ with $n > 1/\varepsilon$.

The main intuition to Theorem 20 is converting a low information cost protocol (for our application $O(n\varepsilon)$) to a zero-communication protocol as seen in [13]. However, the main theorem from [13] does not suffice for our application. Instead, we use a lemma from [3].

As a corollary, we get a complete description of projection games that obey strong parallel repetition in terms of information value of the game.

**Corollary 21.** If $\text{IV}^\varepsilon(\mathcal{G}) > \varepsilon$, then $\text{val}(\mathcal{G}^n) < (1 - \varepsilon)^\Omega(n)$ and vice versa where $\mathcal{G}$ is a projection game. Applying previous parallel repetition result, we indeed get a non-trivial lower bound on the information value of any projection game via [8] and [14].

**Corollary 22.** For any projection game $\mathcal{G}$ with $\text{val}(\mathcal{G}) \leq 1 - \varepsilon$, $\text{IV}^{O(\varepsilon^2)}(\mathcal{G}) \geq \Omega(\varepsilon^2)$.

### 3.1 Proof of Theorem 19

In this section, we prove Theorem 19 via Chi-squared Lemma (Lemma 18). Recall that $R_{s,g,h,i}$ defined in Section 2.2 is a set of challenges and answers on a random set of coordinates. Set $T = n/4$ as the parameter for $R_{s,g,h,i}$. Then we get the following key lemma from [3].

**Lemma 23** (Lemma 5.6 of [3]). Suppose $2^{-20} \geq \Pr[W] \geq (1 - \varepsilon)^n$. Then there exists a fixing of $s, g, h, i$ such that:

1. $\mathbb{E}_{x,y}D(\Pr[R_{s,g,h,i},x=x,y,W] | \Pr[R_{s,g,h,i},x=x,W]) \leq O(\varepsilon)$.
2. $\mathbb{E}_{x,y}D(\Pr[R_{s,g,h,i},x=x,y,W] | \Pr[R_{s,g,h,i},y=y,W]) \leq O(\varepsilon)$.
3. $D(\mu||P_{X,Y}) \leq O(\varepsilon)$.
4. $\mathbb{E}_{x,y}D_{\mu} R_{s,g,h,i},X=x,Y=y,W \leq O(\varepsilon)$.

Where $\mu$ denotes the distribution $P_{X,Y}$ and $P_X$ stands for the probability distribution of random variable $X$.

We omit the proof

**Remark.** The last property does not suffice for our application, since we do not get $r \sim R_{s,g,h,i},X_i = x, Y_i = y, W$ but a distribution that is $O(\varepsilon)$-away from it in divergence at the end of the protocol given by the Chi-squared lemma which we denote as $\tilde{R}_{s,g,h,i}|X_i =
Consider the value of such strategy. Applying Lemma 24, we need the following lemma to translate a strategy on $1 - S$ where $x, Y_i = y, W$. Now we have all the necessary lemmas to prove Theorem 19.

**Lemma 24.** Suppose $\mathcal{G}$ with $\mu$ as the distribution over the edges achieves $\text{val}(\mathcal{G}) = 1 - \varepsilon$. Then consider $\bar{\mu}$ such that $D(\mu||\bar{\mu}) < \varepsilon$. Then $\mathcal{G}$ with $\bar{\mu}$ as distribution over the edges has value $\geq 1 - O(\varepsilon)$.

Now we have all the necessary lemmas to prove Theorem 19.

**Proof of Theorem 19.** First we construct a low information protocol that wins $\mathcal{G}$ with probability $1 - O(\varepsilon)$ under $\mu$.

We write $P_{R_{s,g,h,i}|X_i = x, Y_i = y, W}$ in the above as $R_{x,y}$ and $P_{R_{s,g,h,i}|X_i = x, W}, P_{R_{s,g,h,i}|Y_i = y, W}$ respectively as $P_x, Q_y$. Consider $\mathcal{S} \subseteq E$ that satisfies all

\[ D(R_{x,y}||P_x) \leq \frac{1}{10\gamma}, \]

\[ D(R_{x,y}||Q_y) \leq \frac{1}{100\gamma}, \]

where $\gamma$ is the constant from the Chi-Squared Lemma. Then note that $\mu(\mathcal{S}) > 1 - O(\gamma \varepsilon) = 1 - O(\varepsilon)$ by Markov's inequality. Focus pairs in $\mathcal{S}$. Now applying the protocol given by the Chi-Squared Lemma to pairs in $\mathcal{S}$, we obtain a protocol that samples $r \sim \tilde{R}_{s,g,h,i}|X_i = x, Y_i = y, W$ with information cost at most

\[ \mathbb{E}_{x,y \sim S_{X_i,Y_i}|W} [D(R_{x,y}||P_x) + D(R_{x,y}||Q_y)] < O(\varepsilon) \]

where $S_{X_i,Y_i}|W$ is the distribution over the edges further conditioned on $\mathcal{S}$. Since $\mathcal{S}$ contributes $1 - O(\varepsilon)$-fraction, (1) implies

\[ \mathbb{E}_{x,y \sim S_{X_i,Y_i}|W} [D(P_{R_{s,g,h,i}|X_i = x, Y_i = y, W} \mid P_{A_i}|X_i = x, R_{s,g,h,i} = r, W) \mid P_{B_i}|Y_i = y, R_{s,g,h,i} = r] \leq O(\varepsilon) \]

At the end of the protocol, Alice and Bob obtain same $r \sim \tilde{R}_{s,g,h,i}|X_i = x, Y_i = y, W$. We now construct an explicit answering strategy for Alice and Bob dependent on $r$ when they get edges distributed according to $S_{X_i,Y_i}|W$. Ideally Alice and Bob would like to answer according to $P_{A_i,B_i}|X_i = x, Y_i = y, R_{s,g,h,i} = r, W$. This would indeed succeed with probability 1. In other words, if we define $q_{x,y} = \{ (a, b) \mid \mathbb{P}(x, y, a, b) = 1 \}$, $P_{A_i,B_i}|X_i = x, Y_i = y, R_{s,g,h,i} = r, W (G_{x,y}) = 1$ for all $(x, y) \in S$. However, this is not a valid strategy. There is correlation between $A_i$ and $B_i$, while for any valid strategy they should be independent given respective input.

Instead, they answer according to $P_{A_i}|X_i = x, R_{s,g,h,i} = r, W \mid P_{B_i}|Y_i = y, R_{s,g,h,i} = r$. Now, we analyze $P_{A_i}|X_i = x, R_{s,g,h,i} = r, W \mid P_{B_i}|Y_i = y, R_{s,g,h,i} = r (G_{x,y})$ i.e. the value of such strategy. Applying Fact 10,

\[ P_{A_i}|X_i = x, R_{s,g,h,i} = r, W \mid P_{B_i}|Y_i = y, R_{s,g,h,i} = r (G_{x,y}) \]
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\[ \geq 2^{-D(P_{A_i, B_i} | X_i=x, Y_i=y, r, s, g, h, i=r, W \otimes P_{A_i} | Y_i=y, r, s, g, h, i=r, W)} \]

By the convexity of $2^{-x}$ along with (2), we get the desired bound

\[ \mathbb{E}_{x,y \sim S_{X_i, Y_i} | W} \left[ P_{A_i} | X_i=x, \tilde{r}, s, g, h, i=r, W \otimes P_{B_i} | Y_i=y, \tilde{r}, s, g, h, i=r \right] \geq 2^{-O(\varepsilon)} = 1 - O(\varepsilon) \]

Since $S$ contributes $1 - O(\varepsilon)$-fraction on $\mu$, this strategy wins with $1 - O(\varepsilon)$ probability when the edges are distributed according to $\mu = P_{X_i,Y_i} | W$ as well. Finally, applying Lemma 24 to this strategy with $D(P_{X_i,Y_i} | W \| P_{X_i}) \leq O(\varepsilon)$, we get the desired claim. ▶

3.2 Proof of Theorem 20

In this section, we give a formal proof of Theorem 20. This involves converting a protocol (between Alice and Bob) with $O(n \varepsilon)$-information cost to a zero-communication protocol with success probability $2^{-O(n \varepsilon)}$. We start by stating the following lemma.

Lemma 25. Suppose Alice has access to distribution $P$ and Bob has access to distribution $Q$ over the universe $U$. They wish to jointly sample from $R$ where $D(R || P) < \delta$ and $D(R || Q) < \delta$. If $\delta > 1$, then there exists a zero-communication protocol such that

1. There exists an event $E$ such that $\Pr[E] > 2^{-O(\delta)}$ and $\Pr[A_a \neq B_b, E] = 1$, where $A_a$ and $B_b$ refers to the final output of Alice and Bob respectively. Furthermore, $E$ only depends on the public randomness.
2. Given $E$, consider the set of outputs of $\pi$, denoted as $S$. Then $S \subseteq \text{Supp}(R)$

Claim 26. Let $W$ be a subset of universe $U$. Let $A$ and $B$ be a distribution and $A_W$ be a distribution of $A$ conditioned on picking an element from $W$. Then if $A(W) > \Omega(D(A || B))$, then

\[ D(A_W || B) < \log(1/A(W)) + \frac{D(A || B)}{A(W)} + O \left( \frac{1 - A(W)}{A(W)} \right) \]

where $A(W)$ corresponds to the probability of picking an element from $W$ under $A$.

Proof of Lemma 25 and Claim 26 are appended in Section A. Now, we are ready to prove the main lemma of this section which implies Theorem 20.

Lemma 27. If $\text{IV}(G) < \varepsilon$, then there exists a zero-communication protocol that achieves $\text{val}(G^n) > 2^{-\Omega(\varepsilon n)}$ where $n > 1/\varepsilon$.

Proof. Note that under this model, Alice’s strategy and Bob’s strategy are dependent on the transcript $\pi_{x,y}$ as well, instead of just their input in zero-communication model. We denote $\Pi_{x,y}$ as the distribution over the transcript that Alice and Bob will have when they are given input $x$ and $y$ respectively. Now Alice and Bob will try to imitate each other by simulating the other party in zero-communication setting. Let $\Pi_x, \Pi_y$ denote the simulated transcript with input $x$ and $y$ respectively. More precisely, $\Pi_x := \mathbb{E}_{y \sim \mu} \Pi_{x,y}$ and $\Pi_y := \mathbb{E}_{x \sim \mu} \Pi_{x,y}$. Further, we introduce the notation $\Pi_{x,y}^W := \Pi_{x,y} | W$, the distribution of $\Pi_{x,y}$ conditioned on referee accepting what Alice and Bob returns as their answer at the end of the protocol.

Note that from our assumption on the information cost of the protocol, we get the following

\[ \mathbb{E}_{(x_i, y_i) \sim \mu} \left[ D(\Pi_{x_i, y_i} || \Pi_{x_i}) \right] = \mathbb{E}_{(x_i, y_i) \sim \mu} \left[ \mathbb{E}_{\Pi_{x_i, y_i}} \left[ \log \frac{\Pr_{\Pi_{x_i, y_i}}[\pi]}{\Pr_{\Pi_{x_i}}[\pi]} \right] \right] < \varepsilon. \] (3)
We argue that most of the edges are good. Due to our assumption on the value of the game $\tilde{\pi}$ and by at most $O_\varepsilon$ fraction of the edges, we say that $\mathcal{G}$ is good if it satisfies both
\[
\mathcal{G}(\tilde{x},\tilde{y}) = \mathbb{E}(\tilde{x},\tilde{y})\varepsilon [A_{x,y}(W)] > 1 - \varepsilon,
\]
at most $2\varepsilon$-fraction of $(x_i,y_i)$'s does not satisfy the first condition. Also due to our divergence condition that is,
\[
\mathbb{E}_{(x_i,y_i)\sim\mu} [D(\Pi_{x,y}||\Pi_x)] < \varepsilon
\]
at most $2\varepsilon$-fraction of the edges violate the second condition. Thus all but at most $4\varepsilon$-fraction of the edges are good. Then we can write
\[
\mathbb{E}_{(x_i,y_i)\sim\tilde{\mu}} [D(\Pi_{x,y}||\Pi_x)] < O(\varepsilon) \tag{4}
\]
where $\tilde{\mu}$ corresponds to $\mu$ conditioned on picking an edge that is good. Also note that without loss of generality, in such regime, one can assume that $1 - A_{x,y}(W) > O(D(\Pi_{x,y}||\Pi_x))$ for all the edges. For edges that do not satisfy such condition, i.e. $1 - A_{x,y}(W) < O(D(\Pi_{x,y}||\Pi_x))$, the referee can randomly reject with probability $O(D(\Pi_{x,y}||\Pi_x))$ to satisfy $1 - A_{x,y}(W) > O(D(\Pi_{x,y}||\Pi_x))$. Indeed it will add up the rejection probability, but by at most $D(\Pi_{x,y}||\Pi_x)$ which indeed is good enough for application in our regime, since it is in expectation at most $O(\varepsilon)$. If $(x_i,y_i)$ is indeed a good edge, applying Claim 26,
\[
D(\Pi_{x,y}||\Pi_x) < \log(1/A_{x,y}(W)) + D(\Pi_{x,y}||\Pi_x) + O \left( \frac{1 - A_{x,y}(W)}{A_{x,y}(W)} \right) \leq \log(1/A_{x,y}(W)) + D(\Pi_{x,y}||\Pi_x) + O \left( \frac{1 - A_{x,y}(W)}{A_{x,y}(W)} \right)
\]
where the second inequality holds since $A_{x,y}(W) > 1/2$, $D(\Pi_{x,y}||\Pi_x) < 1$, and our assumption that $1 - A_{x,y}(W) > O(D(\Pi_{x,y}||\Pi_x))$ for all edges. Then
\[
\mathbb{E}_{\tilde{\mu}} [D(\Pi_{x,y}||\Pi_x)] < \mathbb{E}_{\tilde{\mu}} [\log(1/A_{x,y}(W))] + 2\mathbb{E}_{\tilde{\mu}} [D(\Pi_{x,y}||\Pi_x)] + \mathbb{E}_{\tilde{\mu}} \left[ O \left( \frac{1 - A_{x,y}(W)}{A_{x,y}(W)} \right) \right] < O(\varepsilon) + O(\varepsilon) + O(\varepsilon) < O(\varepsilon)
\]
where the second inequality holds by Jensen’s inequality on log and since $\varepsilon$ is small enough.

Now consider taking $n$-copies of the game. In particular, we focus on $(\tilde{x},\tilde{y})\sim\tilde{\mu}^\otimes n$, that is all edges are “good” edges. Then observe that
\[
\mathbb{E}_{(\tilde{x},\tilde{y})\sim\tilde{\mu}^\otimes n} \left[ D(\bigotimes_{i\in[n]} \Pi^W_{x,y}|| \bigotimes_{i\in[n]} \Pi_x) \right] = \mathbb{E}_{(\tilde{x},\tilde{y})\sim\tilde{\mu}^\otimes n} \left[ \sum_{i\in[n]} D(\Pi^W_{x,y}||\Pi_x) \right] < O(n\varepsilon)
\]

\footnote{$\pi$ does not necessarily depend just on the input. It can depend on private randomness as well. But this is not crucial to the proof as we argue on sampling the transcript conditioned on the edges.}
For a randomly picked \((\vec{x}, \vec{y}) \sim \tilde{\mu}^\otimes n\), the divergence in consideration is indeed low with high probability by Markov. That is

\[
\Pr_{(\vec{x}, \vec{y})} \left[ \sum_{i \in [n]} D(\Pi^W_{x_i y_i} || \Pi_{x_i}) > \alpha n \epsilon \right] \leq O(1/\alpha)
\]  

(5)

Similarly, we get

\[
\Pr_{(\vec{x}, \vec{y})} \left[ \sum_{i \in [n]} D(\Pi^W_{x_i y_i} || \Pi_{y_i}) > \alpha n \epsilon \right] \leq O(1/\alpha)
\]  

(6)

Now, we consider the particular set of vectors \((\vec{x}, \vec{y})\) that satisfy

- \(\forall i \in [n], (x_i, y_i)\) is a “good” edge.
- \(D(\Pi^W_{\vec{x}, \vec{y}} || \Pi_{\vec{x}}) = \sum_{i \in [n]} D(\Pi^W_{x_i y_i} || \Pi_{x_i}) \leq Kn \epsilon\) and \(D(\Pi^W_{\vec{x}, \vec{y}} || \Pi_{\vec{y}}) = \sum_{i \in [n]} D(\Pi^W_{x_i y_i} || \Pi_{y_i}) \leq Kn \epsilon\)

which we denote as “good” vectors.

If \((\vec{x}, \vec{y}) \sim \tilde{\mu}^\otimes n\), since \((x_i, y_i)\) is good with probability at least \((1 - 2 \epsilon)\), all the coordinates are good with at least \((1 - 2 \epsilon)^n\) probability. If all the coordinates are good, by (5) and (6) and picking appropriately large \(K\), \(\Omega(1)\)-fraction of such edges satisfy the second condition as well. In total, \(2^{-\Omega(\epsilon n)}\)-fraction of edges satisfies both conditions, since we assume \(n > 1/\epsilon\).

Now we apply Lemma 25 to “good” vectors to complete the proof. In particular, Lemma 25 gives a zero-communication sampling protocol for transcript where Alice and Bob gets a matching transcript from \(\text{Supp}(\Pi^W_{\vec{x}, \vec{y}})\) with probability at least \(2^{-O(\epsilon n)}\). Thus for \(2^{-\Omega(\epsilon n)}\)-fraction of the edges, we get a zero-communication strategy that wins with probability at least \(2^{-O(\epsilon n)}\), thus \(\text{val}(G^n) > 2^{-O(\epsilon n)}\).

\[\blacktriangleleft\]
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A Omitted Proof from Section 3

Proof of Lemma 24. Consider the set of edges $S$ that are satisfied under $\mu$. Denote $\mu$ conditioned on being inside $S$ as $\nu$. We show that $D(\nu||\tilde{\mu}) < O(\varepsilon)$, which indeed implies $\tilde{\mu}(S) < 1 - O(\varepsilon)$ by Fact 10. But indeed Claim 26 implies $D(\nu||\tilde{\mu}) < O(\varepsilon)$.

Proof of Lemma 25. The proof follows from Lemma 4.5 of [3]. To argue that the second condition is indeed met, recall that the protocol in [3] is the following:

Protocol 2 Protocol for sampling a transcript $(\pi, q)$

- Using shared randomness, get uniformly random samples from $\Pi \times [0, 1]$, which we denote by $\{(\pi_i, q_i)\}_{i=0}^{\infty}$.
- Alice outputs the first $\pi_a$ that satisfies $q_a < \frac{P(\pi_a)}{3}$.
- Bob outputs the first $\pi_b$ that satisfies $q_b < \frac{Q(\pi_b)}{3}$.
Let $A := \{(\pi, q) | q < P(\pi)/\delta\}$, $B := \{(\pi, q) | q < Q(\pi)/\delta\}$ and $C := \{(\pi, q) | q < R(\pi)\}$. We define event $E$ as first dart in $A \cup B$ being inside $A \cap B \cap C$. Note that Lemma 4.5. of [3] exactly gives that $P(E) \geq 2^{\Omega(\delta)}$, therefore the first condition must hold. Furthermore, $S$ is indeed included in $\text{Supp}(R)$ since for such event it must be the case that $R(\pi) > 0$. Therefore, $E$ satisfies the second condition as well.

**Proof of Claim 26.** For brevity denote $W$ as the set of $x$ with $W(x) = 1$, $D(A||B) = \delta_0$ and $A(W) = \delta_1$. First, we show that $B(W) < O(D(A||B)) = O(\delta_0)$. Note that $D(A||B)$ can be written as

$$D(A||B) = \sum_{x \in W} A(x) \log \frac{A(x)}{B(x)} + \sum_{x \notin W} A(x) \log \frac{A(x)}{B(x)} = \delta_0$$

(7)

Applying log-sum, we get

$$A(W) \log \frac{A(W)}{B(W)} + A(W) \log \frac{A(W)}{B(W)} \leq \delta_0$$

Assume for contradiction that $B(W) > KA(W)$, where $K$ is some parameter that we will setup later for contradiction. And put $B(W) = \alpha A(W)$ for $\alpha > K$. Since $A(W) = 1 - \delta_1$ by our assumption, substituting the terms we get

$$(1 - \delta_1) \log \frac{1 - \delta_1}{1 - \alpha \delta_1} + \delta_1 \log \frac{1}{\alpha} = (1 - \delta_1) \log \frac{1}{1 - \frac{\alpha - 1 - \delta_1}{1 - \delta_1}} + \delta_1 \log \frac{1}{\alpha}$$

Suppose for now that $\alpha < \frac{1}{2\delta_1} + \frac{1}{2}$. Then note that $\log(1/(1 - x)) = \Omega(x)$. Applying this fact to the first term, we get

$$\delta_0 > (1 - \delta_1) \log \frac{1 - \delta_1}{1 - \alpha \delta_1} + \delta_1 \log \frac{1}{\alpha} > \Omega((\alpha - 1 \log \alpha)\delta_1) > \Omega(\alpha \delta_0).$$

where the last inequality holds due to our assumption that $\delta_1 > \delta_0$. Picking an appropriately large constant $\alpha = O(1)$, we get a contradiction. Instead if $\alpha > \frac{1}{2\delta_1} + \frac{1}{2}$, then

$$(1 - \delta_1) \log \frac{1 - \delta_1}{1 - \alpha \delta_1} + \delta_1 \log \frac{1}{\alpha} > (1 - \delta_1) \log 2(1 - \delta_1) + \delta_1 \log 2\delta_1 = H(\delta_1) + 1 > \delta_0$$

which indeed is a contradiction since $\delta_0 < 1$ and $H(\delta_1) \geq 0$. Thus $B(W) < O(\delta_1) = K_0\delta_1$.

To bound $D(A_W||B)$, we first bound $\sum_{x \in W} A(x) \log \frac{A(x)}{B(x)}$. Note that via our bound on $B(W)$ implies

$$\sum_{x \notin W} A(x) \log \frac{A(x)}{B(x)} > A(W) \log \frac{A(W)}{B(W)} > \delta_1 \log \frac{1}{K_0}$$

Applying this to (7), we have

$$\sum_{x \in W} A(x) \log \frac{A(x)}{B(x)} = \delta_0 - \sum_{x \notin W} A(x) \log \frac{A(x)}{B(x)} < \delta_0 - \delta_1 \log \frac{1}{K_0}$$

Now we use the above fact to bound $D(A_W||B)$.

$$D(A_W||B) = \sum_x a_W(x) \log \frac{a_W(x)}{b(x)} = \sum_{x \in W} a_W(x) \log \frac{a_W(x)}{a(x)} \frac{a(x)}{b(x)}$$
\[ D(A_W||A) + \sum_{x \in W} a_W(x) \log \frac{a(x)}{b(x)} \leq \log(1/A(W)) + \sum_{x \in W} \frac{a(x)}{A(W)} \log \frac{a(x)}{b(x)} \]

\[ < \log(1/A(W)) + \frac{D(A||B)}{A(W)} + \frac{1 - A(W)}{A(W)} \log K_0 \]

\[ < \log(1/A(W)) + \frac{D(A||B)}{A(W)} + O \left( \frac{1 - A(W)}{A(W)} \right) \]

which is indeed the statement of the claim. \hspace{1cm} \blacktriangleleft
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Abstract

In this paper, we propose a new mechanism – the Disagreement Mechanism – which elicits privately-held, non-variable information from self-interested agents in the single question (peer-prediction) setting.

To the best of our knowledge, our Disagreement Mechanism is the first strictly truthful mechanism in the single-question setting that is simultaneously:

- \textbf{Detail-Free}: does not need to know the common prior;
- \textbf{Focal}: truth-telling pays strictly higher than any other symmetric equilibria excluding some unnatural permutation equilibria;
- \textbf{Small group}: the properties of the mechanism hold even for a small number of agents, even in binary signal setting. Our mechanism only asks each agent her signal as well as a forecast of the other agents' signals.

Additionally, we show that the focal result is both tight and robust, and we extend it to the case of asymmetric equilibria when the number of agents is sufficiently large.
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1 Introduction

User feedback requests (e.g. Ebay’s reputation system and the innumerable survey requests in one’s email inbox) are increasingly prominent and important. However, the overwhelming number of requests can lead to low participation rates, which in turn may yield unrepresentative samples. To encourage participation, a system can reward people for answering requests. But this may cause perverse incentives: some people may answer a large of number of questions simply for the reward and without making any attempt to answer accurately. In this case, the reviews the system obtains may be inaccurate and meaningless. Moreover, people may be motivated to lie when they face a potential loss of privacy or can benefit in the future by lying now.

It is thus important to develop systems that motivate honesty. If we can verify the information people provide in the future (e.g via prediction markets), we can motivate

\footnote{A full version of the paper is available at \[15], \url{https://arxiv.org/abs/1603.07751}}
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honesty via this future verification. However, sometimes we need to elicit information without verification since the objective truth is hard to access or even does not exist (e.g. a self-report survey for involvement in crime). In our paper, we focus on the situation where the objective truth is not observable.

One important framework for designing incentive systems without verification is peer prediction [19]. Peer prediction uses each person’s information to predict other people’s information and pays according to how good the prediction is. Peer prediction assumes people’s information is related and the systems and the people share a common prior. In the peer prediction mechanism, if an agent believes everyone else tells the truth, the best strategy to maximize her expected payment is telling the truth as well. In other words, peer prediction is truthful in the sense it has truth-telling as an equilibrium.

A series of work [20, 27, 21, 22, 30, 24, 7, 28, 29, 26, 11, 12, 16] extends peer prediction to incorporate some other desired properties in addition to truthful property, which we highlight here.

Detail-Free: A detail free mechanism does not need to know the common prior which is a clear advantage if deploying these mechanisms in the real world.

Focal: We hope the mechanism can pay the truth-telling equilibrium strictly more than other equilibria in expectation. However, we show this is not technically possible in the detail-free setting, and so instead we say a mechanism is focal if truth-telling pays strictly higher than any other symmetric equilibria excluding some unnatural permutation equilibria (see definition for permutation equilibria in Section 2). We emphasize that the focal property is very important, since in a non-focal mechanism, non-informative and effortless equilibria like everyone reporting the a priori most likely answer may pay equally or even much better than the truth-telling equilibrium, possibly incentivizing agents to coordinate on effortless and non-informative equilibria. Recent research [9] indicates that individuals in lab experiments do not always truth-tell when faced with peer prediction mechanisms; this may in part be related to the issue of equilibrium multiplicity.

Small group: The properties of the mechanism hold even when the number of agents is small.

General Informative Symmetric Common Prior: The mechanism should make minimal assumptions on the common prior. It is required that the prior be “informative” (that is each agents’ signals contain stochastic information about the other agent’s signals).

Finite Signals: The mechanism should only assume that the number of signals is finite, not binary.

Another desirable mechanism design property is the minimal property. A mechanism is minimal if it only requires agents to report their information rather than forecasts for other agents’ reports. However, no detail free, strictly truthful mechanism can be minimal [21]. We will introduce several strictly truthful, minimal mechanisms (not detail free) in the related work. Our mechanism is not minimal since it is detail free and strictly truthful.

Our Contributions

To the best of our knowledge, our Disagreement Mechanism is the first mechanism in the single-question setting that simultaneously has the small group, focal, strictly truthful and

\footnote{There exists detail free, strictly truthful mechanism that is “almost” minimal. For example, Riley [24] designs strictly truthful, detail free mechanism with optional prediction report.}
Table 1: Detail Free Multi-Signal Single-Question Mechanisms Comparison

<table>
<thead>
<tr>
<th>Mechanism</th>
<th>Strictly Truthful</th>
<th>Small group</th>
<th>Focal</th>
<th>General Symmetric Prior</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayesian Truth Serum [20]</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×*</td>
</tr>
<tr>
<td>Logarithmic PTS [23]</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×*</td>
</tr>
<tr>
<td>Multi-Signal SM [26]</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×*</td>
</tr>
<tr>
<td>Multi-Valued RBTS [21]</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×*</td>
</tr>
<tr>
<td>Minimal Truth Serum [24]</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×*</td>
</tr>
<tr>
<td>Divergence-Based BTS [22]</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×*</td>
</tr>
<tr>
<td>Disagreement Mechanism</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×*</td>
</tr>
</tbody>
</table>

* BTS requires an additional assumption – conditioning on the state, the signals are independently assigned to agents. But this conditional independence assumption is very natural in this literature, thus we still put × here.

Detailed properties (see Table 1), even in binary signal setting. Moreover, our Disagreement Mechanism can be applied to a general family of symmetric prior, and

1. we show the focal property is tight in the sense that for the set of symmetric equilibria (what we call permutation equilibria) that have the same expected payment with truth-telling in our Disagreement Mechanism, no detail free, truthful mechanism can pay truth-telling strictly higher than permutation equilibria.

2. we show the focal property is robust in the sense that any symmetric equilibrium that has expected payoff close to truth-telling must be “close” to a permutation equilibrium;

3. we extend this focal property to asymmetric equilibria when the number of agents is sufficiently large in the sense that any asymmetric equilibrium which is “close” to a permutation equilibrium has expected payoff “close” to that of the truth-telling equilibrium, and any equilibrium that is not “close” to a permutation equilibrium pays strictly less then the truth-telling equilibrium.

The permutation equilibria are intuitively unnatural and risky as they require extreme coordination amongst the agents and as much effort as truth-telling. For symmetric equilibria that are not permutation equilibrium, every agent’s expected payment is strictly less than the expected payment she obtains when everyone tells the truth. Thus our results about symmetric equilibria are quite strong, despite the impossibility result. Asymmetric equilibrium require more coordination between agents than symmetric equilibrium. Additionally, the possible total gains from doing so are limited and go to zero as the number of agents increase.

**High Level Techniques**

Our Disagreement Mechanism pays agents individually (locally) for “agreement” and globally for “disagreement”. When agents collude, they share information about their strategies. Since they are paid individually for “agreement”, they will use their information about other people’s strategies and “agree to agree” which reduces their global payoff which depends on “disagreement”.

Essentially, when agents collude, our Disagreement Mechanism encourages each agent to implicitly admit their collusion by unilaterally increasing their individual payoff for doing so, but the mechanism then simultaneously decreases the total payoffs to all agents. Only when agents do not choose to collude and lack information about other people’s strategies,
can they “agree to disagree.” In this case, even when they maximize their individual payoff, globally they still have a lot of disagreement.

Technical Contributions

In addition to the above results, our works has several contributions in the techniques employed:

1. Our Disagreement Mechanism encourages not only agents with the same private information to agree, but also agents with different private information to disagree. We present a novel way to measure the amount of “information” by casting the reports as multiple labelled points in a space and measuring the quality of the “classification”.

2. To show that the “classification” quality always decreases with non-truthful equilibria, we exploit tools from information theory, namely Information Monotonicity. Despite their natural and powerful application, to our knowledge, this is the first time such tools have been explicitly employed in the peer prediction literature.

1.1 Related Work

After Miller et al. [19] introducing peer prediction, a host of results (see, e.g., [20, 27, 21, 22, 30, 24, 7, 28, 29, 26, 11, 12, 16]) have followed. In this section, we will introduce them and classifies them into several categories according to the properties they (do not) have.

(1) Single-question, detail free, focal (not small group): Bayesian Truth Serum (BTS) [20] first successfully weakened the known common prior assumption (detail free) and solves the equilibrium multiplicity issue (focal). Prelec [20] also provides an important framework for mechanisms without known common prior. BTS requires the agents report – in addition to their reported signal – a forecast (prediction) of the other agents’ reported signals, and uses this predictions in lieu of the common prior. BTS incentives agents to report accurate forecasts by rewarding forecasts that have the ability to predict the other agents’ reported signal. However, BTS has two weakness: (1) BTS requires that the number of agents goes to infinity (or is large enough in a modified version) since the mechanism needs agents to believe it has access to the true distribution from which agents’ signals are drawn. (2) The analysis of non-truthful equilibria provided in [20] requires that the number of agents goes to infinity and only proves that truth-telling has total expected payment at least as high as other equilibrium. Specifically, it does not rule out the existence of many other equilibrium which are all paid the same as the truth-telling equilibrium.

Logarithmic Peer Truth Serum (PTS) [23] extends BTS to a slightly different setting involving sensors, but still requires a large number of agents.

(2) Single-question, small group, detail free (not focal): Several mechanisms [27, 21, 22, 24, 28, 29, 26] are based on the BTS framework and address the first weakness of BTS. Robust Bayesian Truth Serum (RBTS) [27] is a mechanism which can only be applied to binary signals. Multi-Valued RBTS [21] and Multi-Signal Shadowing Method (Multi-Signal SM) [26] can be applied to non-binary signals while they require an additional assumption that an agent will think the probability that other agents receive signal $\sigma$ higher if he himself also receives $\sigma$. Divergence-based BTS [22] can be applied to non-binary signals and does not require additional assumptions on the prior. All of those works do not solve the equilibrium multiplicity issue, but do work for a small number of agents. Minimal Truth Serum (MTS) [24] is a mechanism where agents have the option to report or not report their predictions, and also lacks analysis of non-truthful equilibria. MTS uses a typical zero-sum technique such that all equilibria are paid equally. In contrast, we show that
in our Disagreement Mechanism any equilibrium that is even close to paying more than the truth-telling equilibrium must be close to a small set of permutation equilibrium. The Divergence based BTS only requires the common prior assumption to be truthful. Because of its generality, we use it as a building block in our Disagreement Mechanism. However, the Divergence based BTS contains effortless equilibrium that pay significantly more than truth-telling. Moreover, analyzing the set of equilibria in Divergence-based BTS is very complicated and becomes a main technical obstacle in our paper. Thus, while the above work addresses the first weakness of BTS, it exacerbates the second.

(3) Single-question, small group, minimal (not detail free): Jurca and Faltings [11, 12] use algorithmic mechanism design to build their own peer prediction style mechanism where truth-telling is paid strictly better than non-truthful pure strategies but leave the analysis of mixed strategies as a open question. Frongillo and Witkowski [8] consider the design for robust, truthful and minimal peer prediction mechanisms with the prior knowledge and lack the analysis of non-truthful equilibria. Kong et al. [16] modify the peer prediction mechanism such that truth-telling is paid strictly better than any other non-truthful equilibrium. Thus, the mechanism designed in Kong et al. [16] is focal. Additionally, they optimize the cost their mechanism needs over a natural space. The assumption that the mechanism knows the prior, allows these mechanisms to not ask for a prediction report. However, unlike the current work, the mechanism still needs to know the prior and the analysis only works for the case of binary signals.

(4) Different Settings: Several works are not in the traditional one-question setting. Some of these works make the additional assumption of multiple a priori similar questions so that the mechanism need not explicitly ask the agents for a prediction. The mechanism in Dasgupta and Ghosh [6] uses the presence of multiple questions to elicit agent strategies with high effort, addressing the equilibrium multiplicity issue for binary signals in their setting. Recently Kong and Schoenebeck [14] and Shnayder et al. [25] independently extend the mechanism in [6] to non-binary signal setting but still require the presence of multiple questions. Our setting is different since the agents only have one question (and thus we do not have to assume relations between questions) and our results for equilibrium multiplicity issue are robust to non-binary signals.

In addition to the multiple questions setting, there are many other works in the settings that are different from our results. For example, Cai et al. [4] and Liu and Chen [17] consider the machine learning setting. Kamble et al. [13], Mandal et al. [18], and Agarwal et al. [1] consider the heterogeneous setting in the multiple questions setting. Zhang and Chen [30] consider a sequential game. Faltings et al. [7] consider a setting where they have an estimation of the public distribution of previous answers on other a priori similar questions.

2 Preliminaries, Background, and Notation

We recommend that the eager reader skip to the end of Section 2.4 where Hellinger Divergence is discussed and then refer back to the earlier preliminaries only as needed. Section 3 states the main theorem and outlines the technical contributions.

See notation table in Appendix A.

2.1 Prior Definitions and Assumptions

We consider a setting with $n$ agents and a set of signals $\Sigma$, and define a setting as a tuple $(n, \Sigma)$. Each agent $i$ has a private signal $\sigma_i \in \Sigma$ chosen from a joint distribution $Q$ over $\Sigma^n$ called the prior. Given a prior $Q$, for $\sigma \in \Sigma$, let $q_i(\sigma) = \Pr_Q[\sigma_i = \sigma]$ be the a priori
probability that agent $i$ receives signal $\sigma$. Let $q_{j,i}(\sigma'|\sigma) = \Pr[Q|\sigma_j = \sigma'|\sigma_i = \sigma]$ be the probability that agent $j$ receives signal $\sigma$ given that agent $i$ received signal $\sigma'$.

We say that a prior $Q$ over $\Sigma$ is symmetric if for all $\sigma, \sigma' \in \Sigma$ and for all pairs of agents $i \neq j$ and $i' \neq j'$ we have $q_i(\sigma) = q_{i'}(\sigma)$ and $q_{i,j}(\sigma|\sigma') = q_{i',j'}(\sigma|\sigma')$. That is, the first two moments of the prior do not depend on the agent identities. Because we will assume that the prior is symmetric, we denote $q_i(\sigma)$ by $q(\sigma)$ and $q_{i,j}(\sigma|\sigma')$ (where $i \neq j$) by $q(\sigma|\sigma')$. We also define $q_\sigma = q(\cdot|\sigma)$. We assume the common prior shared by agents is symmetric: we assume throughout the agents’ signals $\sigma$ are drawn from some joint symmetric prior $Q$;

non-zero: for any $\sigma, \sigma' \in \Sigma$, $q(\sigma) > 0$, $q(\sigma|\sigma') > 0$;

informative: we assume if agents have different private signals, they will have different expectations for the fraction of at least one signal. That is for any $\sigma \neq \sigma'$, there exists $\sigma''$ such that $q(\sigma''|\sigma) \neq q(\sigma''|\sigma')$;

fine-grained: this assumption conceptually states that one state is not just a more likely version of another state. While we defer the exact definition to the full version, a slightly stronger version of this assumption is that $q(\cdot|\cdot)$ are linearly independent. This additional fine-grained assumption is required only when we need to show truth-telling is strictly better than other symmetric equilibria that are not permutation equilibria;

ensemble: the first two moments of the prior are fixed as the number of agents increases,

We sometimes will denote the class of priors that satisfy all five of these assumptions as SNIFE priors (see formal definitions of the above SNIFE prior assumptions in Appendix B.).

2.2 Game Setting and Equilibrium Concepts

Given a setting $(n, \Sigma)$ with prior $Q$, we consider a game in which each agent $i$ is asked to report his private signal $\sigma_i \in \Sigma$ and his prediction $p_i \in \Delta_\Sigma$, a distribution over $\Sigma$, where $p_i = q_\sigma$. For any $\sigma \in \Sigma$, $p_i(\sigma)$ is agent $i$’s (reported) expectation for the fraction of other agents who has received $\sigma$ given he has received $\sigma_i$. However, agents may not tell the truth. We denote the spaces of reports as $\Sigma \times \Delta_\Sigma$ by $\mathcal{R}$. We define a report profile of agent $i$ as $r_i = (\hat{\sigma}_i, \hat{p}_i) \in \mathcal{R}$ where $\hat{\sigma}_i$ is agent $i$’s reported signal and $\hat{p}_i$ is agent $i$’s reported prediction.

We would like to encourage truth-telling, namely that agent $i$ reports $\hat{\sigma}_i = \sigma_i$, $\hat{p}_i = q_{\sigma_i}$. To this end, agent $i$ will receive some payment $\nu_i(\hat{\sigma}_i, \hat{p}_i, \hat{\sigma}_{-i}, \hat{p}_{-i})$ from our mechanism where $(\hat{\sigma}_{-i}, \hat{p}_{-i})$ are all agents’ report profiles excluding agent $i$.

We define strategy as a mapping from each possible signal $\sigma$ and prior $Q$ to a distribution over the report profile space.

We define a strategy profile $s$ as a profile of all agents’ strategies $\{s_1, s_2, \ldots, s_n\}$ and we say agents play $s$ if for any $i$, agent $i$ plays strategy $s_i$. We say a strategy profile is symmetric if each agent plays the same strategy. Assuming a fixed prior $Q$, for any strategy profile $s = (s_1, s_2, \ldots, s_n)$, we will represent the marginal distribution of an agent $i$’s strategy for her signal report as a matrix $\theta_i$ where $\theta_i(\hat{\sigma}, \sigma)$ is the probability that agent will report signal $\hat{\sigma}$ when his private signal is $\sigma$. Note that $\theta_i$ is a transition matrix, since its entries are all non-negative and the sum of its every column is 1. We call $\theta_i$ the signal strategy of agent $i$. We also call $(\theta_1, \theta_2, \ldots, \theta_n)$ the signal strategy of $s$. In the symmetric case, we call $\theta$ the signal strategy of $s$. We say a signal strategy $\theta$ is $\tau$-close to a permutation matrix if for any row of $\theta$, there is at most one entry that is greater than $\tau$.

We informally define a permutation strategy profile as a strategy profile where agents “collude” to relabel the signals and then tell the truth with respect to the relabelled signals. When agents play a permutation strategy profile, they play the same signal strategy which is
a permutation matrix $\theta$. We defer the formal definition of the permutation strategy profile to the full version. We will show that if truth-telling is an equilibrium, then all permutation strategy profiles are equilibria as well. Thus we sometimes call these permutation strategy profiles permutation equilibria. We define the agent welfare of a strategy profile $s$ and a mechanism $M$ for setting $(n, \Sigma)$ with prior $Q$ to be the expectation of the sum of payments to each agent and we write it as $AW_M(n, \Sigma, Q)$. Note that for symmetric strategy profile, the agent welfare is proportional to each agent’s expected payment since everyone plays the same strategy. A Bayesian Nash equilibrium consists of a strategy profile $s = (s_1, \ldots, s_n)$ such that no player wishes to change her strategy, given the strategies of the other players and the information contained in the prior and her signal. See formal definitions in the full version of this paper.

2.3 Mechanism Design Tools: $f$-divergence and Proper Scoring Rules

Now we introduce $f$-divergence and strictly proper scoring rules, which are two of the main tools we will use in our mechanism design. $f$-divergence ([2, 5]) is always used in measuring the “difference” between distributions. One important property of the $f$-divergence family is information monotonicity: for any two distributions, if we use the same way to post-process the “difference” between distributions, the two distributions will become “closer” because of potential information loses.

$f$-divergence

$f$-divergence [2, 5] $D_f : \Delta_\Sigma \times \Delta_\Sigma \rightarrow \mathbb{R}$ is a non-symmetric measure of difference between distribution $p \in \Delta_\Sigma$ and distribution $q \in \Delta_\Sigma$ and is defined to be

$$D_f(p, q) = \sum_{\sigma \in \Sigma} p(\sigma) f\left(\frac{p(\sigma)}{q(\sigma)}\right)$$

where $f(\cdot)$ is a convex function.

We introduce three properties of $f$-divergence:

1. Information Monotonicity [5, 3]: For any $p, q$, and transition matrix $\theta \in \mathbb{R}^{[\Sigma] \times [\Sigma]}$ where $\theta(\sigma, \sigma')$ is the probability that we map $\sigma'$ to $\sigma$, we have $D(p, q) \geq D^*(\theta p, \theta q)$. When $\theta$ is a permutation matrix $\theta$, $D(p, q) = D(\theta p, \theta q)$. When $\theta$ is not a permutation, the inequality is strict if $p$ and $q$ satisfy some weak conditions. The weak conditions are closely related to the definition of fine-grained prior (see Appendix C for more details.).

2. Non-negative [5] For any $p, q$, $D_f(p, q) \geq 0$ and $D_f(p, q) = 0$ if and only if $p = q$.

3. Convexity [5]: Both $D_f(\cdot, q)$ and $D_f(p, \cdot)$ are convex functions for any $p, q$.

Hellinger-divergence

If we pick the convex function $f(\cdot)$ as $(\sqrt{x} - 1)^2$, we will obtain Hellinger-divergence [5]

$$D^*(p, q) = \sum_{\sigma}(\sqrt{p(\sigma)} - \sqrt{q(\sigma)})^2$$

Thus Hellinger-divergence is a type of $f$-divergence.

In addition to the above three properties, we highlight two important properties Hellinger-divergence has:

4. Square root triangle inequality [5]: $|\sqrt{D^*(p, q)} - \sqrt{D^*(p, q')}| < \sqrt{D^*(q', q)}$ for any $p, q, q'$

5. Bounded divergence [5]: $0 \leq D^*(p, q) \leq 1$
Proper Scoring Rules

Now we introduce strictly proper scoring rules, another key tool we will use in our mechanism design. Starting with [19], proper scoring rules have become a common ingredient in mechanisms for unverifiable information elicitation (e.g. [20, 27]).

A scoring rule $PS : \Sigma \times \Delta_\Sigma \rightarrow \mathbb{R}$ takes in a signal $\sigma \in \Sigma$ and a distribution over signals $\delta_\Sigma \in \Delta_\Sigma$ and outputs a real number. A scoring rule is proper if, whenever the first input is drawn from a distribution $\delta_\Sigma$, then the expectation of $PS$ is maximized by $\delta_\Sigma$. A scoring rule is called strictly proper if this maximum is unique. We will assume throughout that the scoring rules we use are strictly proper. By slightly abusing notation, we can extend a scoring rule to be $PS : \Delta_\Sigma \times \Delta_\Sigma \rightarrow \mathbb{R}$ by simply taking $PS(\delta_\Sigma, \delta'_\Sigma) = E_{\sigma \sim \delta_\Sigma}(\sigma, \delta'_\Sigma)$. We note that this means that any proper scoring rule is linear in the first term.

Example 1 (Example of Proper Scoring Rule). Fix an outcome space $\Sigma$ for a signal $\sigma$. Let $q \in \Delta_\Sigma$ be a reported distribution. The Logarithmic Scoring Rule maps a signal and reported distribution to a payoff as follows:

$$L(\sigma, q) = \log(q(\sigma)).$$

Let the signal $\sigma$ be drawn from some random process with distribution $p \in \Delta_\Sigma$. Then the expected payoff of the Logarithmic Scoring Rule

$$E_{\sigma \sim p}[L(\sigma, q)] = \sum_{\sigma} q(\sigma) \log q(\sigma) = L(p, q)$$

According to [10], this value will be maximized if and only if $q = p$.

Proper scoring rules are a key tool in the design of mechanisms [20] in the BTS framework. In such mechanism, agents are asked to report their private information and forecast for other agents and paid based on a “prediction score” and an “information score”. The prediction score is usually calculated by a proper scoring rule and the information score is customized.

Prediction Score via Proper Scoring Rules. Agents will receive a prediction score based on how well their prediction predicts a randomly chosen agent’s reported signal. Say an agent $i$ reports prediction $\hat{p}_i$ then a random agent, call him agent $j$, is chosen, agent $i$ will receive a prediction score $PS(\hat{\sigma}_j, \hat{p}_i)$ where $PS$ is a proper scoring rule. Note that any proper scoring rule works. $PS(\hat{\sigma}_j, \hat{p}_i)$ is maximized if and only if agent $i$’s reported prediction $\hat{p}_i$ is his expected likelihood for $\hat{\sigma}_j$. Agent $i$ cannot pretend to have a different expected likelihood without reducing his expectation for his prediction score.

3 The Disagreement Mechanism

3.1 Buiding Block – Divergence-Based BTS

In this section, we introduce a building block of our Disagreement Mechanism – Divergence-Based BTS [22]. It follows the BTS framework and still pays agents an “information score” and a “prediction score”. The main idea of Divergence-Based BTS is that the mechanism punishes the Inconsistency of agents – the “difference” between two random agents’ predictions when they report the same signal. The common prior assumption tells us agents cannot agree to disagree. That is, if two agents receive the same private information, they must have the same “belief” about the world. In our setting, if agents tell the truth, whenever two agents report the same signal, they will report the same prediction as well. Thus, everyone telling the truth is a consistent strategy. Since Divergence-Based BTS punishes inconsistency, the truth-telling strategy will be encouraged in Divergence-Based BTS.
Divergence-Based BTS [22] $\mathcal{M}$:

Let $\alpha, \beta > 0$ be parameters and let $PS$ be a strictly proper scoring rule, then we define $\mathcal{M}(\alpha, \beta, PS)^2$ as follows:

1. Each agent $i$ reports a signal and a prediction $r_i = (\hat{\sigma}_i, \hat{p}_i)$
2. For each agent $i$ and agent $j$, we define a prediction score that depends on agent $i$’s prediction and agent $j$’s report signal

\[
\text{score}_P(r_i, r_j) = PS(\hat{\sigma}_j, \hat{p}_i),
\]

and an information score

\[
\text{score}_I(r_i, r_j) = \begin{cases} 
0 & \hat{\sigma}_i \neq \hat{\sigma}_j \\
-(PS(\hat{p}_j, \hat{p}_j) - PS(\hat{p}_j, \hat{p}_i)) & \hat{\sigma}_i = \hat{\sigma}_j
\end{cases}
\]

3. Each agent $i$ is matched with a random agent $j$. The payment for agent $i$ is

\[
\text{payment}_{\mathcal{M}(\alpha, \beta, PS)}(i, r) = \alpha \text{score}_P(r_i, r_j) + \beta \text{score}_I(r_i, r_j).
\]

$\blacktriangleright$ Theorem 2. [22] For any $\alpha, \beta > 0$ and any strictly proper scoring rule $PS$, $\mathcal{M}(\alpha, \beta, PS)$ has truth-telling as a strict Bayesian-Nash equilibrium whenever the prior $Q$ is informative and symmetric.

Main Drawback of Divergence-Based BTS

The main drawback is that there may be many other equilibria that have the same payoff with truth-telling. Agents can simply report the a priori most popular signal and predict that everyone does the same. This strategy is a consistent equilibrium and gives agents the maximum possible payoff since their predictions are perfect. In particular, for any non-trivial prior, this strategy pays strictly more than the truth-telling equilibrium – so that it Pareto dominates truth-telling.

The above extreme example provides an effortless and meaningless equilibrium but is preferred by agents in Divergence-Based BTS. To deal with this problem, one key observation is that in the meaningless equilibrium mentioned above, the unitary predictions implies their report profiles have little information. At a high level, the “disagreement” between agents represents the amount of information their report profiles have. Motivated by this extreme example, we design a new mechanism – the Disagreement Mechanism – that encourages “disagreement”.

3.2 The Disagreement Mechanism and Main Theorem

In this section, we will describe our Disagreement Mechanism and state our main theorem. To design our mechanism, we start with the Divergence-Based BTS and (a) first use a typical trick to create a zero-sum game which has the same equilibria as the Divergence-Based BTS; (b) pay each agent an extra score that only depends on other agents which will not change the structure of the equilibria. We want this extra score to represent “classification score” (See Figure 1).

\footnote{This mechanism is a little bit different from Divergence-Based BTS mechanism [22]. Divergence-Based BTS uses specific proper scoring rule (log scoring rule). But it is easy to see using general proper scoring rules still keeps the strictly truthful property of Divergence-Based BTS. We defer the proof to the full version.}
\section*{Equilibrium Selection in Information Elicitation without Verification}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{classification_score.png}
\caption{Illustration for Classification Score: Each point represents an agent’s report profile – the \textit{color} represents the signal the agent reports; the \textit{position} represents the prediction the agent reports. We informally define \textbf{Inconsistency} as the average disagreement between every two agents’ predictions when they report the same signal and \textbf{Diversity} as the average disagreement between every two agents’ predictions when they report different signals. We informally define \textbf{Classification Score} as Diversity minus Inconsistency. Note that the report profiles in the right figure will have a much higher classification score than those in the left figure since the right figure has high Diversity and low Inconsistency.}
\end{figure}

**Disagreement Mechanism** $\mathcal{M}^+(\alpha, \beta, PS(\cdot, \cdot))$

$r = \{r_1, r_2, \ldots, r_n\}$ is all agents’ report profiles where for any $r$, $r_i = (\hat{\sigma}_i, \hat{p}_i)$.

\begin{enumerate}
\item \textbf{Zero-sum Trick}: Divide the agents arbitrarily into two groups – group A and group B – such that both A and B have at least 3 agents. Each group of agents plays the game (mechanism) $\mathcal{M}$ that is restricted in their own group. For group A, each agent $i_A$ receives a score

$$\text{score}_{\mathcal{M}}(i_A, r) = \frac{1}{|A|} \sum_{j_B \in B} \text{payment}_{\mathcal{M}(\alpha, \beta, PS(\cdot, \cdot))}(j_B, r_B)$$

Where \text{payment}_{\mathcal{M}(\alpha, \beta, PS(\cdot, \cdot))}(i_A, r_A)$ is agent $i_A$’s payment when he is paid by mechanism $\mathcal{M}(\alpha, \beta, PS(\cdot, \cdot))$ given group A’s report profiles $r_A$ and that he can only be paired with a random peer from group A (we have similar explanation for \text{payment}_{\mathcal{M}(\alpha, \beta, PS(\cdot, \cdot))}(j_B, r_B))$. For agents in group B, we use the analogous way to score them.

\item \textbf{Additional Classification Reward}: Each agent $i$ is matched with two random agents $j,k \neq i$ chosen from all agents (including group A and group B), the payment for agent $i$ is

$$\text{payment}_{\mathcal{M}^+(\alpha, \beta, PS(\cdot, \cdot))}(i, r) = \text{score}_{\mathcal{M}}(i, r) + \text{score}_C(r_j, r_k)$$

where

$$\text{score}_C(r_j, r_k) = \begin{cases} D^*(\hat{p}_j, \hat{p}_k) & \hat{\sigma}_j \neq \hat{\sigma}_k \\ -\sqrt{D^*(\hat{p}_j, \hat{p}_k)} & \hat{\sigma}_j = \hat{\sigma}_k \end{cases}$$

recall that $D^*$ denotes the Hellinger Divergence.

\begin{theorem}[Main Theorem]
For any number of signals $m$, given any SNIFE prior, if the number of agents $n \geq 6$, then in $\mathcal{M}^+(\alpha, \beta, PS(\cdot, \cdot))$ with $\frac{\alpha}{\beta} < \frac{1}{4m}$,
\end{theorem}
1. (Strictly truthful) truth-telling is a strict Bayesian Nash equilibrium;

2. (Focal) in any permutation equilibrium, every agent has equal expected payment with truth-telling; and in any symmetric equilibrium that is not a permutation equilibrium, every agent’s expected payment is strictly less than that of truth-telling.

3. (Robust Focal) any symmetric equilibrium that pays within $\gamma_1$ of truth-telling $^3$ must be $\tau_1(\gamma_1)$ close to a permutation strategy profile; and moreover

4. (Tight) no detail free mechanism can have truth-telling as an equilibrium that has strictly higher agent-welfare than all other permutation equilibria.

where $\tau_1(\gamma_1) = O(\sqrt[3]{\gamma_1})$, (the constants we omit only depend on the first two moments of prior $Q$)$^4$.

We extend our results to asymmetric equilibria when the number of agents is sufficiently large in the full version.

### 3.3 Proof Highlights

In this section we give a few proof highlights.

First note that to show each agent’s expected payment in a symmetric equilibrium is less than that of truth-telling, we only need to show the sum of all agents’ expected payments – agent welfare – is less than that of truth-telling since everyone plays the same strategy in a symmetric equilibrium.

We first show that the agent welfare of our Disagreement Mechanism is the Classification Score, which follows by a straightforward computation. It remains to show that Classification Score has the aforementioned properties.

**Best Prediction Strategy Profiles:** We call a strategy profile a best prediction strategy profile if for any $i$, agent $i$ reports a prediction that maximizes his prediction score. By some calculations, we know agent $i$’s best prediction is $\theta_i^{\sigma_i}$, given $\sigma_i$ is his private signal and recall that $\theta_{-i} = \sum_{i \neq j}^{n} \theta_i$ where $(\theta_1, \theta_2, ..., \theta_n)$ is the signal strategy. We call this strategy profile a symmetric best prediction strategy profile if there exists a signal strategy $\theta$ such that $\theta_i = \theta$ for any $i$. Based on the definition of permutation strategy profile, it is clear that any permutation strategy profile is a symmetric best prediction strategy profile.

Consider two agents who report different signals. If they use a permutation strategy profile $\pi$ whose signal strategy is $\theta_{\pi}$, then their predictions will be $\theta_\pi q_{\sigma_i}$, $\theta_\pi q_{\sigma'}$ given their private signals are $\sigma_i \neq \sigma'$. If they use a symmetric best prediction strategy, then their reported predictions will be $\theta_\pi q_{\sigma_i}$, $\theta_\pi q_{\sigma'}$. In the first case, the Hellinger divergence between the two agents’ reported predictions is $D^*(\theta_{\pi} q_{\sigma_i}, \theta_{\pi} q_{\sigma'}) = D^*(q_{\sigma_i}, q_{\sigma'})$ while in the second case, the Hellinger divergence between the two agents’ reported predictions is $D^*(\theta q_{\sigma_i}, \theta q_{\sigma'}) \leq D^*(q_{\sigma_i}, q_{\sigma'})$. The inequality follows from the information monotonicity of Hellinger divergence. Thus, the two agents’ predictions in the second case is “closer” than those in the first case. So a permutation strategy profile is more diverse than any other symmetric best prediction strategy, and additionally has no inconsistency. To make permutation strategy profiles beat symmetric best prediction strategy profiles, it is enough to just pay agents the additional diversity reward.

---

$^3$ Note that it is an additive gap.

$^4$ Actually $\tau_1(\gamma_1) = \frac{1}{\pi^2} \sqrt[3]{\frac{\gamma_1}{\gamma_1^2 + \gamma_1^3}}$
General Equilibria: However, the biggest challenge is that there exists equilibria that are not best prediction strategy profiles. Thus, it is not enough to just pay agents an additional diversity reward. To deal with this challenge, we replace diversity by classification score. To show that classification score works, we map each equilibrium $s^*$ to a strategy profile $s_{BP}^*$ that belongs to best prediction strategy profiles. The technical heart of the proof bounds the classification score of an equilibrium strategy profile $s^*$ by the diversity of its corresponding best prediction strategy profile $s_{BP}^*$. Once we finish this, we can bound the classification score of any equilibrium strategy profile by the classification score of permutation strategy profiles (note that for permutation strategy profiles, the classification score is equal to the diversity since they are consistent strategy profiles) and complete the proof.

Arriving at this bound requires a non-trivial understanding of the structure of the equilibria, and especially the relation between the different agents’ prediction reports in any equilibria. Given a strategy profile for the reports, we obtain a system of linear equations relating the prediction reports. Achieving this bound also requires the delicate use of the triangle inequality applied to $\sqrt{D^*}$. That is why we pick the Hellinger divergence rather than any other $f$-divergence.

Basically, considering that agents lie for the signal reports, we will show that it’s better for them to report their best predictions. Moreover, the information monotonicity shows that even when the agents report their best predictions, it is still worse than truth-telling. Thus, our mechanism is focal.

Asymmetric Equilibria: In the more complicated asymmetric case, the difficulty is that even if agents play best prediction strategy profiles, we cannot use information monotonicity to prove permutation strategy profiles gain the strictly highest classification score. However, if the number of agents is large enough, we will see any strategy profile that belongs to best prediction strategy profiles family is “almost symmetric”. Using “almost symmetric” result, we can generalize the above framework to approximate work for asymmetric case.

Finally, we show that equilibrium that having the classification score close to that of truth-telling, must be close to a permutation equilibrium.

Tightness Result: The intuitive explanation for this tightness result is that the agents can collude to relabel the signals and the mechanism has no way to defend against this relabelling without knowing some information about agents’ common prior. The key idea to prove that result is what we refer to as Indistinguishable Scenarios, that is, for the scenario $\text{A}$ where agents collude to relabel the signals, there always exists another scenario $\text{B}$ where agents tell the truth such that no detail free and truthful mechanism can distinguish $\text{A}$ and $\text{B}$.

3.4 Proof Outline for Main Theorem

In this section, we give the proof outline for our main theorem. Recall that we informally defined Inconsistency as the average disagreement between every two agents’ predictions when they report the same signal and Diversity as the average disagreement between every two agents’ predictions when they report different signals. We also defined Classification Score as Diversity minus Inconsistency. Here we give technical definitions of those concepts.

We first introduce a short hand which will simplify the formula for Diversity and Inconsistency.

\[
\int \mathcal{\hat{P}}_{j, k}(\hat{j}, \hat{k}) \triangleq \int \mathcal{\hat{P}}_{j, \hat{j}}(\sigma_j, \hat{\sigma}_j) \mathcal{\hat{P}}_{\hat{j}}(\sigma_j, \hat{\sigma}_j) \mathcal{\hat{P}}_{k, \hat{k}}(\sigma_k, \hat{\sigma}_k) \mathcal{\hat{P}}_{\hat{k}}(\sigma_k, \hat{\sigma}_k)
\]
where \( s_j \) is the strategy of agent \( j \) and \( s_j(\sigma_j) \) is a distribution over agent \( j \)'s report profile \((\hat{\sigma}_j, \hat{p}_j)\) given agent \( j \) receives private signal \( \sigma_j \) and uses strategy \( s_j \), and similarly for agent \( k \). This defines the natural measure on the reports of agents \( j \) and \( k \) that they play strategies \( s_j \) and \( s_k \) and a fixed prior \( Q \) (which is implicit), and allows us to succinctly describe probabilities of events in this space.

We define \textit{Diversity} as the expected Hellinger divergence \( D^* \) between two random agents when they report different signals, so

\[
\text{Diversity} = \sum_j \sum_{\sigma_j, \sigma_k} \Pr(j, k) \Pr(\sigma_j, \sigma_k) \int_{\hat{j}, \hat{k}} \Pr(\hat{j}, \hat{k}) \delta(\hat{\sigma}_j \neq \hat{\sigma}_k) D^*(\hat{p}_j, \hat{p}_k)
\]

where \( \Pr(j, k) \) is the probability agents \( j, k \) are picked, and \( \Pr(\sigma_j, \sigma_k) \) is the probability that agent \( j \) receives private signal \( \sigma_j \) and agent \( k \) receives private signal \( \sigma_k \).

Similarly, we can write down the technical definition for \textit{Inconsistency}. But here we do not use Hellinger divergence as the “difference” function in \( \sum_{u,v \in U,C,(u) = C_v} D(u, v) \), we use square root of the Hellinger divergence which is the Hellinger distance as the “difference” function. The reason is we want to use the convexity of the Hellinger divergence and the triangle inequality of the Hellinger distance. We will describe the details in the future. For now we give a technical definition for \textit{Inconsistency}:

\[
\text{Inconsistency} = - \sum_j \sum_{\hat{j} \neq j, \sigma_k} \Pr(j, k) \Pr(\sigma_j, \sigma_k) \int_{\hat{j}, \hat{k}} \Pr(\hat{j}, \hat{k}) \delta(\hat{\sigma}_j = \hat{\sigma}_k) \sqrt{D^*(\hat{p}_j, \hat{p}_k)}
\]

In addition to the \textit{Diversity} and \textit{Inconsistency}, we also introduce a new concept – \textit{TotalDivergence} – and then we use this value as a bridge. Recall that we defined

\[
\text{Diversity} = \sum_{j,k \neq j, \sigma_j, \sigma_k} \Pr(j, k) \Pr(\sigma_j, \sigma_k) \int_{\hat{j}, \hat{k}} \Pr(\hat{j}, \hat{k}) \delta(\hat{\sigma}_j \neq \hat{\sigma}_k) D^*(\hat{p}_j, \hat{p}_k),
\]

now we define a similar concept

\[
\text{TotalDivergence} = \sum_{j,k,\sigma_j, \sigma_k} \Pr(j, k) \Pr(\sigma_j, \sigma_k) \int_{\hat{j}, \hat{k}} \Pr(\hat{j}, \hat{k}) D^*(\hat{p}_j, \hat{p}_k)
\]

First note that total divergence is robust to summing over \( j, k \) or \( j \neq k \) since when \( j = k \),

\[
D^*(\hat{p}_j, \hat{p}_k) = 0.
\]

We can see \( \text{TotalDivergence} \geq \text{Diversity} \) since \( \text{TotalDivergence} \) also includes the divergence between the agents who report the same signals. We show that the equality holds if and only if \( \text{Inconsistency} = 0 \):

\[\blacktriangleright \text{Claim 4.} \text{ For any strategy profile } s, \text{ Diversity}(s) = \text{TotalDivergence}(s) \iff \text{Inconsistency}(s) = 0\]

The above claim implies the below claim. We defer the proofs to the full version.

\[\blacktriangleright \text{Claim 5.} \]

\[
\text{ClassificationScore(truthtelling)} = \text{Diversity(truthtelling)} = \text{TotalDivergence(truthtelling)}
\]

Now we begin to state our proof outline: For any equilibrium \( s \), we define a modified strategy for \( s \):

We define \( s_{BP} \) what we call a \textit{best prediction strategy} of \( s \) as a strategy where each agent uses the same signal strategy which he uses in \( s \) but plays his \textit{best prediction} which maximizes
the prediction score. In this case, by some calculations (see full version for a detailed proof), for any \(i\), agent \(i\) plays \(\theta_{-i}q_{\sigma_i}\). In the symmetric case, agent \(i\) play \(\theta q_{\sigma_i}\).

The results or our main theorem follows from two technical lemmas:

1. **ClassificationScore** \((s) \leq \text{TotalDivergence}(s_{BP})\). [Main Lemma: Lemma 7] This is our main lemma and the main technical ingredient we use to show our main lemma is the triangle inequality of the square root of Hellinger divergence. Once we show it, we can directly prove the focal property of the Disagreement Mechanism: considering that agents lie for the signal reports, our main technical lemma shows that it’s better for them to report their best predictions. Moreover, the information monotonicity shows that even when the agents report their best predictions, it is still worse than truth-telling.

   Note that this result is valid for any equilibrium \(s\) – symmetric or asymmetric – and is still a main ingredient when we extend the focal property to the asymmetric case.

2. \(\text{TotalDivergence}(\text{truth-telling}) \approx \text{TotalDivergence}(s_{BP}) \Rightarrow \theta \approx \pi\) when \(s\) is a symmetric equilibrium with signal strategy \(\theta\). This, informally, means that if a symmetric equilibrium pays close to truth-telling, it must be close to a permutation equilibrium, and thus pays about the same as truth-telling.

### 3.5 Proof for Main Theorem

In this section, we are going to show the first two parts of Theorem 3. We defer the proof for other parts and the asymmetric extension to the full version.

**Proof of Theorem 3 Part 1:** \(\mathcal{M}^+(\alpha, \beta, \text{PS}(\cdot, \cdot))\) is strictly truthful.

► **Lemma 6.** The Disagreement Mechanism has the same equilibria as the Divergence-based BTS.

   We defer the proof of this lemma to the full version. Radanovic and Faltings [22] have already show \(\mathcal{M}(\alpha, \beta, \text{PS}(\cdot, \cdot))\) has truth-telling as a strict equilibrium for any SNIFE prior in Theorem 2. Since \(\mathcal{M}^+(\alpha, \beta, \text{PS}(\cdot, \cdot))\) does not change the equilibrium structure of \(\mathcal{M}(\alpha, \beta, \text{PS}(\cdot, \cdot))\) according to Claim 6, we have \(\mathcal{M}^+(\alpha, \beta, \text{PS}(\cdot, \cdot))\) has truth-telling as a strict equilibrium for any SNIFE prior as well.

**Proof of Theorem 3 Part 2:** \(\mathcal{M}^+(\alpha, \beta, \text{PS}(\cdot, \cdot))\) has truth-telling as a focal equilibrium.

   We use our main lemma \(\text{ClassificationScore}(s) < \text{TotalDivergence}(s_{BP})\) directly to prove: any symmetric non-permutation equilibrium’s agent welfare (ClassificationScore) must be strictly less than truth-telling.

► **Lemma 7 (Main Lemma).** For any equilibrium \(s\), if \(s_{BP}\) is a best prediction strategy of \(s\), we have

\[
\text{ClassificationScore}(s) \leq \text{TotalDivergence}(s_{BP})
\]

If the equality holds, then we have \(\text{Inconsistency}(s) = 0\) and \(s = s_{BP}\).

We defer the proof of our main lemma to the full version. Notice that if all agents play a symmetric signal strategy \(\theta\), then for any \(j, k, \theta_{-j} = \theta_{-k} = \theta\). For any symmetric non-permutation equilibrium \(s\), it is possible that the signal strategy of \(s\) is not a permutation or it is a permutation \(\theta_{\pi}\) but agents do not report \(\theta_{\pi}q_{\sigma}\) given \(\sigma\) is their private signal. So we consider two cases:
(a) We first consider the case that the signal strategy $\theta$ of $s$ is a permutation matrix $\theta_{\pi}$, but agents do not report $\theta_{\pi}q_{\sigma}$. That is, agents collude to relabel the signal but do not report the best predictions based on the collusion.

\[
\text{ClassificationScore}(s) < \text{TotalDivergence}(s_{BP})
= \sum_{j,k,\sigma_j,\sigma_k} Pr(j,k)Pr(\sigma_j,\sigma_k)D^*(\theta_{-j}q_{\sigma_j},\theta_{-k}q_{\sigma_k})
\]

(Definition of best prediction strategy)

\[
= \sum_{j,k,\sigma_j,\sigma_k} Pr(j,k)Pr(\sigma_j,\sigma_k)D^*(\theta_{\pi}q_{\sigma_j},\theta_{\pi}q_{\sigma_k})
\]

(In Case (a), the signal strategy $\theta$ of $s$ is a permutation matrix $\theta_{\pi}$)

\[
= \sum_{j,k,\sigma_j,\sigma_k} Pr(j,k)Pr(\sigma_j,\sigma_k)D^*(q_{\sigma_j},q_{\sigma_k})
\]

= \text{TotalDivergence(truthtelling)}
= \text{ClassificationScore(truthtelling)}

The first inequality follows from our main lemma. The inequality is strict for the following reason: when the signal strategy $\theta$ of $s$ is a permutation matrix, $s_{BP}$ is a permutation strategy profile. Based on our main lemma if $\text{ClassificationScore}(s) = \text{TotalDivergence}(s_{BP})$, we have $s = s_{BP}$ which implies that $s$ is a permutation strategy profile which is a contradiction to the fact $s$ is a non-permutation strategy profile. The last equality follows from Corollary 5.

(b) We consider the case that the signal strategy $\theta$ of $s$ is not a permutation matrix. In this case, agents may or may not report their best predictions. Our main technical lemma shows that it’s better for them to report their best predictions. The information monotonicity shows that even when the agents report the best predictions, it is still worse than truth-telling. We still use case (a)’s proof. Even though the inequality in the first line may not be strict, the equality in the fourth line must be a strict inequality:

\[
\sum_{j,k,\sigma_j,\sigma_k} Pr(j,k)Pr(\sigma_j,\sigma_k)D^*(\theta_{\pi}q_{\sigma_j},\theta_{\pi}q_{\sigma_k})
< \sum_{j,k,\sigma_j,\sigma_k} Pr(j,k)Pr(\sigma_j,\sigma_k)D^*(q_{\sigma_j},q_{\sigma_k})
\]

(Information Monotonicity)

since based on Corollary 16, when $\theta$ is not a permutation, and $Q$ is fine-grained and non-zero, the information monotonicity is strict. So in both of the above two cases, we have

\[
\text{ClassificationScore}(s) < \text{ClassificationScore(truthtelling)}
\]

if $s$ is not a permutation equilibrium. Therefore, our mechanism is focal. $\blacksquare$
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A Notation Table

B Formal Definitions of the SNIFE Priors

Assumption 8 (Symmetric Prior). We assume throughout that the agents’ signals $\sigma$ are drawn from some joint symmetric prior $Q$.

Because we will assume that the prior is symmetric, we denote $q_i(\sigma)$ by $q(\sigma)$ and $q_{i,j}(\sigma|\sigma')$ (where $i \neq j$) by $q(\sigma|\sigma')$. We also define $q_{\sigma} = q(-|\sigma)$.

Assumption 9 (Non-zero Prior). We assume that for any $\sigma, \sigma' \in \Sigma$, $q(\sigma) > 0, q(\sigma|\sigma') > 0$.

Assumption 10 (Informative Prior). We assume if agents have different private signals, they will have different expectations for the fraction of at least one signal. That is for any $\sigma \neq \sigma'$, there exists $\sigma''$ such that $q(\sigma''|\sigma) \neq q(\sigma''|\sigma')$.

The following assumption conceptually states that one state is not just a more likely version of another state, and can be thought of as a weaker version of assuming $q(\sigma|\cdot)$ are linearly independent.
Equilibrium Selection in Information Elicitation without Verification

Table 2 Basic Notations.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Sigma$</td>
<td>the space of all possible signals</td>
</tr>
<tr>
<td>$\Delta\Sigma$</td>
<td>the space of all probability distributions over $\Sigma$</td>
</tr>
<tr>
<td>$\sigma_i$</td>
<td>agent $i$'s private signal</td>
</tr>
<tr>
<td>$\hat{\sigma}_i$</td>
<td>agent $i$'s reported signal</td>
</tr>
<tr>
<td>$p_i$ or $q_{e_i}$</td>
<td>agent $i$'s prediction for other agents' private signals conditioning on she receives $\sigma_i$</td>
</tr>
<tr>
<td>$\hat{p}_i$</td>
<td>agent $i$'s reported prediction</td>
</tr>
<tr>
<td>$r_i = (\hat{\sigma}_i, \hat{p}_i)$</td>
<td>agent $i$'s report</td>
</tr>
<tr>
<td>$r$</td>
<td>all agents' reports</td>
</tr>
<tr>
<td>$s_i$</td>
<td>agent $i$'s strategy</td>
</tr>
<tr>
<td>$\theta_i$</td>
<td>the signal strategy (marginal distribution) of $s_i$</td>
</tr>
<tr>
<td>$\theta_{-i}$</td>
<td>the average signal strategy excluding $\theta_i$</td>
</tr>
<tr>
<td>$\theta_n$</td>
<td>the average signal strategy</td>
</tr>
<tr>
<td>$s$</td>
<td>the strategy profile agents have</td>
</tr>
<tr>
<td>$Q$</td>
<td>the common symmetric prior agents share</td>
</tr>
<tr>
<td>$q(\sigma'</td>
<td>\sigma)$</td>
</tr>
<tr>
<td>$q(\sigma)$</td>
<td>the priori expected fraction of agents who will receive $\sigma$</td>
</tr>
</tbody>
</table>

Assumption 11 (Fine-grained Prior). We assume that for any $\sigma \neq \sigma' \in \Sigma$, there exists $\sigma'', \sigma'''$ such that

$$\frac{q(\sigma|\sigma'')}{q(\sigma'|\sigma'')} \neq \frac{q(\sigma|\sigma''')}{q(\sigma'|\sigma'''')}$$

If this assumption does not hold, then in some sense $\sigma$ and $\sigma'$ are the same signal since the agents who receive $\sigma$ have the same posterior with the agents who receive $\sigma'$. Therefore, we can replace $\sigma$ and $\sigma'$ with a new signal $\sigma_0 := \sigma$ or $\sigma'$, and not lose any information.

We illustrate this in the below example:

Example 12. $Q = \begin{pmatrix} q(s_1|s_1) & q(s_1|s_2) & q(s_1|s_3) \\ q(s_2|s_1) & q(s_2|s_2) & q(s_2|s_3) \\ q(s_3|s_1) & q(s_3|s_2) & q(s_3|s_3) \end{pmatrix} = \begin{pmatrix} 0.1 & 0.2 & 0.3 \\ 0.2 & 0.4 & 0.6 \\ 0.7 & 0.4 & 0.1 \end{pmatrix}$ is not a fine-grained prior since

$$\frac{q(s_1|s_1)}{q(s_2|s_1)} = \frac{q(s_1|s_2)}{q(s_2|s_2)} = \frac{q(s_1|s_3)}{q(s_2|s_3)}$$

Note that in this example, even we combine $s_1$ and $s_2$ to be a single signal $s_0$ which is defined as $s_0 := s_1$ or $s_2$, we do not lose any information: if an agent knows that the fraction of agents who report $s_0$ is $x$, we know his belief for the expectation of the fraction of $s_1$ must be $\frac{x}{2}$ no matter what private signal he receives.

We only require the fine-grained prior assumption to show that truth-telling is strictly “better” than any other symmetric equilibrium (excluding permutation equilibrium). In the above example where the prior is not fine-grained, if agents always report $s_1$ when they receive $s_1$ or $s_2$, this does not lose information (is not “worse”) comparing with the case agents always tell the truth. So we cannot say truth-telling is strictly “better” than any other
equilibrium when the prior is not fine-grained. However, this assumption is not necessary to show that truth-telling is a strict Bayesian equilibrium of our mechanism, nor to show that the agent welfare of truth-telling is at least as high as other symmetric equilibrium.

**Assumption 13 (Ensemble Prior).** Although we talk of a single prior, in fact we have an ensemble $Q = \{Q_n\}_{n \in \mathbb{N}, n \geq 3}$ of priors: one for each possible number of agents greater than 3. We assume that all $Q_n$ are over the same signal set $\Sigma$ have identical $q(\sigma)$ and $q(\sigma'|\sigma)$.

When the number of agents $n$ changes, the joint prior actually changes as well, but the first two moments of the prior are fixed. This allows us to make meaningful statements about $n$ going to infinity.

## C Information Monotonicity

**Lemma 14 (Information Monotonicity ([3])).** For any strictly convex function $f$, $f$-divergence $D_f(p, q)$ satisfies information monotonicity so that for any transition matrix $\theta \in \mathbb{R}^{\Sigma \times \Sigma}$, $D_f(p, q) \geq D_f(\theta p, \theta q)$.

Moreover, the inequality is strict if and only if there exists $\sigma, \sigma', \sigma''$ such that $\theta(\sigma, \sigma')p(\sigma') > 0$, $\theta(\sigma, \sigma'')p(\sigma'') > 0$ and $\frac{\theta(\sigma', \sigma'')}{\theta(\sigma'', \sigma')} \neq \frac{q(\sigma')}{q(\sigma'')}$. We introduce the proof and give an example where the strictness condition is not satisfied here.

**Proof.** The proof follows from algebraic manipulation and one application of convexity.

$$D_f(\theta p, \theta q) = \sum_{\sigma} (\theta p)(\sigma) f \left( \frac{(\theta q)(\sigma)}{(\theta p)(\sigma)} \right) \tag{1}$$

$$= \sum_{\sigma} \theta(\sigma, \cdot) p f \left( \frac{\theta(\sigma, \cdot) q}{\theta(\sigma, \cdot) p} \right) \tag{2}$$

$$= \sum_{\sigma} \theta(\sigma, \cdot) p f \left( \frac{1}{\theta(\sigma, \cdot) p} \sum_{\sigma'} \theta(\sigma, \sigma') p(\sigma') \frac{q(\sigma')}{p(\sigma')} \right) \tag{3}$$

$$\leq \sum_{\sigma} \theta(\sigma, \cdot) p \frac{1}{\theta(\sigma, \cdot) p} \sum_{\sigma'} \theta(\sigma, \sigma') p(\sigma') f \left( \frac{q(\sigma')}{p(\sigma')} \right) \tag{4}$$

$$= \sum_{\sigma} p(\sigma) f \left( \frac{q(\sigma)}{p(\sigma)} \right) = D_f(p, q) \tag{5}$$

The second equality holds since $(\theta p)(\sigma)$ is dot product of the $\sigma$th row of $\theta$ and $p$.

The third equality holds since $\sum_{\sigma'} \theta(\sigma, \sigma') p(\sigma') \frac{q(\sigma')}{p(\sigma')}$ $= \theta(\sigma, \cdot) q$.

The fourth inequality follows from the convexity of $f(\cdot)$.

The last equality holds since $\sum_{\sigma} \theta(\sigma, \sigma') = 1$.

We now examine under what conditions the inequality in Equation 4 is strict. Note that for any strictly convex function $g$, if $\forall u, \lambda_u > 0$, $g(\sum_u \lambda_u x_u) = \sum_u \lambda_u g(x_u)$ if and only if there exists $x$ such that $\forall u, x_u = x$. By this property, the inequality is strict if and only if there exists $\sigma, \sigma', \sigma''$ such that $\frac{\theta(\sigma', \sigma'')}{\theta(\sigma'', \sigma')} \neq \frac{q(\sigma')}{q(\sigma'')}$ and $\theta(\sigma, \sigma') p(\sigma') > 0$, $\theta(\sigma, \sigma'') p(\sigma'') > 0$. £

To understand the strictness condition more in Lemma 14, we give an example where the strictness condition is not satisfied:
Example 15. \( p = (0.1 \ 0.2 \ 0.7), \ q = (0.2 \ 0.4 \ 0.4), \ \theta = \begin{pmatrix} 0.3 & 0.6 & 0 \\ 0.7 & 0.4 & 0 \\ 0 & 0 & 1 \end{pmatrix}. \)

We show by case analysis that we cannot find \( \sigma, \sigma', \sigma'' \) such that \( \theta(\sigma, \sigma')p(\sigma') > 0, \theta(\sigma, \sigma'')p(\sigma'') > 0 \) and \( \frac{p(\sigma'')}{p(\sigma')} \neq \frac{q(\sigma'')}{q(\sigma')} \).

First note that because \( \frac{p(\sigma'')}{p(\sigma')} \neq \frac{q(\sigma'')}{q(\sigma')} \), it cannot be that \( \sigma' = \sigma'' \), nor can it be the case that \( \sigma', \sigma'' \in \{1, 2\} \) because \( \frac{p(1)}{p(2)} = \frac{q(1)}{q(2)} \) and \( \frac{p(2)}{p(1)} = \frac{q(2)}{q(1)} \). Thus it must be that either \( \sigma' \in \{1, 2\} \) and \( \sigma'' = 3 \) or \( \sigma' = 3 \) and \( \sigma'' \in \{1, 2\} \). Because these are symmetric, we consider the first case.

Because \( \theta(\sigma, \sigma')p(\sigma') > 0 \) it must be that \( \sigma \in \{1, 2\} \), but because \( \theta(\sigma, \sigma'')p(\sigma'') > 0 \), it must be that \( \sigma = 3 \). So no assignment of \( \sigma, \sigma', \sigma'' \) is possible.

Thus, the strictness condition is not satisfied. By simple calculations, we have \( \theta p = (0.15 \ 0.15 \ 0.7), \ \theta q = (0.3 \ 0.3 \ 0.4) \). By some algebraic calculations, we have \( D_f(p, q) = D_f(\theta p, \theta q) \) for any function \( f \).

Corollary 16. Given SNIFE prior \( Q \), for any \( \theta \) that is not a permutation, there exists two private signals \( \sigma_1 \neq \sigma_2 \) such that \( D_f(\theta q_{\sigma_1}, \theta q_{\sigma_2}) < D_f(q_{\sigma_1}, q_{\sigma_2}) \)

Proof. First notice that when \( \theta \) is not a permutation, there exists a row of \( \theta \) such that the row has at least two positive entries, in other words, there exists \( \sigma, \sigma', \sigma'' \) such that \( \theta(\sigma, \sigma'), \theta(\sigma, \sigma'') > 0 \). Based on the non-zero and fine-grained assumptions of \( Q \), there exists \( \sigma_1 \neq \sigma_2 \) such that

\[ \theta(\sigma, \sigma')p(\sigma'), \theta(\sigma, \sigma'')p(\sigma'') > 0 \text{ and } \frac{p(\sigma'')}{p(\sigma')} \neq \frac{q(\sigma'')}{q(\sigma')} \text{ where } p = q_{\sigma_1}, q = q_{\sigma_2}. \]

When \( \theta(\sigma, \sigma')p(\sigma'), \theta(\sigma, \sigma'')p(\sigma'') > 0 \), we have \( \theta(\sigma, \cdot)p > 0 \). By Lemma 14, we have

\[ D_f(\theta q_{\sigma_1}, \theta q_{\sigma_2}) < D_f(q_{\sigma_1}, q_{\sigma_2}). \]
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Abstract
Prediction markets provide a unique and compelling way to sell and aggregate information, yet a good understanding of optimal strategies for agents participating in such markets remains elusive. To model this complex setting, prior work proposes a three stages game called the Alice Bob Alice (A-B-A) game – Alice participates in the market first, then Bob joins, and then Alice has a chance to participate again. While prior work has made progress in classifying the optimal strategy for certain interesting edge cases, it remained an open question to calculate Alice’s best strategy in the A-B-A game for a general information structure.
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1 Introduction
Prediction markets aggregate information from diverse resources in a compelling manner. However, despite their powerful function in real-life deployments, large holes remain in the theory of prediction markets. For example, a basic information revelation question – how should an agent reveal her information in a prediction market to maximize her expected payoff – is still not fully answered. To model the complex setting of prediction market and deal with the information revelation question, Chen et al. [4, 3], Chen and Waggoner [5] propose and study a three stages game called the Alice Bob Alice (A-B-A) game – Alice participates in the market first, then Bob joins, and then Alice has an opportunity to participate again. They also define two special information structures – “substitutes” and “compliments” – and
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† The author was supported by National Science Foundation Career Award 1452915 and Algorithms in the Field Award 1535912.
show that when traders’ information are substitutes (compliments), Alice should reveal her information as soon (late) as possible. However, apart from those extreme cases, it remained an open question to calculate Alice’s optimal information revelation strategy in the A-B-A game for a general information structure which is the main focus of the current paper.

Computing optimal information revelation strategy is also a key problem in the Bayesian persuasion literature ([11, 7, 2]). Bayesian persuasion, proposed by Kamenica and Gentzkow [11], models a situation where a informed sender (partially) reveals her information to persuade an uninformed receiver to adopt an action. In the Bayesian persuasion model, the informed sender first commits to an information revelation strategy and then announces a signal based upon the committed strategy. Borrowing this idea of commitment from Bayesian persuasion, we consider the A-B-A game where Alice makes a commitment to her information revelation strategy before the game. We call the strategy in the A-B-A game with commitment a Bayesian information revelation strategy. Like in the Bayesian persuasion case, this power of commitment makes sense if we expect the game to be repeated [11]. People cannot lie to others in the market and make money forever. After many rounds of market activities, people will identify rules to effectively translate the leaked information.

Our Results

The current paper analyzes A-B-A for the general information structures and

1) proves a general revelation principle style theorem (Section 5.2.2) for the A-B-A game by showing it is enough for Alice to use her private signal space as her announced signal space, that is, Alice cannot gain more by revealing her information more “finely”.
2) leverages the intuition of the aforementioned result to give a fully polynomial time approximation scheme (FPTAS) to compute the optimal information revelation strategy with additive error when Alice’s information is a signal from a constant-sized set (Section 5.2.2);
3) shows that sometimes it is better for Alice to reveal partial information in the first stage, even when Alice’s information is a binary bit (Section 4, Appendix B).

Before our result, it was not known how to compute (regardless of time complexity) an optimal strategy for Alice even when her signal was binary, or that such a strategy existed for a general information structure.

1.1 Related Work

Bayesian Persuasion (BP) Model

Conceptually, the Bayesian Persuasion model is different than the A-B-A with commitment. In the A-B-A game, both Alice and Bob sell information to the market and Bob is informed as well and is actually a competitor of Alice. In contrast, in BP, the sender sells the information to the uninformed receiver and has different kind of utility function with the receiver. Technically, in BP, the goal function is a linear function of the revelation strategy while the A-B-A is much more complicated.

Despite those differences, Kamenica and Gentzkow [11] also show a “revelation principle” style statement which is similar with the statement in the current paper – it is enough for the sender to draw her announced signal from the receiver’s action space. That is, the sender cannot gain more by making her announced signal space more complicated. More formally, if the receiver’s action space is $A_r$, and the sender’s private information space is $X_s$, the sender can obtain the optimal utility by just optimizing over the space of all “simple” strategies
$M : X_s \times A_r \mapsto [0, 1]$ such that $M(x, a)$ represents the probability the sender who has private information $x$ and announces action $a$ regardless of other “complicated” strategies. However, the proof of our A-B-A revelation principle is much more complicated than that in the BP case. In the A-B-A game, Bob’s possible actions (best responses) are infinite, while in the BP case they are finite. Moreover, Alice’s utility depends non-linearly on Bob’s action which means even though Bob’s action space has a good structure, any simple proof is unlikely to work. To prove the A-B-A revelation principle, we use a totally different method involving linear programming.

**Information Revelation Problem**

As mentioned in the introduction, Chen et al. [4, 3], Chen and Waggoner [5] propose and study the A-B-A game. When Alice’s information and Bob’s information are independent with each other, their information is defined as “compliments”. On the other hand, when Alice’s information and Bob’s information are conditionally independent with each other (conditioning on the event they want to forecast), their information is defined as “substitutes”. Chen et al. [4, 3], Chen and Waggoner [5] show that Alice should reveal her information as late (early) as possible when their information is “compliments” (“substitutes”). In those extreme cases, Alice cannot obtain better utility by partially revealing her information which is not true in the general case which is studied in the current paper.

Azar et al. [1] consider a model where the market price is a reverse Gaussian random walk and the expert who has a less noisy signal should decide a time to announce her signal. However, in their model, the expert only has a chance to participate in the market once while in the A-B-A game, Alice has multiple chances to participate the market and can partially reveal her information at first to obtain better utility. Moreover, the information structure considered in Azar et al. [1] is limited by their assumptions while the current paper considers the general information structure.

### 2 Preliminaries

#### 2.1 Prediction Markets

In this section, we introduce the market scoring rule (MSR) model [9, 10]. We first introduce the main technical tools in the MSR model – proper scoring rules [13], which are used to measure the score (accuracy) of the forecast.

**Proper Scoring Rules [8, 13]**

A scoring rule which we denote $PS : \Sigma \times \Delta_\Sigma \mapsto \mathbb{R}$ takes in a signal $\sigma \in \Sigma$ and a distribution over signals $p \in \Delta_\Sigma$ and outputs a real number. A scoring rule is proper if, whenever the first input is drawn from a distribution $p$, the expectation of $PS$ is maximized if the second input is $p$. That is, $p \in \arg\max_p E_{\sigma \sim p}[PS(\sigma, p')]$. A scoring rule is called strictly proper if $p$ uniquely maximizes $E_{\sigma \sim p}[PS(\sigma, p')]$. We will assume throughout that the scoring rules we use are strictly proper. By slightly abusing notation, we can extend a scoring rule to be $PS : \Delta_\Sigma \times \Delta_\Sigma \mapsto \mathbb{R}$ by simply taking $PS(p, p') = E_{\sigma \sim p}(\sigma, p')$. Any proper scoring rule is linear in the first term.

Fix an outcome space $\Sigma$ for a signal $\sigma$. Let $q \in \Delta_\Sigma$ be a reported distribution.
An example of nice convex function $G : [0, 1] \rightarrow \mathbb{R}$, $G(0) = G(1) = 0$.

**Example 1.** (Logarithmic Scoring Rule) A logarithmic scoring rule maps a signal $\sigma$ and reported distribution $q$ to a payoff as follows:

$$LSR(\sigma, q) = \log(q(\sigma)).$$

Let the signal $\sigma$ be drawn from some random process with distribution $p \in \Delta_\Sigma$.

Then the expected payoff of the logarithmic scoring rule is

$$E_{\sigma \sim p}[LSR(\sigma, q)] = LSR(p, q) = \sum_{\sigma} p(\sigma) \log q(\sigma)$$

This value will be maximized if and only if $q = p$.

**Example 2.** (Quadratic Scoring Rule / Brier scoring rule) A quadratic scoring rule which maps a signal $\sigma$ and reported distribution $q$ to a payoff as follows:

$$QSR(\sigma, q) = 2q(\sigma) - \sum_{\sigma'} q(\sigma')^2 - 1.$$ 

Let the signal $\sigma$ be drawn from some random process with distribution $p \in \Delta_\Sigma$.

Then the expected payoff of the quadratic scoring rule is

$$E_{\sigma \sim p}[QSR(\sigma, q)] = QSR(p, q) = 2\langle p, q \rangle - \langle q, q \rangle - 1$$

This value will be maximized if and only if $q = p$.

In general, proper scoring rules can be constructed from convex functions. Given a bounded convex function $H : \Delta_\Sigma \rightarrow \mathbb{R}$, we define $PS_H : \Sigma \times \Delta_\Sigma \rightarrow \mathbb{R}$ such that

$$PS_H(\sigma, p) = H(p) - \langle H'(p), p \rangle + H'_\sigma(p)$$

where $\langle \cdot, \cdot \rangle$ denotes the inner product of two vectors and $H'_\sigma$ denotes the partial derivative of $H$ with respect to the $\sigma$th entry.

**Fact 3.** [8] When $H : \Delta_\Sigma \rightarrow \mathbb{R}$ is (strictly) convex, $PS_H : \Sigma \times \Delta_\Sigma \rightarrow \mathbb{R}$ is (strictly) proper and $\forall p$, $PS_H(p, p) = H(p)$.

To control the convergence rate analysis in the future, we consider a special class of proper scoring rules.

**Definition 4 (Nice convex functions).** We say a convex real function $G : [0, 1] \rightarrow \mathbb{R}$ is nice if (i) $G(0) = G(1) = 0$ and (ii) there exists a constant $\lambda > 0$ such that when $\epsilon$ is sufficiently small, $\max\{|G(\epsilon)|, |G(1 - \epsilon)|\} \leq \epsilon^\lambda$. We denote the set of all such nice functions as $\mathcal{G}$.
Definition 5 ($P^G_S, H_G, PSG$). Given a bounded strictly convex real function $G : [0, 1] \mapsto \mathbb{R}$, (Figure 1), we define $H_G : \Delta_X \mapsto \mathbb{R}$ as a function such that $H_G(p) := \sum_\sigma G(p(\sigma))$ for any $p \in \Delta_X$. We define $P^G_S(\sigma, p) := PS_{H_G}(\sigma, p)$. We call such a proper scoring rule good if $G$ is a nice convex function, and define the set of all nice proper scoring rules as $PSG$.

Now we explain the restrictions of nice convex functions $G$. If we pick $G(x) = x \log x$ which is a nice convex function (Example 1), the proper scoring rule is the common used log scoring rule and $|P^G_S(p, p)| = -H_G(p) = -\sum_\sigma p(\sigma) \log p(\sigma)$ which is the Shannon entropy of distribution $p$ [6].

Note that entropy can be interpreted as the uncertainty of distribution $p$. For example, when $p = (0, 1, 0, 0, 0)$, there is no uncertainty, the entropy is 0. When we use other $G(x)$, we still want $|P^G_S(p, p)| = -H_G(p)$ to be interpreted as the uncertainty of distribution $p$. Therefore, we put the restriction $G(0) = G(1) = 0$. Then if there is no uncertainty, $p$ must be an extreme point of $\Delta_X$, $H_G(p) = G(1) + G(0) + \ldots + G(0) = 0$.

The second restriction is needed when we analyze the convergence rate in the future. We hope $G(x)$ never changes too fast. Note that it’s a weaker condition than lipschiz condition since $G(x) = x \log x$ does not satisfy the lipschiz condition but satisfy our restriction since $|G(\epsilon)| = \epsilon \log \epsilon \leq \epsilon^2, \forall 0 < \epsilon < 1$ and $|G(1 - \epsilon)| = (1 - \epsilon) \log(1 - \epsilon) \leq \log(1 - \epsilon) \leq \epsilon$.

Note this special class is still rich and several commonly used proper scoring rules, including the aforementioned examples, belong to this class.

Remark. Setting $G(x) = x \log x$, the nice proper scoring rule $P^G_S$ is the logarithmic scoring rule. Setting $G(x) = (x - \frac{1}{2})^2 - \frac{1}{4}$, the nice proper scoring rule $P^G_S$ is the quadratic scoring rule.

Remark. Note that affine transformations preserve convexity. Without loss of generality, we assume for any $P^G_S \in PSG$, $|P^G_S(p, p)| = |H_G(p)| \leq 1, \forall p$. This also means our results apply to the Brier Scoring rule, which is a shift of the quadratic scoring rule.

Market Scoring Rule Model

The theoretical prediction market model used in the current paper is the market scoring rule (MSR) model which is proposed by Hanson [9, 10]. In this model, market price corresponds to people’s beliefs for the event. When a trader changes the market belief from $p_1$ to $p_2$, the automated market maker market scoring rule (MSR) will pay the trader the “accuracy” of forecast $p_2$ minus the “accuracy” of forecast $p_1$. The “accuracy” of the forecast is measured by the proper scoring rules [13]. We provide a formal definition in the below paragraph.

Definition 6 (Prediction market $PM(PS, X_E)$ [9, 10]). Let $X_E$ be a random variable that people want to forecast. The market maker sets up an initial belief for $X_E$. Every agent can modify the market belief. When an agent changes the market belief from $p_1$ to $p_2$, her payment will be the score of belief $p_2$ minus the score of belief $p_1$, that is, $PS(X_E, p_2) - PS(X_E, p_1)$ after $X_E$ is revealed.

2.2 Notation

For two random variables $X, Y$ which are drawn from space $[n] \times [m]$, we define

$$\Pr[Y|X = i] := (\Pr[Y = 1|X = i], \Pr[Y = 2|X = i], \ldots, \Pr[Y = m|X = i]).$$

For any function $f : [n] \mapsto \mathbb{R}$, $E_X f(X) = \sum_i \Pr[X = i] f(i)$. 
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For a matrix $M$, we use $M_{i,:}$ to denote the $i^{th}$ row, $M_{:j}$ to denote the $j^{th}$ column, and $M_{i,j} = M(i,j)$ to denote the entry at the $i^{th}$ row and the $j^{th}$ column. In particular, $M_{i,:}$ is a row vector and $M_{:j}$ is a column vector.

A matrix $M$ is a transition matrix if every entry of $M$ is non-negative and the sum of all entries in each row is 1. Throughout this paper, we denote by $M_{n \times m}$ the set of all transition matrices that have dimension $n \times m$, and denote $M_{n \times n} = \bigcup_{m \geq n} M_{n \times m}$.

Given a random variable $X$ that has $n$ possible outcomes, an transition matrix $M \in M_{n \times m}$ defines a transition probability that transforms $X$ to $M(X)$ such that $M(X)$ is a new random variable that has $m$ possible outcomes where $\Pr[M(X) = j | X = i] = M_{i,j}$.

If the distribution of $X$ is represented by an $1 \times n$ row vector $p$, then the distribution over $M(X)$ is $pM$ and $\Pr[M(x) = j] = p \cdot M_{:,j}$.

### 3 Alice Bob Alice Game with Commitment

We analyse the Alice Bob Alice game with commitment in this section, that is, Alice commits a signaling scheme before the game. The random event of interest is $X_E$. $X_E$ is drawn from a signal space $\Sigma_E, |\Sigma_E| = n_E$. We use a proper scoring rule based prediction market $PM(PS, X_E)$ to pay Alice and Bob. Suppose Alice’s private information is $X_A$ and Bob’s private information is $X_B$. $X_A$ is drawn from a signal space $\Sigma_A, |\Sigma_A| = n_A$ and $X_B$ is drawn from a signal space $\Sigma_B, |\Sigma_B| = n_B$.

We assume both Alice and Bob are rational.

**Definition 7 (signaling scheme).** Given that a signal space $\Sigma, |\Sigma| = m$, we define Alice’s signaling scheme $M$ as an $n_A \times m$ transition matrix such that $M_{x_A,\sigma} = M(x_A, \sigma)$ is the probability Alice announces signal $\sigma \in \Sigma$ given private information $X_A = x$.

A signaling scheme $M$ defines a transition probability. We define $X_\sigma$ as a random variable such that $X_\sigma := M(X_A)$, that is,

$$X_A \xrightarrow{M} X_\sigma.$$

**Alice Bob Alice Game with Commitment ($X_A, X_B, X_E, PS$)**

**Stage 0** Alice commits her signaling scheme $M$.

**Stage 1** Alice receives a signal $\sigma_A \in \Sigma_A$, implements her signaling scheme, and announces the result $\sigma \in \Sigma$. Alice changes the market belief for event $X_E$ from the original prior forecast $p_0 = \Pr[X_E]$ to

$$p_1 = \Pr[X_E | X_\sigma = \sigma, M].$$

**Stage 2** Bob changes the market belief to $p_2$ (which is a function of $M, p_1, X_B$ and Bob’s strategy).

**Stage 3** Alice changes the market belief to $p_3$ (which is a function of $M, p_1, p_2, X_A$ and Alice’s strategy).

**Payment** Both Alice and Bob are paid according to proper scoring rule based prediction market $PM(PS, X_E)$. Suppose the initial market belief is $p_0 = \Pr[X_E | X_\sigma]$. Alice and Bob’s payments are

$$\mu_A = (PS(X_E, p_1) - PS(X_E, p_0)) + (PS(X_E, p_3) - PS(X_E, p_2))$$

$$\mu_B = PS(X_E, p_2) - PS(X_E, p_1)$$

correspondingly.
Fix the joint distribution over random variables $X_A, X_B, X_E$. Consider an A-B-A game with commitment $(X_A, X_B, X_E, PS \in \mathcal{PS})$. We assume Alice and Bob will optimally respond in stage 2 and stage 3. Actually we will see since the market uses strictly proper scoring rule, both Alice and Bob’s optimal responses in stage 2 and stage 3 are unique (Claim 11, 12). In this case, both Alice and Bob’s expected payments can be seen as a function of Alice’s signaling scheme $M$. We define Alice’s expected payment as $\mu^*_A(M)$; and Bob’s expected payment as $\mu^*_B(M)$.

We define $\mu^*(M) := \mu^*_A(M) + \mu^*_B(M)$. We also define $\mu^* := \sup_{M} \mu^*(M)$, $\mu^\dagger := \inf_M \mu^*_B(M)$ (note that it’s an infimum here), and $\mu^*_A := \mu^* - \mu^\dagger$. Note that $\mu^*_A(M) \leq \mu^*_A$.

**Definition 8** (Optimizing Signaling Scheme Problem). Consider an A-B-A game with commitment $(X_A, X_B, X_E, PS \in \mathcal{PS})$. An optimizing signaling scheme problem is the problem of constructing Alice’s optimal signaling scheme $M^*$ such that $\mu^*_A(M^*) = \mu^*_A$ if exists or a series of signaling schemes $\{M^*(e)\}_e$ such that

$$
\mu^*_A(M^*(e)) \xrightarrow{\epsilon \to 0} \mu^*_A.
$$

4 Summary of the Main Results

**Theorem 9** (Optimizing Signaling Scheme). Given the joint distribution over random variables $X_A, X_B, X_E$, consider an A-B-A game with commitment $(X_A, X_B, X_E, PS^G \in \mathcal{PS})$. When Alice’s private signal is from a constant-sized set, that is, $n_A$ is a constant integer $T$, for all sufficiently small $0 < \epsilon < 1$, there exists an $O \left( (LP(\frac{1}{\epsilon}) + n_B n_E (\frac{1}{\epsilon} + 1)^T) + n_B^2 n_E \right)$ time algorithm that constructs the signaling scheme $M^*(e) \in \mathcal{M}_{n_A \times n_A}$ such that

$$
\mu^*_A(M^*(e)) \geq \mu^*_A - \Theta(\epsilon |G(e)| + n_E |G(1 - e)|)
$$

where $LP(k)$ is the time complexity of linear programming with $k$ variables.

Moreover, when Alice commits to signaling scheme $M^*(e)$, the optimal responses of Bob and Alice in stage 2 and stage 3 are

$$
\mathbf{p}^*_2 = \Pr[X_E | X_A, X_B] \quad \mathbf{p}^*_3 = \Pr[X_E | X_A, X_B]
$$

respectively where $X_A \xrightarrow{M^*(e)} X_E$.

**Corollary 10.** Given the joint distribution over random variables $X_A, X_B, X_E$, consider an A-B-A game with commitment $(X_A, X_B, X_E, PS^G \in \mathcal{PS})$. When Alice’s private signal is from a constant-sized set, that is, $n_A$ is a constant integer $T$, there is a FPTAS for Alice to optimize her signaling scheme with additive error.

We defer the full proof to the end of Section 5.

**Proof Sketch of Theorem 9**

We will first give a game theoretic analysis for the optimal strategy for Alice and Bob in stage 2 and stage 3. The definition of the proper scoring rules implies that in stage 2 and stage 3, Alice and Bob should honestly report their best forecast for event $X_E$ at that stage. The best forecast should be the posterior probability of $X_E$ conditioning on all possible information they have at that time.

**Step 1 Minimizing Bob’s optimal expected payment** Fixing the joint distribution over Alice and Bob’s private information and the event, Bob’s optimal expected payment $\mu^*_B(M)$ is a function of Alice’s signal scheme $M \in \mathcal{M}^{n \times *}$. To calculate the signal scheme $M^\dagger$ for Alice to minimize Bob’s optimal expected payment, we will prove that
Optimizing Bayesian Information Revelation Strategy in Prediction Markets

Figure 2 The optimal signal scheme when $X_A$ is a binary random variable given different joint distributions over $X_A, X_B, X_E$ (see Appendix for the numerical values of the three joint distributions). Left: $M^* = \begin{bmatrix} x & 1-x \\ x & 1-x \end{bmatrix}$, $\forall x$ Alice’s optimal strategy is revealing no information.

Middle: $M^* = \begin{bmatrix} 0.18 & 0.82 \\ 1 & 0 \end{bmatrix}$ or $\begin{bmatrix} 0.82 & 0.18 \\ 0 & 1 \end{bmatrix}$ Alice’s optimal strategy is revealing partial information.

Right: $M^* = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$ or $\begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}$ Alice’s optimal strategy is revealing full information.

Revelation principle it is sufficient to optimize over $M \in \mathcal{M}^{n \times n}$, we prove this by showing a “decomposibility” property of Bob’s optimal expected payment $\mu_B^*(M)$;

Continuousness when $M \approx M'$, $\mu_B^*(M) \approx \mu_B^*(M')$.

Then we use a linear programming based algorithm to approximate the signal scheme $M^\dagger$ for Alice to minimize Bob’s optimal expected payment.

Step 2 Maximizing the total expected payment We will perturb $M^\dagger$ to $M^* \approx M^\dagger$ such that adopting the signaling scheme $M^*$ guarantees that the sum of Alice and Bob’s optimal expected payment obtains the upper-bound.

After finishing the above two steps, we obtain $M^*$ which gives Alice the expected payment which is close to optima since $M^*$ both minimizes Bob’s optimal expected payment and maximizes the sum of Alice and Bob’s expected payment.

$$\mu_A^*(M^*) = \mu^*(M^*) - \mu_B^*(M^*)$$
$$= \mu^* - \mu_B^*(M^*)$$
$$\approx \mu^* - \mu_B^*(M^\dagger)$$
$$= \mu^* - \mu_B^\dagger$$
$$= \mu_A^*$$

Experimental Results

We show that sometimes it is better for Alice to reveal partial information in the first stage even if Alice’s information is a single binary bit by providing the optimal signal scheme of Alice in the A-B-A game in three scenarios (Figure 2). We give the numerical values of the three scenarios in appendix.
5 Optimizing Signaling Scheme

5.1 Game Theoretic Analysis of A-B-A

This section shows that in stage 2 and stage 3, Alice and Bob should honestly report their best forecast for event $X_E$ at that stage. The best forecast is the posterior probability of $X_E$ conditioning on all possible information they have at that time. Moreover, the sum of the expected payments of Alice and Bob obtains its upper-bound if Alice learns the exact value of $X_B$ from Bob’s behavior and plays the strategy in stage 3 that fully aggregates the information.

- Claim 11. Given the joint distribution over random variables $X_A, X_B, X_E$, consider an A-B-A game with commitment $(X_A, X_B, X_E, PS^G \in \mathcal{PS})$. Given that Alice commits signaling scheme $M$, $X_A \xrightarrow{M} X_\sigma$, Bob’s optimal action is changing the market belief to $p_2^* = \Pr[X_E | X_\sigma, X_B]$ in stage 2 and his optimal expected payment is

$$\mu^*_B(M) = \mathbb{E}_{X_\sigma, X_B}[H_G(\Pr[X_E | X_\sigma, X_B]) - H_G(\Pr[X_E | X_\sigma])].$$

Recall that $-H_G(p)$ can be interpreted as the uncertainty / “entropy” of distribution $p$. The uncertainty of event $X_E$ decreases with more information. Therefore, Bob’s expected payment can be interpreted as the contribution of Bob’s private information $X_B$ to decrease the uncertainty if the event $X_E$ given the existence of the partial information $X_\sigma$ of Alice.

Proof of Claim 11. Bob only has one chance to participate. Thus, he will always report his truthful forecast which is conditioning on his own information and the information Alice conveys to him. Therefore, $\Pr[X_E | X_\sigma, X_B]$ is Bob’s optimal action and

$$\mathbb{E}_{X_E, X_\sigma, X_B} PS^G(X_E, p_2) - PS^G(X_E, p_1)$$

$$= \mathbb{E}_{X_\sigma, X_B}[\mathbb{E}_{X_E} | X_\sigma, X_B][PS^G(X_E, p_2) - PS^G(X_E, \Pr[X_E | X_\sigma])]$$

$$\leq \mathbb{E}_{X_E, X_\sigma, X_B}[PS^G(X_E, \Pr[X_E | X_\sigma, X_B]) - PS^G(X_E, \Pr[X_E | X_\sigma])]$$

(definition of proper scoring rule)

$$= \mathbb{E}_{X,E, X_\sigma, X_B} PS^G(X_E, \Pr[X_E | X_\sigma, X_B]) - \mathbb{E}_{X_E, X_\sigma} PS^G(X_E, \Pr[X_E | X_\sigma])$$

(The second part is independent of Bob’s information $X_B$)

$$= \mathbb{E}_{X_\sigma, X_B}[H_G(\Pr[X_E | X_\sigma, X_B]) - H_G(\Pr[X_E | X_\sigma])]$$

(Fact 3)

- Claim 12. Given the joint distribution over random variables $X_A, X_B, X_E$, consider an A-B-A game with commitment $(X_A, X_B, X_E, PS^G \in \mathcal{PS})$. When Alice learns the exact value of $X_B$ from Bob’s behavior, Alice’s optimal action is changing the market belief to $p_3^* = \Pr[X_E | X_A, X_B]$ in stage 3 and the optimal sum of expected payment is

$$\mu^* = \mathbb{E}_{X_E, X_A, X_B}[H_G(\Pr[X_E | X_A, X_B]) - H_G(\Pr[X_E])].$$

The optimal total expected payment can be interpreted as the contribution of Alice and Bob’s private information to decrease the uncertainty of the event $X_E$ and can be obtained when in stage 3, Alice learns all information.

Proof of Claim 12. According to the definition of the proper scoring rules, the optimal $p_3^*$ in stage 3 is the forecast that conditions on all information $X_A, X_B$. When Alice learns the
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exact value of $X_B$ from Bob’s behavior, she can play this optimal strategy in stage 3 which makes the sum of expected payments of Alice and Bob optimal.

$$\mathbb{E}_{X_E,X_A,X_B} PS^G(X_E, P_3) - PS^G(X_E, P_0)$$

$$= \mathbb{E}_{X_E,X_A} \mathbb{E}_{X_B} PS^G(X_E, P_3) - \mathbb{E}_{X_E} PS^G(X_E, P_0)$$

$$\leq \mathbb{E}_{X_E,X_A,X_B} [PS^G(X_E, Pr[X_E|X_A,X_B]) - PS^G(X_E, P_0)]$$

(definition of proper scoring rule)

$$= \mathbb{E}_{X_E,X_A,X_B} PS^G(X_E, Pr[X_E|X_A,X_B]) - \mathbb{E}_{X_E} PS^G(X_E, Pr[X_E])$$

$$(P_0 = Pr[X_E])$$

$$= \mathbb{E}_{X_A,X_B} [H_G(Pr[X_E|X_A,X_B]) - H_G(Pr[X_E])]$$

(Fact 3)

5.2 Minimizing Bob’s Expected Payment

5.2.1 Decomposability and Continuousness of Bob’s Expected Payment

This section will show two important properties required of $\mu^*_B(M)$ for the optimization step.

► Definition 13 (Decomposability). Recall that $\mathcal{M}_{n \times n}$ is the set of all transition matrices which have $n$ rows. A function $f : \mathcal{M}_{n \times n} \rightarrow \mathbb{R}$ is decomposable if there exists a function $f : \mathbb{R}^n \rightarrow \mathbb{R}$ satisfying $f(\lambda \mathbf{v}) = \lambda f(\mathbf{v})$ for any $\lambda \in \mathbb{R}^+$ and $\mathbf{v} \in \mathbb{R}^n$ such that for any

$$M = [M_{1,1} \ M_{1,2} \ \cdots \ M_{m,n}] \in \mathcal{M},$$

we have

$$F(M) = \sum_{j=1}^{m} f(M_{i,j}).$$

Given the joint distribution over random variables $X_A, X_B, X_E$, consider an A-B-A game with commitment $(X_A, X_B, X_E, PS^G \in PSR)$. Recall that we define Bob's optimal expected payment as $\mu^*_B(M)$ and random variables $X_A, X_B, X_E$ have $n_A, n_B, n_E$ possible outcomes respectively. The signal space of Alice is $\Sigma, |\Sigma| = m$.

► Lemma 14 (Decomposability). $\mu^*_B(M)$ is a decomposable function of $M \in \mathcal{M}_{n \times n}$.

► Lemma 15 (Continuousness). For every $M \in \mathcal{M}_{n \times m}$, if $\max_{i,j} |M_{i,j} - M'_{i,j}| \leq \epsilon$, then

$$|\mu^*_B(M') - \mu^*_B(M)| \leq \Theta(n_A m(n_E G(\epsilon) + n_E G(1 - \epsilon) + \epsilon)).$$

We defer the full proofs to the appendix.

Proof sketch

Recall that

$$\mu^*_B(M) = \mathbb{E}_{X_A,X_B} [H_G(Pr[X_E|X_A,X_B]) - H_G(Pr[X_E|X_A])].$$

For the decomposability,

$$\mu^*_B(M) = \mathbb{E}_{X_A,X_B} [H_G(Pr[X_E|X_A,X_B]) - H_G(Pr[X_E|X_A])].$$

(Claim 11)

$$= \sum_{\sigma} Pr[X_\sigma = \sigma] \mathbb{E}_{X_B|X_\sigma = \sigma} [H_G(Pr[X_E|X_\sigma = \sigma, X_B] - H_G(Pr[X_E|X_\sigma = \sigma])]$$

We define $\phi_j(M) := Pr[X_\sigma = j], \psi_j(M) := \mathbb{E}_{X_B|X_\sigma = \sigma} H_G(Pr[X_E|X_\sigma = \sigma, X_B] - H_G(Pr[X_E|X_\sigma = \sigma]).$
We will show
(i) $\phi_j(M)$ is a linear function of $M_{i,j}$
(ii) $\psi_j(M)$ only depends on the “shape” of $M_{i,j}$

Combining both (i) and (ii), we can see $\phi_j(M)\psi_j(M) = F(M)\psi(M)$ only depends on $M_{i,j}$ and moreover, for any $\lambda \in \mathbb{R}^+$,

$$\Phi(\lambda M_{i,j}) \hat{\Psi}(\frac{\lambda M_{i,j}}{S(\lambda M_{i,j})}) = \lambda \Phi(M_{i,j}) \hat{\Psi}(\frac{M_{i,j}}{S(M_{i,j})})$$

that is, it preserves the scalar multiplication of $M_{i,j}$. Therefore, $\mu^*_\Phi(M) = \sum_j \phi_j(M)\psi_j(M)$ is a decomposable function of $M$. We defer the proofs of (i) and (ii) to the appendix.

The proof for continuity is a little bit tricky. When we perturb $M$ a little bit, it’s possible that $\Pr[X|M(X_A)]$ changes a lot. Consider an extreme case where the prior of $X_A$ is a uniform distribution and we pick transition probability $M$ such that $\Pr[M(X_A) = j] = 0.000001$. We add $\epsilon = 0.01$ to $M_{kj}$ to obtain $M'$. In this case, $M'_{kj} \gg M'_{kj}, k \neq i$. Thus, conditioning on $M'(X_A) = j$ the probability $X_A = i$ is close to 1. Therefore, $\Pr[X|E|M'(X_A) = j] \approx \Pr[X|E|X_A = i]$. However, since we can still freely determine the “shape” of $M_{i,j}$, we can make $\Pr[X|E|M(X_A) = j]$ far away from $\Pr[X|E|X_A = i] \approx \Pr[X|E|M'(X_A) = j]$ even if $M \approx M'$. Fortunately, this case only happens when $\Pr[X_A = j]$ is very small. We will show that the product $\Pr[X = j]H_G(\Pr[X|E|M(X_A) = j])$ is robust with respect to $M$. The key property needed in the proof of continuity is the convexity of function $G(x) : [0,1] \mapsto \mathbb{R}$. For a convex function $G(x)$, its derivative is a monotone function which implies that the absolute value of the derivative is maximized at the endpoints. That is why the values of $|G(\epsilon)|$ and $|G(1 - \epsilon)|$ dominate the convergence rate.

5.2.2 Optimizing a Decomposable and Continuous Function

**Definition 16.** $F : M_{n \times n} \mapsto \mathbb{R}$ is $C(\epsilon, n)$-continuous if for all sufficiently small $0 < \epsilon < 1$, for every $M, M' \in M_{n \times n}$, if $\max_{i,j} |M_{i,j} - M'_{i,j}| \leq \epsilon$, then

$$|F(M') - F(M)| \leq C(\epsilon, n).$$

**Theorem 17.** If $F : M_{n \times n} \mapsto \mathbb{R}$ is decomposable, then

$$\min_{M \in M_{n \times n}} F(M) = \min_{M \in M_{n \times n}} F(M) \quad \text{and} \quad \max_{M \in M_{n \times n}} F(M) = \max_{M \in M_{n \times n}} F(M).$$

Moreover, when $F$ is $C(\epsilon, n)$-continuous, for all sufficiently small $0 < \epsilon < 1$, there exists an $O(LP(\frac{1}{\epsilon} + 1)^n)$ time algorithm that outputs $M^-(\epsilon), M^+(\epsilon) \in M_{n \times n}$ such that

$$F(M^-) \leq \min_{M \in M_{n \times n}} F(M) + C(\epsilon, n) \quad \text{and} \quad F(M^+) \geq \max_{M \in M_{n \times n}} F(M) - C(\epsilon, n)$$

where $LP(k)$ is the time complexity of linear programming with $k$ variables.

**Proof.**

**Claim 18.** For any $M \in M_{n \times n}$, there exists $M^-, M^+ \in M_{n \times n}$ such that

$$F(M^-) \leq F(M) \leq F(M^+).$$

1 if $M_{i,j} = (0,0,...,0)^T$, we define $\frac{M_{i,j}}{S(M_{i,j})}$ as $(0,0,...,0)^T$. 
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Part 1: Revelation Principle

The above claim directly implies the first result. It remains to show the claim. Let’s construct the below linear program. Fix any \( M \in \mathcal{M}_{n \times m} \),

\[
\begin{align*}
\min \ x & \sum_j x_j f(M_{\cdot j}) \\
\text{s.t.} \ x & \sum_j x_j M_{\cdot j} = [1, 1, \ldots, 1]^T_{1 \times n} \\
x_j & \geq 0, \forall j
\end{align*}
\]

Note that \( \sum_j M_{\cdot j} = [1, 1, \ldots, 1]^T_{1 \times n} \), since \( M \) is a transition matrix. Thus, the above linear program must have a solution which implies that it must have a basic feasible solution (bfs) \( x^\ast \) [12]. Since \( x^\ast \) is a bfs, it must have at least \( m - n \) zero entries. Therefore, there exists a size \( n \) subset \{ \( j_1, j_2, \ldots, j_n \) \} such that for any \( j \notin \{ j_1, j_2, \ldots, j_n \} \), \( x^\ast_j = 0 \).

Let \( M^- = [x^\ast_{j_1} M_{j_1}, x^\ast_{j_2} M_{j_2}, \ldots, x^\ast_{j_n} M_{j_n}] \).
\[
\sum_k x^\ast_{j_k} M_{j_k} = \sum_j x^\ast_j M_{\cdot j} = [1, 1, \ldots, 1]^T_{1 \times n}.
\]

Thus, \( M^- \) is a transition matrix. Moreover,

\[
F(M^-) = F\left(\sum_k x^\ast_{j_k} M_{j_k}\right) = \sum_k x^\ast_{j_k} f(M_{j_k}) \quad \text{(Decomposability of } F)\\
= \sum_j x^\ast_j f(M_{\cdot j}) \leq \sum_j f(M_{\cdot j}) = F(M) \quad \text{(For any } j \notin \{ j_1, j_2, \ldots, j_n \}, \ x^\ast_j = 0)
\]

Therefore, we finish our construction of \( M^- \). The construction of \( M^+ \) is similar.

Part 2: LP Based Algorithm

The LP based algorithm for \( \arg \min_{M \in \mathcal{M}_{n \times m}} F(M) \) is in Algorithm 1. Solving \( \arg \max_{M \in \mathcal{M}_{n \times m}} F(M) \) is similar.

We can first enumerate all possible row vectors of \( M \in \mathcal{M}_{n \times m} \), which are \((\frac{1}{\epsilon} + 1)^n\) in number. Then we can construct linear programming (1) with the all possible row vectors and solve the linear programming to obtain a basic feasible solution.

5.3 Maximizing the Total Expected Payment

In this section, we will show that for any signaling scheme \( M \), we can always perturb \( M \) a little bit to \( M' \) such that \( M' \) maximizes the optimal sum of expected payments of Alice and Bob.

The A-B-A game is a constant-sum game if Bob is required to reveal (announce) his full information to Alice, and Alice plays rationally in the final round. This is because the market belief will be changed from \( \Pr[X_E] \) to \( \Pr[X_E|X_A, X_B] \) regardless of Alice’s signaling scheme. In this case, information is fully aggregated. Therefore when Bob is required to announce his full information, minimizing Bob’s expected payment is equivalent to maximizing Alice’s expected payment since ABA is a constant sum game.

However, when Bob is not required to announce his full information, minimizing Bob’s expected payment is not equivalent to maximizing Alice’s expected payment. For example, we consider the case where both \( X_A \) and \( X_B \) are i.i.d. binary bits (equal 1 with probability (w.p.) \( \frac{1}{2} \), equal 0 w.p. \( \frac{1}{2} \)), and \( X_E = X_A \oplus X_B \). To minimize Bob’s expected payment, Alice...
Algorithm 1 Minimizing Decomposable Function (MDF): $\min_{M \in \mathcal{M}_{n \times n}} F(M)$

function \textup{MDF}(f(\cdot),n,\epsilon)
\begin{align*}
N &= \frac{1}{\epsilon} \\
\text{enumerate all } &\left[\frac{\ell_1}{N}, \frac{\ell_2}{N}, \ldots, \frac{\ell_n}{N}\right] \\
\text{where } &\ell_1, \ell_2, \ldots, \ell_n \in \{0,1,2,\ldots,N\} \text{ and denote them by } \{M_j\}_{j=1}^{(N+1)n} \\
\text{solve the following linear program and return a } &\text{BFS } x^* \\
\min_k \sum_j x_j f(M_j) \\
\text{s.t. } &\sum_j x_j M_{j,j} = [1, 1, \ldots, 1]_{1 \times n} \\
&x_j \geq 0, \forall j \\
\text{pick a size } &n \text{ subset } \{j_1, j_2, \ldots, j_n\} \text{ s.t. for any } j \notin \{j_1, j_2, \ldots, j_n\}, \ x_j^* = 0 \\
\text{return } &[x_{j_1}^* M_{j_1}, x_{j_2}^* M_{j_2}, \ldots, x_{j_n}^* M_{j_n}] 
\end{align*}

should reveal no information in the first stage. However, in this case, rational Bob will not change the market belief and thus leaks no information of Bob’s signal. In this case, the total payment for Alice and Bob is 0. On the other hand, if Alice commits a signaling scheme where with some small probability $\epsilon$ she announces $X_A$, and with probability $1-\epsilon$ she flips a coin and announces the result. This signaling scheme entices Bob to move the market thus Alice can identify Bob’s full information to guarantee almost optimal expected payment of Alice. Actually via a similar idea, for any signaling scheme $M$, we will construct signaling schemes $\{M(\epsilon)\}$ such that for all sufficiently small $\epsilon > 0$,

$$\mu^*(M(\epsilon)) = \mu^*.$$

Recall that $n_A$ is the size of Alice’s private information space, $n_B$ is the size of Bob’s private information space, $n_E$ is the size the event $X_E$’s outcome space and $m$ is the size of Alice’s announced signal space.

Lemma 19 (Perturbing Signaling Scheme). Given the joint distribution over random variables $X_A, X_B, X_E$, consider an A-B-A game with commitment $(X_A, X_B, X_E, PS^C) \in PSR$. For any signaling scheme $M$, for all sufficiently small $0 < \epsilon < 1$, we can always use $O(mn_A n_B^2 n_E)$ time \footnote{Note that the running time is independent with $\epsilon$} to perturb $M$ to $M(\epsilon)$ such that

$$\mu^*(M(\epsilon)) = \mu^* \quad \text{and} \quad \max_{x_A, \sigma} |M(x_A, \sigma) - M(\epsilon)(x_A, \sigma)| \leq \Theta(mn_B^2 \epsilon).$$

We defer the construction of the perturbing signaling scheme and the proof of Lemma 19 to Appendix A.

Now we are ready to give a full proof for the main theorem – Theorem 9 and Corollary 10.

Proof of Theorem 9. We construct the optimal signaling scheme of Alice using two steps.

Step 1: Minimizing Bob’s expected payment we first use $O\left(\frac{1}{\epsilon}T n_B n_E\right)$ time to construct the linear programming in Algorithm 1. We then spend $O\left(L(\frac{1}{\epsilon})T\right)$ time to solve the linear programming to obtain signaling scheme $M^*(\epsilon) \in \mathcal{M}_{n \times n}$. Note that $\mu^*_B(M^*(\epsilon)) \geq \mu_B^* - \Theta(\epsilon + n_E |G(\epsilon)| + n_E |G(1-\epsilon)|)$ based on Lemma 15 and the fact that we enumerate an $\epsilon$-net of all possible column vectors in Algorithm 1.
Step 2: Maximizing the total expected payment: Lemma 19 shows for any signaling scheme $M$, there exists an $O(n_B^2n_E)$ algorithm that constructs $M(\epsilon')$ such that

$$\max_{x_A, \sigma} |M(x_A, \sigma) - M(\epsilon')(x_A, \sigma)| \leq \Theta(n_B^2\epsilon')$$

and $\mu^*(M(\epsilon')) = \mu^*$. Since the running time of the perturbing method is independent with $\epsilon'$, we can pick sufficiently small $\epsilon'$ such that $n_B^2\epsilon' \leq \epsilon$. Thus, we can still use $O(n_B^2n_E)$ time to perturb $M(\epsilon)$ to $M^*(\epsilon)$ such that

$$\max_{x_A, \sigma} |M^1(\epsilon)(x_A, \sigma) - M^*(\epsilon)(x_A, \sigma)| \leq \epsilon$$

and $\mu^*(M^*(\epsilon)) = \mu^*$.

We can see

$$\mu^*_A(M^*(\epsilon)) = \mu^*(M^*(\epsilon)) - \mu^*_B(M^*(\epsilon))$$

$$\geq \mu^*_A - \mu^*_B(M(\epsilon)) - \Theta(n_B^2(\epsilon + n_E|G(\epsilon)| + n_E|G(1 - \epsilon)|)) \quad \text{(Lemma 15)}$$

$$\geq \mu^*_A - \mu^*_B - \Theta(n_B^2(\epsilon + n_E|G(\epsilon)| + n_E|G(1 - \epsilon)|)) \quad \text{(step 1)}$$

$$= \mu^*_A - \Theta(\epsilon + n_E|G(\epsilon)| + n_E|G(1 - \epsilon)|) \quad (n_A = T \text{ is a constant integer})$$

When Alice commits to signaling scheme $M^*(\epsilon)$, according to Claim 11 and Claim 12,

$$p_2^* = \Pr[X_E|X_A, X_B] \quad p_3^* = \Pr[X_E|X_A, X_B]$$

where $X_A \xrightarrow{M^*(\epsilon)} X_B$. ▶

**Proof of Corollary 10.** $\tau = \Theta(|\epsilon| + n_E|G(\epsilon)| + n_E|G(1 - \epsilon)|) \leq \Theta(\epsilon^{\min(\lambda, -1)}n_E)$ implies that there exists a positive constant $C$ such that when $\tau$ is sufficiently small, $\frac{1}{\tau} \leq C(\frac{n_B}{n_E})^{\min(\lambda, -1)}$. Theorem 9 implies that we have a $\text{poly}(\frac{1}{\tau}, n_B, n_E)$ complexity algorithm to have $\pm\tau$ approximation. ▶

### 6 Discussion

Our FPTAS result depends on the assumption that Alice’s signal space is constant size. In fact, the complexity of our algorithm depends exponentially on the size of Alice’s signal space. Note that before our results even the case where Alice’s signal is binary was an open question. In practice, to apply our results one might reduce the signal space size by merging similar signals to hopefully obtain a good approximation.

A potential future direction is proving a hardness result for optimal information revelation problem in the ABA case when Alice’s signal is arbitrarily large, or finding a better dependence on the size of Alice’s signal space.

**Acknowledgements.** We thank Biaoshuai Tao for helpful suggestions.
A Proofs of Lemma 14, 15, 19

Proof of Lemma 14. We start to prove (i) and (ii).

Proof of (i)

Recall that if the distribution of $X$ is represented by a row vector $p$, then the distribution over $M(X)$ is $pM$ and $\Pr[M(x) = j] = p \cdot M_{.,j}$.

Thus $\Pr[X_{\sigma} = j] = \Pr[M(X_{\sigma}) = j] = \Pr[X_{\sigma}] \cdot M_{.,j}$ is a linear function of the vector $M_{.,j}$.
Proof of (ii)

For \( \psi_j(M) \), since
\[
\Pr[X_B = x_B, X_E = x_E | X_\sigma = j] = \frac{\Pr[X_B = x_B, X_E = x_E, X_\sigma = j]}{\Pr[X_\sigma = j]}
\]
\[
= \frac{\Pr[X_B = x_B, X_E = x_E, X_A] \cdot M_{ij}}{\Pr[X_A] \cdot M_{ij}}
\]
\[
= \frac{\Pr[X_B = x_B, X_E = x_E, X_A] \cdot \frac{M_{ij}}{S(M_{ij})}}{\Pr[X_A] \cdot \frac{M_{ij}}{S(M_{ij})}}
\]

only depends on \( \frac{M_{ij}}{S(M_{ij})} \). Since \( \psi_j(M) \) only depends on the joint distribution over \( (X_B, X_E) \) conditioning on \( X_\sigma = j \), thus, \( \psi_j(M) \) only depends on \( \frac{M_{ij}}{S(M_{ij})} \) as well.

Proof of Lemma 15. It is sufficient to show that if \( M' = M \) except \( M'_{ij} = M_{ij} + \epsilon, M'_{ik} = M_{ik} - \epsilon \),
\[
|\mu^B_{ij}(M') - \mu^B_{ij}(M)| \leq \Theta(n_E|G(\epsilon)| + n_E|G(1-\epsilon)| + \epsilon).
\]

Note that when \( G(x) \) is convex, for sufficiently small constant \( \epsilon \), \( n_E|G(\epsilon)| + n_E|G(1-\epsilon)| + \epsilon \) is an increasing function of \( \epsilon \). Therefore, if \( M' = M \) except \( M'_{ij} = M_{ij} + \epsilon', M'_{ik} = M_{ik} - \epsilon' \) where \( \epsilon' \leq \epsilon \), we still have
\[
|\mu^B_{ij}(M') - \mu^B_{ij}(M)| \leq \Theta(n_E|G(\epsilon)| + n_E|G(1-\epsilon)| + \epsilon).
\]

The proof of Lemma 14 shows that \( \mu^B_{ij}(M) \) can be decomposed as \( m \) parts and the only part that relates to \( M_{ij} \) is
\[
\Pr[M(X_A) = j][E_{X_B|M(X_A)=j}[H_G(\Pr[X_E|M(X_A) = j, X_B]) - H_G(\Pr[X_E|M(X_A) = j]]
\]

We define \( \gamma(M_{ij}) := \Pr[M(X_A) = j]H_G(\Pr[X_E|M(X_A) = j]) \) and would like to the below claim.

\[\Rightarrow\textbf{Claim 20.} \quad \text{When } M'_{ij} = M_{ij} \text{ except } M'_{ij} = M_{ij} + \epsilon,
\]

\[
|\gamma(M_{ij}) - \gamma(M'_{ij})| \leq \Theta(n_E|G(\epsilon)| + n_E|G(1-\epsilon)| + \epsilon).
\]

The above claim is valid for every possible joint distribution over \( X_E, X_A \). The set of all possible joint distributions over \( X_E, X_A \) equals the set of all possible joint distributions over \( X_E, X_A \) conditioning \( X_B \) for any \( X_B \). Therefore, the above claim also implies that part \( \Pr[M(X_A) = j][E_{X_B|M(X_A)=j}[H_G(\Pr[X_E|M(X_A) = j, X_B]) \) also only fluctuates at most \( \Theta(n_E|G(\epsilon)| + n_E|G(1-\epsilon)| + \epsilon) \) when we perturb \( M_{ij} \) at most \( \epsilon \). We have similar analysis for \( M_{ik} \), therefore, Lemma 15 follows.

It remains to show the claim.

Proof of Claim 20. Without loss of generality we assume \( \epsilon \geq 0 \), otherwise we can exchange \( M_{ij} \) and \( M'_{ij} \). In the proof, we will fix \( \epsilon \) as a small constant and figure out the worst case of the joint distribution over \( X_A, X_E \) and original scheme \( M \) such that \( |\gamma(M_{ij}) - \gamma(M'_{ij})| \) is maximized.

Recall that \( \gamma(M_{ij}) = \Pr[M(X_A) = j]H_G(\Pr[X_E|M(X_A) = j]) \).
Part 1
We will first figure out the explicit relationship between $\epsilon$, $\gamma(M'_{j})$ and $\gamma(M_{j})$.

\[
Pr[M(X_A) = j] = \sum_{x_A} Pr[X_A = x_A]M_{x_A,j} = Pr[X_A = i]M_{ij} + K(-i)
\]

Thus, $Pr[M'(X_A) = j] = Pr[M(X_A) = j] + \epsilon Pr[X_A = i]$.

\[
q := Pr[X_E|M(X_A) = j] = \frac{Pr[X_E,M(X_A) = j]}{Pr[M(X_A) = j]} = \frac{\sum_{x_A} Pr[X_A = x_A]M_{x_A,j} Pr[X_E|X_A = x_A]}{Pr[M(X_A) = j]} = \frac{Pr[X_A = i]M_{ij} Pr[X_E|X_A = i] + K(-i)q_{-i}}{Pr[M(X_A) = j]} (q_{-i} \text{ is a distribution over } X_E \text{ that is independent with } M_{ij}) = \frac{Pr[X_A = i]M_{ij}q_i + K(-i)q_{-i}}{Pr[M(X_A) = j]} (q_{i} := Pr[X_E|X_A = i])
\]

Thus, $Pr[X_E|M'(X_A) = j] = q_{i}Pr[X_A = i]Pr[M(X_A) = j] + q_{-i}Pr[M(X_A) = j]Pr[M'(X_A) = j]$ is a convex combination of the original forecast for $X_E - q = Pr[X_E|M(X_A) = j]$ and the posterior forecast for $X_E$ conditioning on $X_A = i$.

We define $\tau(\epsilon) := \frac{Pr[X_A = i]}{Pr[M(X_A) = j] + \epsilon Pr[X_A = i]}$. Note that

\[
\tau^{*} := \frac{\epsilon Pr[X_A = i]}{1 + \epsilon Pr[X_A = i]} \leq \tau(\epsilon) \leq 1
\]

\[
\tau^{*} \leq \frac{\tau^{*}}{1 + \tau^{*}}
\]

Then we have $Pr[X_E|M'(X_A) = j] = \tau(\epsilon)q_i + (1 - \tau(\epsilon))q$. By replacing $Pr[M(X_A) = j]$ and $Pr[M'(X_A) = j]$ by $\tau(\epsilon)$ and $Pr[X_A = i]$, we obtain

\[
\gamma(M'_{j}) = \epsilon Pr[X_A = i] \frac{1}{\tau(\epsilon)} H_G(\tau(\epsilon)q_i + (1 - \tau(\epsilon))q) = \gamma(M_{j}) = \epsilon Pr[X_A = i] \frac{1 - \tau(\epsilon)}{\tau(\epsilon)} g(0)
\]

Part 2
We start to calculate the worst $\tau(\epsilon)$, $q$ and $q_i$ that maximizes the gap between $\gamma(M_{j})$ and $\gamma(M'_{j})$. We first tune $\tau(\epsilon)$ and then tune $q$ and $q_i$.

Part 2: Tuning $\tau(\epsilon)$
In this part, we focus on $\tau(\epsilon)$ and omit other variables. We define $g(\tau) := H_G(\tau q_i + (1 - \tau)q)$. Note that $g(\tau)$ is a convex function since $H_G$ is a convex function and $|g(\tau)|$ is also bounded by 1 (Remark 2.1).

Then we have

\[
\gamma(M'_{j}) = \epsilon Pr[X_A = i] \frac{1}{\tau(\epsilon)} g(\tau(\epsilon)) = \gamma(M_{j}) = \epsilon Pr[X_A = i] \frac{1 - \tau(\epsilon)}{\tau(\epsilon)} g(0)
\]
\[ |\gamma(M'_j) - \gamma(M_j)| = |\epsilon \Pr[X_A = i](1 - \tau(\epsilon)) \frac{1}{\tau(\epsilon)}[g(\tau(\epsilon)) - g(0)] + \epsilon \Pr[X_A = i]g(\tau(\epsilon))| \\
\leq |\epsilon \Pr[X_A = i]g(\tau(\epsilon)) - g(0)| \tau(\epsilon) - 0 + |\epsilon \Pr[X_A = i]| \\
(1 - \tau(\epsilon) \leq 1, g(x) is bounded by 1 since |H_G(p)| is bounded by 1 (Remark 2.1.))

Recall that
\[ \tau^* := \frac{\epsilon \Pr[X_A = i]}{1 + \epsilon \Pr[X_A = i]} \leq \tau(\epsilon) \leq 1 \] (5)

Note that \[ \frac{g(\tau) - g(0)}{\tau - 0} \] is an increasing function of \(0 \leq \tau \leq 1\) when \(g\) is a convex function, thus, \[ \frac{g(\tau) - g(0)}{\tau - 0} \] is maximized in the endpoints,
\[ |\gamma(M'_j) - \gamma(M_j)| \leq |\epsilon \Pr[X_A = i]| \frac{g(\tau^*) - g(0)}{\tau^* - 0} | + \epsilon \\
\leq |\epsilon \Pr[X_A = i]| \max\{ |g(\tau^*) - g(0)|, |g(1) - g(0)| \} + \epsilon \\
\leq 2\left( |g(\tau^*) - g(0)| + 2\epsilon \right) \\
(\text{\(g(x)\) is bounded by 1 since \(|H_G(p)|\) is bounded by 1 (Remark 2.1.))}

Part 2: Tuning \(q\) and \(q_i\).

It remains to compute the upper-bound of \(|g(\tau^*) - g(0)|\).
\[
\max_{q_i, q} |g(\tau^*) - g(0)| \\
= \max_{q_i, q} |H_G(\tau^* q_i + (1 - \tau^*) q) - H_G(q)| \\
\leq \max_{q_i, q} \sum_{\sigma \in \Sigma_E} |G(\tau^* q_i(\sigma) + (1 - \tau^*) q(\sigma)) - G(q(\sigma))|
\]

Consider \(h(x, y) := |G(\tau^* x + (1 - \tau^*) y) - G(y)|\).
\[ |G(\tau^* x + (1 - \tau^*) y) - G(y)| = |G(\tau^* (x - y) + y) - G(y)| \]

Fix \(\tau^*(x - y)\). Note that \(\tau^*(x - y)\) can be less than the any small constant by picking sufficiently small constant \(\epsilon\). Since \(G(x)\) (Figure 1) is a convex function, \(G^*(x)\) is a monotone function. Thus, \(|G^*(x)|\) is maximized in end points. \(h(x, y) = |G(\tau^* (x - y) + y) - G(y)|\) is maximized if \(y = 0, 1\).

When \(y = 0, 1\), \(h(x, y) = |G(\tau^* (x - y) + y) - G(y)| = |G(\tau^* (x - y) + y)|\). Note that \(|G(x)|\) and \(|G(1 - x)|\) are increasing functions when \(x\) is sufficiently small when \(G(x)\) is convex. Thus, to maximize \(h(x, y)\), we should pick \(|x - y| = 1\) to maximize \(|\tau^*(x - y)|\). Therefore, \(|G(\tau^* (x - y) + y)| \leq \max\{|G(\tau^*), |G(1 - \tau^*)|\} \leq |G(\tau^*)| + |G(1 - \tau^*)|\).
\[
\max_{q_i, q} |g(\tau^*) - g(0)| \\
\leq \max_{q_i, q} \sum_{\sigma \in \Sigma_E} |G(\tau^* q_i(\sigma) + (1 - \tau^*) q(\sigma)) - G(q(\sigma))| \\
\leq n_E \max_{x, y} h(x, y) \\
\leq n_E (|G(\tau^*)| + |G(1 - \tau^*)|)
Recall that $\tau^* := \frac{\epsilon \Pr[X_A = 0]}{1 + \epsilon \Pr[X_A = 1]} \leq \epsilon$,

$$|\gamma(M'_j) - \gamma(M_j)| \leq 2(g(\tau^*) - g(0)) + 2\epsilon \leq 2nE(|G(\tau^*)| + |G(1 - \tau^*)|) + 2\epsilon \leq 2nE(|G(\epsilon)| + |G(1 - \epsilon)|) + 2\epsilon$$

(when $x$ is small, both $|G(x)|$ and $|G(1 - x)|$ are increasing functions.)

Proof of Lemma 19.

**Definition 21** (Bad pair). We say a pair $(x_B, x_B')$, $x_B, x_B' \in \Sigma_B, x_B \neq x_B'$ is bad for a event $E$ if

$$\Pr[X_E = 1 | E, X_B = x_B] = \Pr[X_E = 0 | E, X_B = x_B']$$

Intuitively, a bad pair cannot be distinguished conditioning on event $E$.

According to Claim 12, to guarantee the total expected payment being maximal, we should guarantee the information is fully aggregated, that is, Alice should identify all “meaningful” information from Bob. If there exists a pair $(x_B, x_B'), x_B, x_B' \in \Sigma_B, x_B \neq x_B'$ such that

$$\Pr[X_E = 1 | X_A = x_A, X_B = x_B] = \Pr[X_E = 1 | X_A = x_A, X_B = x_B']$$

then distinguishing the event $X_B = x_B$ and the event $X_B = x_B'$ is not meaningful for Alice since she can think of $x_B, x_B'$ as one signal without losing any information. Therefore, without loss of generality, we assume every pair $(x_B, x_B')$ is good for at least one $X_A = x_A$.

We start our construction for $M(\epsilon)$. Adopting $M(\epsilon)$ helps Alice identify all meaningful information of Bob means for every announced signal $\sigma$, there does not exist any bad pair $(X_B = x_B, X_B = x_B')$ conditioning on Alice announced $X'_A = \sigma$ where $X'_A := M(\epsilon)(X_A)$.

We define $X_A := M(X_A)$. We will show by changing each entry of $M$ at most $\epsilon$ at most, we can fix a bad pair and will not produce more bad pairs. In the end, we fix all bad pairs and construct $M(\epsilon)$ that satisfies (i) and (ii).

For a bad pair $(x_B, x_B')$ conditioning on that event that Alice announces $X_A = \sigma$ in stage 1. We know

$$1 - \Pr[X_E = 1 | X_B = x_B, X_A = x_A] 
= \frac{\Pr[X_E = 1 | X_B = x_B, X_A = x_A]}{\Pr[X_E = 1 | x_B, X_A = x_A]} 
= \frac{\Pr[X_E = 1 | X_B = x_B, X_A = x_A]}{\Pr[X_E = 1 | x_B, X_A = x_A]} 
\sum_{X_A = x_A} \Pr[X_E = 1 | X_B = x_B, X_A = x_A] \Pr[X_E = 1 | x_B, X_A = x_A] 
\sum_{X_A = x_A} \Pr[X_E = 1 | x_B, X_A = x_A] \Pr[X_E = 1 | x_B, X_A = x_A] 
\sum_{X_A = x_A} \Pr[X_E = 1 | x_B, X_A = x_A] \Pr[X_E = 1 | x_B, X_A = x_A]$$

for all $x_E$.

Note that we have assumed that for every pair is good for at least one $X_A = x_A$. Suppose $(x_B, x_B')$ is good for $X_A = x_A$. If we add an $\epsilon$ in entry $M(x_A, \sigma)$ (if $M(x_A, \sigma) > 1 - \epsilon$ we can subtract an $\epsilon$ and the analysis is similar. We can pick sufficiently small $\epsilon$ to guarantee either $0 \leq M(x_A, \sigma) + \epsilon \leq 1$ or $0 \leq M(x_A, \sigma) - \epsilon \leq 1$ and tune other $M(x_A, \sigma'), \sigma' \neq \sigma$ arbitrarily
The proper scoring rule we use in the experiment is the logarithmic scoring rule. Now let us look at the difference between the denominator and numerator of formula (8) can be represented as

\[ \lambda \epsilon^2 + \mu \epsilon \]

Since \( \lambda \neq 0 \), we can always pick a sufficiently small \( \epsilon_0 > 0 \) such that \( \lambda \epsilon^2 + \mu \epsilon \neq 0 \) for all \( 0 < \epsilon < \epsilon_0 \). For good pair \((y_B, y'_B)\) for signal \( \sigma' \),

\[ \Pr[X_E = x_E, X_B = y_B, X_\sigma = \sigma'] \Pr[X_B = y'_B, X_\sigma = \sigma'] \neq 1 \]

The time depends on the number of bad pairs we need to fix since we fix them one by one. The number of bad pairs is at most \( O(mn^2_B) \). Thus we need \( O(mn_A n_B^2 n_E) \) time to finish the construction and \( \max_{x_A, \sigma} |M(x_A, \sigma) - M(\epsilon)(x_A, \sigma)| \leq \Theta(mn^2_B \epsilon) \).

### B Experiment Inputs

The proper scoring rule we use in the experiment is the logarithmic scoring rule. Now we give the input joint distributions over \( X_A, X_B, X_E \) for the three examples. All of \( X_A, X_B, X_E \) are binary random variables in this case. Therefore, we can show the input joint distribution via two \( 2 \times 2 \) matrices. \( U_1 = \Pr[X_A = 1, X_B, X_E] \) is a matrix where \( U_1(i, j) = \Pr[X_A = 1, X_B = i, X_E = j] \) and \( U_2 = \Pr[X_A = 2, X_B, X_E] \) is a matrix where \( U_2(i, j) = \Pr[X_A = 2, X_B = i, X_E = j] \).
An Axiomatic Study of Scoring Rule Markets

Rafael Frongillo\textsuperscript{1} and Bo Waggoner\textsuperscript{2}

\textsuperscript{1} Colorado University, Boulder CO, USA  
raf@colorado.edu

\textsuperscript{2} University of Pennsylvania, Philadelphia PA, USA  
bwag@seas.upenn.edu

Abstract

Prediction markets are well-studied in the case where predictions are probabilities or expectations of future random variables. In 2008, Lambert, et al. proposed a generalization, which we call "scoring rule markets" (SRMs), in which traders predict the value of arbitrary statistics of the random variables, provided these statistics can be elicited by a scoring rule. Surprisingly, despite active recent work on prediction markets, there has not yet been any investigation into more general SRMs. To initiate such a study, we ask the following question: in what sense are SRMs "markets"? We classify SRMs according to several axioms that capture potentially desirable qualities of a market, such as the ability to freely exchange goods (contracts) for money. Not all SRMs satisfy our axioms: once a contract is purchased in any market for prediction the median of some variable, there will not necessarily be any way to sell that contract back, even in a very weak sense. Our main result is a characterization showing that slight generalizations of cost-function-based markets are the only markets to satisfy all of our axioms for finite-outcome random variables. Nonetheless, we find that several SRMs satisfy weaker versions of our axioms, including a novel share-based market mechanism for ratios of expected values.
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1 Introduction

The goal of a prediction market is to collect and aggregate predictions about some future outcome $Y$ taking values in $Y$; common examples arise from sporting, political, meteorological, or financial events. Prediction markets work by offering financial contracts whose payoffs are contingent on the eventually-observed value of $Y$. The agent’s choices are interpreted, by revealed preference, as predictions about $Y$, and thus the final state of the market is interpreted as an aggregation of agent beliefs.

Hanson [13] observed that one can design a prediction market using a proper scoring rule, which is a contract $S(p', y)$ that scores the accuracy of prediction $p'$ (a probability distribution over outcomes) upon outcome $Y = y$. The relevant guarantee is that the expected score $\mathbb{E}_{Y \sim p} S(p', Y)$ is maximized when the agent reports their true belief $p' = p$. In Hanson’s scoring rule market (SRM), traders arrive sequentially and report their belief $p_t$, and are eventually paid $S(p_t, y) - S(p_{t-1}, y)$ when $Y = y$ is revealed.

\textsuperscript{*} A full version of the paper is available at \url{https://arxiv.org/abs/1709.10065}

\textsuperscript{1} We will use this term in lieu of the standard market scoring rule (MSR), as the latter could refer to either the scoring rule or the market mechanism.
In many cases, a market designer may only be interested in specific statistics, called properties, of trader beliefs, rather than the entire distribution over the outcome $Y$. Lambert et al. [14] observed that SRMs can be generalized to arbitrary scoring rules $S(r, y)$, wherein traders are paid $S(r_t, y) - S(r_{t-1}, y)$; if the expected value of $S$ is maximized by reporting the value of a particular property, in which case we say $S$ elicits the property, then the market should intuitively aggregate trader beliefs about the property in question. For example, one could design a “median market” by leveraging the fact that $S(r, y) = -|r - y|$ elicits the median of the distribution of $Y$, and we might expect the corresponding SRM to aggregate predictions about the median of $Y$.

Surprisingly, apart from exploring which properties are elicitable, practically nothing is known about these general SRMs beyond those for expected values [13, 8, 2]. Here SRMs can be rephrased into a dual “cost-function-based” formulation where traders buy and sell shares in some securities $\phi_1, \ldots, \phi_k \in \mathbb{R}^Y$, and the market prices reveal the trader’s belief about the expected value of $\phi : Y \rightarrow \mathbb{R}^k$ (§ 2.2, 5). The literature on prediction markets focuses on this setting, in which one can more easily study traditional market quantities like liquidity and depth.

In this paper, we step beyond expected values and study SRMs as a whole. Our first contribution is identifying which questions to ask of general SRMs. In particular, we ask the following.

1. In what sense can we think of SRMs as “markets” in the traditional sense?
2. Specifically, which SRMs behave like share-based markets, in the sense that traders can always “sell” their shares for some nontrivial price?
3. Which SRMs if any maintain the known desirable characteristics of the cost-function-based framework, such as bounded worst-case loss and no arbitrage?

To answer these questions, we introduce axioms, and then study SRMs based on the property they elicit—as we will see, for example, markets eliciting modes will satisfy different axioms than those for medians, regardless of the scoring rules chosen. Our primary focus is the trade neutralization (TN) axiom, which captures question (2) above: traders holding a contract from the market maker can “sell” it for a nontrivial price, receiving more from transaction than the worst-case payoff of the contract. (Otherwise, traders would just keep their holdings regardless of their belief.)

**Summary and results.** After reviewing prediction markets and scoring rules (§ 2), we introduce our axioms (§ 3). We then classify modes, finite properties, medians, quantiles, and expectations, according to what axioms their markets can satisfy (§ 4).

In § 5, we give our main result: any SRM satisfying trade neutralization must be a certain form of generalized cost-function-based market (Theorem 16). We note that unlike in prior work on cost functions [2], this result applies to any SRM for any property; so in a sense, it says that only close relatives of expectations can be elicited by any market satisfying trade neutralization.

Our main result raises the question of whether a meaningful relaxation of trade neutralization is satisfied by a broader class of markets. We show that this is indeed the case: markets for ratios of expectations (§ 6) and for expectiles (full version of the paper) both satisfy “weak neutralization” (Axiom 5) but not trade neutralization. While these results suggest that a characterization of weak neutralization is an exciting future direction, they also yield new prediction market mechanisms worthy of attention on their own. For example, as we describe in § 6, our new market framework for ratios of expectations exchanges a security (random variable) not for cash but for units of another security, thereby revealing
trader beliefs about the ratio of their expectations. Finally, we conclude in § 7 with open questions, and a discussion of other properties, elicitation complexity, and alternative market formulations. The Appendix contains all omitted proofs.

Relation to prior work. While we discuss related work in § 2, it is important to distinguish our main result from prior characterizations of cost-function-based markets in the literature. In particular, as mentioned above, cost-function-based markets are known to be equivalent to scoring rules that elicit expected values [13, 8, 2]. In contrast, we ask which among a very broad family of mechanisms satisfy certain basic “market” axioms, and find that such mechanisms must fall into (a minor generalization of) the cost-function-based framework. Indeed, based on the above known equivalence, we further conclude that our axioms imply the elicitation of expected values, though weakening them slightly allows us to elicit ratios of expectations (§ 6) and expectiles (full version) while still retaining some sense of a “market”.

2 Aggregating Information with Prediction Markets

The goal of a prediction market is to crowdsourc e and aggregate beliefs of participants about some future event. It does so by allowing participants to buy and sell contracts which have different payoffs depending on the outcome of the event, and inferring a prediction from the participants’ choices. In this section, we formally define the class of such markets that we study, scoring rule markets (SRMs), with references to previous work. For other related work, see above and § 7.

2.1 Outcomes and contracts

Let \( \mathcal{Y} \) denote the outcome space of interest to the market designer and \( Y \) a future event or random variable taking values in \( \mathcal{Y} \). The designer will in general allow traders to select contracts \( d \in \mathbb{R}^{\mathcal{Y}} \) from a list offered by the market, which can be thought of as vectors when \( \mathcal{Y} \) is a finite set. The interpretation of a contract \( d \) is that, when \( Y \) is eventually revealed, the market maker will pay the agent a net payoff \( d(Y) \), which may be negative. Its expected payoff under distribution \( p \) on \( Y \) is written \( E_p d(Y) \), which could be thought of as an inner product between \( p \) and \( d \).

Note that under this formulation, any initial payment the agent might make is folded in to \( d \). Specifically, letting \( 1 \in \mathbb{R}^{\mathcal{Y}} \) denote the “all-ones” contract \( 1(y) = 1 \forall y \in \mathcal{Y} \), then a contract \( d \) could be written \( d = d' - \alpha 1 \), interpreted as paying a price of \( \alpha \) now for the contract \( d' \), whose payoff will be revealed when \( Y \) is observed. We assume agents are indifferent to timing of payments and just wish to maximize total expected payoff. We may occasionally abuse terminology by referring both to contracts \( d \) which “fold in” initial payments and to contracts \( d' \) having an additional “price” \( \alpha \).

2.2 Automated market makers

When designing prediction markets, rather than a typical continuous double auction (“stock exchange”) mechanism, it is common to employ a centralized automated market maker, which

---

2 To see this, note that a trader willing to “buy” one unit of \( d \in \mathbb{R}^{\mathcal{Y}} \) in exchange for \( c \) units of \( b \in \mathbb{R}^{\mathcal{Y}} \) is effectively expressing the belief \( E d > c E b \), i.e., \( E d/E b > c \). Similarly, selling at this “price” reveals the belief \( E d/E b < c \).
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Abernethy et al. [5], we consider a generic market making algorithm, termed a mechanism, that specifies the set of contracts available at each time. In general, this may depend on the entire past history of the market, and is represented as a mapping \( F \) that, given a report \( r \in \mathcal{R} \) of the participant, returns the corresponding contract. More formally, the contract given to a participant who chooses report \( r_t \) given the past history of reports \( r_1, \ldots, r_{t-1} \) is denoted \( F(r_1, r_2, \ldots, r_{t-1}) \in \mathbb{R}^\mathcal{Y} \). The net payoff to the trader upon outcome \( y \in \mathcal{Y} \) will be denoted \( F(r_t, y| r_1, \ldots, r_{t-1}) \).

A popular instantiation of such a mechanism is the cost-function-based market maker, in which \( \mathcal{R} = \mathbb{R}^k \) and \( F(r_t, y| r_1, \ldots, r_{t-1}) = (r_t - r_{t-1}) \cdot \phi(y) - (C(r_t) - C(r_{t-1})) \), where \( C: \mathbb{R}^k \rightarrow \mathbb{R} \) is convex and \( \phi: \mathcal{Y} \rightarrow \mathbb{R}^k \) [2]. This payoff function corresponds to a trader making a fixed payment \( C(r_t) - C(r_{t-1}) \) in return for a bundle \( r = r_t - r_{t-1} \in \mathbb{R}^k \) of shares in the securities \( \phi_1, \ldots, \phi_k \in \mathbb{R}^\mathcal{Y} \), i.e. \( r_t \) units of security \( \phi_t \), for an up-front cost paid to the market maker in terms of \( C \). Among the several nice properties of this market maker, one can see that a trader who believes \( E \phi = x \) (a vector in \( \mathbb{R}^k \), the component-wise expectation) has an incentive to buy or sell securities until \( \nabla C(r_t) = x \), thereby revealing their belief.

### 2.3 Scoring rule markets for properties

The goal of the market is to incentivize a good prediction for some property or statistic of \( Y \), such as the median or mean. Thus, much work considers prediction markets relying on proper scoring rules, which are contracts designed to elicit a single agent’s belief (i.e. the case \( T = 1 \) of a market) [7, 12]. While originally designed to elicit an entire distribution over the outcome \( Y \), in many cases, for example when \( \mathcal{Y} \) is very large or even infinite, one may be interested in obtaining only summary information about this distribution. It is therefore natural to consider scoring rules which elicit such statistics, or properties, of distributions.

Here and throughout the paper, \( \mathcal{P} \) is a set of distributions of interest on the domain \( \mathcal{Y} \), for example, the distributions with full support, with finite expectation, or so on.

**Definition 1.** A property \( \Gamma: \mathcal{P} \rightarrow \mathcal{R} \), which associates a set of correct report values to each distribution. We require \( \Gamma \) to be non-redundant, meaning \( \Gamma^{-1}(r) \not\subseteq \Gamma^{-1}(r') \) for any reports \( r, r' \in \mathcal{R} \) (i.e. we cannot have \( r \in \Gamma(p) \Rightarrow r' \in \Gamma(p) \) for all \( p \)). A property is single-valued if each \( p \) maps to exactly one report, in which case we write \( \Gamma \) as a function \( \Gamma: \mathcal{P} \rightarrow \mathcal{R} \).

A scoring rule \( S(r, y) \) simply provides a payoff based on a reported value of the property and the observed outcome \( y \). We say the scoring rule elicits the property if the correct report is incentivized.

**Definition 2.** A scoring rule \( S: \mathcal{R} \times \mathcal{Y} \rightarrow \mathbb{R} \) elicits a property \( \Gamma: \mathcal{P} \rightarrow \mathcal{R} \) if for all \( p \in \mathcal{P} \), \( \Gamma(p) = \arg\max_{r \in \mathcal{R}} E_p S(r, Y) \) where \( Y \sim p \). When \( \Gamma \) is single-valued, this condition becomes \( \{\Gamma(p)\} = \arg\max \{\cdots\} \). A property is elicitable if some scoring rule elicits it.

Some properties are not elicitable, meaning there is no way to score reports of their value based on an observed outcome in a manner which incentivizes truthfulness. A classic example is the variance of a distribution, which does not have convex level sets (mixtures of distributions with the same variance have higher variance in general), a necessary condition for practical reasons behind this design choice.
for elicitability [14]. (For such non-elicitable statistics, one could still discuss their elicitation complexity, the number of reports needed to compute the desired property post-hoc; we discuss this concept in § 7.) However, several well-known statistics are elicitable properties, including expected values, medians, quantiles, expectiles, and ratios of expectations.

Combining the concept of scoring rules for properties with scoring rule markets yields the following natural prediction market mechanism for an arbitrary property $\Gamma$:

\[ P \Rightarrow R \text{ elicited by } S [13, 14, 4]. \]

Initialize the market state at some $r_0 \in \mathbb{R}$. When trader $t = 1, \ldots, T$ arrives, they can choose to update the market state to any $r_t \in \mathbb{R}$, and once the outcome $y \in \mathcal{Y}$ is revealed, the market maker will pay the trader $S(r_t, y) - S(r_{t-1}, y)$. We can again express this mechanism using our $F$ notation above (we will later relate $F$ to $\Gamma$).

▶ Definition 3. A scoring rule market for scoring rule $S : \mathcal{R} \times \mathcal{Y} \rightarrow \mathbb{R}$ and initial state $r_0 \in \mathbb{R}$ is the mechanism $F(r_t, y | r_1, \ldots, r_{t-1}) = S(r_t, y) - S(r_{t-1}, y)$.

For brevity, we will simply write $F(r', y | r) = S(r', y) - S(r, y)$, or using contract notation $\vec{F}(r' | r) = \vec{S}(r') - \vec{S}(r)$, where of course $\vec{S}(r) = S(r, \cdot)$.

3 Axioms and Preliminaries

To motivate our choice of SRMs, we consider two preliminary axioms in the full version of the paper that turn out to characterize SRMs; here, we briefly summarize. Incentive-compatibility (IC) states that agents maximize expected payment by choosing contracts that reveal their true belief about $\Gamma(p)$, for the property $\Gamma$ chosen by the market maker. We note that previous work [2, 5] did not explicitly consider IC, but it arose as a consequence of cost-function markets revealing expected values. In this work, however, IC is a primary axiom as we consider markets designed to elicit particular properties, but also a weak one in that essentially every scoring rule elicits some (potentially set-valued) property. Path-independence (PI), an axiom appearing in prior work on prediction markets [2], ensures that a participant cannot gain more by making multiple trades in a row than by simply making the single optimal trade immediately. In the full version, we show that any mechanism which satisfies both PI and IC is an SRM for a property $\Gamma$. It is conceptually similar to results for markets eliciting the mean [2, 5], but more general as it holds for any property.

▶ Theorem 4. A mechanism satisfies PI and IC for property $\Gamma$ if and only if it is a scoring rule based market (SRM) with some scoring rule $S$ that elicits $\Gamma$.

Henceforth, unless otherwise noted we assume PI and IC, which is to say we focus on SRMs.

3.1 Arbitrage and Bounded Loss

We now express two time-honored axioms in our notation: no arbitrage, and bounded worst-case loss. Recall that we write $1 \in \mathbb{R}^\mathcal{Y}$ to mean the contract paying out $1(y) = 1$ for each $y \in \mathcal{Y}$. We also will write $\inf d = \inf_{y \in \mathcal{Y}} d(y)$ and $\sup d = \sup_{y \in \mathcal{Y}} d(y)$ to denote the payout bounds of contract $d \in \mathbb{R}^\mathcal{Y}$; note that we use infima and suprema as $\mathcal{Y}$ may be infinite, for example when $\mathcal{Y} = \mathbb{R}$.

The following axiom has been a desiderata since the inception of prediction markets: the market maker should not risk losing an unbounded amount of money.

▶ Axiom 1 (Worst-Case Loss (WCL)). An SRM $F$, initialized at $r_0$, satisfies WCL with bound $B \geq 0$ if for all $r \in \mathcal{R}$, $\sup \vec{F}(r | r_0) \leq B$. 
As of course $\tilde{F}(r|r_0) = \tilde{S}(r) - \tilde{S}(r_0)$, WCL simply says that the scoring rule $S$ is bounded relative to the initial score $S(r_0, \cdot)$.

Another classic condition for a market mechanism is that a trader should never have an opportunity to make a guaranteed (risk-free) profit. In our contract notation, this means traders should never be able to purchase a contract $d$ for less than its minimum payoff $\inf d$, or equivalently, the net contract provided to traders should not be unconditionally positive.

**Axiom 2 (No Arbitrage (ARB)).** SRM $F$ satisfies ARB if $\forall r, r' \in \mathcal{R}$, $\inf \tilde{F}(r'|r) \leq 0$.

Equivalently, $F$ satisfies ARB if for every trade, there is an outcome yielding a profit at most 0. The no-arbitrage condition was crucial in deriving cost-function-based markets in terms of convex conjugate duality [2]. Surprisingly, it turns out that any SRM satisfies no-arbitrage automatically if it is incentive-compatible.

**Proposition 5.** SRM $F$ satisfies ARB if it is IC for some property $\Gamma \supseteq \mathcal{R}$.

**Proof.** If $0 < \inf \tilde{F}(r'|r) = \inf[\tilde{S}(r') - \tilde{S}(r)]$, then for all $y \in \mathcal{Y}$, $\tilde{S}(r', y) > \tilde{S}(r, y)$. Thus, for any $p \in \mathcal{P}$, $\mathbb{E}_p \tilde{S}(r', Y) > \mathbb{E}_p \tilde{S}(r, Y)$, so $r$ cannot be an optimal report for any $p$, contradicting non-redundancy (as $\Gamma^{-1}(r) = \emptyset \subseteq \Gamma^{-1}(r')$).

### 3.2 New Axioms

We now identify several new axioms that capture desirable characteristics of prediction markets. The first is motivated by traditional markets, wherein a trader can always “neutralize” or “liquidate” their holdings. For example, if a trader buys a bar of gold, apart from apocalyptic scenarios, she can always sell it at any time for a strictly positive price. As another example, a trader holding an Arrow-Debreu contract, paying $1 upon event $E$ and $0$ otherwise, should be able to sell it for some nonzero (perhaps very low) price. More generally, if the contract purchased was $d \in \mathbb{R} \setminus \{0\}$ and is non-constant, the trader should receive strictly more than $\inf d$ in cash (in both examples above, $\inf d = 0$). This condition is the trade neutralization (TN) axiom, which we now give along with two variants, one stronger and one weaker.

**Axiom 3.** An SRM satisfies *Trade Neutralization (TN)* if for all trades $r_1 \rightarrow r_1'$, and all reports $r_2$, there is a trade $r_2 \rightarrow r_2'$ such that $\tilde{F}(r_1'|r_1) + \tilde{F}(r_2'|r_2) = c1$ for some scalar $c > \inf \tilde{F}(r_1'|r_1)$.

**Axiom 4.** An SRM satisfies *Portfolio Neutralization (PN)* if for all sets of trades $r_i \rightarrow r_i'$, $1 \leq i \leq m$, and all reports $r$, there is a trade $r \rightarrow r'$ such that $\tilde{F}(r'|r) + \sum_i \tilde{F}(r_i'|r_i) = c1$ for some scalar $c > \inf \left[\sum_{i=1}^{m} \tilde{F}(r_i'|r_i)\right]$.

**Axiom 5.** An SRM satisfies *Weak Neutralization (WN)* if for all trades $r_1 \rightarrow r_1'$, and all reports $r_2$, there is a trade $r_2 \rightarrow r_2'$ such that $\inf \left[\tilde{F}(r_1'|r_1) + \tilde{F}(r_2'|r_2)\right] > \inf \tilde{F}(r_1'|r_1)$.

Portfolio neutralization (PN) is stronger than TN: for any *set* of purchased contracts, a trader should be able to sell the entire portfolio for more than its minimum payoff, all in one go, at any time. Surprisingly, we will see that in fact TN is equivalent to PN (Theorem 16). Similarly, weak neutralization (WN) is weaker than TN, as it only requires that a trader

---

Note that this equivalence does not follow from path independence (PI), which only refers to consecutive sequences of trades. PN is most interesting for nonconsecutive trades, e.g. the same contract $r \rightarrow r'$ purchased multiple times.
be able to improve her worst-case payoff, but not necessarily render her holdings outcome-independent. More precisely, WN states that traders holding a non-constant contract \( d \) should be able to purchase a contract \( d' \) such that \( \inf[d + d'] > \inf d \). Note that WN is not far off from TN in the sense that a WN market maker allowing traders to exchange any contract for the cash value of its worst-case payout, a favorable option for the market maker, would satisfy TN: a trader can purchase \( d' \) as above, and then exchange \( d + d' \) for \( (\inf(d + d'))I \), thus neutralizing while improving the worst-case payout. In fact, path independence (PI) ensures that the trader can do both in a single trade.

Note that the inequalities above are all strict. If we replaced them by weak inequalities, then WN would be trivially satisfied by essentially every conceivable mechanism: by just keeping your current contract \( d \), you are guaranteed a payoff of at least \( \inf d \), by definition. This makes intuitive sense, as unless the contract \( d \) is constant, it strictly dominates \( (\inf d)I \), so no rational trader would ever consent to trading \( d \) for \( (\inf d)I \). The strict inequality thus captures a reasonable possibility for traders to “sell back” their previously-purchased contracts, in the sense that there is some belief a trader could hold where such a trade would be beneficial. More importantly, the strict inequalities ensure that the market maker does indeed “make a market”: the defining quality of a market maker is a willingness to buy or sell securities at some price, but prices equal to the best- or worst-case payoff of the securities are equivalent to refusing to buy or sell, as no rational trader regardless of belief would accept such a trade.

Our final axiom says that traders with arbitrarily small budgets who disagree with the current prediction can always make some profitable trade. In other words, as the overall market scales larger relative to the maximum allowable loss \( \epsilon \) of individual traders, they still have incentives to participate (although naturally, the “size” of their updates will be small relative to the entire market). Thus, the following axiom captures scalability of a market both in terms of large numbers of individually small trader budgets and informational updates.

▶ Axiom 6. A market \( F \) satisfies bounded trader budget (BTB) if, for all market states \( r \) and beliefs \( p \) with \( \Gamma(p) \neq r \), and for all \( \epsilon > 0 \), there exists a contract \( F(r'|r) \) with \( \inf F(r'|r) > -\epsilon \) and \( E_p F(r', Y|r) > 0 \).

### 4 Central Examples

With our axioms in hand, we now turn to specific properties: the mode, median, quantiles, and expectations. For each, we wish to understand which axioms the corresponding SRMs can satisfy. As we will see, each of these properties has a unique signature with respect to our axioms.

#### 4.1 Mode and Finite Property Markets

Perhaps the simplest example of any SRM is the canonical mode market for a distribution on \( k \) outcomes \( Y = \{1, \ldots, k\} \), with report space \( R = Y \) and \( S(r, y) = I\{y = r\} \) (“$1 iff you guess correctly”). Here we find that even the weakest version of neutralization, WN, is violated: a trade moving \( r \) from 1 to 2 yields payoff \( I\{y = 2\} - I\{y = 1\} \), meaning this contract will lose the owner 1 if \( Y = 1 \). But if the current market state is, say, 3, then no report the agent can make will avoid this loss of 1 when \( Y = 1 \). For any report \( r' \), the final payoff is \( I\{y = 2\} - I\{y = 1\} - I\{y = 3\} + I\{y = r'\} \). See Figure 1.
An Axiomatic Study of Scoring Rule Markets

Intuitively, the lack of WN has negative implications for agents, who must take on risk that cannot be mitigated later. It also violates BTB: The potential agent loss from any trade is a constant 1, so an agent with a budget smaller than 1 will not be able to participate. This causes significant problems in practice for market designers as well, because the only values; see [15] for motivation and examples of such properties.

We emphasize that these characteristics are inherent to the mode, in the sense that they hold for any other scoring rule eliciting it. In fact, the same conclusions hold for markets eliciting any finite property $\Gamma : \mathcal{P} \to \{1, \ldots, k\}$, i.e. a property with a finite set of possible values; see [15] for motivation and examples of such properties.

**Theorem 6.** Any market for a finite property satisfies WCL, but not TN or BTB.

### 4.2 Mean and expectation markets

Consider now the mean of a random variable over the reals, $\mathcal{R} = \mathcal{Y} = \mathbb{R}$. (In this setting, we naturally take $\mathcal{P}$ to be the set of beliefs with well-defined expectations.) As an illustrative example, consider the scoring rule $S(r, y) = 2ry - r^2$, which elicits the mean. The corresponding SRM takes the form $F(r', y | r) = r^2 - (r')^2 + 2y(r' - r)$. Perhaps the first observation one makes is that, because $y \in \mathbb{R}$, any nontrivial trade leaves the trader exposed to unbounded potential loss, as well as unbounded potential gain. This implies that BTB and WCL cannot hold.

What about trade neutralization? Consider a trader holding the contract $\vec{F}(r'_1, y | r_1) = \alpha_1 + \alpha_2 y$ for constants $\alpha_1 = (r_1)^2 - (r'_1)^2$ and $\alpha_2 = 2(r'_1 - r_1)$. She would like to neutralize this position, so she must purchase some other contract of the form $\alpha_3 - \alpha_2 y$, so that her net position will be the constant $\alpha_1 + \alpha_2$. If the current market state is $r_2$, our hero can neutralize her previous trade by choosing $r'_2 = (r_1 - r'_1)$, so that $2y(r'_2 - r_2) = 2y(r'_1 - r_1) = 0$. Her worst-case liability decreases from $-\infty$ to a constant, showing that both WN and TN are satisfied. And in fact, even if she holds a set of contracts, her net position is simply the sum and can still be written in the form $\alpha_1 + \alpha_2 y$ and the same argument goes through; this shows that PN is also satisfied.

This example raises the questions of whether other markets eliciting the mean (if any) would have similar properties, and how this might depend on the random variable in question.

Motivated by this example, we now consider a much more general setting. Let $\phi : \mathcal{Y} \to \mathbb{R}^k$ be a given “random variable” and let $\Gamma(p) = \mathbb{E}_p[\phi(Y)]$ be its expected value. Such a $\Gamma$ is called a linear property. We call SRM $S$ an expectation market if $S$ is IC for such a $\Gamma$. For
Taking the form \( r \cdot y \), it follows relatively directly that such markets satisfy PN, as any position \( G \frac{d}{dG_r} \) is bounded, in which case the market defined by any \( G \) satisfies WCL for any \( f \). Letting \( \text{conv}(\phi(Y)) \) be the convex hull of the set of outcomes of the random variable \( \phi \), we have the following characterization of worst-case loss for expectation markets.

- **Proposition 7.** The linear property \( \Gamma(p) = E_p \phi(Y) \) has an expectation market satisfying WCL if and only if its domain \( \text{conv}(\phi(Y)) \) is bounded, in which case the market defined by any bounded \( G \) satisfies WCL.

- **Proposition 8.** The linear property \( \Gamma(p) = E_p \phi(Y) \) has an expectation market satisfying BTB if its domain \( \text{conv}(\phi(Y)) \) is bounded, in which case the market defined by any differentiable \( G \) satisfies BTB.

To illustrate, let us revisit the example at the beginning of this subsection, i.e. \( \phi(y) = y \) and \( S(r, x) = 2ry - r^2 \). (This corresponds to the convex function \( G(r) = r^2 \), up to a shift.) We saw that this market satisfies neither BTB nor WCL for \( Y = \mathbb{R} \), the entire real line. However, for \( Y = (0, 1) \), it satisfies both BTB and WCL, as \( \text{conv}(\phi(Y)) = (0, 1) \) and \( G \) is bounded and differentiable on this domain. Finally, recall that it also (intuitively) satisfied TN, and furthermore, PN. These qualities can be shown to generalize; in particular, prior work has shown that linear properties have nice cost function based markets. Such markets take the form \( F(r', y \mid r) = C(r) - C(r') + (r - r') \cdot \phi(y) \), for some convex function \( C \) and \( R = \mathbb{R}^k \). It then follows relatively directly that such markets satisfy PN, as any position (set of contracts held by a trader) can be written in the form \( d(y) = \alpha_1 + \alpha_2 \cdot \phi(y) \). This can be interpreted as a fixed payment of \( \alpha_1 \) and \( \alpha_2 \) “shares” in a “security” \( \phi(Y)_i \). To neutralize, when the current market state is \( r' \), it turns out to suffice to select the \( r \) satisfying \( r - r' = -\alpha_2 \).

- **Theorem 9.** On a finite outcome space, i.e. \( |\mathcal{Y}| < \infty \), for any linear property there exists an expectation market satisfying PN, WCL, and BTB.
4.3 Median and Quantile Markets

We previously gave an example of a “mean market” given by $S(r, y) = 2ry - r^2$, the scoring rule analog of squared loss $L(r, y) = (r - y)^2$. Perhaps the most natural statistic to investigate next is the median, elicited by the analog of “absolute loss”, $S(r, y) = -|r - y|$. What we find is surprising: unlike squared loss, the absolute loss market does not satisfy PN, and in fact does not even satisfy WN. We show a general version of this result: no market for the median, or indeed any quantile, can satisfy WN. On the other hand, while the mean market could not satisfy WCL except on bounded domains, there are median and quantile markets that can.

Our setting in this subsection is as follows. Letting $\mathcal{R} = \mathcal{Y} = \mathbb{R}$ and $\alpha \in (0, 1)$, the $\alpha$-quantile of probability distribution $p$ with continuous CDF is the $q_\alpha$ satisfying $\Pr[p | Y \leq q_\alpha(p)] = \alpha$. (The continuity assumption is dropped in the full version of the paper.) Of course, the median is simply $q_{1/2}$.

We first show that quantile markets do not satisfy WN: there may not be trades which improve the trader liability at all. Figure 3 gives an example with absolute loss.

\textbf{Theorem 10.} No SRM for any $\alpha$-quantile satisfies WN.

Despite this negative result, quantile markets satisfy a surprisingly strong positive property. Recall that the squared loss market with $S(r, y) = 2ry - r^2$, which elicits the mean of $Y$, could not hope to satisfy bounded worst-case loss if $\mathcal{Y} = \mathbb{R}$. And indeed, the absolute loss market $S(r, y) = -|r - y|$ shares this issue. There is an elegant work-around, however: one can use the sigmoid function $g(r) = e^r/(1 + e^r)$, or another strictly monotone transformation, to map reports continuously into the interval $(0, 1)$. Then $S(r, y) = -|g(r) - g(y)|$ is clearly bounded, but still proper, as strictly monotone functions commute with the median: for any $y$, all $y' \leq y$ are mapped below $y$ and all $y' \geq y$ are mapped above $y$, so the quantiles are simply mapped as well.

\textbf{Theorem 11.} For all $\alpha \in (0, 1)$, there is an SRM for the $\alpha$-quantile satisfying WCL.
Finally, quantiles also behave nicely with respect to bounded-budget traders. To see this for \( S(r, y) = -|r - y| \), notice that a small trade \( r \rightarrow r + \epsilon \) carries a liability of only \( \epsilon \), in the case \( Y < r \). (See Figure 3.) But any trade smaller than \( \epsilon \) can carry positive expected payoff for a trader if it moves the market closer to her belief.

\[ \text{Theorem 12.} \quad \text{If distributions in } \mathcal{P} \text{ do not contain point masses, then any } \alpha \text{-quantile market satisfies BTB.} \]

5 Characterizing Trade Neutralization

In this section, we will characterize mechanisms that satisfy trade neutralization (TN) when the set of outcomes is finite, \( |\mathcal{Y}| = n < \infty \). Recall that TN captures the quality of traditional markets, particularly in the sense of a “market maker”: the mechanism is always willing to buy back a contract it has previously sold, for a reasonable price.

TN may seem intuitively easy to satisfy, or at least might not appear to impose much structure on the market maker. In fact, we will see that the opposite is the case. To gain intuition for why TN might impose structure, recall that trades made by a participant must be interpretable as beliefs about the property the market is predicting. This applies to both intuition for why TN might impose structure, recall that trades made by a participant must be interpretable as beliefs about the property the market is predicting. This applies to both intuition for why TN might impose structure, recall that trades made by a participant must be interpretable as beliefs about the property the market is predicting. This applies to both intuition for why TN might impose structure, recall that trades made by a participant must be interpretable as beliefs about the property the market is predicting. This applies to both intuition for why TN might impose structure, recall that trades made by a participant must be interpretable as beliefs about the property the market is predicting. This applies to both intuition for why TN might impose structure, recall that trades made by a participant must be interpretable as beliefs about the property the market is predicting. This applies to both.
Finally, we must show that for any $h \in h$, we have $D = H - \{h\}$. Clearly $H - \{h\} \subseteq D$; for the converse, consider $d = h_1 - h_2$. By the above, $h + h_1 - h_2 \in H$, and thus $d = (h + h_1 - h_2) - h \in H - \{h\}$.

The implication of Lemma 13 is that under TN, we must have a highly structured set $D$ of possible contracts (modulo cash) available at all times with only the cash price for each contract changing depending on history. For example, a construction allowed by Lemma 13 is $D = \mathbb{Z}^k$ (the integer lattice of dimension $k$), and this is indeed possible. Looking ahead, we will see that this would be interpreted as offering to buy or sell an integer number of “shares” in each of $k$ different “securities” at any time. We give a $k = 1$ example in Figure 4.

We will need the following generalization of standard cost-function based markets.

**Definition 14.** The generalized cost-function based market parameterized by a convex “cost function” $C : \mathbb{R}^k \rightarrow \mathbb{R}$, “securities” $\phi : \mathcal{Y} \rightarrow \mathbb{R}^k$, and “share space” $Q \subseteq \mathbb{R}^k$ is the SRM of the form $F(r', y \mid r) = C(r) - C(r') + (r' - r) \cdot \phi(y)$ with report space at market state $r$ given by $\mathcal{R} = \{r + q : q \in Q\}$.

Recall that in standard cost-function markets, $Q = \mathbb{R}^k$, so that any trade $d = r - r' \in \mathbb{R}^k$ is allowable. Furthermore, here $d_i$ is interpreted as the number of shares purchased of security $\phi_i$. (For example, in the $D = \mathbb{Z}^k$ construction mentioned above, we also have $Q = \mathbb{Z}^k$, so traders may only purchase integer numbers of shares in this example.)

**Definition 15.** A cost-function based market defined by $C$ and $\phi$ is open if $C$ is differentiable and\footnote{We write $\text{int}(A)$ for the interior of the set $A$ and $\text{conv}(A)$ for its convex hull.} $\nabla C(q) : q \in \mathbb{R}^k = \text{int}(\text{conv}(\phi(\mathcal{Y})))$. It is quasi-open if for every pair of “share vectors” $q, v \in Q$ and subgradient $x \in \partial C(q)$, we have $x \cdot v < \max_{y \in \mathcal{Y}} v \cdot \phi(y)$.

To see that quasi-openness is a relaxation of openness, we comment that if we required the condition to hold for all $v \in \mathbb{R}^k$, then it would be equivalent to $\cup_{q \in Q} \partial C(q) \subseteq \text{int}(\text{conv}(\phi(\mathcal{Y})))$, which is a clear relaxation of openness; and quasi-openness requires somewhat less, as it only must hold for all $v \in Q$.
Theorem 16. Let SRM $F$ which is IC for $\Gamma$ be given. Then $F$ satisfies TN if and only if it is a generalized cost-function-based market for securities $\phi : Y \rightarrow \mathbb{R}^k$, where:

(i) The share space $Q$ of possible purchases is an additive subgroup of $\mathbb{R}^k$, and 
(ii) The market is quasi-open.

Moreover, TN implies PN.

Proof. For the forward direction, that TN implies cost-function-based and PN, we proceed in five parts: (1) construct a basis for $D$, which will be the securities $\phi$; (2) rewrite $\tilde{F}$ in terms of that basis; (3) show that the map from reports to “shares” is bijective; (4) extract the cost function $C$ from the share representation of $F$; (5) show that $C$ satisfies our relaxed version of openness. For the converse, we will appeal to Theorem 22.

1. Basis of $D$. By Lemma 13, $D$ is an additive subgroup of $\mathbb{R}^Y$. Let $d^1, \ldots, d^k \in D$ be a basis for the linear span of $D$. We can now write our securities in terms of this basis: define $\phi : Y \rightarrow \mathbb{R}^k$ by $\phi(y)_i = d^i_y$. It will be convenient to work with $\phi$ in matrix form $\Phi \in \mathbb{R}^{n \times k}$, which naturally we define as $\Phi_{y,i} = \phi(y)_i$. Thus, we now have $D = \{ \Phi \cdot q : q \in Q \}$ where $Q$ is an additive subgroup of $\mathbb{R}^k$.

2. Rewrite $\tilde{F}$. By the definition of $D$ as the range of $F$ modulo $I$, and the decomposition above, we know that for every $r, r' \in R$ we can write $\tilde{F}(r'|r) = \tilde{F}(r'|r) + \epsilon I$ for some $\epsilon \in \mathbb{R}^k$ and $\epsilon \in R$. Thus, letting $r_0$ be the initial state of the given SRM, we have functions $g : R \rightarrow \mathbb{R}$ and $\psi : R \rightarrow \mathbb{R}^k$ such that for all $r \in R$, $\tilde{F}(r|r_0) = \Phi \cdot v(r) + g(r) I$. By definition $\Phi \cdot v(r) \in D$ and thus we must have $v(r) \in Q$, meaning we can write $v : R \rightarrow Q$. Note that the expected payoff when $Y \sim p$ can now be written $\mathbb{E}_p \tilde{F}(r,Y|y_0) = p^\top \Phi v(r) + g(r)p^\top I = \mathbb{E}_p \phi \cdot v(r) + g(r)$.

3. The map $v : R \rightarrow Q$ is a bijection. Surjectivity of $v$ follows from the fact that transformation by the change of basis matrix $\Phi$ is a bijection, as by definition we are simply rewriting elements of $D$ via elements of $Q$. For injectivity, we will use IC. Suppose $v(r) = v(r')$. If $g(r) = g(r')$, $\Gamma$ is not non-redundant as $\tilde{F}(r|r_0) = \tilde{F}(r'|r_0)$, so clearly $\Gamma(p) = r \iff \Gamma(p) = r'$. Thus without loss of generality $g(r) > g(r')$, which implies $r' \notin \arg\max \mathbb{E}_p \phi \cdot v(x) + g(x) = \arg\max \mathbb{E}_p F(x,Y|y_0)$ for any $p' \in P$, so $r'$ cannot be in the range of $\Gamma$ at all (i.e. the report $r$ dominates $r'$), a contradiction. Thus, $v$ is injective and hence a bijection.

4. Extracting the cost function. Now that we have a bijection from reports to “shares”, intuitively, we should just be able to take $C(q) = -g(v^{-1}(q))$. More care is needed, however, as $C$ must be convex with the correct subgradients. Let us define a convex function $G : X \rightarrow \mathbb{R}$ by $G(x) = \sup \mathbb{E}_p \phi \cdot x + g(x)$, which is the optimal expected score when $\mathbb{E}_p \phi = x$. By IC and the definition of $\psi$ above, we have $G(v) = v(r) \cdot x + g(r)$ if and only if $r \in \psi(x)$. Now we can define $C : \mathbb{R}^k \rightarrow \mathbb{R}$ as the conjugate of $G$, namely $C(q) = \sup_{x \in X} q \cdot x - G(x)$. Thus, we need only show that $C(v(r)) = -g(r)$, as alluded to above, as this would imply $F(r,y|y_0) = v(r) \cdot \phi(y) - C(v(r))$ as desired.

To make headway, we will appeal to convex analysis. First, we will establish that $G(x) = v(r) \cdot x + g(r) \iff v(r) \in \partial G(x)$, meaning if $r$ is the optimal report for expected value $x$, then $v(r)$ is a subgradient of $G$. This follows directly from the subgradient inequality; if $r$ is optimal for $x$, then for all $x'$, $G(x') = \sup_r v(r') \cdot x + g(r') \geq v(r) \cdot x + g(r) = G(x) + v(r) \cdot (x' - x)$, so $v(r) \in \partial G(x)$. Conversely, suppose $v(r) \in \partial G(x)$ but $r$ is optimal for some $x'$, so $G(x') = v(r) \cdot x' + g(r)$. The subgradient inequality gives $v(r) \cdot x' + g(r) = G(x') \geq G(x) + v(r) \cdot (x' - x)$, which implies $v(r) \cdot x + g(r) \geq G(x)$, so $r$ must be optimal for $x$ as well: $G(x) = v(r) \cdot x + g(r)$. In summary, we have $r \in \psi(x) \iff G(x) = v(r) \cdot x + g(r) \iff v(r) \in \partial G(x)$. By [18, Thm E.1.4.1], we immediately have $C(q) = q \cdot x - G(x) \iff q \in \partial G(x)$. Putting these
together, we have \( r \in \psi(x) \iff v(r) \in \partial G(x) \iff C(v(r)) = v(r) \cdot x - G(x) = -g(r) \). Thus, as every \( r \in \mathbb{R} \) is in the image of \( \psi \), we must have \( C(v(r)) = -g(r) \) for all \( r \).

5. \( C \) is (almost) open. We have established that \( F \) can be written as a cost-function-based market with securities \( \phi \) and a potentially nondifferentiable \( C \). To conclude this direction of the proof, suppose that for some \( x \in \partial C(q) \) we have \( x \cdot v \geq \max_{y \in Y} v \cdot \phi(y) \).

Following the proof of Theorem 22, we start the trader at \( q \) selling \( v \) (as \( (-v) \in Q \)) and place the state back at \( q \). To neutralize, the trader must now purchase \( v \in Q \), but by the same argument as before (using the fact that \( \partial C(\mathbb{R}^k) \subseteq X \) by construction of \( C \)), \( C(q + v) - C(q) = x \cdot v \geq \max_{y \in Y} v \cdot \phi(y) \), which contradicts TN.

Converse. Finally, for the reverse direction, we can simply repeat the proof of Theorem 22: if the trades \( v_i \) are elements of the group \( Q \) for all \( v_i \), then so is \( v = \sum_{v=1}^{n} v_i \). It only remains to be shown that the price is less than the worst-case payoff of \( v \), which follows from integrating the guarantee in (ii) as in Lemma 21.

Theorem 16 shows that, despite the apparent freedom allowed by the TN axiom, the only SRMs satisfying TN are cost-function-based, or variations thereof (see Figure 4). By way of contrast, note that apart from other axiomatic characterizations with axioms such as “information incorporation”, previous work has only established that cost-function-based market makers elicit expectations and satisfy TN [2], whereas here we show that in fact they are the only markets satisfying TN.

Given that a market satisfying TN must elicit expectations (or “discretized” expectations), the following natural question arises: does WN allow for a broader family of markets, for properties beyond expectations? If false, this would mean that TN and WN were equivalent in a formal sense. We now give an example which answers this question in the affirmative: a market for the ratio of expectations which (by virtue of not eliciting a discretized expected value) does not satisfy TN, but does satisfy WN. In the full version we give another such example: expectiles. Together, these examples show that WN is a potentially useful condition for the design of non-expectation prediction markets, and warrants further exploration.

6 Share-Like Market for Ratios of Expectations

From Theorem 16, we know that any SRM satisfying the TN axiom will effectively be a cost-function-based market dealing in shares of some set of securities, perhaps restricting trades to some discretization of the share space. As a corollary, all such TN markets must elicit an expected value either directly or indirectly, or perhaps a discretization thereof. Theorem 16 leaves open the possibility, however, of a “share-like” market for a property other than an expected value which satisfies WN but not TN. We now give one such example: a ratio of expectations.

Before diving into the formalism, let us expand on the intuition given in § 1. In a cost-function-based market, traders purchase bundles \( r \in \mathbb{R}^k \) of securities \( \phi : Y \rightarrow \mathbb{R}^k \), in exchange for paying some up-front cost \( C(r_t + r) - C(r_t) \) to the market maker in the form of cash. In other words, traders are exchanging the bundle \( r \) of securities \( \phi \) for an amount \( C(r + r_t) - C(r_t) \) of the security \( 1 \). The ratio of expectations market can be thought of similarly, but now traders exchange the bundle \( r \) of securities \( \phi \) for an amount \( C(r_t + r) - C(r_t) \) of some new security \( b \), which by convention will be nonnegative (and bounded away from 0 for infinite \( Y \)). In other words, the new market is exactly the same as the old, but the cost function is in units of the security \( b \) rather than cash (\( 1 \)). Immediately we can glean that, just as in a cost-function-based market traders with belief \( p \) had an incentive to trade until \( \nabla C(r_t) = E_p \phi \), i.e. the change in cost is equal to the expected security payoff, now traders
will trade until \( \nabla C(r_t) \mathbb{E}_p b = \mathbb{E}_p \phi \). Thus, the prices of the new market will be the market’s consensus about the ratio of expectations of \( \phi \) and \( b \), \( \nabla C(r_t) = \mathbb{E}_p \phi / \mathbb{E}_p b \).

What axioms does this new market satisfy? It would seem that its share-like nature could somehow circumvent Theorem 16 and satisfy TN, but of course this is not the case. As we will show, however, the ratio of expectations market does satisfy WN. First, we must formally define our new market.

Let \( \mathcal{Y} \) be a finite set. For \( \phi : \mathcal{Y} \to \mathbb{R}^k \) and \( b : \mathcal{Y} \to \mathbb{R} \) with \( \inf b > 0 \), we define the ratio of expectations \( \Gamma(p) = \mathbb{E}_p \phi / \mathbb{E}_p b \). As usual we assume that \( \phi \) is affinely independent, so \( \{ \mathbb{E}_p \phi : p \in \mathcal{P} \} \) is full-dimensional, and that \( \inf b > 0 \), which since \( \mathcal{Y} \) is finite is equivalent to the payoffs \( b(y) \) being positive for all \( y \in \mathcal{Y} \). A characterization of scoring rules eliciting \( \Gamma \) was shown by Frongillo and Kash [10], which extended the real-valued case given by Gneiting [11]: a scoring rule \( S \) elicits \( \Gamma \) if and only if,

\[
S(r, y) = b(y) G(r) + d G_r \cdot (\phi(y) - rb(y)) + f(y) ,
\]

where as in Theorem 18, \( G : \mathcal{R} \to \mathbb{R} \) is strictly convex with selection of subgradients \( dG \), and \( f \) is arbitrary (and, as usual, irrelevant for SRMs).

Our main result for this section is that essentially all “open” markets for \( \Gamma \) satisfy WN. The proof first applies convex conjugate duality to arrive at the cost-function-like market described above, and then applies facts about the usual cost-function-based framework (e.g. Lemma 21) to show that the prices for trading in a bundle must be strictly less than its worst-case payoff.

\[\textbf{Theorem 17.} \ A \ \text{ratio-of-expectations market for differentiable } G \ \text{and } \nabla G(\mathcal{R}) = \mathbb{R}^k \ \text{satisfies WN.}\]

\[\textbf{Proof.} \ \text{We construct a “cost function” } C(q) = \sup_{r \in \mathcal{R}} r \cdot q - G(r) \text{ as the convex conjugate of } G. \ \text{The corresponding scoring rule is } S_C(q, y) = \phi(y) \cdot q - C(q)b(y). \ \text{By assumption, } \nabla G : \mathcal{R} \to \mathbb{R}^k \text{ is a bijection, and thus markets } F_G \text{ with } G \text{ and } F_C \text{ with } C \text{ are equivalent. It therefore suffices to show that } F_C \text{ satisfies WN.} \]

Consider any trade \( q_1 \to q'_1 \) and let \( v = q'_1 - q_1 \). For any \( q_2 \), we will show that the trade \( q'_2 = q_2 - v \) satisfies WN. The difference in net payoff between the first and second trade is \( (C(q_2) - C(q_2 - v))b(y) - v \cdot \phi(y) \), so it suffices to show that this is always positive.

By the proof of Lemma 21, we then have for any \( q, w \in \mathbb{R}^k \)

\[
C(q + w) - C(q) < \sup_{x \in \mathcal{R}} x \cdot w = \max_{y \in \mathcal{Y}} (\phi(y)/b(y)) \cdot w .
\]

Taking \( q = q_2 \) and \( w = -v \), we have \( C(q_2) - C(q_2 - v) < \phi(y) \cdot (-v)/b(y) \) for all \( y \), which is equivalent to \( (C(q_2 - v) - C(q_2))b(y) > \phi(y) \cdot v \) for all \( y \), thus establishing WN.

By establishing WN for SRMs eliciting a ratio of expectations, we are essentially saying that these markets are “reasonable” and could plausibly aggregate trader beliefs effectively. It would be interesting to see how such markets perform in practice.

\[\section{Discussion and Directions} \]

We have presented market axioms for scoring rule markets (SRMs) and studied a handful of well-known statistics/properties to see which of these axioms their corresponding markets can satisfy. Interestingly, we have seen wide variation among the satisfied axioms, most dramatic of which are the neutralization axioms: TN is satisfied essentially exclusively by cost-function-based markets, whereas median/quantile and mode markets do not even satisfy
its weakest version WN. This raised the question of whether any market satisfied WN but not TN, i.e., whether any non-cost-function-based markets satisfied WN. We saw that indeed markets for ratios of expectations are one such example, and in the full version we show that markets for expectiles are another. As discussed in § 3, WN is nearly equivalent to TN, and thus these markets could be expected to perform similarly to cost-function-based markets.

We conclude with future directions and discussion.

Open questions. Our work leaves several questions open. There are of course many other properties to explore and categorize with respect to our axioms, and perhaps the most compelling question along these lines would be a characterization of SRMs satisfying WN, or of properties elicited by WN SRMs. We would also like to show that the share space \( Q \) in Theorem 16 is in fact isomorphic to \( \mathbb{R}^{k_1} \oplus \mathbb{Z}^{k_2} \), meaning that shares could be purchased with arbitrary precision in some directions but in units of some smallest purchase in others; this isomorphism would also mean that IC, TN, and BTB would imply cost-function-based markets without qualification. Finally, a construction of pseudo-barriers for arbitrary convex sets would allow Proposition 8 to be an “if and only if”, and would be interesting in their own right.

Other market forms. [19] study prediction markets from a more empirical perspective, and suggest a number of possible market formulations. One which is not covered here is to offer contracts \( d_r \) such that \( \mathbb{E}_p d_r = 0 \iff \Gamma(p) = r \). (This \( V(r, y) = d_r(y) \) is called an identification function.) They illustrate this idea with a market eliciting the median of \( Y \), where \( d_r \) pays \$1 if \( Y > r \) and \(-\$1 \) otherwise. While the properties of such a contract space would be interesting to study in a continuous double-auction, one may ask how to translate it to an automated market maker. Here the market maker would maintain a centralized median \( r_t \) and traders could either buy or sell \( d_r \), moving \( r_{t+1} \leftarrow r_t \pm \epsilon \). Unfortunately, for any \( \epsilon > 0 \), such a market has unbounded worst-case loss even on a bounded domain (traders buy and sell between \( r = 0 \) and \( r = \epsilon \) and \( y = \epsilon/2 \)). For infinitesimal \( \epsilon \) however, the market becomes the absolute-loss SRM with \( S(r, y) = |r - y| \), because \( d_r = \frac{\partial}{\partial r} S(r, y) \).

Complexity. Finally, we remark that the recent concept of elicitation complexity brings interesting implications for our study. Here one asks, given a property \( \Gamma \) of interest, how many dimensions \( k \) does one need for there to exist an elicitable \( \Gamma' : \mathcal{P} \to \mathbb{R}^k \) from some “nice” class of properties, where one can compute \( \Gamma \) from \( \Gamma' \) via a link function \( f \), i.e. \( \Gamma = f \circ \Gamma' \). In our context, one may choose “nice” to mean a property having an SRM satisfying any one of the axioms we discuss. The most natural may be TN, in which case one is essentially asking \( \Gamma' \) to be an expected value, a case studied by [6]. It would be interesting to characterize properties having markets satisfying WN, and identify properties with low complexity with respect to these WN properties.
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A Proofs for Mean and Expectation Markets

We note the characterization of scoring rules for the expectation, which has been established with varying degrees of generality [17, 1, 10]:

**Theorem 18.** A scoring rule $S$ elicits $\Gamma : p \mapsto \mathbb{E}_p[\phi(Y)]$ if and only if $S(r, y) = G(r) + dG_r \cdot (\phi(y) - r) + f(y)$ for some $G$ strictly convex with subgradients $\{dG_r\}_{r \in \mathbb{R}}$, and $f$ an arbitrary $\mathcal{P}$-measurable function.\(^5\)

**Proposition 7.** The linear property $\Gamma(y) = \mathbb{E}_y \phi(Y)$ has an expectation market satisfying WCL if and only if its domain $\text{conv} (\phi(Y))$ is bounded, in which case the market defined by any bounded $G$ satisfies WCL.

**Proof.** Lemma 19 proves that on a bounded domain, WCL is equivalent to boundedness of $G$. (Some bounded convex $G$ always exists for a bounded domain.) Lemma 20 proves that WCL cannot be satisfied on an unbounded domain. ▶

**Lemma 19.** On a bounded domain $\text{conv}(\phi(Y))$, an expectation market defined by $G$ satisfies WCL if and only if $G$ is bounded.

**Proof.** Let the initial market state be any $r$ where $d_G(r)$ is finite, such as any $r$ in the interior of the domain.\(^6\) We show that for this fixed $r$, worst-case loss is bounded by a constant if and only if $G$ is bounded.

Recall from the characterization that $S(r, y) = G(r) + d_G(r) \cdot \phi(y)$. By bounded domain, $||\phi(y)||$ is bounded, so there exists a constant $B$ with $-B \leq S(r, y) \leq B$ for all $y$.\(^7\)

The loss of the market maker when the final state is $r'$ is $S(r', y) - S(r, y)$, and the worst-case loss is $WCL = \sup_{r', y} [S(r', y) - S(r, y)]$. We have $WCL \in (\sup_{r', y} S(r', y)) \pm B$, hence it is bounded if and only if the first term is. For each $y$, the supremum over $r$ is achieved at $r = \phi(y)$ by properness of the scoring rule ($r$ is the optimal report for the distribution $\delta_y$), so the first term is $\sup_y S(\phi(y), y) = \sup_y G(\phi(y))$. So worst-case loss is bounded if and only if $G$ is. ▶

**Lemma 20.** On an unbounded domain, no expectation market satisfies WCL, assuming the initial market prediction lies in the interior of $\mathbb{R}$.

**Proof.** Let $r$ be the market’s initial starting point. We assume that $r$ is in the interior of the convex hull of $\{\phi(y) : y \in Y\}$, and in particular lies in an $\epsilon$-ball contained in the interior. The idea is to pick a “direction” and consider a sequence of outcomes that are farther and farther away. If the final market state is some distance in that direction, then loss will be unbounded.

To formalize this, let $y_1, y_2, \ldots$ be a sequence with $||\phi(y_i) - r||$ positive and increasing without bound. Such a sequence must exist by unboundedness of the domain. Consider the associated sequence of size-$\epsilon$ vectors $\{v_i = \epsilon \frac{\phi(y_i) - r}{||\phi(y_i) - r||} : i = 1, 2, \ldots\}$. As a sequence in a compact set (the $\epsilon$-sphere), it has a convergent subsequence with a limit $v$. This is the

---

\(^5\) Typically scores are allowed to take on values in $\mathbb{R} \cup \{\infty\}$, essentially to accommodate the log scoring rule, but we will typically restrict to the relative interior of the domain anyhow, thus avoiding this issue.

\(^6\) This technical condition only rules out boundary such as the log scoring rule with initial prediction $p = 0$.

\(^7\) If $f(y) \neq 0$, then we can say $S(r, y) + f(y) \in [-B, B] + f(y)$, and we would see $f(y)$ cancel out later in the proof.
“direction”. By monotonicity of strictly convex functions, we have $\gamma \geq v \cdot (dG_{r+v} - dG_r) > 0$. Let $K \subseteq \mathbb{N}$ be the indices of this subsequence.

Now consider the following sequence of markets closing states and outcomes, indexed by $i \in K$. Each market $i$ has initial state $r$ and final state $r + v$. The outcome is $Y = y_i$. The initial state is valid because $r$ was fixed at the beginning of the proof, and $r + v$ is a valid final closing state because it lies on the $\epsilon$-ball around $r$, assumed to lie in the report space because $r$ was in the interior. The worst-case loss is at least the following quantity, which is then rearranged:

\[
\text{Loss} = S(r + v, \phi(y_i)) - S(r, \phi(y_i))
\]

\[
\begin{align*}
&= G(r + v) - G(r) + dG_{r+v} \cdot (\phi(y_i) - r - v) - dG_r \cdot (\phi(y_i) - r) \\
&= [G(r + v) - G(r) - dG_r \cdot (r + v - r)] + (dG_{r+v} - dG_r) \cdot (\phi(y_i) - r - v) \\
&\geq (dG_{r+v} - dG_r) \cdot (\phi(y_i) - r - v)
\end{align*}
\]

using the definition of subgradient to conclude that the bracketed term is at least zero. Now we divide both sides by $\|\phi(y_i) - r\|$ and recall our definition of $v_i$:

\[
\text{Loss} = \frac{\epsilon}{\|\phi(y_i) - r\|} \geq \epsilon \left( (dG_{r+v} - dG_r) \cdot v_i \right).
\]

The first term on the right side converges to $\epsilon \gamma$ because $v_i \to v$; the second term is equal to $\gamma/\|\phi(y_i) - r\|$ which converges to zero. The ratio on the left therefore either diverges or converges to some constant larger than $\epsilon \gamma$, and in either case, worst-case loss is unbounded. ▶

**Proposition (8).** The linear property $\Gamma(p) = \mathbb{E}_p \phi(Y)$ has an expectation market satisfying BTB if its domain conv($\phi(Y)$) is bounded, in which case the market defined by any differentiable $G$ satisfies BTB.

**Proof.** Suppose $G$ is differentiable and its domain is bounded, e.g. $\|x\| \leq B$ for all $x$. Let $x^0$ be the market state and consider belief $\mu$. By monotonicity of strictly convex functions, any trade $x' = \alpha x + (1 - \alpha)x^0$ has strictly positive expected score. Meanwhile, the worst-case score for any trade from $x^0$ to $x'$ is

\[
\begin{align*}
\sup_x G(x^0) - G(x') + dG_{x'} \cdot (x - x') - dG_{x^0} \cdot (x - x^0) \\
&= \sup_x G(x^0) - G(x') + x \cdot (dG_{x'} - dG_{x^0}) - x' \cdot dG_{x'} - x^0 \cdot dG_{x^0} \\
&\leq B\|dG_{x'} - dG_{x^0}\| + O(\|x^0 - x'\|)
\end{align*}
\]

where both terms can be made arbitrarily small with $\alpha \to 0$, $x' \to x^0$: $G$ is continuous, and it is a convex differentiable function so $dG$ is as well. ▶

**Theorem (9).** On a finite outcome space, i.e. $|Y| < \infty$, for any linear property there exists an expectation market satisfying PN, WCL, and BTB.

**Proof.** We utilize Theorem 22, which says that if a cost-function based market is open (Definition 15), then it satisfies PN. The primary examples are exponential-family markets [3], where

\[
C(q) = \log \sum_{y \in Y} \exp(q \cdot \phi(y)),
\]
the “log-partition” function. We recall the key facts behind the construction and refer the reader to [3]. One interprets $q \cdot \phi(y)$ as a “weight” on $y$ and define the (exponential-family) distribution $p \in \text{int}(\Delta_Y)$ with $p_y = \frac{\exp(q \cdot \phi(y))}{\sum_{y \in Y} \exp(q \cdot \phi(y))}$. One obtains

$$\nabla C(q) = \sum_y p_y \phi(y)$$

so the set of gradients is exactly the interior of $\text{conv}(\phi(Y))$, i.e. the market is open.

By Theorem 22, this implies TN. The convex conjugate $G(\mu)$ is bounded (equaling the negative entropy of $p$); this implies WCL by Lemma 19. Finally, it and $C$ are both strictly convex and differentiable. This implies BTB by Proposition 8.

▶ Lemma 21. Given $\phi : \mathcal{Y} \to \mathbb{R}^k$ such that $\mathcal{X} := \text{conv}(\phi(\mathcal{Y}))$ is full-dimensional in $\mathbb{R}^k$, let $C : \mathbb{R}^k \to \mathbb{R}$ be convex with subgradients $\partial C(\mathbb{R}^k) \subseteq \text{int}(\mathcal{X})$. Then For all $q, v \in \mathbb{R}^k$,

$$\max_{y \in \mathcal{Y}} v \cdot \phi(y) > C(q + v) - C(q).$$

Proof. As $\partial C(q') \subseteq \text{int}(\mathcal{X})$ for all $q' \in \mathbb{R}^k$, in particular $dC(q') \cdot v < \max_{x \in \mathcal{X}} x \cdot v = \max_{y \in \mathcal{Y}} v \cdot \phi(y)$ [18, Prop A.2.4.6], where $dC$ is a selection of subgradients of $C$. By [9, Thm B.4], the function $t \mapsto dC(q + tv) \cdot v$ is monotone and therefore integrable, and thus $C(q + v) - C(q) = \int_0^1 dC(q + tv) \cdot v dt < \max_{y \in \mathcal{Y}} v \cdot \phi(y)$. ▶

▶ Theorem 22. Cost-function-based markets satisfy TN if and only if they are open. Moreover, if they satisfy TN, they satisfy PN.

Proof. Suppose a cost-function-based market is open. We will show that it satisfies not only TN but PN. Consider a non-empty set of bundles purchased $v_i = q_i - q$, for $1 \leq i \leq m$, for a total cost of $c = \sum_i C(q_i) - C(q_i)$, and let $v = \sum_{i=1}^m v_i$ be their sum. Clearly, to neutralize this position from the current market state $q$, the trader must sell $v$, for a cost of $C(q - v) - C(q)$. After this trade, the trader’s total contract is $c \cdot 1 - (C(q - v) - C(q)) \cdot 1$, so to establish PN, we need only show $c - C(q - v) + C(q) > \inf_{y \in \mathcal{Y}} [c + v \cdot \phi(y)]$. Subtracting $c$ from both sides and then negating, the rest follows from observing $\sup = \max$ as $\mathcal{Y}$ is finite, and applying Lemma 21.

Now suppose a cost-function-based market satisfies TN; we will show it is open. By assumption, such a market has a differentiable $C$ with $\text{cl} \left( \{ \nabla C(q) : q \in \mathbb{R}^k \} \right) = \text{conv}(\phi(\mathcal{Y})) =: \mathcal{X}$. Suppose the market is not open; this implies that $\nabla C(q)$ lies on the boundary of $\mathcal{X}$ for some $q$. As $\mathcal{X}$ is a convex polytope, $\nabla C(q)$ must lie on an exposed face of $\mathcal{X}$, so let $v \in \mathbb{R}^k$ be a direction exposing that face, meaning $\max_{x \in \mathcal{X}} x \cdot v = \nabla C(q) \cdot v$ [18, Sec A.2.4].

Now suppose the trader buys the bundle $(-v)$ at state $q$, and the market state has returned to $q$, which corresponds to $q_1 = q, q_2 = q - v, q_2 = q$. To satisfy TN, the trader must now purchase $v$, but we must additionally have $\inf \{(C(q) - C(q - v)) \cdot 1 + (C(q) - C(q + v)) \cdot 1\} > \inf \{(C(q) - C(q - v)) \cdot 1 + (-v) \cdot \phi\}$, which is equivalent to $C(q + v) - C(q) < \max_{y \in \mathcal{Y}} v \cdot \phi(y)$. By weak monotonicity [16, Thm 24.9], the map $t \mapsto \nabla C(q + tv) \cdot v$ is monotone increasing in $t$, and thus as $\nabla C(q + tv) \in \mathcal{X}$ and $\nabla C(q) \cdot v = \max_{x \in \mathcal{X}} x \cdot v$, we have $\nabla C(q + tv) \cdot v = \nabla C(q) \cdot v$ for all $t \geq 0.$ But now we have $C(q + v) - C(q) = \int_0^1 \nabla C(q + tv) \cdot v dt = \nabla C(q) \cdot v = \max_{y \in \mathcal{Y}} \phi(y) \cdot v$, so the trader’s minimum payoff has not increased, violating TN. ▶
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Abstract
In this work we propose a model where the value of a buyer for some product (like a slice of pizza) is a combination of their personal desire for the product (how hungry they are for pizza) and the quality of the product (how good the pizza is). Sellers in this setting have a two-dimensional optimization problem of determining both the quality level at which to make their product (how expensive ingredients to use) and the price at which to sell it. We analyze optimal seller strategies as well as analogs of Walrasian equilibria in this setting. A key question we are interested in is: to what extent will the price of a good be a reliable indicator of the good’s quality?

One result we show is that indeed in this model, price will be a surprisingly robust signal for quality under optimal seller behavior. In particular, while the specific quality and price that a seller should choose will depend highly on the specific distribution of buyers, for optimal sellers, price and quality will be linearly related, independent of that distribution. We also show that for the case of multiple buyers and sellers, an analog of Walrasian equilibrium exists in this setting, and can be found via a natural tatonnement process. Finally, we analyze markets with a combination of “locals” (who know the quality of each good) and “tourists” (who do not) and analyze under what conditions the market will become a tourist trap, setting quality to zero while keeping prices high.
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1 Introduction

Buyers often use price as a simple proxy for quality: “if it’s more expensive, it must be better”. This can produce seemingly irrational behavior, such as purchasing a more expensive good or service (like a bottle of wine or a hotel room) even if no other information besides price is known. In fact, filters on hotel reservation web sites such as hotels.com even allow one to specify a minimum price in addition to a maximum price for searching hotel rooms, which seems somewhat strange under usual models for buyers. Why would anyone refuse a cheaper price? Would the web site be better-off by simply increasing the hotel rooms’ prices to the minimum specified price? This can be viewed as irrational behavior by users
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that might be targeted and explained by behavioral economics. Our goal in this work is to understand, model, and analyze the effect of this phenomenon within the assumptions of rationality.

In this work, we propose a model where buyers have private “desires” for goods (as in the usual auction setting [8]) but their true value also depends on the intrinsic quality $q$ of the good (which might or might not be observable to them). Here, we define quality as the cost to the seller to produce that good or service, so a higher-quality good is by definition more expensive to make. Sellers, in our model, have the ability to choose both the price and quality level of the goods they aim to sell. We then analyze how markets of this kind behave. For instance, under what conditions will the price of a good indeed be a reliable signal of its quality, and how sensitive is this signal to the distribution of buyer valuations? What fraction of maximum social welfare can sellers extract in such a model? And do Walrasian equilibria exist and can they be produced by some analog of the usual tatonnement process? More broadly, our aim in this work is to think about (seemingly) irrational behaviors of buyers and to understand how robust various classic economics results are to these deviations from the standard setup for them.

1.1 Our Basic Model

We propose a model where the value that a buyer has for a product (like a slice of pizza) depends on both his personal desire for the product (how hungry he is for pizza) and the quality of the product (how good the pizza is). Our basic model builds on the well known Cobb-Douglas production and valuation function (see [7]). In the Cobb-Douglas function for $k$ quantities, the value is $\prod_{i=1}^{k} x_i^{\alpha_i}$, where $\sum_{i=1}^{k} \alpha_i = 1$. For example, the output of an economy is often modeled as a Cobb-Douglas function over labor and capital, and Cobb-Douglas functions are often used to model utilities over combinations of different goods. We similarly, consider the case that the two quantities are the private valuation and the quality, and specifically focus on the case that the value of a buyer is the geometric mean of the two. Formally, each buyer $i$ has some intrinsic value $v_{ij}$ for each product $j$, and if product $j$ has quality $q_j$ then buyer $i$'s valuation will be $\sqrt{v_{ij} q_j}$. We call this geometric-mean valuations, which is a Cobb-Douglas valuation with $\alpha_i = 1/2$. (We also generalize our results to buyers with $\alpha$-geometric-mean valuations, in the spirit of the Cobb-Douglas valuation, which are of the form $v_{ij}^{\alpha/2} q_j^{1-\alpha}$. Note that for $\alpha = 1$ we get the “standard” case of private valuations.)

We assume that higher quality products are more expensive for the seller to produce. In fact, since it’s unclear how to define “units of quality” anyway, we simply define quality to be the cost to the seller for making a good of that quality. That is, a slice of pizza that costs twice as much to make is twice the quality by definition.

Finally, we assume quasilinear utilities. So, the utility to a buyer of intrinsic value $v$ for a good of quality $q$ that is priced at $p$ is:

$$\sqrt{v q} - p.$$

For example, if a buyer has intrinsic value 10 for a slice of pizza, and a pizzeria is selling slices of quality 2.5 at price 4, then the buyer’s utility would be $\sqrt{25} - 4 = 1$ and the seller’s profit would be $4 - 2.5 = 1.5$. The overall social welfare would be 2.5, the sum of buyer utility and seller profit.

We consider this model in two classic settings. The first is where there is a single seller and some distribution $F$ over the nonnegative reals from which buyer “intrinsic values” $v$ are drawn. Assuming that quality is observable by buyers, the question then is what price and quality should a seller choose in order to maximize profit, and to what extent will...
price and quality be related in a clean way? The second setting is a market with multiple unit-demand buyers and multiple single-item sellers. In this case, the natural questions involve the existence of market equilibria along with natural procedures for finding them.

1.2 Rationale for Cobb-Douglas valuations

There are many ways one can combine an intrinsic value and a quality to derive a valuation, and using the Cobb-Douglas valuations is one way to do it. One benefit of using the Cobb-Douglas valuation is its long history and usefulness in Microeconomics. In this section we will motivate why such Cobb-Douglas valuations are a better fit to our proposed setting than other simple combination rules.

Taking the geometric mean of the intrinsic value $v$ and quality $q$ has several appealing properties. First, if you are making the good for your own consumption (buying ingredients to make pizza at home) your utility $\sqrt{vq} - q$ is maximized at $q = v/4$, giving utility equal to $v/4$. So the maximum social welfare is linearly related to $v$. Second, we can think of $v$ as the maximum price a buyer would be willing to pay if a good were priced at cost (i.e., if the price is set to $q$ then a buyer would purchase only quality $q \leq v$, since otherwise he will have a negative utility). Third, the function is monotone in both $v$ and $q$.

The alternative of taking a linear combination of $v$ and $q$ is more problematic. If the buyer’s valuation for a good of quality $q$ were, say, $(v + q)/2$, then social welfare and seller profit would be optimized at $q = 0$; on the other hand if it were, say, $v + 2q$ then social welfare and seller profit would be optimized at $q = \infty$. Another alternative might be to combine on a logarithmic scale: setting valuation to be $\ln(vq)$. However, in this case, social welfare and seller profit would always be optimized at $q = 1$, and there would be no correlation at all between price and quality.

1.3 Our Results

We begin by considering a single seller (such as a pizzeria) who can produce one good (pizza) and wishes to determine the quality level $q$ at which to make the good and the price $p$ at which to sell it. The aim of the seller is to maximize profit given some distribution $F$ over buyer intrinsic values $v$. Buyers are assumed to be able to observe quality so that the seller cannot just set $q = 0$. What we show is that in such a setting, price will be a surprisingly good signal for quality. In particular, while the optimal price $p^*$ and quality $q^*$ will depend heavily on the buyer distribution $F$, their ratio is fixed: for all $F$ we have $q^* = p^*/2$ where $p^*$ and $q^*$ are the price and quality which maximize the seller’s profit.

Note that this gives a very simple guideline to sellers on how to price their products. For example, for restaurants, pricing the items on the menu is a potentially very involved task. A common rule of thumb which is widely used is to price a dish at three times the cost of its ingredients.\footnote{See, e.g., https://www.forbes.com/sites/priceonomics/2017/04/07/how-much-do-the-ingredients-cost-in-your-favorite-foods/#5be51ac611ed.} This simple rule of thumb is used across many different geographies, cuisines, and price levels. In part, our results justify the ability to give such a simple universal pricing rule.

We also consider a setting where sellers can produce goods of multiple different quality levels. We give a simple strategy for sellers and we show that it is a constant-factor approximation to optimal for revenue.
Next we turn to the question of market clearing (Walrasian) equilibria. Consider a market with \(n_b\) unit-demand buyers and \(n_g\) single-good sellers. In the usual model (buyers with private valuations and no quality levels) there always exists a Walrasian equilibrium: an assignment of prices to items and a matching of buyers to items such that (a) every buyer is purchasing his most-desired item at these prices (it is envy-free), and (b) any unpurchased item has price 0. Moreover (c) this matching will maximize social welfare (it is a maximum-weight matching), and (d) it can be found via a natural tatonnement process.\(^2\) We show here that something very similar exists in our model. We begin by proving an analog of (a,b,c). Namely we show that for the social-welfare maximizing assignment of qualities to items and items to buyers, there exist prices that make this assignment an equilibrium.\(^3\) Next we prove an analog of (d), giving a natural process that achieves such an equilibrium.

Finally, we analyze markets that contain both “tourists” and “locals”. In these markets, the locals are assumed to know the qualities of various goods or services, whereas the tourists are using price as a signal for quality. For a single good, we analyze how quality will relate to price under optimal seller behavior in such markets and under what conditions the market will become a “tourist trap”, setting quality to zero while keeping prices high.

### 1.4 Related Work

There are many studies in marketing that show how consumers use price as an indicator for quality, and there are empirically-based models that relate perceived quality, price and value, see [12]. There is an ongoing discussion of how a firm can signal an unobservable quality [6]. There is also evidence that the price of products influences the consumer view of their efficacy [9]. (We note that there are also many other works related to quality and pricing from a marketing perspective.)

There are also theoretical works that model the quality-price relationship. The work of [10] studies a market where some of the consumers are price sensitive and some are quality sensitive, and the main issue is that certain consumers might buy products of high price and low quality. The work of [1] shows that in certain instances firms might use an initial high price for a new product, in order to signal to the consumers that the new product is of potentially high quality.

The Cobb-Douglas valuation function is widely studied in Microeconomics (see, [7]), and it has been also applied in various empirical studies. There are empirical studies that relate quality to utility in various domains, such as hospitals [4], mail service [11], soccer coaches [3] and more. In those empirical studies the goal is to find a (best) fit for the Cobb-Douglas parameters, and deduce whether or not the quality plays an important role in influencing the outcome.

### 2 When price is a signal for quality

Our first result is that in our model of geometric-mean buyers, when there is a single seller who can produce one good (like pizza) at a single quality level, under quite general conditions, price in this setting will in fact be a reliable proxy for quality. This is perhaps surprising since there is no competition.

---

\(^2\) For the existence of a Walrasian equilibrium see [5], and for the analysis of tatonnement see [2]. See also [8].

\(^3\) We define the social welfare as the sum of the buyers’ and sellers’ utilities, or equivalently, the total value to buyers minus the total cost to sellers.
Theorem 1. For any distribution $F$ over intrinsic values $v$, and geometric-mean buyer valuations, the seller maximizes its expected profit per potential customer by choosing price $p^*$ and quality $q^*$ such that $q^* = p^*/2$.

Proof. Let $F$ be the distribution over the intrinsic values $v$ of people for the given good. Suppose that the seller chooses some quality level $q$ and price $p$. Then the seller’s expected profit on a potential customer is:

$$(p - q) \Pr\left[\sqrt{vq} \geq p\right]$$

or equivalently,

$$(p - q) \Pr\left[v \geq \frac{p^2}{q}\right].$$

Define $\tau = p^2/q$. The profit-maximizing threshold $\tau$ will of course depend on specifics of the distribution $F$. However, notice that once $\tau$ is fixed, the probability that a random buyer will purchase the good is fixed as well. This means that for any given $\tau$, the optimal values of $p$ and $q$ for the seller are just the values that maximize $p - q$ subject to $p^2/q = \tau$. We can solve for this by taking the derivative of $p - q = p - p^2/\tau$ with respect to $p$ and setting to 0 to get $1 - 2p/\tau = 0$ or $p^* = \tau/2$. This in turn implies that $q^* = (p^*)^2/\tau = \tau/4$. This implies that for any value of $\tau$ we have $q^* = p^*/2$.

The above analysis means that for any distribution $F$, even though a seller who wants to maximize profit will set both price and quality depending on specifics of $F$, we will always have price equal to twice the quality at the profit-maximizing solution. This means it is reasonable for buyers to use price as a signal for quality, even if they don’t know anything about the market.

We can also relate the outcome in our model compared to the standard quasi-linear model (i.e., with no quality, and utility is $v - p$).

Claim 2. Consider a single good setting and let $z^* = \arg \max_z \Pr[v > z]$ the monopolist maximum revenue price for standard quasi-linear valuations. In the geometric-mean valuation model the revenue-maximizing price will be $p^* = z^*/2$ and quality $q^* = z^*/4$. The ratio between the optimal revenue in the geometric-mean valuation and the standard quasi linear valuation is $1/4$.

Proof. In the geometric mean model the expected profit is $(p - q)\Pr[v > p^2/q]$. Since we have shown that the optimal quality $q^*$ equals $p^*/2$, where $p^*$ is the optimal price, the optimal price is $p^* = \arg \max_p (p/2)\Pr[v > 2p]$, which is equivalent to $\arg \max_p (2p)\Pr[v > 2p]$, and hence $p^* = z^*/2$, $q^* = z^*/4$. The revenue in this case is $\max_p (p/2)\Pr[v > 2p] = (1/4) \max_z \Pr[v \geq z]$, which implies that the expected revenue in the geometric-mean valuation is $1/4$ of the revenue in the standard quasi-linear valuation.

We can also consider $\alpha$-geometric-mean buyers, where the value of a buyer with intrinsic value $v$ for a good of quality $q$ is $v^\alpha q^{1 - \alpha}$, i.e., the Cobb-Douglas valuation with parameter $\alpha$. In this case, we have a linear relation between price and quality where now the slope is $1 - \alpha$.

Theorem 3. For any distribution $F$ over intrinsic values $v$, and buyers with $\alpha$ geometric mean valuations, where $\alpha \in (0, 1)$, the seller maximizes its expected profit per buyer by choosing price $p^*$ and quality $q^*$, where $q^* = (1 - \alpha)p^*$.
16:6 On Price versus Quality

Proof. We can rewrite \( \Pr_{v \sim F}[v^\alpha q^{1-\alpha} \geq p] \) as \( \Pr_{v \sim F}[v \geq \tau] \) for \( \tau = \frac{p^{1/\alpha}}{q^{1/(1-\alpha)}} \). Fixing \( \tau \), we wish to maximize \( p - q \). So, plugging in \( q = \frac{p^{1/(1-\alpha)}}{\tau^{\alpha/(1-\alpha)}} \) and setting the derivative with respect to \( p \) to 0 gives

\[
1 - \left( \frac{1}{1-\alpha} \right) \left( \frac{p}{\tau} \right)^{\alpha/(\alpha-1)} = 0,
\]

which solves to \( p^* = (1-\alpha)^{1/\alpha} \tau \). This in turn implies \( q^* = \frac{p^*(1/(1-\alpha))}{\tau^{\alpha/(1-\alpha)}} = (1-\alpha)^{1/\alpha} \tau \), so \( q^* = (1-\alpha)p^* \) as desired. □

Note that for \( \alpha = 2/3 \) we get the famous “factor of three” pricing for restaurants.

2.1 Multiple qualities

Suppose a seller has the ability to produce the good at different quality levels, and in fact can produce it at infinitely many quality levels. Then one strategy the seller can use is to produce goods at all quality levels, pricing a good at twice its quality. (A more intuitive interpretation is that buyers can select any quality the buyer wishes and pay the seller twice the quality it selected.)

In that case, a buyer with intrinsic value \( v \) will choose the item of quality \( q \) maximizing \( \sqrt{q^2} - 2q \), which solves to \( q = v/16 \) and \( p = v/8 \). In this case, the buyer will gain a utility of \( v/8 \) and the seller will gain a profit of \( v/16 \).

▶ Theorem 4. Consider a seller which offers goods at all quality levels with price \( p = 2q \). For any buyer with geometric mean valuation of intrinsic value \( v \), the utility-maximizing price will be \( p = v/8 \), quality \( q = v/16 \) and the seller’s revenue \( v/16 \).

This is interesting in three respects. First of all, notice that the seller cannot hope to get profit greater than \( v/4 \) even if the seller knows \( v \), since in that case its optimal strategy is to sell one good of price \( v/2 \) and quality \( v/4 \) (this is \( \tau = v \) in the previous analysis). So, the seller is within a factor of 4 of the best it could possibly hope for, without requiring any information about the buyers distribution. Secondly, the buyer and seller are splitting the surplus roughly equally, which is interesting. Finally, price is still a signal for quality in this case.

Open Question: Out of all possible pricing functions, is \( p(q) = 2q \) optimal for the seller in a minimax sense? More specifically, consider a game where the seller selects a pricing function \( p(q) \), the adversary selects an intrinsic value \( v \) for the buyer, and then the seller’s payoff in the game is the fraction of \( v \) that it makes in profit when the buyer chooses quality \( q \) and price \( p(q) \) to maximize its own utility. I.e., the seller’s payoff is \( (p(q) - q)/v \) where \( q = \arg\max_{q'} \sqrt{v^2} - p(q') \). The above analysis shows that \( p(q) = 2q \) guarantees the seller a payoff at least 1/16 in this game. Additionally, we know the value of this game to the seller is at most 1/4 since even if it sees \( v \) in advance and then gets to best-respond, it cannot make more than 1/4 of \( v \) in profit. It is not hard to show that \( p(q) = 2q \) is optimal out of possible linear functions, but the open question is whether this is optimal out of all possible pricing functions.

3 Unit Demand buyers

In this section we consider a market with multiple goods and multiple buyers. The buyers are unit-demand, which implies that there is always a singleton (or empty) set which is their
best response. Our main goal is to show that for buyers with geometric mean valuations we maintain the “nice” equilibrium properties that exist in the standard Walrasian equilibrium setting.

In Section 3.1 we show that for buyers with geometric mean valuations, there always exist prices and qualities that guarantee (a) that each buyer is allocated a best response set, (b) that unsold items have price 0, and (c) that the social welfare is maximized. (Note that for geometric mean valuations, satisfying only (a) and (b) is trivial because we can set all the prices and qualities to zero, and not allocate any good to any buyer.)

The proof in Section 3.1 does not provide a natural dynamics. In Section 3.2 we improve on this by defining a rather natural two stage dynamics, which we show reaches the desired equilibrium. In this dynamics the buyers compete for the right to receive a good and set its quality.

### 3.1 Market clearing prices and qualities

Consider \( n_b \) unit-demand buyers with geometric-mean valuations and \( n_g \) goods. Formally, each buyer \( i \) has an intrinsic value \( v_{i,j} \) for good \( j \). Given prices \( p \) and qualities \( q \), the utility of buyer \( i \) for a subset \( S \) of goods is,

\[
u_i(S) = \max_{j \in S} \sqrt{v_{i,j}q_j} - \sum_{j \in S} p_j.
\]

Note that buyer \( i \)'s utility is always maximized on a set \( S_i \) of size at most one.

We would like to consider market clearing prices and qualities. That is, prices and qualities for which each buyer receives a utility-maximizing set \( S_i \), unsold goods have price and quality zero, and overall social welfare is maximized over possible allocations \( \{S_i\} \) and qualities \( \{q_j\} \). Formally, for each item \( j \) either \( p_j = q_j = 0 \) or \( j \in S_i \) for exactly one buyer \( i \), and moreover the social welfare of the allocation is as high as possible where social welfare is defined as

\[
\sum_{i=1}^{n_b} u_i(S_i) - \sum_{j=1}^{n_g} q_j = \sum_{i=1}^{n_b} \max_{j \in S_i} \sqrt{v_{i,j}q_j} - \sum_{j=1}^{n_g} q_j,
\]

and the maximization is both over the allocations \( S_i \) and the qualities \( q_j \).

One useful fact to note is that a necessary condition for maximizing social welfare is that if \( S_i = \{j\} \) then we must have \( q_j = v_{i,j}/4 \). This implies that the maximum social welfare is well defined as a function of the intrinsic values.

\[\textbf{Theorem 5.} \] For any set of \( n_b \) unit-demand buyers, with geometric-mean valuations, there are prices \( p \) and qualities \( q \) which clear the market with an allocation that maximizes social welfare.

\[\textbf{Proof.} \] Consider any matching between buyers and goods. If buyer \( i \) is matched to good \( j \), then social welfare is maximized at \( q_j = v_{i,j}/4 \), and the contribution to social welfare of this pair is \( v_{i,j}/4 \).

This implies that for any matching, the maximum welfare of that matching is exactly the weight of the matching divided by 4. Therefore, to solve for the maximum welfare solution, we can find the maximum weighted matching and then set qualities equal to the buyer’s value divided by 4.

Now, we need to define prices that make this an equilibrium. We will show a reduction to a standard unit-demand valuations and solve for prices in that market, i.e., a Walresian
### Algorithm 1: Two phase dynamics

1. **phase 1: Tatonnement process:**
   - Each buyer competes for goods (where the valuation of buyer \( i \) for good \( j \) is \( v_{i,j}/4 \)).
2. **outcome:** each good \( j \) is allocated to at most one buyer \( b(j) \) with a price \( p_j \).
3. **phase 2: Setting the qualities:**
   - For each good \( j \), buyer \( b(j) \) sets the quality \( q_j = v_{i,j}/4 \), pays \( p_j + q_j = p_j + v_{i,j}/4 \) and receives good \( j \) with quality \( q_j \).

The above proof does not give a “natural” process to determine the prices, but shows that market clearing prices and qualities always exist for unit demand buyers. Below we modify the above construction to produce a more natural tatonnement-like process.

#### 3.2 A natural dynamics process

We consider the following process to set prices and qualities for each good. In this process, buyers are bidding for the “right to control” each good. That is, prices on each good begin at zero and are raised as in the usual tatonnement process, where the quality of each good will later be determined and paid for by the winning buyer for it. In particular, if a buyer wins a good \( j \) for a price \( p_j \), she can then afterwards set the quality of the good to any desired \( q_j \) and pay a total of \( p_j + q_j \).

One way to think of this is like an auction by oil companies for drilling rights on land. Once a company \( i \) pays \( p_j \) for the rights to drill on land \( j \), it then can decide the amount \( q_j \) that it will invest to drill, and it will then receive revenue of \( \sqrt{v_{i,j}q_j} \), having paid a total of \( p_j + q_j \).

Note that once buyer \( i \) purchases (the right to control) good \( j \) it will then set a quality \( q_j = v_{i,j}/4 \) in order to maximize its own utility, which will be \( \sqrt{v_{i,j}q_j} - q_j - p_j = v_{i,j}/4 - p_j \). Therefore, when buyer \( i \) is considering whether it prefers to pay \( p_j \) for item \( j \) or \( p_{j'} \) for item \( j' \), it is comparing \( v_{i,j}/4 - p_j \) to \( v_{i,j'}/4 - p_{j'} \) just as in the usual Walrasian market setting except the values \( v \) have been divided by 4.

So, by allowing buyers to bid on the “right to control” each good, we now have a Walrasian market, where the fundamental valuation of buyer \( i \) for good \( j \) is \( v_{i,j}/4 \). This will result in the same outcome as having valuations \( v_{i,j} \) (with just the clearing prices a factor of 4 lower). This means it is an equilibrium and social welfare maximizing allocation in our setting as well.

Thus we have the following theorem.

> **Theorem 6.** For unit-demand buyers with geometric mean valuation, the two-phase dynamics (of Algorithm 1) converges to market clearing prices which maximize the social...
welfare.

4 Two populations: Local and Tourists

In this section we go back to the setting of a single good considered in Section 2, but now assume that the populations of buyers is composed of two sub-populations. One sub-population, which we call *locals*, are aware of the quality of the good. The other sub-population, which we call *tourists*, are unaware of the quality of the good. The tourist sub-population uses the price as a proxy for quality, and uses the naive assumption that the quality is half the price (which would be the case under optimal sellers in a market of only locals). We assume the seller is aware of the fraction of tourists and locals, but has to post a single price for both populations. Our goal is to investigate the effect of tourists on the quality and prices that the seller chooses. For example, we would expect to observe effects similar to tourist traps, where the quality is low and the price is high.

Formally, assume that the population is $\lambda$ fraction locals and $1 - \lambda$ fraction tourists. The tourists have a “one time” experience. They assume that the quality of the good is $q = p/2$.

(We assume that the behavior of the tourists is non-strategic in this aspect. We leave for future research considering the case that the tourists are aware of $\lambda$, the fraction of locals, and consider an equilibrium of price and quality. The main challenge would be to have a model where the price will not completely reveal the quality.)

We will start with the two extreme cases, $\lambda = 1$ and $\lambda = 0$. The first case is no tourists, i.e., $\lambda = 1$. We saw that in this case we have $q = p/2$ and the seller selects a price $p$ that maximizes

$$(p - q) \Pr[\sqrt{q} \geq p] = (p/2) \Pr[v \geq 2p].$$

In the second case we have only tourists, i.e., $\lambda = 0$, then we have the seller selecting a price that maximizes

$$p \Pr[\sqrt{vp/2} \geq p] = p \Pr[v \geq 2p].$$

Clearly in both cases we have the same optimal price $p^*$, but a different seller quality and revenue. In the no tourists case the quality is $p^*/2$ and the revenue per good is $p^*/2$, while in the only tourists case the quality is 0 and the revenue per good is $p^*$.

4.1 Price at intermediate values of $\lambda$

We saw above that for any $F$, the optimal price at $\lambda = 1$ equals the optimal price at $\lambda = 0$. This brings up the natural question: is that also true for intermediate values of $\lambda$?

The answer to this question is “not necessarily”. In particular, consider a distribution $F$ on intrinsic values $v$ that is uniform over $[0, 1]$. In the case of $\lambda \in \{0, 1\}$, profit is optimized when we maximize $p \Pr[v \geq 2p] = p(1 - 2p)$, which occurs at $p = 1/4$ (with $q = 1/8$ when $\lambda = 1$ and $q = 0$ when $\lambda = 0$). However, at $\lambda = 0.5$, a calculation shows that profit is maximized at $p = 1/(3 + \sqrt{3}) \approx 1/4.7$, and $q = p/(1 + \sqrt{3}).$ For example, with $\lambda = 0.5$, if the seller sets $p = 1/4$ then the maximum profit she can make is $1/16 = 0.0625$ (which occurs both at $q = 0$ and $q = 1/8$). But at the optimal $p$ and $q$, she gets a (slightly) higher profit of 0.067.

Another natural qualitative question is: what happens to quality when the fraction of locals is small? When the fraction of locals is zero, then clearly the seller’s optimal quality is zero. The question is whether or not any strictly positive fraction of locals is sufficient to drive the quality away from zero.
In the next section we show that the answer to this question is distribution-dependent. For many distributions the quality will remain zero, while for some distributions the quality will increase from zero.

4.2 Pareto distribution for intrinsic values

We consider a Pareto distribution for the intrinsic values. Recall that a Pareto distribution has two parameters, $\beta > 0$ and $x_{\min} > 0$. We will set $x_{\min} = 1$, so we have a single parameter. The density of the distribution is $f(x) = \frac{\beta}{x^{1+\beta}}$ and $\Pr[v \geq x] = (1/x)^{\beta}$.

We can now write the revenue $R$ as a function of the price $p$, quality $q$ and parameter $\beta$, i.e.,

$$R(p, q, \beta) = \lambda(p - q)(\frac{q}{p^2})^{\beta} + (1 - \lambda)(p - q)(\frac{1}{2p})^{\beta}$$

Clearly maximizing the revenue implies that $q \in [0, p]$. Consider the derivative of the revenue with respect to the quality,

$$\frac{\partial}{\partial q} R = -\lambda(\frac{q}{p^2})^{\beta} + \lambda(p - q)(\frac{q}{p^2})^{\beta-1} - (1 - \lambda)(\frac{1}{2p})^{\beta}$$

For $\beta = 1$ we have

$$\frac{\partial}{\partial q} R = \frac{\lambda}{p} - \frac{2\lambda q}{p^2} - \frac{1 - \lambda}{2p}$$

We get that the optimal $q^*$ is

$$q^* = \max\{0, \frac{p(3\lambda - 1)}{4\lambda}\}$$

which for $\lambda \leq 1/3$ implies that $q^* \leq 0$ and hence the optimal $q$ for $\lambda \leq 1/3$ is $q^* = 0$.

For $\beta = 1/2$ we have

$$\frac{\partial}{\partial q} R = \frac{\lambda}{2\sqrt{q}} - \frac{3\lambda \sqrt{q}}{2p} - \frac{1 - \lambda}{\sqrt{2p}}$$

In this case we show that even for $\lambda \approx 0$ we will have $q^* > 0$. The optimal quality $q^*$ is

$$\sqrt{q^*} = \frac{-\sqrt{2}(1 - \lambda)/\sqrt{p} \pm \sqrt{2(1 - \lambda)^2/p + 12\lambda^2/p}}{6\lambda/p}$$

$$= \frac{\sqrt{2p}}{6\lambda}((1 - \lambda)^2 + 6\lambda^2 - (1 - \lambda))$$

$$= \frac{\lambda\sqrt{2p}}{\sqrt{(1 - \lambda)^2 + 6\lambda^2 + (1 - \lambda)}}$$

and for $\lambda \approx 0$ we have $q^* \approx \lambda^2 p/2 > 0$.

It is clear that the main issue is whether the derivative at $q = 0$ is infinite (as is the case for $\beta < 1$) or finite (as is the for $\beta \geq 1$). In the former case we will have $q^* > 0$ when $\lambda > 0$ and in the latter case we will have $q^* = 0$ for small values of $\lambda$.

Theorem 7. For Pareto distribution over intrinsic valuation: (1) for any $\beta \geq 1$ there is a constant $\gamma_\beta > 0$ such that for $\lambda \in [0, \gamma_\beta]$ the optimal seller quality is $q^* = 0$, and (2) for $0 < \beta < 1$, for any $\lambda > 0$ the optimal seller quality is $q^* > 0$. 

...
Proof. Consider the case that $\beta \geq 1$ we have

$$\frac{\partial}{\partial q} R = \lambda \left( \frac{q}{p} \right)^{\beta-1} \left( (p-q) \frac{\beta}{p^2} - \frac{q}{p^2} \right) - (1-\lambda)(\frac{1}{2p})^\beta$$

Clearly,

$$(p-q) \frac{\beta}{p^2} - \frac{q}{p^2} \leq \frac{\beta}{p}$$

Therefore,

$$\frac{\partial}{\partial q} R \leq \lambda \left( \frac{q}{p^2} \right)^{\beta-1} \left( (p-q) \frac{\beta}{p^2} - \frac{q}{p^2} \right) - (1-\lambda)(\frac{1}{2p})^\beta$$

Since $q < p$ (if $q = p$ then $R = 0$) we have

$$\frac{\partial}{\partial q} R < (\frac{1}{p})^{\beta}(\lambda \beta - (1-\lambda)(\frac{1}{2}))^\beta$$

Therefore, for $\lambda < \frac{1}{1+\beta^2} = \gamma$, we have $\frac{\partial}{\partial q} R < 0$ and hence $q^* = 0$.

Consider the case that $0 < \beta < 1$.

$$\frac{\partial}{\partial q} R = \lambda(p-q) \frac{\beta}{q} \left( \frac{q}{p^2} \right)^\beta - \lambda \left( \frac{q}{p^2} \right)^\beta - (1-\lambda)(\frac{1}{2p})^\beta$$

If we have $q^* > p/2 > 0$ we are done. Otherwise we have

$$\frac{\partial}{\partial q} R > \lambda(p/2) \frac{\beta}{q} \left( \frac{q}{p^2} \right)^\beta - \lambda \left( \frac{q}{p^2} \right)^\beta - (1-\lambda)(\frac{1}{2p})^\beta$$

For $q < (\lambda \beta)^{1/(1-\beta)}p/2$ we have that $\frac{\partial}{\partial q} R > 0$, and hence the optimal quality $q^*$ is at least $(\lambda \beta)^{1/(1-\beta)}p/2 > 0$. \hfill \checkmark
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Abstract

We introduce pseudo-deterministic interactive proofs (psdIP): interactive proof systems for search problems where the verifier is guaranteed with high probability to output the same output on different executions. As in the case with classical interactive proofs, the verifier is a probabilistic polynomial time algorithm interacting with an untrusted powerful prover.

We view pseudo-deterministic interactive proofs as an extension of the study of pseudo-deterministic randomized polynomial time algorithms: the goal of the latter is to find canonical solutions to search problems whereas the goal of the former is to prove that a solution to a search problem is canonical to a probabilistic polynomial time verifier. Alternatively, one may think of the powerful prover as aiding the probabilistic polynomial time verifier to find canonical solutions to search problems, with high probability over the randomness of the verifier. The challenge is that pseudo-determinism should hold not only with respect to the randomness, but also with respect to the prover: a malicious prover should not be able to cause the verifier to output a solution other than the unique canonical one.

The $IP = \text{PSPACE}$ characterization implies that $\text{psdIP} = IP$. The challenge is to find constant round pseudo-deterministic interactive proofs for hard search problems. We show a constant round pseudo-deterministic interactive proof for the graph isomorphism problem: on any input pair of isomorphic graphs $(G_0, G_1)$, there exist a unique isomorphism $\phi$ from $G_0$ to $G_1$ (although many isomorphism many exist) which will be output by the verifier with high probability, regardless of any dishonest prover strategy. In contrast, we show that it is unlikely that $\text{psdIP}$ proofs with constant rounds exist for NP-complete problems by showing that if any NP-complete problem has a constant round $\text{psdIP}$ protocol, then the polynomial hierarchy collapses.
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1 Introduction

In [6], Gat and Goldwasser initiated the study of probabilistic (polynomial-time) search algorithms that, with high probability, output the same solution on different executions. That is, for all inputs $x$, the randomized algorithm $A$ satisfies $Pr_{r_1, r_2}(A(x, r_1) = A(x, r_2)) \geq 1 - 1/\text{poly}(n)$.

Another way of viewing such algorithms is that for a fixed binary relation $R$, for every $x$ the algorithm associates a canonical solution $s(x)$ satisfying $(x, s(x)) \in R$, and on input $x$ the algorithm outputs $s(x)$ with overwhelmingly high probability. Algorithms that satisfy this
condition are called *pseudo-deterministic*, because they essentially offer the same functionality as deterministic algorithms; that is, they produce a canonical output for each possible input (except with small error probability)\(^1\). In contrast, arbitrary probabilistic algorithms that solve search problems may output different solutions when presented with the same input (but using different internal coin tosses); that is, on input \(x\), the output may arbitrarily distributed among all valid solutions for \(x\) (e.g. it may be uniformly distributed).

Several pseudo-deterministic algorithms have been found which improve (sometimes significantly) on the corresponding best known deterministic algorithm. This is the case for finding quadratic non-residues modulo primes, generators for certain cyclic groups, non-zeros of multi-variate polynomials, matchings in bipartite graphs in RNC, and sub-linear algorithms for several problems [8, 10, 6, 13]. For other problems, such as finding unique primes of a given length, pseudo-deterministic algorithms remain elusive (for the case of primes, it has been shown that there exists a subexponential time pseudo-deterministic algorithm which works on infinitely many input sizes [22]).

In this work we extend the study of pseudo-determinism in the context of probabilistic algorithms to the context of interactive proofs and non-determinism. We view pseudo-deterministic interactive proofs as a natural extension of pseudo-deterministic randomized polynomial time algorithms: the goal of the latter is to find canonical solutions to search problems whereas the goal of the former is to prove that a solution to a search problem is canonical to a probabilistic polynomial time verifier. This naturally models the cryptographic setting when an authority generates system-wide parameters (e.g. an elliptic curve for all to use or a generator of a finite group) and it must prove that the parameters were chosen properly.

### 1.1 Our Contribution

Consider the search problem of finding a large clique in a graph. A nondeterministic efficient algorithm for this problem exists: simply guess a set of vertices \(C\), confirm in polynomial time that the set of vertices forms a clique, and either output \(C\) or reject if \(C\) is not a clique. Interestingly, in addition to being nondeterministic, there is another feature of this algorithm: on the same input graph there may be many possible solutions to the search problem and any one of them may be produced as output. Namely, on different executions of the algorithm, on the same input graph \(G\), one execution may guess clique \(C\) and another execution may guess clique \(C' \neq C\), and both are valid accepting executions.

A natural question is whether for each graph with a large clique, there exists a unique canonical large clique \(C\) which can be verified by a polynomial time verifier: that is, can the verifier \(V\) be convinced that the clique \(C\) is the canonical one for the input graph? Natural candidates which come to mind, such as being the lexicographically smallest large clique, are not known to be verifiable in polynomial time (but seem to require the power of \(\Sigma_2\) computation).

In this paper, we consider this question in the setting of interactive proofs and ask whether the interactive proof mechanism enables provers to convince a probabilistic verifier of the “uniqueness of their answer” with high probability.

---

\(^1\) In fact, by amplifying the success probability, one can ensure that as black boxes, pseudo-deterministic algorithms are indistinguishable from deterministic algorithms by a polynomial time machine.
Pseudo-deterministic Interactive Proofs: We define pseudo-deterministic interactive proofs for a search problem $R$ (consisting of pairs $(\text{instance}, \text{solution})$) with associated function $s$ as a pair of interacting algorithms: a probabilistic polynomial time verifier and a computationally unbounded prover which on a common input instance $x$ engage in rounds of interaction at the end of which with high probability the verifier output a canonical solution $y = s(x)$ for $x$ if any solution exists and otherwise rejects $x$. Analogously to the case of completeness in interactive proofs for languages, we require Canonical Completeness: that for every input $x$, there exists an honest prover which can send the correct solution $s(x)$ to the verifier when one exists. Analogously to the case of soundness, we require Canonical Soundness: no dishonest prover can cause the verifier to output a solution other than $s(x)$ (the canonical one) (except with very low probability).

One may think of the powerful prover as aiding the probabilistic polynomial time verifier to find canonical solutions to search problems, with high probability over the randomness of the verifier. The challenge is that pseudo-determinism should hold not only with respect to the randomness, but also with respect to the prover: a malicious prover should not be able to cause the verifier to output a solution other than the canonical unique one. In addition to the intrinsic complexity theoretic interest in this problem, consistency or predictability of different executions on the same input are natural requirements from protocols.

We define pseudo-deterministic IP (psdIP) to be the class of search problems $R$ (relation on inputs and solutions) for which there exists a pseudo-deterministic polynomial round interactive proof for $R$.

**Theorem:** For any problem $L$ in NP, there is a pseudo-deterministic polynomial round interactive proof for the search problem $R$ consisting of all pairs $(x, w)$ where $x \in L$ and $w$ is a witness for $x$.

One can prove the above theorem by noting that finding the lexicographically first witness $w$ for $x$ is a problem in PSPACE. Then, since $\text{IP} = \text{PSPACE}$ [24], we know an interactive proof for finding the lexicographically first witness $w$ exists. More formally we have:

**Proof:** Let us consider the function $f(x)$ which outputs the lexicographically first witness that $x \in L$ if $x \in L$ or $\bot$ otherwise. It is easy to see that determining whether $f(x) = y$ is in PSPACE. As a result, there is an polynomial-round IP protocol to determine whether $f(x) = y$. Then, the psdIP protocol is as follows; the prover gives the verifier $y$ and then they run the protocol, and the verifier accepts and outputs $y$ if the protocol accepts. This satisfies the conditions for pseudo-determinism because of the completeness and soundness properties of the IP protocol.

In light of the above, we ask: do constant-round pseudo-deterministic interactive proofs exist for hard problems in NP for which many witnesses exist? We let psdAM refer to those pseudo-deterministic interactive proofs in which a constant number of rounds is used.  

Graph Isomorphism is in pseudo-deterministic AM: Theorem 7: There exists a pseudo-deterministic constant-round Arthur-Merlin protocol for finding an isomorphism between two given graphs.

Recall that the first protocol showing graph non-isomorphism is in constant round IP was shown by [9] and later shown to be possible using public coins via the general transformation.

---

2 We note that historically, the class AM referred to protocols in which the verifiers’ messages consisted of his coin tosses, namely public-coin protocols. In this work, we use AM to refer to constant round interactive proofs.
of private to public coins [11]. Our algorithm finds a unique isomorphism by producing the lexicographically first isomorphism. In order to prove that a particular isomorphism between input graph pairs is lexicographically smallest, the prover will prove in a sequence of sub-protocols to the verifier that a sequence of graphs suitably defined are non-isomorphic. In an alternative construction, we exhibit an interactive protocol that computes the automorphism group of a graph in a verifiable fashion.

**SAT is not in pseudo-deterministic AM:** Theorem 9: If any \( \text{NP} \)-complete problem has a pseudo-deterministic constant round AM protocol, then, \( \text{NP} \subseteq \text{coNP/poly} \) and the polynomial hierarchy collapses to the third level, showing that it is unlikely that \( \text{NP} \) complete problems have pseudo-deterministic constant round AM protocols.

This result extends the work of [16] which shows that if there are polynomial time unique verifiable proofs for SAT, then the polynomial hierarchy collapses. Essentially, their result held for deterministic interactive proofs (i.e., \( \text{NP} \)), and we extend their result to probabilistic interactive proofs with constant number of rounds (i.e., AM).

**Every problem in search-BPP is in subexponential-time pseudo-deterministic MA:** Theorem 13: For every problem in search-BPP, there exists a pseudo-deterministic MA protocol where the verifier takes subexponential time on infinitely many input lengths.

The idea of the result is to use known circuit lower bounds to get pseudo-deterministic subexponential time MA protocols for problems in search-BPP for infinitely many input lengths. We remark that recently Oliveira and Santhanam [22] showed a subexponential time pseudo-deterministic algorithm for infinitely many input lengths for all properties which have inverse polynomial density and are testable in probabilistic polynomial time. (An example of such a property is the property of being prime, as the set of primes has polynomial density.) In their construction, the condition of high density is required in order for the property to intersect with their subexponential-size hitting set. (Subsequent work in [17] also drops this requirement but only results in an average-case pseudo-deterministic algorithm.) In the case of MA, unconditional circuit lower bounds for MA with a verifier which runs in exponential time have been shown by Miltersen et al [20], which allows us to no longer require inverse polynomial density. Hence, we can obtain a pseudo-deterministic MA algorithm from circuit lower bounds. Thus, compared to [22], our result shows a pseudo-derandomization (for a subexponential verifier and infinitely many input sizes \( n \)) for all problems in search-BPP (and not just those with high density), but requires a prover.

**Pseudo-deterministic NL equals search-NL:** Theorem 15: For every search problem in search-NL, there exists a pseudo-deterministic NL protocol.

We define pseudo-deterministic NL to be the class of search problems \( R \) (a relation on inputs and solutions) for which there exists log-space non-deterministic algorithm \( M \) (Turing machines) such that for every input \( x \), there exists a unique \( s(x) \) such that \( R(x, s(x)) = 1 \) and \( M(x) \) outputs \( s(x) \) or rejects \( x \). Namely, there are no two accepting paths for input \( x \) that result in different outputs.

To prove the above theorem, we look at the problem of directed connectivity (that is, given a directed graph \( G \) with two vertices \( s \) and \( t \), we find a path from \( s \) to \( t \)), and we show that it is possible to find the lexicographically first path of shortest length in NL. To do so, we first find the length \( d \) of the shortest path, which can be done in NL. Then, we find the lexicographically first outneighbor \( u \) of \( s \) such that there is a path of length \( d - 1 \) from \( u \) to \( t \). This can be done by going in order over all outneighbors of \( s \), and for each of them checking
if there is a path of length \( d - 1 \) to \( t \) (if there is not such a path, that can be demonstrated in NL since \( NL = coNL [18, 25] \)). By recursively applying this protocol to find a path from \( u \) to \( t \), we end up obtaining the lexicographically first path of shortest length, which is unique.

**Structural Results:** We show a few structural results regarding pseudo-deterministic interactive proofs in Section 7. Specifically, we show that \( psdAM \) equals to the class \( \text{search} - \text{P} \supseteq \text{promise} - (\text{AM} \cap \text{coAM}) \), where for valid inputs \( x \), all queries to the oracle must be in the promise. We show similar results in the case of pseudo-deterministic MA and pseudo-deterministic NP.

### 1.2 Other Related Work

In their seminal paper on NP with unique solutions, Valiant and Vazirani asked the following question: is the inherent intractability of NP-complete problems caused by the fact that NP-complete problems have many solutions? They show this is not the case by exhibiting a problem – SAT with unique solutions – which is NP-hard under randomized reductions. They then showed how their result enables to show the NP-hardness under randomized reductions for a few related problems such as parity-SAT. We point out that our question is different. We are not restricting our study to problems (e.g. satisfiable formulas) with unique solutions. Rather, we consider hard problems for which there may be exponentially many solutions, and ask if one can focus on one of them and verify it in polynomial time.

In the language of satisfiability, \( \phi \) can be any satisfiable formula with exponentially many satisfying assignments; set \( s(\phi) \) to be a unique valued function which outputs a satisfying assignment for \( \phi \). We study whether there exists an \( s \) which can be efficiently computed, or which has an efficient interactive proof.

The question of computing canonical labellings of graphs was considered by Babai and Luks [3] in the early eighties. Clearly graph isomorphism is polynomial time reducible to computing canonical labellings of graphs (compute the canonical labeling for your graphs and compare), however it is unknown whether the two problems are equivalent (although finding canonical labellings in polynomial time seems to be known for all classes of graphs for which isomorphism can be computed in polynomial time). The problem of computing a set of generators (of size \( O\log n) \) of the automorphism group of a graph \( G \) was shown by Mathon [19] (among other results) to be polynomial-time reducible to the problem of computing the isomorphism of a graph. We use this in our proof that graph isomorphism is in \( psdAM \).

A line of work on search vs decision and hierarchy collapses, some in the flavor of our result of Section 4, have appeared in [16, 15, 14, 4].

Finally, we mention that recently another notion of uniqueness has been studied in the context of interactive proofs by Reingold et al [23], called unambiguous interactive proofs where the prover has a unique successful strategy. This again differs from pseudo-deterministic interactive proofs, in that we don’t assume (nor guarantee) a unique strategy by the successful prover, we only require that the prover proves that the solution (or witness) the verifier receives is unique (with high probability).

### 1.3 Subsequent Work

In [17], inspired by this work, Holden shows that for every BPP search problem there exists an algorithm \( A \) which for infinitely many input lengths \( n \) and for every polynomial-time samplable distribution over inputs of length \( n \) runs in subexponential time and produces
a unique answer with high probability on inputs drawn from the distribution and over A’s random coins.

[17] expands on the work of Oliveira and Santhanam [22] in several ways. Whereas the latter give a pseudo-deterministic algorithm for estimating the acceptance probability of a circuit on inputs of a given length, the former applies to general search-BPP problems, where the input is a string of a given length over some alphabet and algorithm’s A goal is to output a solution that satisfies a BPP testable relation with the input string. Holden [17] shows that for infinitely many input lengths, average-case (over the input distribution) pseudo-deterministic algorithms are possible for problems in search-BPP.

2 Definitions of Pseudo-deterministic Interactive Proofs

In this section, we define pseudo-determinism in the context of nondeterminism and interactive proofs. We begin by defining a search problem.

▶ Definition 1 (Search Problem). A search problem is a relation \( R \) consisting of pairs \( (x, y) \). We define \( L_R \) to be the set of \( x \)'s such that there exists a \( y \) satisfying \( (x, y) \in R \). An algorithm solving the search problem is an algorithm that, when given \( x \in L_R \), finds a \( y \) such that \( (x, y) \in R \). When \( L_R \) contains all strings, we say that \( R \) is a total search problem. Otherwise, we say \( R \) is a promise search problem.

We now define pseudo-determinism in the context of interactive proofs for search problems. Intuitively speaking, we say that an interactive proof is pseudo-deterministic if an honest prover causes the verifier to output the same unique solution with high probability (canonical completeness), and dishonest provers can only cause the verifier to output either the unique solution or ⊥ with high probability (canonical soundness). In other words, dishonest provers cannot cause the verifier to output an answer which is not the unique answer. Additionally, we have the condition that for an input \( x \) with no solutions, for all provers the verifier will output ⊥ with high probability (standard soundness). We note that we use psdIP, psdAM, psdNP, psdMA, and so on, to refer to a class of promise problems, unless otherwise stated.

▶ Definition 2 (Pseudo-deterministic IP). A search problem \( R \) is in pseudo-deterministic IP (often denoted psdIP) if there exists a function \( s \) mapping inputs to the search problem to solutions (i.e., all \( x \in L_R \) satisfy \( (x, s(x)) \in R \)), and there is an interactive protocol between a probabilistic polynomial time verifier algorithm \( V \) and a prover (unbounded algorithm) \( P \) such that for every \( x \in L_R \):

1. (Canonical Completeness) There exists a \( P \) such that \( \Pr_r[(P, V)(x, r) = s(x)] \geq \frac{2}{3} \). (We use \( (P, V)(x, r) \) to denote the output of the verifier \( V \) when interacting with prover \( P \) on input \( x \) using randomness \( r \)).
2. (Canonical Soundness) For all \( P' \), \( \Pr_r[(P', V)(x, r) = s(x) \text{ or } ⊥] \geq \frac{2}{3} \).

And (Standard Soundness) for every \( x \notin L_R \), for all provers \( P' \), \( \Pr_r[(P', V)(x, r) ≠ ⊥] \leq \frac{1}{3} \).

One can similarly define pseudo-deterministic MA, and pseudo-deterministic AM, where MA is a 1-round protocol, and AM is a 2-round protocol. One can show that any constant-round interactive protocol can be reduced to a 2-round interactive protocol [2]. Hence, the definition of pseudo-deterministic AM captures the set of all search problems solvable in a constant number of rounds of interaction.

Historical Note: Historically, AM referred to public coin protocols, whereas IP referred to private coin protocols. In this work, we use AM to refer to constant round protocols, and IP
to refer to polynomial round protocols (unless explicitly stated otherwise). By the result of [11], we know that when the prover is all-powerful, a private coin protocol can be simulated using private coins, so in this setting the distinction between private and public coins does not matter.

**Definition 3** (Pseudo-deterministic AM). A search problem $R$ is in pseudo-deterministic AM (often denoted psdAM) if there exists a function $s$ where all $x \in L_R$ satisfy $(x, s(x)) \in R$, a probabilistic polynomial time verifier algorithm $V$, and polynomials $p$ and $q$, such that for every $x \in L_R$:

1. (Canonical Completeness) $\Pr_{r \in \{0,1\}^{p(n)}}(\exists z \in \{0,1\}^{q(n)} V(x, r, z) = s(x)) \geq \frac{2}{3}$
2. (Canonical Soundness) $\Pr_{r \in \{0,1\}^{p(n)}}(\forall z \in \{0,1\}^{q(n)} V(x, r, z) \in \{s(x), \bot\}) \geq \frac{2}{3}$.

And (Standard Soundness) for every $x \notin L_R$, we have $\Pr_{r \in \{0,1\}^{p(n)}}(\forall z \in \{0,1\}^{q(n)} V(x, r, z) = \{\bot\}) \geq \frac{2}{3}$.

**Definition 4** (Pseudo-deterministic MA). A search problem $R$ is in pseudo-deterministic MA (often denoted psdMA) if there exists a function $s$ where all $x \in L_R$ satisfy $(x, s(x)) \in R$ and $|s(x)| \leq \text{poly}(x)$, a probabilistic polynomial time verifier $V$ such that for every $x \in L_R^3$:

1. (Canonical Completeness) There exists a message $M$ of polynomial size such that $\Pr_r[V(x, M, r) = s(x)] \geq \frac{2}{3}$.
2. (Canonical Soundness) For all $M'$, $\Pr_r[V(x, M', r) = s(x) \text{ or } \bot] \geq \frac{2}{3}$.

And (Standard Soundness) for every $x \notin L_R$, for all $M'$, $\Pr_r[V(x, M', r) \neq \bot] \leq \frac{1}{3}$.

Pseudo-determinism can similarly be defined in the context of NP (which can be viewed as a specific case of an interactive proof):

**Definition 5** (Pseudo-deterministic NP). A search problem $R$ is in pseudo-deterministic NP (often denoted psdNP) if there exists a function $s$ where all $x \in L_R$ satisfy $(x, s(x)) \in R$ and $|s(x)| \leq \text{poly}(x)$, and there is a deterministic polynomial time verifier $V$ such that for every $x \in L_R$:

1. There exists a message $M$ of polynomial size such that $V(x, M) = s(x)$.
2. For all $M'$, $V(x, M') = s(x)$ or $V(x, M') = \bot$.

And for every $x \notin L_R$, for all $M'$, we have $V(x, M') = \bot$.

A similar definition for pseudo-deterministic NL follows naturally:

**Definition 6** (Pseudo-deterministic NL). A search problem $R$ is in pseudo-deterministic NL (often denoted psdNL) if there exists a function $s$ where all $x \in L_R$ satisfy $(x, s(x)) \in R$ and $|s(x)| \leq \text{poly}(x)$, there is a nondeterministic log-space machine $V$ such that for every $x \in L_R$:

1. There exist nondeterministic choices $N$ for the machine such that such that $V(x, N) = s(x)$.
2. For all possible nondeterministic choices $N'$, $V(x, N') = s(x)$ or $V(x, N') = \bot$.

And for every $x \notin L_R$, for all nondeterministic choices $N'$, $V(x, N') = \bot$.

---

3 We remark that we use $M$ to denote the proof sent by the prover Merlin, and not the algorithm implemented by the prover.
3 Pseudo-deterministic-AM algorithm for graph isomorphism

In this section we give an algorithm for finding an isomorphism between two graphs in AM that outputs the same answer with high probability. The way this algorithm works is that the prover will send the lexicographically first isomorphism to the verifier and then prove that it is the lexicographically first isomorphism. To prove that the isomorphism is the lexicographically first isomorphism, we label the graph and run a sequence of graph non-isomorphism protocols to show no lexicographically smaller isomorphism exists. We present an alternate proof of the same result in the appendix (the proof in the appendix is more group theoretic, whereas the proof below is more combinatorial).

\begin{theorem}
Finding an isomorphism between graphs can be done in psdAM.
\end{theorem}

\begin{proof}
Let the vertices of \( G_1 \) be \( v_1, v_2, \ldots, v_n \), and the vertices of \( G_2 \) be \( u_1, u_2, \ldots, u_n \). We will show an AM algorithm which outputs a unique isomorphism \( \phi \). Our algorithm will proceed in \( n \) stages (which we will later show can be parallelized). After the \( k \)th stage, the values \( \phi(v_1), \phi(v_2), \ldots, \phi(v_k) \) will be determined.

Suppose that the values \( \phi(v_1), \phi(v_2), \ldots, \phi(v_k) \) have been determined. Then we will determine the smallest \( r \) such that there exists an isomorphism \( \phi^* \) such that for \( 1 \leq i \leq k \), we have \( \phi^*(v_i) = \phi(v_i) \), and in addition, \( \phi^*(v_{k+1}) = u_r \). If we find \( r \), we can set \( \phi(v_{k+1}) = \phi^*(v_{k+1}) \) and continue to the \( k + 1 \)th stage.

To find the correct value of \( r \), the (honest) prover will tell the verifier the value of \( r \) and \( \phi \). Then, to show that the prover is not lying, for each \( r' < r \), the prover will prove that there exists no isomorphism \( \phi' \) such that for \( 1 \leq i \leq k \), we have \( \phi'(v_i) = \phi(v_i) \), and in addition, \( \phi'(v_{k+1}) = u_r \). To prove this, the verifier will pick \( G_1 \) or \( G_2 \), each with probability \( 1/2 \). If the verifier picked \( G_1 \), he will randomly shuffle the vertices \( v_{k+2}, \ldots, v_n \), and send the shuffled graph to the prover. If the verifier picked \( G_2 \), he will set \( u'_i = \phi(v_i) \) for \( 1 \leq i \leq k \), and \( u'_{k+1} = u_r \), and shuffle the rest of the vertices. If the prover can distinguish between whether the verifier initially picked \( G_1 \) or \( G_2 \), then that implies there is no isomorphism sending \( v_i \) to \( \phi(v_i) \) for \( 1 \leq i \leq k \), and sending \( v_{k+1} \) to \( u_r \). The prover now can show this for all \( r' \leq r \) (in parallel), as well as exhibit the isomorphism \( \phi \), thus proving that \( r \) is the minimum value such that there is an isomorphism sending \( v_i \) to \( \phi(v_i) \) for \( 1 \leq i \leq k \), and sending \( v_{k+1} \) to \( u_r \).

The above \( n \) stages can be done in parallel in order to achieve a constant round protocol. To do so, in the first stage, the prover sends the isomorphism \( \phi \) to the verifier. Then, the verifier can test (in parallel) for each \( k \) whether under the assumption that \( \phi(v_1), \phi(v_2), \ldots, \phi(v_k) \) are correct, \( \phi(v_{k+1}) \) is the lexicographically minimal vertex which \( v_{k+1} \) can be sent to. The correctness of this protocol follows from the fact that multiple AM interactive proofs can be performed in parallel while maintaining soundness and completeness for all of the interactive proofs performed (as shown in appendix C.1 of [7]).

We note that in the above protocol, the prover only needs to have the power to solve graph isomorphism (and graph non-isomorphism). Also, we note that the above protocol uses private coins. While the protocol can be simulated with a public coin protocol [11], the simulation requires the prover to be very powerful.
\end{proof}

4 Lower bound on pseudo-deterministic AM algorithms

In this section, we establish that if any NP-complete problem has an AM protocol that outputs a unique witness with high probability, then the polynomial hierarchy collapses. To do this we show the analog of AM \( \subseteq \text{NP/poly} \) for the pseudo-deterministic setting, and then
use this fact to get a NP/poly algorithm with a unique witness. We can then use [16] to show that NP ⊆ coNP/poly, which obtains the hierarchy collapse.

We begin by proving that psdAM ⊆ psdNP/poly:

\textbf{Lemma 8.} Suppose that there is a psdAM protocol for a search problem \( R \), which on input \( x \in L_R \), outputs \( s(x) \). Then, the search problem \( R \) has a psdNP/poly algorithm which, on input \( x \), outputs \( s(x) \).

\textbf{Proof.} Consider a psdAM protocol, and suppose that on input \( x \in L_R \), it outputs \( s(x) \).

Since we are guaranteed that when the verifier of the the psdAM accepts, it will output \( s(x) \) with high probability, we can use standard amplification techniques to show that the verifier will output \( s(x) \) with probability \( 1 - o(\exp(-n)) \), assuming an honest prover, and will output anything other than \( s(x) \) with probability \( o(\exp(-n)) \), even with a malicious prover. Then, by a union bound, there exists a choice of random string \( r \) that makes the verifier output \( s(x) \) for all inputs \( x \in \{0,1\}^n \) of size \( n \) with an honest prover, and that for malicious provers, the verifier will either reject or output \( s(x) \). We encode this string \( r \) as the advice string for the NP/poly machine.

The NP/poly machine computing \( s \) can read \( r \) off the advice tape and then guess the prover’s message, and whenever the verifier accepts, \( s(x) \) will be output by that nondeterministic branch. Thus \( s(x) \) can be computed by an NP/poly machine.

Next, we show that if an NP-complete problem has a pseudo-deterministic-NP/poly algorithm, then the polynomial hierarchy collapses.

\textbf{Theorem 9.} Let \( L \in \text{NP} \) be an NP-complete problem. Let \( R \) be a polynomial time algorithm such that there exists a polynomial \( p \) so that \( x \in L \) if and only if \( \exists y \in \{0,1\}^{p(|x|)} R(x,y) \). Suppose that there is a psdAM protocol that when given some \( x \in L \), outputs a unique \( s(x) \in \{0,1\}^{p(|x|)} \) such that \( R(x,s(x)) = 1 \). Then, NP ⊆ coNP/poly and the polynomial hierarchy collapses to the third level.

\textbf{Proof.} Assume that there is a psdAM protocol that when given some \( \phi \in L \), outputs a unique \( s(\phi) \in \{0,1\}^{p(|\phi|)} \) such that \( R(\phi, s(\phi)) = 1 \). From Lemma 8, we have that there exists psdNP/poly algorithm \( A \) that given \( \phi \in L \), outputs a unique witness \( s(\phi) \) for \( \phi \). Given such an algorithm \( A \), we can construct a function \( g \) computable in psdNP/poly that on two inputs \( \phi_1 \) and \( \phi_2 \), \( g(\phi_1, \phi_2) \) is one of either \( \phi_1 \) or \( \phi_2 \) with the condition that if either \( \phi_1 \) or \( \phi_2 \) is in \( L \), then \( g(\phi_1, \phi_2) \) is satisfiable. If neither \( \phi_1 \) nor \( \phi_2 \) are in \( L \), then \( g(\phi_1, \phi_2) = \perp \).

To construct such a \( g \), define a function \( g' \) where \( g'(\phi_1, \phi_2) = g(\phi_1, \phi_2) \cap L \) (i.e., \( g'(\phi_1, \phi_2) \) is the subset of \( \{\phi_1, \phi_2\} \) consisting of satisfiable formulas). We construct \( g \) by reducing the language \( L' = \{ (\phi_1, \phi_2) | g'(\phi_1, \phi_2) \neq \emptyset \} \) (which is in NP, and hence reducible to \( L \), since \( L \) is NP-complete) to \( L \) and running \( A \) to find a unique witness for \( g \), which we can then turn into a witness for \( L' \). Note that a witness for \( L' \) is either a witness for \( \phi_1 \) or \( \phi_2 \). We can then check whether this unique witness is a witness for \( \phi_1 \) or \( \phi_2 \), and output the \( \phi_i \) for which it is a witness (in the case that the witness works for both of the \( \phi_i \), we output the lexicographically first \( \phi_i \)).

We note that we view \( g \) as a function on the set \( \{\phi_1, \phi_2\} \). That is, we set \( g(\phi_1, \phi_2) = g(\phi_2, \phi_1) \) (if a function \( g \) does not satisfy this property, we can create a \( g^* \) satisfying this property by setting \( g^*(\phi_1, \phi_2) = g(\min(\phi_1, \phi_2), \max(\phi_2, \phi_1)) \)).

Now, our goal is to use \( g \), which we know is computable in psdNP/poly to construct an NP/poly algorithm for \( L \) (the complement of \( L \)).

We construct the advice string for \( L \) for length \( n \) as follows. Our advice string will be a set \( S \) consisting of strings \( \phi_i \). Start out with \( S = \emptyset \). We know that there exists a \( \phi_i \in \{0,1\}^n \cap L \).
such that \( g(\phi, \phi_1) = x \) for at least half of the set \( \{ \phi \in \{0,1\}^n \cap L | g(\phi, s) = s \forall s \in S \} \). Such an \( s \) exists since in expectation, when picking a random \( s \), half of the \( \phi \)'s will satisfy \( g(\phi, s) = x \).

If we keep doing this, we get a set \( S \) with \( |S| \leq \text{poly}(n) \) such that for every \( \phi \in L \) of length \( n \), there exists an \( s \in S \) such that \( g(\phi, s) = x \).

Now, to check that \( \phi \in L \) in \( \text{NP/poly} \) (where \( S \) as defined above is the advice), we compute \( g(\phi, s) \) for every \( s \in S \), and check that \( g(\phi, s) = s \) for every \( s \in S \) which is possible because \( |S| \) is polynomial in \( n \). It is clear that this algorithm accepts if \( \phi \notin L \) and rejects if \( \phi \in L \), so therefore \( L \in \text{coNP/poly} \), which implies that \( \text{NP} \subseteq \text{coNP/poly} \). Furthermore, \( \text{NP} \subseteq \text{coNP/poly} \) implies that the polynomial hierarchy collapses to the third level.

5 Pseudo-deterministic derandomization for \( BPP \) in subexponential time \( \text{MA} \)

In this section, we prove the existence of pseudo-deterministic subexponential time (time \( O(2^{n^\epsilon}) \)) for every \( \epsilon \) \( \text{MA} \) protocols for problems in \( \text{search-BPP} \) for infinitely many input lengths.

In this section, we prove that every problem \( R \) in \( \text{search-BPP} \) has an MA proof where the verifier takes subexponential time (and the prover is unbounded). For completeness, we define \( \text{search-BPP} \) below:

\begin{definition}[Search-BPP] A binary relation \( R \) is in search-BPP if there exist probabilistic polynomial-time algorithms \( A, B \) such that
1. Given \( x \in R_L \), \( A \) outputs a \( y \) such that with probability at least \( 2/3 \), \( (x, y) \in R \).
2. If \( y \) is output by \( A \) when run on \( x \), and \( (x, y) \notin R \), then \( B \) rejects on \( (x, y) \) with probability at least \( 2/3 \). Furthermore, for all \( x \in L_R \), with probability at least \( 1/2 \) \( B \) accepts on \( (x, y) \) with probability at least \( 1/2 \).

When \( x \notin R_L \), \( A \) outputs \( \bot \) with probability at least \( 2/3 \).
\end{definition}

The intuition of the above definition is that \( A \) is used to find an output \( y \), and then \( B \) can be used to verify \( y \), and amplify the success probability.

A main component of our proof will be the Nisan-Wigderson pseudo-random generator, which shows a way to construct pseudorandom strings given access to an oracle solving a problem of high circuit complexity.

To obtain the best running time for our pseudo-deterministic algorithm, we will need the iterated exponential functions first used in complexity theory by [20]. We will be considering functions with half-exponential growth, i.e. functions \( f \) such that \( f(f(n)) \in O(2^{n^\alpha}) \) for some \( k \).

\begin{definition}[Fractional exponentials [20]] The fractional exponential function \( e_{\alpha}(x) \) will be defined as \( A^{-1}(A(x) + \alpha) \), where \( A \) is the solution to the functional equation \( A(e^x - 1) = A(x) + 1 \). In addition, we can construct such functions so that \( e_{\alpha}(e_\beta(x)) = e_{\alpha + \beta}(x) \). It is clear from this definition that \( e_{1}(n) = O(2^n) \), and that \( e_{1/2}(e_{1/2}(x)) = O(2^n) \). We call a function \( f \) satisfying \( f(x) = \Theta(e_{1/2}(x)) \) a half-exponential function.
\end{definition}

\begin{definition}[Half-Exponential Time MA] We define a half-exponential time MA proof to be an interactive MA proof in which the verifier runs in half-exponential time.
\end{definition}

\begin{theorem} Given a problem \( R \) in \( \text{search-BPP} \), it is possible to obtain a pseudo-deterministic MA algorithm for \( R \) where the verifier takes subexponential time for infinitely many input lengths.
\end{theorem}
Proof. From \[20\], we see that \( MA \cap \text{coMA} \) where the verifier runs in half-exponential time cannot be approximated by polynomial-sized circuits. By Nisan-Wigderson \[21\], it follows that in half-exponential time \( MA \), one can construct a pseudorandom generator with half-exponential stretch which is secure against any given polynomial-size circuit for infinitely many input lengths. We provide more details below.

Let \( T \) be the truth-table of a hard function in \( MA \cap \text{coMA} \). Then, let \( R \) be a relation in search-BPP. Recall from Definition 10 that there is an algorithm \( A \) that given \( x \), produces \( y \) such that \((x, y) \in R\) with high probability if \( x \in R_L \).

We will now describe the \( MA \) protocol. First, the prover sends \( T \) to the verifier and proves that it is indeed the truth table of the hard function in half-exponential time \( MA \) (which can be done in half-exponential time). With \( T \) in hand, the verifier can then compute the output of the Nisan-Wigderson pseudorandom generator. The verifier loops through the seeds in lexicographic order and uses the pseudorandom generator on each seed to create pseudo-random strings, which the verifier then uses as the randomness for \( A \). Each time, the verifier tests whether \((x, A(x, r)) \in R\) (which can be done in BPP, and hence also in MA) and returns the first such valid output.

This will output the same solution whenever the verifier both gets the correct truth-table for the PRG, and succeeds in testing for each PRG output whether the output it provides is valid. Both of these happen with high probability, and thus this is a pseudo-deterministic subexponential-time \( MA \) algorithm for any problem in search-BPP which succeeds on infinitely many input lengths.

\[\square\]

6 Uniqueness in NL

In this section, we prove that every problem in search-NL can be made pseudo-deterministic. For completeness we include a definition of search-NL:

▶ Definition 14 (search-NL). A search problem \( R \) is in search-NL if there is a nondeterministic log-space machine \( V \) such that for every \( x \in L_R \),
1. There exist nondeterministic choices \( N \) for the machine such that such that \( V(x, N) = y \), and \((x, y) \in R\).
2. For all possible nondeterministic choices \( N' \), \((x, V(x, N')) \in R\), or \( V(x, N') = \bot \).

And for every \( x \notin L_R \), for all nondeterministic choices \( N' \), \( V(x, N') = \bot \).

▶ Theorem 15 (Pseudo-determinism NL). Every search problem in search-NL is in \( \text{psdNL} \).

One can think of the complete search problem for NL as: given a directed graph \( G \), and two vertices \( s \) and \( t \) such that there is a path from \( s \) to \( t \), find a path from \( s \) to \( t \). Note that the standard nondeterministic algorithm of simply guessing a path will result in different paths for different nondeterministic guesses. Our goal will be to find a unique path, so that on different nondeterministic choices, we will not end up with a path which is not the unique one.

The idea will be to find the lexicographically first shortest path (i.e, if the min-length path from \( s \) to \( t \) is of length \( d \), we will output the lexicographically first path of length \( d \) from \( s \) to \( t \)). To do so, first we will determine the length \( d \) of the min-length path from \( s \) to \( t \). Then, for each neighbor of \( s \), we will check if it has a path of length \( d - 1 \) to \( t \), and move to the first such neighbor. Now, we have reduced the problem to finding a unique path of length \( d - 1 \), which we can do recursively.

The full proof is given below:
Proof. Given a problem in search-NL, consider the set of all min-length computation histories. We will find the lexicographically first successful computation history in this set.

To do so, we first (nondeterministically) compute the length of the min-length computation history. This can be done because coNL = NL (so if the shortest computation history is of size $T$, one can show a history of size $T$. Also, because it is coNL to show that there is no history of size up to $T-1$, we can show that there is no history of size less than $T$ in NL).

In general, using the same technique, given a state $S$ of the NL machine, we can tell what is the shortest possible length for a successful computation path starting at $S$.

Our algorithm will proceed as follows. Given a state $S$ (which we initially set to be the initial configuration of the NL machine), we will compute $T$, the length of the shortest successful computation path starting at $S$. Then, for each possible nondeterministic choice, we will check (in NL) whether there exists a computation history of length $T-1$ given that nondeterministic choice. Then, we will choose the lexicographically first such nondeterministic choice, and recurse.

This algorithm finds the lexicographically first computation path of minimal length which is unique. Hence, the algorithm will always output the same solution (or reject), so the algorithm is pseudo-deterministic.

7 Structural Results

In [8], Goldreich et al showed that the set of total search problems solved by pseudo-deterministic polynomial time randomized algorithms equals the set of total search problems solved by deterministic polynomial time algorithms, with access to an oracle to decision problems in BPP. In [10], this result was extended to the context of RNC. We show analogous theorems here. In the context of MA, we show that for total search problems, $\text{psdMA} = \text{search-P}^{\text{coMA}}$. In other words, any pseudo-deterministic MA algorithm can be simulated by a polynomial time search algorithm with an oracle solving decision problems in $\text{MA} \cap \text{coMA}$, and vice versa.

In the case of search problems that are not total, we show that $\text{psdMA}$ equals to the class $\text{search-P}^{\text{promise-Promise-A}}$, where when the input $x$ is in $L_R$, all queries to the oracle must be in the promise. We note that generally, when having an oracle to a promise problem, one is allowed to query the oracle on inputs not in the promise, as long as the output of the algorithm as a whole is correct for all possible answers the oracle gives to such queries. In our case, we simply do not allow queries to the oracle to be in the promise. Such reductions have been called smart reductions [12].

We show similar theorems for AM, and NP. Specifically, we show $\text{psdAM} = \text{search-P}^{\text{promise-Promise-AM}}$ and $\text{psdNP} = \text{search-P}^{\text{promise-Promise-NP}}$, where the reductions to the oracles are smart reductions.

In the case of total problems, one can use a similar technique to show $\text{psdAM} = \text{search-P}^{\text{AM-coAM}}$ and $\text{psdNP} = \text{search-P}^{\text{NP-coNP}}$, where the oracles can only return answers to total decision problems.

Theorem 16. The class $\text{psdMA}$ equals the class $\text{search-P}^{\text{promise-Promise-MA}}$, where on any input $x \in L_R$, the all queries to the oracle are in the promise.

Proof. The proof is similar to the proofs in [8] and [10] which show similar reductions to decision problems in the context of pseudo-deterministic polynomial time algorithms and

---

4 What we call $\text{search-P}$ is often denoted as FP.
pseudo-deterministic NC algorithms.

First, we show that a polynomial time algorithm with an oracle for promise\(\neg(\text{MA} \cap \text{coMA})\) decision problems which only asks queries in the promise has a corresponding pseudo-deterministic MA algorithm. Consider a polynomial time algorithm \(A\) which uses an oracle for promise\(\neg(\text{MA} \cap \text{coMA})\). We can simulate \(A\) by an MA protocol where the prover sends the verifier the proof for every question which \(A\) asks the oracle. Then, the verifier can simply run the algorithm from \(A\), and whenever he accesses the oracle, he instead verifies the proof sent to him by the prover.

We note that the condition of a smart reduction is required in order for the prover to be able to send to the verifier the list of all queries \(A\) will make to the oracle. If \(A\) can ask the oracle queries not in the promise, it may be that on different executions of \(A\), different queries will be made to the oracle (since \(A\) is a adaptive, and the queries \(A\) makes may depend on the answers returned by the oracle for queries not in the promise), so the prover is unable to predict what queries \(A\) will need answered.

We now show that a pseudo-deterministic MA algorithm \(B\) has a corresponding polynomial time algorithm \(A\) that uses a promise\(\neg(\text{MA} \cap \text{coMA})\) oracle while only querying on inputs in the promise. On input \(x \in L_R\), the polynomial time algorithm can ask the promise\(\neg(\text{MA} \cap \text{coMA})\) oracle for the first bit of the unique answer given by \(B\). This is a decision problem in promise\(\neg(\text{MA} \cap \text{coMA})\) since it has a constant round interactive proof (namely, run \(B\) and then output the first bit). Similarly, the algorithm \(A\) can figure out every other bit of the unique answer, and then concatenate those bits to obtain the full output.

Note that it is required that the oracle is for promise\(\neg(\text{MA} \cap \text{coMA})\), and not just for promise\(\neg\text{MA}\), since if one of the bits of the output is 0, the verifier must be able to convince the prover of that (and this would require a promise\(\neg\text{coMA}\) protocol).

A very similar proof shows the following:

\begin{theorem}
The class \(\text{psdNP}\) equals the class \(\text{search-P}\ \text{promise-} (\text{NP} \cap \text{coNP})\), where on any input \(x \in L_R\), all queries to the oracle are in the promise.
\end{theorem}

We now prove a similar theorem for the case of AM protocols. We note that this is slightly more subtle, since it’s not clear how to simulate a search-P \(\text{promise-} (\text{AM} \cap \text{coAM})\) protocol using only a constant number of rounds of interaction, since the search-P algorithm may ask polynomial many queries in an adaptive fashion.

\begin{theorem}
The class \(\text{psdAM}\) equals the class \(\text{search-P}\ \text{promise-} (\text{AM} \cap \text{coAM})\), where on any input \(x \in L_R\), all queries to the oracle are in the promise.
\end{theorem}

\begin{proof}
First, we show that a polynomial time algorithm with an oracle for promise\(\neg(\text{AM} \cap \text{coAM})\) decision problems where the queries are all in the promise has a corresponding pseudo-deterministic AM algorithm. We proceed similarly to the proof of Theorem 16. Consider a polynomial time algorithm \(A\) which uses an oracle for promise\(\neg(\text{AM} \cap \text{coAM})\). The prover will internally simulate that algorithm \(A\), and then send to the verifier a list of all queries that \(A\) makes to the promise\(\neg(\text{AM} \cap \text{coAM})\) oracle. Then, the prover can prove the answer (in parallel), to all of those queries.

To prove correctness, suppose that the prover lies about at least one of the oracle queries. Then, consider the first oracle query to which the prover lied. Then, by a standard simulation argument, one can show that it can be made overwhelmingly likely that the verifier will discover that the prover lied on that query.

\end{proof}
Once all queries have been answered by the verifier the algorithm \( B \) can run like \( A \), but instead of querying the oracle, it already knows the answer since the prover has proved it to him.

The proof that a pseudo-deterministic MA algorithm \( B \) has a corresponding polynomial time algorithm \( A \) that uses an promise-\((AM \cap coAM)\) oracle is identical to the proof of Theorem 16.

As a corollary of the above, we learn that private coins are no more powerful than public coins in the pseudo-deterministic setting:

\textbf{Corollary 19.} A pseudo-deterministic constant round interactive proof using private coins can be simulated by a pseudo-deterministic constant round interactive proof using public coins.

\textbf{Proof.} By Theorem 18, we can view the algorithm as an algorithm in search-\(P^{AM \cap coAM}\).

By a similar argument to that in Theorem 18, one can show that psdIP = search-P^{IP \cap coIP}, where in this context IP refers to \textit{constant} round interactive proofs using \textit{private} coins, and AM refers to constant round interactive proofs using \textit{public} coins. Since promise-\((AM \cap coAM) = promise-(IP \cap coIP)\), since every constant round \textit{private coin} interactive proof for decision problems can be simulated by a constant round interactive proof using \textit{public coins} \cite{11}, we have:

\[
\text{psdAM} = \text{search-P^{promise-(AM \cap coAM)}} = \text{search-P^{promise-(IP \cap coIP)}} = \text{psdIP}.
\]

8 Discussion and Open Problems

\textbf{Pseudo-determinism and TFNP:} The class of total search problems solvable by pseudo-deterministic NP algorithms is a very natural subset of TFNP, the set of all total NP search problems. It is interesting to understand how the set of total psdNP problems fits in TFNP. For example, it is not known whether TFNP = psdNP. It would be interesting either to show that every problem in TFNP has a pseudo-deterministic NP algorithm, or to show that under plausible assumptions there is a problem in TFNP which does not have a pseudo-deterministic NP algorithm.

Similarly, it is interesting to understand the relationship of psdNP to other subclasses of TFNP. For example, one can ask whether every problem in PPAD has a pseudo-deterministic NP algorithm (i.e., given a game, does there exists a pseudo-deterministic NP or AM algorithm which outputs a Nash Equilibrium), or whether under plausible assumptions this is not the case. Similar questions can be asked for CLS, PPP, and so on.

\textbf{Pseudo-determinism in Lattice problems:} There are several problems in the context of lattices which have NP (and often also NP \(\cap\) coNP) algorithms \cite{1}. Notable examples include gap-SVP and gap-CVP, for certain gap sizes. It would be interesting to show pseudo-deterministic interactive proofs for those problems. In other words, one could ask: does there exists an AM protocol for gap-SVP so that when a short vector exists, the same short vector is output every time. Perhaps more interesting would be to show, under plausible cryptographic assumptions, that certain such problems do not have psdAM protocols.

\textbf{Pseudo-determinism and Number Theoretic Problems:} The problem of generating primes (given a number \( n \), output a prime greater than \( n \)), and the problem of finding primitive roots (given a prime \( p \), find a primitive root mod \( p \)) have efficient randomized algorithms, and
have been studied in the context of pseudo-determinism [13, 6, 22], though no polynomial
time pseudo-deterministic algorithms have been found. It is interesting to ask whether these
problems have polynomial time psdAM protocols.

The Relationship between psdAM and search−BPP: One of the main open problems
in pseudo-determinism is to determine whether every problem in search−BPP also has a
polynomial time pseudo-deterministic algorithm. This remains unsolved. As a step in that
direction (and as an interesting problem on its own), it is interesting to determine whether
search−BPP ⊆ psdAM. In this paper, we proved a partial result in this direction, namely
that search−BPP ⊆ i.o.psdMA_{SUBEXP}.

Zero Knowledge Proofs of Uniqueness: The definition of pseudo-deterministic interactive
proofs can be extended to the context of Zero Knowledge. In other words, the verifier gets
no information other than the answer, and knowing that it is the unique/canonical answer.
It is interesting to examine this notion and understand its relationship to psdAM.

The Power of the Prover in pseudo-deterministic interactive proofs: Consider a search
problem which can be solved in IP where the prover, instead of being all-powerful, is
computationally limited. We know that such a problem can be solved in psdIP if the prover
has unlimited computational power (in fact, one can show it is enough for the prover to be
in PSPACE). In general, if the prover can be computationally limited for some IP protocol,
can it also be computationally limited for a psdIP protocol for the same problem? It is also
interesting in general to compare the power needed for the psdIP protocol compared to the
power needed to solve the search problem non-pseudo-deterministically. Similar questions
can be asked in the context of AM.

The Power of the Prover in pseudo-deterministic private vs public coins proofs: In our
psdAM protocol for Graph Isomorphism, the verifier uses private coins, and the prover is weak
(it can be simulated by a polynomial time machine with an oracle for graph isomorphism).
If using public coins, what power would the prover need? In general, it is interesting to
compare the power needed by the prover when using private coins vs public coins in psdAM
and psdIP protocols.

Pseudo-deterministic interactive proofs for setting cryptographic global system parameters:
Suppose an authority must come up with global parameters for a cryptographic protocol
(for instance, a prime $p$ and a primitive root $g$ of $p$, which would be needed for a Diffie-
Hellman key exchange). It may be important that other parties in the protocol know that the
authority did not come up with these parameters because he happens to have a trapdoor to
them. If the authority proves to the other parties that the parameters chosen are canonical,
the other parties now know that the authority did not just pick these parameters because of
a trapdoor (instead, the authority had to pick those parameters, since those are the canonical
ones). It would be interesting to come up with a specific example of a protocol along with
global parameters for which there is a pseudo-deterministic interactive proof showing the
parameters are unique.
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The method we use to do this involves finding the lexicographically first isomorphism \( \phi \). Let \( P \) be a set of generators and coset representatives for all the cosets of \( \phi \). For every \( u, v \in G \), \( (u,v) \in E(G) \) if and only if \((\phi(u),\phi(v)) \in E(G)\) (i.e., \( \phi \) is an automorphism of \( G \).

Definition 21 (Stabilize). Given a set \( S \) and elements \( \alpha_1, \alpha_2, ..., \alpha_t \in S \), we say that a permutation \( \phi : S \to S \) stabilizes \( \{\alpha_1, \alpha_2, ..., \alpha_k\} \) iff \( \phi(\alpha_i) = \alpha_i \) for \( i \in \{1, ..., k\} \). We also say that a group \( G \) stabilizes \( \{\alpha_1, \alpha_2, ..., \alpha_k\} \) when every \( \phi \in G \) stabilizes \( \{\alpha_1, \alpha_2, ..., \alpha_k\} \).

Definition 22 (Stabilizer). The stabilizer of an element \( s \) in \( S \) for a group \( G \) acting on \( S \) is the set of elements of \( G \) that stabilize \( s \).

Lemma 23. Suppose that we are given a tuple \((G_1, G_2, H, \phi)\) where \( G_1 \) and \( G_2 \) are graphs, \( H = \text{Aut}(G_1) \) is represented as a set of generators, and \( \phi \) is an isomorphism between \( G_1 \) and \( G_2 \). Then, in polynomial time, we can compute a unique isomorphism \( \phi^* \) from \( G_1 \) to \( G_2 \) independent of the choice of \( \phi \) and the representation of \( H \).

Proof. We use the algorithm given in [5] to compute a canonical coset representative, observing that the set of isomorphisms between \( G_1 \) and \( G_2 \) is a coset of the automorphism group of \( G_1 \). Let \( \alpha_1, ..., \alpha_t \) be a basis of \( H \), i.e., a set such that any \( h \in H \) fixing \( \alpha_1, ..., \alpha_t \) is the identity. Let \( H_i \) be the subgroup of \( H \) that stabilizes \( \alpha_1, ..., \alpha_i \). Now, let \( U_i \) be a set of coset representatives of \( H_{i+1} \) in \( H_i \). Given the generators of \( H_i \), we can calculate \( U_i \), and by Schreier’s theorem we can calculate the generators for \( H_{i+1} \). In this fashion, we can get generators and coset representatives for all the \( H_i \). To produce \( \phi^* \), we do the following.

Find-First-Isomorphism
1 \( \phi^* = \phi \)
2 For \( i = 1, ..., t \)
3 Let \( P_i = \{ \phi^* u | u \in U_i \} \)
4 Set \( \phi^* = \arg \min_{\phi \in P_i} (\phi(\alpha_i)) \).
To see that this produces a unique isomorphism that does not depend on $\phi$, observe that $\phi^*(\alpha_1)$ is the minimum possible value of $\phi(\alpha_1)$ over all isomorphisms of $G_1$ to $G_2$ as $U_1$ is a set of coset representatives for the stabilizer of $\alpha_1$ over $H$. Also, if $\phi^*(\alpha_i)$ is fixed for $i \in \{1, \ldots, k\}$, then $\phi^*(\alpha_{k+1})$ is the minimum possible value of $\phi(\alpha_{k+1})$ over all isomorphisms which take $\alpha_1$ to $\phi^*(\alpha_1)$, $\alpha_2$ to $\phi^*(\alpha_2)$, ..., and $\alpha_k$ to $\phi^*(\alpha_k)$, as $U_{i+1}$ stabilizes $\alpha_1, \ldots, \alpha_k$, so everything in $P_{i+1}$ takes $\alpha_1$ to $\phi^*(\alpha_1)$, $\alpha_2$ to $\phi^*(\alpha_2)$, ..., and $\alpha_k$ to $\phi^*(\alpha_k)$. This implies that $\phi^*$ does not depend on $\phi$ and is unique.

Given this result, this means that it suffices to show a protocol that lets the verifier obtain a set of generators for the automorphism group of $G_1$ and an isomorphism that are correct with high probability, as by the above lemma this can be used to obtain a unique isomorphism between $G_1$ and $G_2$ independent of the isomorphism or the generators.

**Theorem 24.** There exists an interactive protocol for graph isomorphism such that with high probability, the isomorphism that is output by the verifier is unique, where in the case of a cheating prover the verifier fails instead of outputting a non-unique isomorphism. In other words, finding an isomorphism between graphs can be done in psdAM.

**Proof.** From Lemma 23, it suffices to show an interactive protocol that computes the automorphism group of a graph in a verifiable fashion. [19] reduces the problem of computing the generators of the automorphism group to the problem of finding isomorphisms. Using this reduction, we can make a constant-round interactive protocol to determine the automorphism group by finding the isomorphisms in parallel. The reason we can do this in parallel is that [19] implies that there are $\Theta(n^4)$ different pairs of graphs to check and for each pair of graphs we either run the graph isomorphism protocol or the graph non-isomorphism protocol. In the case of the graph isomorphism protocol, the verifier need only accept with an isomorphism in hand; for graph non-isomorphism, the messages sent to the prover are indistinguishable between the two graphs when they are isomorphic, so since the graphs and permutations are chosen independently, there is no way for the prover to correlate their answers to gain a higher acceptance probability for isomorphic graphs. Thus this means that the verifier can determine the automorphism group of a graph and verify that it is indeed the entire automorphism group. Using Lemma 23 we then see that the prover just has to give the verifier an isomorphism, and verifier can compute a unique isomorphism using the automorphism group. 
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**Abstract**

A proof system is called doubly-efficient if the prescribed prover strategy can be implemented in polynomial-time and the verifier’s strategy can be implemented in almost-linear-time.

We present direct constructions of doubly-efficient interactive proof systems for problems in \(P\) that are believed to have relatively high complexity. Specifically, such constructions are presented for \(t\)-\textsc{CLIQUE} and \(t\)-\textsc{SUM}. In addition, we present a generic construction of such proof systems for a natural class that contains both problems and is in \(\text{NC}\) (and also in \(\text{SC}\)). The proof systems presented by us are significantly simpler than the proof systems presented by Goldwasser, Kalai and Rothblum (\textit{JACM}, 2015), let alone those presented by Reingold, Rothblum, and Rothblum (\textit{STOC}, 2016), and can be implemented using a smaller number of rounds.

---

**1 Introduction**

The notion of interactive proof systems, put forward by Goldwasser, Micali, and Rackoff [16], and the demonstration of their power by Lund, Fortnow, Karloff, and Nisan [18] and Shamir [23] are among the most celebrated achievements of complexity theory. Recall that an interactive proof system for a set \(S\) is associated with an interactive verification procedure, \(V\), that can be made to accept any input in \(S\) but no input outside of \(S\). That is, there exists an interactive strategy for the prover that makes \(V\) accepts any input in \(S\), but no strategy can make \(V\) accept an input outside of \(S\), except with negligible probability. (See [12, Chap. 9] for a formal definition as well as a wider perspective.)

The original definition does not restrict the complexity of the strategy of the prescribed prover and the constructions of [18, 23] use prover strategies of high complexity. This fact limits the applicability of these proof systems in practice. (Nevertheless, such proof systems may be actually applied when the prover knows something that the verifier does not know, such as an NP-witness to an NP-claim, and when the proof system offers an advantage such as zero-knowledge [16, 13].)

Seeking to make interactive proof systems available for a wider range of applications, Goldwasser, Kalai and Rothblum put forward a notion of doubly-efficient interactive proof systems (also called \textit{interactive proofs for muggles} [15] and \textit{interactive proofs for delegating proofs} [13]).

---

\* A full version of the paper is available at https://eccc.weizmann.ac.il/report/2017/018/  
\(\dagger\) This research was supported by the ISRAEL SCIENCE FOUNDATION (grant No. 529/17).
computation [22]). In these proof systems the prescribed prover strategy can be implemented in polynomial-time and the verifier’s strategy can be implemented in almost-linear-time. (We stress that unlike in argument systems, the soundness condition holds for all possible cheating strategies, and not only for feasible ones.) Restricting the prescribed prover to run in polynomial-time implies that such systems may exist only for sets in $\mathbf{BPP}$, and thus a polynomial-time verifier can check membership in such sets by itself. However, restricting the verifier to run in almost-linear-time implies that something can be gained by interacting with a more powerful prover, even though the latter is restricted to polynomial-time.

The potential applicability of doubly-efficient interactive proof systems was demonstrated by Goldwasser, Kalai and Rothblum [15], who constructed such proof systems for any set that has log-space uniform circuits of bounded depth (e.g., log-space uniform $\mathbf{NC}$). A recent work of Reingold, Rothblum, and Rothblum [22] provided such (constant-round) proof systems for any set that can be decided in polynomial-time and a bounded amount of space (e.g., for all sets in $\mathbf{SC}$).

1.1 The current work

In this work, we aim to develop a more “algorithmic” understanding of doubly-efficient interactive proofs. Studying $\mathbf{BPP}$ problems on a case-by-case basis, our goal is to identify structures and patterns that facilitate the design of efficient proof systems. Towards this goal, our main contributions are identifying a rich and natural class of polynomial-time computations, and constructing far simpler doubly-efficient proof systems for this class. The aforementioned class consists of all sets that can be locally-characterized by the conjunction of polynomially many local conditions, each of which can be expressed by Boolean formulae of polylogarithmic size (see definition in Section 4.1). The class of locally-characterizable sets is believed not to be in $\mathbf{DTIME}(p)$ for any fixed polynomial $p$, and contains natural problems of interest such as determining whether a given graph does not contain a clique of constant size $t$. In particular, several problems in this class have played a central role in the recent theory of “hardness within $\mathbf{P}$” [27]. We note that the class of locally-characterizable sets is a sub-class of $\mathbf{NC} \cap \mathbf{SC}$, yet the interactive proofs we present are significantly simpler than those in [15, 22].

▶ Theorem 1 (main result, loosely stated). Every locally-characterizable set has a simple doubly-efficient interactive proof system. Specifically, on input of length $n$, the verifier runs in $\tilde{O}(n)$-time and the strategy of the prescribed prover can be implemented in $\tilde{O}(n^{c+1})$-time, where $n^c$ denotes the number of local conditions in the characterization. Furthermore, the interactive proof system uses public coins, has logarithmic round-complexity, and uses polylogarithmic communication.

Studying proof systems for locally-characterizable sets has also shed light on the complexity of problems in this class. In our subsequent work [14], building on the work of [5], we leverage techniques developed in the current work to show worst-case to average-case reductions between problems in a closely related class.¹ These reductions run in nearly-linear time.

¹ The class we study in [14] contains problems that count the number of local conditions that are violated by the input, rather than simply checking their conjunction. The interactive proofs we construct in this work can readily be modified to verify these “local-counting” problems, see Remark 4. In addition, the size of formulae considered in [14] is slightly larger, but the interactive proofs presented here apply to this too (except that the verification time becomes slightly larger (i.e., $2^{\tilde{O}(\log \log n)} \cdot n$ rather than $\tilde{O}(n)$)).
Thus, if the class contains problems that are hard to solve in the worst case, then it also contains problems that are hard to solve on-average.

High-level overview of our proof systems.

Analogously to [18, 23], our first step is recasting membership in a locally-characterizable set as an algebraic problem. Specifically, the algebraic problem consists of computing the sum of polynomially many evaluations of a low-degree polynomial, where the particular polynomial is derived from the description of the locally-characterizable set. The interactive proof uses the sum-check protocol [18] to verify the correctness of the sum. We stress that we check a sum with polynomially many terms, and so the sum-check protocol uses logarithmically many rounds, whereas the celebrated results of [18, 23] deal with a sum having exponentially (or more) many terms, and so the sum-check protocol requires a linear (or more) number of rounds.

1.1.1 Extensions

Round/communication trade-offs

Using a different setting of parameters, the interactive proofs constructed in Theorem 1 can also give new trade-offs between the number of rounds and communication/verification complexity (i.e., we obtain $O(r)$-round doubly-efficient interactive proofs with $\tilde{O}(n^{1+(1/r)})$ verification time). In particular, the number of rounds can be significantly smaller than the protocols of [15, 22] (see Theorem 5 and the comparison in Section 1.2).

A richer class

Theorem 1 can be extended to a richer class of sets. This extended class also checks a polynomial number of local conditions, but rather than checking their conjunction, we allow a constant number of alternations between conjunctions and disjunctions. For example, this extended class contains the problem of determining whether a given graph contains no dominating set of constant size $t$ (i.e., whether for every set $D$ of $t$ vertices, there exists a vertex $v$ that is not adjacent to at least one member of $D$). This extension corresponds to the levels of a known hierarchy of parameterized complexity classes [11]. See the discussion following Remark 8.

This non-trivial extension is our most technically involved contribution. The proof system we construct leverages ideas from the proof of Toda’s Theorem [26], where we need to take care and use a small bias space with additional algebraic structure. See the details and digest in Section 4.4.

1.1.2 Two cases of interest

We also present direct constructions of proof systems for verifying two particularly appealing $t$-parameterized problems which are locally-characterizable. Both of these problems are widely believed not to be in, say, $\text{Dtime}(n^{t/5})$.\footnote{Currently, $t$-$\text{CLIQUE}$ is conjectured to require time $n^{e't}$, where $e'$ is any constant smaller than one third of the Boolean matrix multiplication exponent (see, e.g., [1]). Recall that $t$-$\text{CLIQUE}$ is $\text{W}[1]$-complete [10] and that solving it in time $n^{o(t)}$ refutes the ETH [9]. The $3$-$\text{SUM}$ conjecture was popularized in [20], and lower bounds for $t$-$\text{SUM}$ were shown to follow from lower bounds for $t$-$\text{CLIQUE}$ (see [2]).}
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$t$-no-CLIQUE: The set of $n$-vertex graphs that do not contain a clique of size $t$.
$t$-no-SUM: The set of $n$-long sequences of integers that contain no $t$ elements that sum-up to zero.\(^3\)

(Indeed, the aforementioned sets are the complements of the NP-sets called $t$-CLIQUE and $t$-SUM.)

We present direct constructions of proof systems for these two sets. The corresponding prover strategies can be implemented in time $\tilde{O}(n^t)$ and $\tilde{O}(n^{t+1})$, resp. Although the generic construction for the class of “locally-characterizable” sets, which is presented in Section 4.2, almost meets the parameters of constructions tailored for $t$-no-CLIQUE and $t$-no-SUM, we believe that direct constructions for natural problems are of interest. In particular, the construction tailored for $t$-no-CLIQUE, which is presented in Section 3, is simpler and more efficient than the general construction. It can also be viewed as a warm-up for the more general result. The construction tailored for $t$-no-SUM makes use of technical ideas that may be of independent interest, it is presented in Section 5 (see the digest at the end of that section).

1.2 Relation to prior work

We first compare our results to the interactive proofs obtained by [15, 22], as well as an interactive proof system of Thaler [25] for counting the number of $t$-cliques in a graph. We then discuss the relationship to the non-interactive proofs presented in [8, 28, 7].

Complexity comparison to [15, 22]

On top of yielding simpler proof systems, the round complexity of our system is smaller than those of [15, 22]. This is most striking in the case of [15], which uses a protocol of $O(\log^2 n)$ rounds (whereas Theorem 1 uses $O(\log n)$ rounds). As for [22], its constant round-complexity is exponential in the degree of the polynomial bounding the complexity of the set, whereas the constant round-complexity in Theorem 5 is linear in the latter constant.

Comparison to [25]

The recent work [25] gives an interactive proof system for counting the number of $t$-cliques in a graph.\(^4\) His system uses a constant number of rounds, with $O(n)$ communication, $O(|E| + n)$ verification time, and $O(|E| \cdot n^{t-2})$ proving time. The system that we present for the $t$-no-CLIQUE problem can also be used to verify the number of $t$-cliques (see Remark 4). In that system the verification time is $\tilde{O}(|E| + n)$, the number of rounds is logarithmic, the communication is polylogarithmic, and the prover work is $\tilde{O}(n^t)$. As remarked above, we can also trade off the communication complexity and the number of rounds (see Section 4.3, where this is done for the generic protocol for “locally-characterizable” sets). That would result in parameters similar to those obtained in [25], except that the prover complexity is $\tilde{O}(n^t)$ rather than $O(|E| \cdot n^{t-2})$.

\(^3\) Alternatively, we may consider sequences of positive integers and ask if they contain a $t$-subset that sums-up to target integer, which is also given as part of the input.

\(^4\) We remark that the protocol of [25] operates in a more challenging streaming setting, which we do not consider or elaborate on in this work.
Comparison to [8, 28, 7]

Several recent works [8, 28, 7] constructed non-interactive proof systems for problems in \( \mathcal{P} \). The main distinction with our work is that we focus on interactive proofs, and obtain proof systems with faster verification (and smaller amounts of communication). Similarly to our work, the proofs in the systems of [8, 28] can be produced in polynomial-time.

Carmosino et al. [8] construct \( \mathcal{NP} \) certificates for 3-no-SUM. The certificates are of length \( \tilde{O}(n^{1.5}) \) and can be verified in deterministic \( \tilde{O}(n^{1.5}) \)-time. Our proof systems for this problem are interactive, and the verification is probabilistic, but the communication is only polylogarithmic, and the verifier’s work is almost-linear (indeed, this remains true for the \( t \)-no-SUM problem, for any constant \( t \)).

Williams [28] constructs \( \mathcal{MA} \) proof systems for problems in \( \mathcal{P} \). An \( \mathcal{MA} \) proof system is one in which the prover sends a single message to the verifier, who runs a probabilistic verification procedure. Focusing on problems that have been at the center of a recent theory of “hardness within \( \mathcal{P} \)” [27], he constructs \( \mathcal{MA} \) proof systems for counting the number of orthogonal vectors within a collection of \( n \) input vectors and for counting the number of \( t \)-cliques in a given graph. The \( \mathcal{MA} \) proof for counting the number of \( t \)-cliques has length and verification time \( \tilde{O}(n(\omega + \epsilon)/t^2) \), where \( \omega \) is the exponent of square matrix multiplication over the integers and \( \epsilon > 0 \) is an arbitrarily small constant. The time to construct their proof is \( \tilde{O}(n/(\omega + \epsilon)/t) \), matching the best sequential algorithm known for solving the problem.

Comparing these works with our interactive proof for \( t \)-no-CLIQUE (which can also be used to verify the number of cliques), the interactive proof has poly-logarithmic communication, the verifier’s work is almost-linear, and the prover’s work is \( \tilde{O}(n^t) \).

Inspired by Williams [28] and using one of his results, we also present an \( \mathcal{MA} \) proof system of verification complexity \( \tilde{O}(n(c/2)^{1/2}) \) for every locally-characterizable set (i.e., the class considered in Theorem 1). This proof system is presented in the appendix. For a more restricted subclass of locally-characterizable sets, which includes the \( c \)-no-CLIQUE problem, we construct an \( \mathcal{MA} \) proof with improved length and verification time \( \tilde{O}(n^c/2) \).

Relation to [6]

Subsequently to our work, Ball et al. [6] propose an interactive proof system for the generalized orthogonal vectors problem (a problem in \( \mathcal{BPP} \)), where the verification can be performed in nearly-linear time. They note that their approach can be extended to other problems studied in [5], as well as to our notion of locally-characterizable sets and a more general algebraic class of problems. We remark that the generalized orthogonal vectors problem lies in the class of locally-characterizable sets, and thus our general construction also applies to this problem, and achieves similar performance to the protocol of [6]. We note also that their earlier independent work [5] constructs (building on [28]) an \( \mathcal{MA} \) proof system for the generalized orthogonal vectors problem, with polynomial communication and verification time.

1.3 Organization and conventions

Section 3 presents our simplest proof system, which is for \( t \)-no-CLIQUE. Our generic construction for any locally-characterizable set is presented in Section 4: The corresponding class is defined in Section 4.1, the basic construction is in Section 4.2, extensions and ramifications are in Sections 4.3 and 4.4. We present our proof system for \( t \)-no-SUM in Section 5. This
proof system is not significantly simpler than the generic construction but uses an idea that may be of independent interest.

Sections 3, 4 and 5 can be read independently of one another, and without reading Section 2 in which we merely review the celebrated sum-check protocol. (We assume that the reader is familiar with the definition of an interactive proof system.) Brief conclusions are in Section 6.

**Conventions**

We assume that the verifier (resp., prover) has direct access to the common input; that is, each bit in the input can be read in unit cost. Unless stated explicitly differently, all logarithms are to base 2.

## 2 Preliminaries: The sum-check protocol

Fixing a finite field \( F \) and a set \( H \subset F \) (e.g., \( H \) may consist of the 0 and 1 elements of \( F \)), we consider an \( m \)-variate polynomial \( P : F^m \to F \) of individual degree \( d \). Given a value \( v \), the sum-check protocol is used to prove that

\[
\sum_{\sigma_1, \ldots, \sigma_m \in H} P(\sigma_1, \ldots, \sigma_m) = v. \tag{1}
\]

The sum-check protocol (of [18]) proceeds in \( m \) iterations, starting with \( v_0 = v \), such that in the \( i \)th iteration the parties act as follows.

**Prover’s move:** The prover computes a univariate polynomial of degree \( d 
 \)

\[
P_i(z) \overset{\text{def}}{=} \sum_{\sigma_{i+1}, \ldots, \sigma_m \in H} P(r_1, \ldots, r_{i-1}, z, \sigma_{i+1}, \ldots, \sigma_m)
\]

where \( r_1, \ldots, r_{i-1} \) are as determined in prior iterations, and sends \( P_i \) to the verifier.

**Verifier’s move:** The verifier checks that \( \sum_{\sigma \in H} P_i(\sigma) = v_{i-1} \) and rejects if inequality holds.

Otherwise, it selects \( r_i \) uniformly in \( F \), and sends it to the prover, while setting \( v_i \leftarrow P_i(r_i) \).

If all iterations are completed, the verifier conducts a final check. It computes the value of \( P(r_1, \ldots, r_m) \) and accepts if and only if this value equals \( v_m \).

Clearly, if (1) holds (and the prover acts according to the protocol), then the verifier accepts with probability 1. Otherwise, no matter what the prover does, the verifier accepts with probability at most \( m \cdot d/|F| \). The complexity of verification is dominated by the complexity of evaluating \( P \) (on a single point). As for the prescribed prover, it may compute the relevant \( P_i \)’s by interpolation, which is based on computing the value of \( P \) at \( (d+1) \cdot 2^{m-i} \) points, for \( i \in [m] \).

## 3 The case of \( t \)-CLIQUE

For a parameter \( t \in \mathbb{N} \), given a graph \( G = ([n], E) \), the task is determining whether there exist \( t \) vertices such that the subgraph induced by them is a clique; that is, does there exist distinct \( v_1, \ldots, v_t \in [n] \) such that \( \bigwedge_{i,j \leq k < l \leq k} \chi_{v_i, v_k} \), where \( \chi_{u,v} = 1 \) if and only if \( \{u,v\} \in E \).
(Our focus is on simple graphs, and so we assume that \( \chi_{u,v} = 0 \) for every \( v \in [n] \).)

The set of \textit{yes}-instances (i.e., having a \( t \)-clique) has an NP-proof system that uses proofs of length \( t \log n \). We shall present a doubly-efficient interactive proof for the set of \textit{no}-instances. This system is based on the observation that membership of an \( n \)-vertex
graph in $t$-no-CLIQUE can be captured by an explicit low degree polynomial having $n^t$ terms. Furthermore, each term of this polynomial can be evaluated in almost-linear time (in the size of the graph). Hence, applying the Sum-Check protocol (reviewed in Section 2) yields the desired proof system.

Letting $\ell = \log n$, consider a finite field $\mathcal{F}$ of prime size greater than $n^t$, and identify $\{0, 1\}$ with the set $H$ containing the zero and one elements of $\mathcal{F}$. Using this identification, we define a polynomial $P : (\mathcal{F}^t)^t \to \mathcal{F}$ such that

$$P(z^{(1)}, \ldots, z^{(t)}) = \prod_{j,k \in [t]} \sum_{\alpha, \beta \in H^t} \mathbf{EQ}(\alpha \beta, z^{(j)} z^{(k)}) \cdot \chi_{\alpha, \beta}$$

(3)

where $\mathbf{EQ}(\gamma, z^{(j)}) = \prod_{i \in [2u]} (z_i \gamma_i + (1 - z_i)(1 - \gamma_i))$. (4)

(There is some abuse of notation in (3): In the first two occurrences, $\alpha$ and $\beta$ are viewed as an elements of $H^t \subset \mathcal{F}^t$, whereas in the last occurrence they viewed as elements of $[n] \equiv \{0, 1\}^t$.)

Note that $P$ has individual degree $O(t^2)$, and that it is straightforward to evaluate it in time $O(|E|^2 \cdot 2^{2t} \cdot \ell) = \tilde{O}(|E|^2 \cdot n^t)$. Also, for $\tau, \xi \in H^{2t}$, it holds that $\mathbf{EQ}(\tau, \xi) = 1$ if $\tau = \xi$ and $\mathbf{EQ}(\tau, \xi) = 0$ otherwise. Hence, for $\tau \in H^{2t}$, it holds that $P(\tau) = \prod_{i \in [t]} \chi_{\tau^{(j)}, \tau^{(k)}}$.

The key observation is that the graph $G$ is an NO-instances if and only if for all $\tau \in (H^t)^t$ it holds that $P(\tau) = 0$. (This holds since, for distinct $v^{(1)}, \ldots, v^{(t)} \in H^t$, it holds that $P(v^{(1)}, \ldots, v^{(t)}) = 1$ if the subgraph induced by $v^{(1)}, \ldots, v^{(t)}$ is a clique, and $P(v^{(1)}, \ldots, v^{(t)}) = 0$ otherwise.)

Hence, we obtain an interactive proof system (for the set of NO-instances) by applying the sum-check protocol to the claim $\sum_{\tau \in (H^t)^t} P(\tau) = 0$.

The complexity of the verifier’s strategy is dominated by the evaluation of $P$ (as defined in (3)), which reduces to $\binom{n}{t}$ computations of sums having the form

$$\sum_{\alpha, \beta \in H^t} \mathbf{EQ}(\alpha \beta, r^{(j)} r^{(k)}) \cdot \chi_{\alpha, \beta}$$

(5)

where $j < k \in [t]$ and $r^{(1)} \ldots r^{(t)} \in (\mathcal{F}^t)^t$ are determined in the execution of the sum-check protocol. Writing (5) as $\sum_{(\alpha, \beta) \in H^{2t}} \mathbf{EQ}(\alpha \beta, r^{(j)} r^{(k)})$, we can evaluate this sum in time $O(|E| \cdot t) = \tilde{O}(|E| + n)$.

Turning our attention to the complexity of proving, we observe that the prover has to compute the polynomials that arise in each of the iterations of the sum-check protocol. The prover can do so by computing partial sums with at most $|H|^t = n^t$ terms, where computing each such term amounts to poly($t$) evaluations of $P$. Hence, the prover’s complexity is definitely bounded by $\tilde{O}(n^t \cdot |E|)$. A closer inspection reveals that we can do better. Specifically, in the $i$th iteration of the sum-check, the prover has to provide the univariate polynomial in $z$

$$\sum_{\tau \in H^{t-i}} P(\tau, z, \tau)$$

(6)

where $\tau \in H^{t-i}$ was determined in the previous iteration. This univariate polynomial can be found by interpolation, and so the complexity of finding it is poly($t$) $\cdot 2^{t-i} \cdot O(|E| \cdot t)$, which is $\tilde{O}(n^i)$ for $i \geq 2t$. Thus, we focus on the case of $i \in [2t - 1]$. In that case, the complexity is $n^t / 2^t$ times the complexity of evaluating $P$ on $\tau u \tau$, where $(\tau, u) \in H^{t-i} \times \mathcal{F}$ and $\tau \in H^{t-i}$ (for $O(t^2)$ values of $u \in \mathcal{F}$). So the question is what is the complexity of evaluating $P$ on such a $t\ell$-element argument (which has a $(t\ell - i)$-long suffix in $H^{t-i}$).

---

5 If $v^{(j)} = v^{(k)}$ for some $j < k$, then $P(v^{(j)}, \ldots, v^{(t)}) = 0$, since $\chi_{v^{(j)}, v^{(k)}} = 0$. 
Focusing on evaluating each of the inner sums (captured by (5)), we consider evaluating the sum \( \sum_{a,\beta \in H} \text{EQ}(a, \beta, v) \cdot \chi_{\alpha,\beta} \), when given \( v = uw \in F^{2\ell} \) such that \( w \in H^{2\ell-p} \), where \( p \) is determined by \( i \) and \( j, k \) (indeed, \( p = i \in [2\ell] \) if \( (j, k) = (1, 2) \), but \( p < i \) otherwise). Letting \( \chi_{\gamma} = \chi_{\alpha,\beta} \), where \( \gamma = \alpha \beta \) such that \( |\alpha| = |\gamma|/2 \), we have

\[
\sum_{\gamma \in H^{2\ell}} \text{EQ}(\gamma, uw) \cdot \chi_{\gamma} = \sum_{(\gamma', \gamma'') \in H^{p'} \times H^{2\ell-p}} \text{EQ}(\gamma', u) \cdot \text{EQ}(\gamma'', w) \cdot \chi_{\gamma'\gamma''}
\]

\[
= \sum_{\gamma' \in H^{p'}} \text{EQ}(\gamma', u) \cdot \chi_{\gamma'w}
\]

where the second equality holds because for \( \gamma'', w \in H^{2\ell-p} \) it holds that \( \text{EQ}(\gamma'', w) = 1 \) if \( \gamma'' = w \) and \( \text{EQ}(\gamma'', w) = 0 \) otherwise. Hence, evaluating this sum takes time \( O(2^p \cdot \ell) \). The final observation is that, in our application, it holds that \( p \leq i \), since the \( p \) values in \( F \setminus H \) can only arise from the values determined in the previous \( i-1 \) iterations and the single value used for interpolation in the current iteration. It follows that the complexity of implementing the prover’s strategy in the \( i \)th iteration is \( \text{poly}(t) \cdot 2^{t(i-1)} \cdot O(2^p \cdot \ell) = \tilde{O}(n^i) \).

4 The general result

In this section we prove Theorem 1; that is, we present a simple doubly-efficient interactive proof system for any locally-characterizable set. The latter class is defined next.

4.1 A natural class: locally-characterizable sets

The following definition is related but different from the definition of “local characterization” that is often used in the property testing literature (see, Sudan’s survey [24]). Most importantly, the latter definitions do not specify the complexity of the functions \( \phi_n \) and \( \pi_{n,p} \), and typically take \( p \) to be a constant.\(^6\)

**Definition 2** (locally-characterizable sets). A set \( S \) is locally-characterizable if there exist a constant \( c \), a polynomial \( p \) and a polynomial-time algorithm that on input \( n \) outputs poly(\( \log n \))-sized formulae \( \phi_n : [n]^{p(\log n)} \times \{0,1\}^{\log n} \rightarrow \{0,1\} \) and \( \pi_{n,1}, \ldots, \pi_{n,p(\log n)} : \{0,1\}^{c \log n} \rightarrow [n] \) such that, for every \( x \in \{0,1\}^n \), it holds that \( x \in S \) if and only if for all \( w \in \{0,1\}^{c \log n} \)

\[
\Phi_x(w) \overset{\text{def}}{=} \phi_n(\pi_{n,1}(w), \ldots, \pi_{n,p(\log n)}(w), x_{\pi_{n,1}(w)}, \ldots, x_{\pi_{n,p(\log n)}(w)})
\]

(7) equals 0.\(^7\)

That is, each value of \( w \in \{0,1\}^{c \log n} \) yields a local condition that refers to polylogarithmically many locations in the input (i.e., the locations \( \pi_{n,1}(w), \ldots, \pi_{n,p(\log n)}(w) \in [n] \)). This local condition is captured by \( \phi_n \), and in its general form it depends both on the selected locations and on the value on the input in these locations. A simplified form, which suffices in many case, uses a local condition that only depends on the values of the input in these locations (i.e., \( \phi_n : [n]^{p(\log n)} \times \{0,1\}^{p(\log n)} \rightarrow \{0,1\} \) only depends on the \( p(\log n) \)-bit suffix).

---

\(^6\) In addition, the notion used in property testing does not restrict the domain of \( \Phi_x \) to have size \( \text{poly}(|x|) \), although this can be assumed without loss of generality.

\(^7\) To simplify our exposition, we require that in case of inputs in \( S \), the predicate \( \phi_n \) evaluates to 0 (rather than to 1).
The simplified form (in which \( \phi_n : \{0,1\}^{p(\log n)} \to \{0,1\} \)) suffices for capturing the specific problems studied in the previous two sections. Specifically, for fixed \( \ell \in \mathbb{N} \), when representing \( n \)-vertex graphs by their adjacency matrix, denoted \( x = (x_{r,c})_{r,c \in [n]} \), the \( t\text{-CLIQUE} \) problem is captured by \( \Phi_n(i_1, \ldots, i_t) = \bigwedge_{j \leq k} x_{i_j i_k} \); that is, we use \( \phi_n^\ell : \{0,1\}^{\ell^2} \to \{0,1\} \) and \( \pi_n x_{(j,k)} : \{0,1\}^{\log n} \to [n^2] \) for \( j,k \in [\ell] \) such that \( \phi_n(x_1, \ldots, x_t) = \bigwedge_{j \leq k} \pi_n x_{(j,k)}(i_1, \ldots, i_t) = (i_j, i_k) \). Likewise, with some abuse of notation, the \( t\text{-SUM} \) problem over \( [m] \), where \( x = (a_1, \ldots, a_n, b) \in [m] \) (and \( m = \text{poly}(n) \)), is captured by \( \Phi_n(i_1, \ldots, i_t) = 1 \) if and only if \( \sum_{j \in [\ell]} x_{i_j} = x_{t+1} \); that is, we use \( \phi_n : [m]^{\ell+1} \to \{0,1\} \) such that \( \phi_n(1, \ldots, 1, z_{t+1}) = \text{TruthValue}(\sum_{j \in [\ell]} z_j \neq z_{t+1}) \) and \( \pi_n x_{(j,k)} : \{0,1\}^{\ell \log n} \to [n+1] \) such that \( \pi_n x_{(i_1, \ldots, i_t)} = i_j \) if \( j \in [\ell] \) and \( \pi_n x_{(i_1, \ldots, i_t)} = n + 1 \).

Note that the complement of every locally-characterizable set has a doubly-efficient interactive proof system. In this proof system, on input \( x \in \{0,1\}^n \), letting \( \ell' = \ell c = \ell \log n \), the prover finds an adequate \( w \in \{0,1\}^{\ell'} \), sends it to the verifier, who retrieves the bits \( x_{n,1(w)}, \ldots, x_{n,m(p(\ell))} \) and evaluates \( \phi_n \) on them. Indeed, in this NP-proof system, the prover runs in time \( 2^\ell \cdot O(|x|) = \text{poly}(|x|) \), whereas the verifier runs in \( \text{poly}(\log |x|) \)-time (given direct access to the input). On the other hand, the set of yes-instances of this set has a doubly-efficient interactive proof systems (since computing the function \( \sum_{w \in \{0,1\}^\ell} \Phi_x(w) \), where \( \Phi_x \) is as in (7), is in \( \text{NC} \), and so the proof system of [15] can be used).\(^8\) Here we present a direct construction.

### 4.2 Proof of Theorem 1

Letting \( \ell = \log n \), we associate \([n] \) with \([0,1]^{\ell} \), and derive from each \( \pi_n x_{(j,k)} : \{0,1\}^{\ell^2} \to [n] \) Boolean formulae \( \pi_n x_{(j,k)} : \{0,1\}^{\ell^2} \to \{0,1\} \) such that \( \pi_n x_{(j,k)}(w) \) is the \( k \)-th bit of \( \pi_n x(j) \). We may assume, without loss of generality, that the depth of each of the formulae (i.e., \( \phi_n \) and the \( \pi_n x_{(j,k)} \)'s) is logarithmic in their size (which is \( \text{poly}(\ell) \)).\(^9\) Next, for a finite field \( F \) of size \( \text{poly}(n) \), we construct arithmetic formulae \( \hat{\phi}_n : F^{(\ell+1) \cdot p(\ell)} \to F \) and \( \hat{\pi}_n x_{(j,k)} : F^{\ell^2} \to F \) such that \( \phi_n \) (resp., \( \pi_n x_{(j,k)} \)) agrees with \( \hat{\phi}_n \) on \( H^{\ell \cdot p(\ell)+p(\ell)} \) (resp., with \( \pi_n x_{(j,k)} \) on \( H^{\ell^2} \)). The crucial point is that these arithmetic formulae preserve the depth of the Boolean counterparts, and so the degrees of the functions that they compute is upper bounded by \( D = \text{poly}(\log n) \ll |F| \). (Note: \( F \) is chosen so that the latter inequality holds.)

Now, letting \( \hat{\pi}_n x_{(j,k)} : F^{\ell^2} \to F^{\ell^2} \) such that \( \hat{\pi}_n x_{(j,k)}(\pi) = (\hat{\pi}_n x_{(j,k)}(\pi), \ldots, \hat{\pi}_n x_{(j,k)}(\pi)) \), consider the function \( \hat{\Phi}_x : F^{\ell^2} \to F \) (i.e., an extension of \( \Phi_x \)) such that

\[
\hat{\Phi}_x(\pi) \overset{\text{def}}{=} \hat{\phi}_n(\hat{\pi}_n x_{(1)}(\pi), \ldots, \hat{\pi}_n x_{(p(\ell))}(\pi), X_1, \ldots, X_{p(\ell)})
\]

where \( X_i = \sum_{\alpha \in \{0,1\}^i} \text{EQ}(\hat{\pi}_n x_{(j,k)}(\pi), \alpha \cdot x_\alpha) \)

(8)

and, as in (4), \( \text{EQ}(\tilde{\alpha}, \alpha) = \prod_{j \in [\ell]} (y_j \alpha_i + (1 - y_j)(1 - \alpha_i)) \). That is, the value of \( \hat{\Phi}_x(\pi) \) is obtained by feeding to \( \hat{\phi}_n : F^{(\ell+1) \cdot p(\ell)} \to F \) the \( (p(\ell) \cdot \ell + p(\ell)) \)-sequence consisting of \((\hat{\pi}_n x_{(1)}(\pi), \ldots, \hat{\pi}_n x_{(p(\log n))}(\pi)) \in (F^{\ell})^{p(\ell)} \) and the \( p(\ell) \)-long sequence whose \( j \)-th location contains the field element \( \sum_{\alpha \in \{0,1\}^i} \text{EQ}(\hat{\pi}_n x_{(j,k)}(\pi), \alpha \cdot x_\alpha) \).

We invoke the sum-check protocol on the claim that the sum \( 2^{\ell^2} \hat{\Phi}_x(w) \) equals 0, relying on the fact that \( F \) is larger than \( 2^{\ell^2} \). This protocol performs \( c \ell \) iterations (i.e., it is applied only to the outer sum), and the verifier evaluates the residual expression, which

---

\(^8\) Alternatively, one observes that this computation is in \( \text{SC} \) and use the proof system of [22].

\(^9\) Note that the transformation to this form can be performed in polynomial time, whereas the relevant formulae are of \( \text{poly}(\log n) \)-size.
The same applies also to the problem-tailored proof systems presented in Section 3 and (looking ahead) in Section 5. Note that the number of violated conditions in an efficient interactive proof system. Specifically, on input of length \( t \), it follows that the verifier runs in almost-linear-time (i.e., it runs in \( \tilde{O}(n) \)-time), whereas the prover runs in polynomial-time (i.e., it runs in \( \tilde{O}(n^{c+1}) \)-time).

Comment

Applied to the \( t \)-no-\textsc{CLIQUE} problem, the foregoing generic construction yields a verifier that runs in time that is almost-linear in the size of the adjacency matrix, whereas the tailored proof system (presented in Section 3) yields a verifier that runs in time that is almost linear in the number of edges. Furthermore, the prover’s complexity in this generic construction is \( n \) times slower than that of the tailored proof system. Looking ahead, we note that when applied to the \( t \)-no-\textsc{SUM} problem, the generic construction yields a proof system of complexity that is comparable to that of the tailored proof system presented in Section 5.

- Remark 3 (a relaxation of Definition 2). Theorem 1 holds also when relaxing the notion of locally-characterizable sets such that the \( \log(n) \)-size formulae are required to be generated in \( \tilde{O}(n) \)-time, rather than in \( \text{poly}(\log n) \)-time. Actually, the foregoing proof remains intact even if the said formulae may depend on \( x \) itself, but we consider the class as defined in Definition 2 more natural.

- Remark 4 (counting the number of violated condition). The interactive proof system presented above is applicable also to the task of verifying the number of violated conditions. The same applies also to the problem-tailored proof systems presented in Section 3 and (looking ahead) in Section 5. Note that the number of violated conditions in \( t \)-no-\textsc{CLIQUE} is the number of \( t \)-cliques in the graph. Similarly, the number of violated conditions for \( t \)-no-\textsc{SUM} is the number of \( t \)-tuples that sum to the target.

4.3 Generalization: round versus computation trade-off

By using a set \( H \) of arbitrary size (rather than \( H \equiv \{0, 1\} \)), we obtain a general trade-off between the computational complexity and the number of communication rounds. Specifically, the computational complexity increases by a factor of \( \tilde{O}(|H|) \), whereas the number of rounds is decreased by a factor of \( \log |H| \).

- Theorem 5 (main result, restated). Every locally-characterizable set has a simple doubly-efficient interactive proof system. Specifically, on input of length \( n \) and using a parameter \( h \leq n \), we get public-coin interactive proof systems of round-complexity \( \tilde{O}(\log n) \), verification time \( \tilde{O}(h \cdot n) \), and proving time \( \tilde{O}(h \cdot n^{c+1}) \).

In particular, setting \( h = n^\epsilon \) for any constant \( \epsilon > 0 \), yields a constant-round interactive proof of verification time \( \tilde{O}(n^{1+\epsilon}) \). On the other hand, using \( h = \log n \) maintains the computational complexity bounds of Theorem 1 (i.e., \( \tilde{O}(n) \)-time verification and \( \tilde{O}(n^{c+1}) \)-time prover strategy) while using \( o(\log n) \) rounds of communication.

Proof. We use \( H = [h] \) but maintain \( \ell = \log n \). Defining the \( \pi_{n,j,k} \)'s as above and letting \( d = \log h \), we associate \( \{0, 1\}^d \) with \( H^{\ell/d} \) and consider \( \pi_{n,j,k} : H^{\ell/d} \rightarrow \{0, 1\} \). Now, we let \( \hat{\pi}_{n,j,k} : F^{\ell/d} \rightarrow F \) be the low degree extension of \( \pi_{n,j,k} \), and define \( \hat{\pi}_{n,j} : F^{\ell/d} \rightarrow F^\ell \) as
before. The definition of $\Phi_x : F^{c\ell/d} \rightarrow F$ is analogous to (8) except that (9) is replaced by

$$X_i = \sum_{\alpha \in H^{\ell/d}} \left( \prod_{i \in [\ell/d]} \prod_{\beta \in H_{\{\alpha_i\}}} \left( \frac{\beta - z_i}{\beta - \alpha_i} \right) \cdot x_\alpha \right)$$

(10)

Invoking the sum-check protocol (w.r.t. the non-binary $H$) on the claim that the sum $\sum_{w \in H^{\ell/d}} \tilde{\Phi}_x(w)$ equals 0, yields a protocol that performs $c\ell/d$ iterations. Again, the verifier evaluates the residual expression, which amounts to evaluating the $\tilde{\pi}_{n,j}$’s and $\tilde{\phi}_n$ as well as computing $\text{poly}(\ell)$ sums of $h^{\ell/d} = 2^{c\ell}$ terms each, but here each term calls for evaluating a polynomial that has an arithmetic formula of size $O(\ell \cdot h/d)$. The prover’s computation is dominated by computing a sum of $h^{c\ell/d} = 2^{c\ell}$ terms, where each term requires a computation of the type conducted by the verifier.

4.4 Extension to a wider class

As a motivation towards the following extension, we mention the problem of finding a dominating set of constant size $t$. This problem does not seem to be locally-characterizable

Definition 6 (locally $\forall \exists$-characterizable sets). A set $S$ is locally $\forall \exists$-characterizable if there exist constants $c, c'$, a polynomial $p$ and an almost-linear time algorithm that on input $1^n$ outputs $\text{poly}(\log n)$-sized formulae $\phi_n : [n]^{p(\log n)} \times \{0, 1\}^{p(\log n)} \rightarrow \{0, 1\}$ and $\pi_{n,1}, \ldots, \pi_{n,p(\log n)} : \{0, 1\}^{(c + c')\log n} \rightarrow [n]$ such that, for every $x \in \{0, 1\}^n$, it holds that $x \in S$ if and only if for all $w \in \{0, 1\}^{c\log n}$ there exists $w' \in \{0, 1\}^{c\log n}$ such that

$$\Phi_x(w, w') \overset{\text{def}}{=} \phi_n(\pi_{n,1}(w, w'), \ldots, \pi_{n,p(\log n)}(w, w'), x_{\pi_{n,1}(w, w')}, \ldots, x_{\pi_{n,p(\log n)}(w, w')})$$

(11)

equals 0.

Like in Definition 2, sometimes one may use a simplified form in which $\phi_n$ only depends on its $p(\log n)$-bit long suffix. This simplification suffices for the characterizing the set of graphs not having a dominating set of size $t = O(1)$. Specifically, when representing $n$-vertex graphs by their adjacency matrix $x$ (augmented with 1’s on the diagonal), the $t$-dominating set problem is captured by $\Phi_x(i_1, \ldots, i_t, i_{t+1}) = \lor_{j \in [t]} x_{i_j, i_{t+1}}$ (i.e., $x$ has no $t$-dominating set iff for every $w = (i_1, \ldots, i_t) \in [n]^t$ there exists $w' = i_{t+1} \in [n]$ such that $\Phi_x(w, w') = 0$); that is, we used $\phi_n x : \{0, 1\}^t \rightarrow \{0, 1\}$ and $\pi_{n,1} : \{0, 1\}^{(t+1)\log n} \rightarrow [n^2]$ such that $\phi_n x(\sigma_1, \ldots, \sigma_t) = \lor_j \sigma_j$ and $\pi_{n,1}(i_1, \ldots, i_t, i_{t+1}) = (i_j, i_{t+1})$ for $j \in [t]$.

Every locally $\forall \exists$-characterizable set is in $\text{NC}$ (resp., in $\text{SC}$) and so the existence of a doubly-efficient interactive proof system for it (and its complement) is guaranteed by [15] (resp., [22]). Here we present a direct construction.

Theorem 7 (main result, extended). Every locally $\forall \exists$-characterizable set has a simple doubly-efficient interactive proof system. Specifically, on input of length $n$, the verifier runs in $\tilde{O}(n)$-time and the strategy of the prescribed prover can be implemented in $\tilde{O}(n^{c+c'+1})$-time, where $n^{c+c'}$ denotes the number of local conditions in the characterization. Furthermore, the interactive proof system uses public coins and has logarithmic round complexity.

Note that the complement of every locally $\forall \exists$-characterizable set also has a doubly-efficient interactive proof system. In this proof system, on input $x \in \{0, 1\}^n$, letting $\ell = \log n$, the prover finds an adequate $w \in \{0, 1\}^\ell$, sends it to the verifier, and the parties engage in a doubly-efficient interactive proof of the residual claim that for every $w \in \{0, 1\}^{c\ell}$ it holds that $\Phi_{x,w}(w') \overset{\text{def}}{=} \Phi_x(w, w')$ evaluates to 0. (Such a proof system is provided by Theorem 1.)
Proof Sketch. We extend the proof of Theorem 1, as presented in Section 4.2. Specifically, letting \( ℓ = \log n \), we derive a low degree extension, \( \tilde{\Phi}_x : F^{(c+\ell)\ell} \rightarrow F \), of \( \Phi_x \) by following the same steps as in the former proof.\(^{10}\) Here we have to provide a proof system for establishing that for every \( w \) there exists a \( w' \) such that \( \tilde{\Phi}_x(w, w') \) equals 0, and the problem is converting this claim to one that can be handled by the sum-check protocol. We do so by mimicking the proof of Toda’s Theorem [26]. Specifically, for \( ℓ' = O(\ell) \) and \( H \equiv \{0, 1\} \), we consider the following arithmetic expression

\[
\sum_{w \in H^{\ell\ell}} r_w \cdot \prod_{i \in [\ell']} \left( 1 - \sum_{w' \in H^{\ell\ell}} r_{w'}^{(i)} \cdot (1 - \tilde{\Phi}_x(w, w')) \right)
\]

(12)

where the \( r_w \)'s and \( r_{w'}^{(i)} \)'s are selected at random by the verifier at the very beginning of the interaction. Actually, the verifier will select the sequence \((r_w)_{w \in H^{\ell\ell}}\) from a small biased sample space (over \( GF(2) \))^\(11\), and ditto for the sequences \((r_{w'}^{(i)})_{w' \in H^{\ell\ell}}\) (which are selected independently for each \( i \in [\ell'] \)). In particular, we shall use \( F \) that is an extension field of \( GF(2) \), and view the \( r_w \)'s (resp., \( r_{w'}^{(i)} \)'s) as elements of the base field \( GF(2) \).

Note that if \( x \) does not belong to the set (i.e., \( \exists w \exists w' \Phi_x(w, w') = 1 \)), then there exists a \( w \) such that for every \( i \in [\ell'] \) and for every choice of the \( r_{w'}^{(i)} \)'s it holds that \( \Psi_x^{(i)}(w) = 1 \), where

\[
\Psi_x^{(i)}(z) \equiv 1 - \sum_{w' \in H^{\ell\ell}} r_{w'}^{(i)} \cdot (1 - \tilde{\Phi}_x(z, w')).
\]

(13)

Hence, when the \( r_w \)'s are selected from a small bias set, it holds that

\[
\Pr \left[ \sum_{w \in H^{\ell\ell}} r_w \cdot \prod_{i \in [\ell']} \Psi_x^{(i)}(w) = 0 \right] \approx 1/2.
\]

On the other hand, if \( x \) belongs to the set (i.e., \( \forall w \exists w' \text{ s.t. } \Phi_x(w, w') = 0 \)), then for every \( w \) and \( i \) it holds that \( \Pr[\Psi_x^{(i)}(w) = 1] < 0.51 \), where the probability is taken over the choice of the \( r_{w'}^{(i)} \)'s (since \( 1 - \tilde{\Phi}_x(w, w') = 1 \) for some \( w' \) and it follows that \( \Pr[\sum_{w' \in H^{\ell\ell}} r_{w'}^{(i)} \cdot (1 - \tilde{\Phi}_x(w, w'))] \) is approximately 1/2). Hence, \( \Pr[\prod_{i \in [\ell']} \Psi_x^{(i)}(w) = 0] < 0.51^{\ell'} \) and so, for every choice of \( r_w \)'s, it holds that

\[
\Pr \left[ \sum_{w \in H^{\ell\ell}} r_w \cdot \prod_{i \in [\ell']} \Psi_x^{(i)}(w) = 0 \right] > 1 - 2^{c\ell} \cdot 0.51^{\ell'} \approx 1,
\]

where the probability is taken over the choice of the \( r_{w'}^{(i)} \)'s (and the approximation assumes \( \ell' \gg c \log \ell \) (e.g., \( \ell' = 2c\ell \) will do)).

In order to prepare for an application of the sum-check, we need to replace the sequences \((r_w)_{w \in H^{\ell\ell}}\) and \((r_{w'}^{(i)})_{w' \in H^{\ell\ell}}\) (for each \( i \in [\ell'] \)) by the evaluation of low degree polynomials in \( w \) (resp., \( w' \)) (which are defined over \( F^{\ell\ell} \) (resp., over \( F^{\ell\ell} \)) and agree with the said sequences on \( H^{\ell\ell} \) (resp., on \( H^{\ell\ell} \)). (That is, for each fixing of the seed for a small bias generator,\(^{10}\) We stress that we use \( H \equiv \{0, 1\} \) and the corresponding function \( EQ \) as in Section 4.2 (rather than the settings used in Section 4.3).

\(^{11}\) See [19] or [12, Sec. 8.5.2]. A seed length of \( O(\ell) \) will do.
we consider the function that maps a location in the output sequence to a value of the corresponding bit.) Fortunately, the LFSR construction of [3] is suitable for that purpose, since the $j$th bit in the corresponding sequence is produced by raising a matrix $R$ to the power $j$ and multiplying the first row of the resulting matrix by a vector $s$, where $R$ and $s$ are determined by the seed of this pseudorandom generator.\footnote{Alternatively, we can use the “powering” (in finite field) construction of [3].} Specifically, the $j$th bit is the top element of the vector $R^j s$, where matrix $R$ and the vector $s$ have dimension that is linear in the seed length (which in turn is logarithmic in the length of the produced sequence).

Hence, we may replace $r_w$, where $w \equiv (w_1, \ldots, w_{\ell \ell})$, by a polynomial that computes the top bit of the vector $R \sum_{i \in [\ell]} w_i 2^{i-1} s$, by precomputing $R_j = R^{2^{j-1}}$ and using

$$R \sum_{i \in [\ell]} w_i 2^{i-1} s = \prod_{j \in [\ell]} R_j^{w_j} = \prod_{j \in [\ell]} (w_j R_j + (1 - w_j) I),$$

where $I = R^0$ is the identity matrix. Thus, $r_w$ will be replaced by $\tilde{r}(w)$, where $\tilde{r} : F^{\ell \ell} \to F$ is such that $\tilde{r}(z)$ equals the top element of $(\prod_{j \in [\ell]} (z_j R_j + (1 - z_j) I)) s$, and ditto for each $\ell (r_w^{(i)})_{w' \in H^{\ell \ell}}$ (via the corresponding $\tilde{r}^{(i)} : F^{\ell \ell} \to F$). We stress that $\tilde{r}$ (resp., $\tilde{r}^{(i)}$) is a polynomial of degree $\ell c$ (resp., $c \ell$) and it can be evaluated in time $\text{poly}(\ell)$. Hence, the claim that (12) evaluates to 0 can be replaced by the claim

$$\sum_{w \in H^{\ell \ell}} \tilde{r}(w) \cdot \prod_{v \in [\ell']} \left(1 - \sum_{w' \in H^{\ell \ell}} \tilde{r}^{(i)}(w') \cdot (1 - \tilde{\Phi}_x(w, w'))\right) = 0 \quad \text{(14)}$$

We outline two ways of handling this claim. The first way consists of invoking the generalized sum-check protocol, which can also handle products, on (14). Pursuing this approach requires identifying $[\ell']$ with $H^{\log \ell}$ and introducing a low degree polynomial $\tilde{r} : F^{(\log \ell) + c \ell} \to F$ such that for every $i \in [\ell']$ it holds that $\tilde{r}(i, z') = \tilde{r}^{(i)}(z')$.

Alternatively, we can apply the sum-check protocol to the claim $\sum_{w \in H^{\ell \ell}} \tilde{r}(w) \cdot \Psi_x(w) = 0$, where $\Psi_x(w) \overset{\text{def}}{=} \prod_{i \in [\ell']} \Psi_x^{(i)}(w)$. This involves $\ell \ell$ rounds of interactions, and leaves us with verifying a claim of the form $\Psi_x(r) = v$, where $r \in F^{\ell \ell}$ and $v \in F$ are determined by the said execution. At this point, the prover is asked to present the values of $\Psi_x^{(i)}(r)$ for each $i \in [\ell']$, the verifier checks that their products equals $v$, and the parties involve the sum-check protocol to each of the claimed values. That is, in the $i$th execution, the prover proves that $1 - \sum_{w' \in H^{\ell \ell}} \tilde{r}^{(i)}(w') \cdot (1 - \tilde{\Phi}_x(r, w'))$ equals $v_i$, where $v_i$ is the value provided for $\Psi_x^{(i)}(r)$. (Note that these $\ell'$ executions can be performed in parallel.)\footnote{Alternatively, the verifier can select at random $r'_1, \ldots, r'_\ell' \in F$, and ask the prover to prove that $\sum_{i \in [\ell']} r'_i \cdot \Psi_x^{(i)}(r) = \sum_{i \in [\ell']} v_i$. Note that $\sum_{i \in [\ell']} r'_i \cdot \Psi_x^{(i)}(r) = \sum_{i \in [\ell']} r'_i - \sum_{w' \in H^{\ell \ell}} \sum_{i \in [\ell']} r'_i \cdot \tilde{r}^{(i)}(w') \cdot (1 - \tilde{\Phi}_x(r, w'))$, so we can apply the sum-check to the outer sum (of $w' \in H^{\ell \ell}$) and let the verifier evaluate the residual expression (which has $\ell'$ terms) by itself.}

This protocol performs $\ell \ell + c \ell$ iterations, and the verifier evaluates the residual expression, which (as in the proof of Theorem 1) amounts to evaluating the $\tilde{\sigma}_{n,j}$'s and $\tilde{\phi}_n$ as well as computing $\text{poly}(\ell)$ sums of $2^\ell$ terms each. The prover’s computation is dominated by computing a sum of $2^{\ell \ell + c \ell}$ terms, where each term requires a computation of the type conducted by the verifier. □
The interactive proof presented in the proof of Theorem 7 uses a randomized reduction of evaluating (11) to evaluating (12). In a straightforward implementation, this reduction calls upon the verifier to toss poly(n) coins and send the outcome to the prover, whereas we aim at verifiers that run in time $\tilde{O}(n)$. Hence, we use an adequate pseudorandom generator, and let the verifier select a (much shorter) random seed and send it to the prover. For this to work, we need the function that describes the pseudorandom sequence that corresponds to a fixed seed to have low complexity (in an adequate sense). That is, the relevant complexity measure here refers to the function that maps possible locations in a fixed sequence to the value of the corresponding bits, whereas the standard complexity measures refer to the mapping of possible seeds to the value of a fixed location in the corresponding output sequence.

Remark 8 (beyond $\forall\exists$-characterization). The notion of a locally $\forall\exists$-characterizable set can be further extended to allow a constant number of (alternating) quantifiers; for example, a $\forall\exists\forall$-characterization corresponds to the case that for all $w \in \{0,1\}^{c \log n}$ there exists $w' \in \{0,1\}^{c' \log n}$ such that for all $w'' \in \{0,1\}^{c'' \log n}$ it holds that $\Phi_x(w, w', w'') = 0$. The proof of Theorem 7 extends naturally to that case (cf. the proof of Toda’s Theorem [26]).

Lastly, we note the correspondence between the foregoing local characterizations and the levels of a known hierarchy of parameterized complexity classes [11]. In particular, Definition 2 corresponds to a class denoted $\mathcal{W}[1]$, and Definition 6 corresponds to $\mathcal{W}[2]$. (In terms of the $\mathcal{W}$-hierarchy, our definitions are restricted in requiring that the “defining circuits” be more uniform.)

5 The case of $t$-SUM

For a parameter $t \in \mathbb{N}$, given $(a_1, ..., a_n, b) \in [m]^{n+1}$, the problem is determining whether there exist $t$ indices $i_1, ..., i_t \in [n]$ such that $\sum_{i \in [t]} a_{i_j} = b$. We shall assume, without loss of generality, that $m = \text{poly}(n)$ and that if $\sum_{j \in [t]} a_{i_j} = b \in \mathbb{Z}$ then $|\{i_j : j \in [t]\}| = t$. These assumptions are justified as follows.

- Given an arbitrary instance $(a_1, ..., a_n, b)$, we consider the instance $(a_{i_1}', ..., a_{i_t}', b')$ such that $a_{i_j}' = (t+1)^t \cdot a_{i_j} + (t+1)^{-t}$ and $b' = (t+1)^t \cdot b + \sum_{j \in [t]} (t+1)^{-t}$. Hence, if $\sum_{(i,j) \in T} a_{i_j}' = b'$ for some $|T| \leq t$, then for every $j \in [t]$ there exists a unique $i \in [n]$ such that $(i, j) \in T$.

- Starting with the case of $m = \exp(\text{poly}(n))$, we reduce to the case of $m = \text{poly}(n)$ as follows. We pick uniformly at random a prime $p \in S \overset{\text{def}}{=} [\Theta(n^t \cdot \log m)]$ and reduces all integers modulo $p$.

Observe that if $\sum_{j \in [t]} a_{i_j} \neq b$, then equality modulo $p$ may hold for at most $\frac{\log tm}{\log \log tm}$ primes $p > \log m$, whereas the number of primes in $S$ is $n^t$ times larger.

To get back to a problem over the integers (rather than over $\mathbb{Z}_p$), we reduce the modular problem to $t$ instances of the integral problem. Specifically, we use the fact that $\sum_{j \in [t]} a_{i_j} \equiv b \pmod{p}$ if and only if for some $i \in [t]$ it holds that $\sum_{j \in [t]} a_{i_j} = b + (i-1) \cdot p$.

Our goal is to present an interactive proof for proving that for every $i_1, ..., i_t \in [n]$ it holds that $\sum_{j \in [t]} a_{i_j} \neq b$.

Letting $\chi : \mathbb{Z} \to \{0, 1\}$ denote the predicate that returns 0 only on 0, we wish to prove that for all $i_1, ..., i_t \in [n]$ it holds that $\chi(b - \sum_{j \in [t]} a_{i_j}) = 1$. Letting $B$ denote the set of primes in $[m']$, where $m' \overset{\text{def}}{=} \log tm$, we may prove instead that for all $i_1, ..., i_t \in [n]$ it holds that $\prod_{p \in B} \left(1 - \chi \left(\frac{b - \sum_{j \in [t]} a_{i_j}}{\text{mod } p}\right)\right) = 0$, since $|b - \sum_{j \in [t]} a_{i_j}| < tm$ and $\prod_{p \in B} p > tm$. 

Letting \([a]_p\) denote the value of \(a \mod p\), we can rewrite the above as

\[
\prod_{p \in B} \left( 1 - \chi \left( \left[ b \right]_p - \sum_{j \in [t]} [a_j]_p \mod p \right) \right) = 0. \tag{15}
\]

Observing that \(a \overset{\text{def}}{=} [b]_p - \sum_{j \in [t]} [a_j]_p \mod p\) resides in \([-tp + t, tp - 1]\), it follows that \(\sum_{i=0}^{t-1} \chi(a + i \cdot p) = t - (1 - \chi(a \mod p))\). Hence, we replace \(1 - \chi(a \mod p)\) by \(t - \sum_{i=0}^{t-1} \chi(a + i \cdot p)\), and rewrite (15) as

\[
\prod_{p \in B} \left( t - \left( \sum_{i=0}^{t-1} \chi \left( [b]_p + ip - \sum_{j \in [t]} [a_j]_p \mod p \right) \right) \right) = 0. \tag{16}
\]

Since the arguments to \(\chi\) resides in \([-tp + t, tp - 1] \subset [-tm' + 1, tm' - 1]\), reducing it modulo any prime \(q > tm'\) does not change the outcome. We shall do so next, while replacing the condition that all \((0,1)\) terms (which correspond to the various \((i_1, \ldots, i_t) \in [n]^t\)) evaluate to 1 by the condition that for a random prime \(q \in [O(\log n)]\) it holds that

\[
\sum_{i_1, \ldots, i_t \in [n]} \prod_{p \in B} \left( t - \left( \sum_{i=0}^{t-1} \chi \left( [b]_p + ip - \sum_{j \in [t]} [a_j]_p \mod q \right) \right) \right) \equiv 0 \pmod q. \tag{17}
\]

(Recall that if each of the terms equals 0 then (17) holds, whereas otherwise with high probability over the choice of \(q\) (say \(q \in [2 \log(n'm), 3 \log(n'm)]\)) (17) does not holds.) At this point we can implement \(\chi\) arithmetically (by just raising the argument to power \(q - 1\)). This yields the condition

\[
\sum_{i_1, \ldots, i_t \in [n]} \prod_{p \in B} \left( t - \left( \sum_{i=0}^{t-1} \left( [b]_p + ip - \sum_{j \in [t]} [a_j]_p \mod q \right)^{q-1} \right) \right) \equiv 0 \pmod q. \tag{18}
\]

Towards applying the sum-check protocol, using \(\ell = \log n\) and \(\mathcal{F} = \text{GF}(q)\), we define \(P : (\mathcal{F}^\ell)^t \rightarrow \mathcal{F}\) such that

\[
P(z^{(1)}, \ldots, z^{(t)}) = \prod_{p \in B} \left( t - \left( \sum_{i=0}^{t-1} \left( b'_{p,i} - \sum_{j \in [t]} \sum_{\alpha \in H} \text{EQ}(\alpha, z^{(j)}) \cdot a'_{\alpha,p} \right)^{q-1} \right) \right) \tag{19}
\]

where \(\{0,1\} \equiv H \subset \mathcal{F}\), \(\text{EQ} : \mathcal{F}^\ell \times \mathcal{F}^\ell \rightarrow \{0,1\}\) is the identity indicator (i.e., \(\text{EQ}(\gamma, \bar{z}) = \prod_{i \in [\ell]} (z_i \gamma_i + (1 - z_i)(1 - \gamma_i))\)), and \(b'_{p,i} = [b]_p + ip\) and \(a'_{\alpha,p} = [a_\alpha]_p\).

We wish to use the sum-check protocol in order to verify that \(\sum_{\bar{z} \in (H^\ell)^t} P(\bar{z})\) equals 0 mod \(q\), but the problem is that \(P\) is a \((t\ell\text{-variate})\) polynomial over \(\mathcal{F} = \text{GF}(q)\) with individual degree \(|B| \cdot (q - 1)\). This is a problem because, when running the sum-check protocol, the field size must be larger than the product of the individual degree of the polynomial and the number of variables in the polynomial. The solution is to run the sum-check protocol over an extension field. Specifically, it suffices to use the extension field \(\mathcal{K} = \mathcal{F}^3\), since in this case we have \(t\ell \cdot (q - 1)|B| < q^3/4\), provided that \(q \geq \log(n'm)\) (whereas \(|B| < \log(tm)\) and \(\ell = \log n\)). We thus consider (19) as an expression over \(\mathcal{K}\), while noting that its value is in the base field \(\mathcal{F}\), and that this value indicates whether the original instance is a YES-instance or a NO-instance (provided that we were not unlucky in our choice of the random prime \(q \in [O(\log n)]\)
To wrap-up. The interactive proof starts with the verifier selecting uniformly a random prime \( q \in [2 \log(n^t m), 3 \log(n^t m)] \), and expecting the prover to prove that \( \sum_{\tau \in H^t} P(\tau) = 0 \), where this expression as well as the definition of \( P \) (in (19)) are considered over the extension field \( \mathbb{K} = \text{GF}(q^3) \). The parties then run the sum-check protocol for \( t \cdot \ell \) rounds. At the end of the interaction, the verifier evaluates the residual condition (i.e., evaluates \( P \) on a single point). Hence, the verifier’s computation is dominated by the evaluation of the multi-linear polynomial \( \mathbb{E}Q \) on \( t \cdot 2^\ell = tn \) points, which means that its complexity is \( \tilde{O}(tn) \). The prover’s complexity is \( 2^{t\ell} = n^t \) times larger.

Digest

One interesting aspect of the foregoing proof system is that it applies to asserting the value of \( \sum_{\tau \in H^t} P(\tau) \), where \( P : \mathbb{F}^{t\ell} \to \mathbb{F} \) is a polynomial over \( \mathbb{F} \). But since we had no good upper bound on the degree of \( P \), the sum-check was invoked over an extension field of \( \mathbb{F} \), denoted \( \mathbb{K} \). That is, we actually considered a polynomial over \( \mathbb{K} \) that agrees with \( P \) on inputs that reside in \( \mathbb{F}^{t\ell} \). We note that a similar idea was used by Gur and Raz [17] in their Arthur-Merlin streaming algorithm.

6 Conclusions

Our goal in this work was identifying structures and patterns that facilitate the design of efficient proof systems. Towards this goal, we view the identification of the class of locally-characterizable sets as one of our primary contributions. This is a large and natural class that permits simple and efficient interactive proof systems. Building on the identification of this class and its proof systems, our subsequent work [14], which also builds on the work of [5], shows worst-case to average-case reductions between problems in a closely related (and also natural) class (see the discussion following Theorem 1). We hope that future work will further explore classes and problems that permit efficient proof systems, and that this exploration will contribute to our understanding of these problems’ computational complexity.
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Appendix: An \( \mathcal{MA} \) proof system for locally-characterizable sets

We present first an \( \mathcal{MA} \) proof system of verification complexity \( \widetilde{O}(n^{(c+1)/2}) \) for every locally-characterizable set, where \( n \) is the input length and the constant \( c \geq 1 \) is as in Definition 2. Recall that in the case of \( t \)-no-\( \text{CLIQUE} \), the input length (for \( n \)-vertex graphs) is \( n^2 \) and \( c = t/2 \).

Our starting point is the claim \( \sum_{w \in \{0,1\}^\ell} \Phi_x(w) = 0 \), where \( \Phi_x \) is as in the proof of Theorem 1. Letting \( \ell' = (c+1)\ell/2 \) and \( \ell'' = (c-1)\ell/2 \), we write the claim \( \sum_{w \in \{0,1\}^{\ell'}} \Phi_x(w) = 0 \) as \( \sum_{w' \in \{0,1\}^{\ell'}} P(w') = 0 \), where

\[
P(z') = \sum_{w'' \in \{0,1\}^{\ell''}} \Phi_x(z'w'')
\]  

(20)

The key observation is that \( P \) is a multi-variate polynomial of degree \( \text{poly}(\ell) \) that can be computed by an arithmetic circuit of size \( \widetilde{O}(2^{\ell''+c}) = \widetilde{O}(2^{\ell'}). \) The size bound is due to summing over \( 2^{\ell''} \) summands in (20), where the summands are given by Eq. (8)-(9), and each summand is computed using a circuit of size \( \widetilde{O}(2^\ell) \) (the dominant part in computing each summand is computing the terms \( X_i \)). Thus, our \( \mathcal{MA} \) proof system proceeds as follows.

1. The prover provides the verifier with \( v_{w'} \leftarrow P(w') \), for every \( w' \in \{0,1\}^{\ell'} \).
2. Using the \( \mathcal{MA} \) system for “batch evaluation” of Williams [28], the prover proves to the verifier that \( P(w') = v_{w'} \), for every \( w' \in \{0,1\}^{\ell'} \).

   Recall that this \( \mathcal{MA} \)-proof can be verified in time that is almost linear in the sum of the number of evaluation points and the size of the circuit, where in our case each of these quantities is \( \tilde{O}(2^{\ell'} \ell) \). (The complexity is also linear in the degree of the computed polynomial, which is our case adds another \( \text{poly}(\ell) \) factor, and requires that the field is large enough (which holds too).)
3. Finally, the verifier checks that \( \sum_{w' \in \{0,1\}^{\ell'}} v_{w'} = 0 \).

   Indeed, the non-obvious part is the \( \mathcal{MA} \) system for “batch evaluation” of Williams [28], which is employed in Step 2.

Improvement for the case of \( \pi_{n,i} \)'s that are projections

We say that \( \pi: \{0,1\}^{cf} \to [n] \) is a projection if there exists an \( \ell \)-subset \( I \subseteq [cf] \) such that \( \pi(w) = w_I \) (where, as usual, \( \{0,1\}^{\ell} \) is associated with \([n]\)). For \( c \geq 2 \), in the special case that the \( \pi_{n,i} \)'s in Definition 2 are projections, we improve the verification time by a \( \sqrt{n} \) factor (and the claim regarding \( t \)-no-\( \text{CLIQUE} \) follows). Letting \( \ell' = \ell'' = cf/2 \), observe that the polynomial \( P \) of (20) can be written as

\[
P(z') = \sum_{w'' \in \{0,1\}^{\ell''}} Q(z'w'', A_1(z'w''), ..., A_{p(\ell)}(z'w'')),
\]  

(21)
where $Q : \mathcal{F}^{\ell \cdot p(\ell)} \rightarrow \mathcal{F}$ and $A_1, \ldots, A_{p(\ell)} : \mathcal{F}^\ell \rightarrow \mathcal{F}$ are defined as

$$Q(z, w) = \hat{\phi}_n(\hat{\pi}_{n,1}(z), \ldots, \hat{\pi}_{n,p(\ell)}(z), w)$$

(22)

$$A_i(z) = \sum_{\alpha \in \{0,1\}^{\ell}} \text{EQ}(\hat{\pi}_{n,i}(z), \alpha) \cdot x_{\alpha}.$$  

(23)

Observe that $Q$ is a multi-variate polynomial of degree $\text{poly}(\ell)$ that can be computed by an arithmetic of size $\text{poly}(\ell)$, whereas the $A_i$’s are multi-linear polynomials that can be computed by circuits of size $\tilde{O}(2^\ell)$. Combining these circuits and summing over all $w'' \in \{0,1\}^{\ell''}$, as done above, yields a circuit of size $\tilde{O}(2^{\ell'' + \ell})$, whereas we aim at a circuit of size $\tilde{O}(2^{\ell''} + 2^\ell)$. Towards this end, we use the hypothesis that the $\pi_{n,i}$’s are projections. Specifically, denoting the corresponding projections by $I_i$’s, we observe that $A_i(z)$ actually depends only on $z_{I_i}$. Furthermore, letting $I_i'' = \{j - \ell' : j \in I_i \setminus [\ell']\}$ and $I_i' = I_i \cap [\ell']$, we can replace $A_i(z_{I_i''})$ by $C_{w_{I_i''}, I_i'}(z)$, where

$$C_{s,i}(z) = \sum_{\alpha \in \{0,1\}^{\ell''}} \text{EQ}(z_{I_i''}, \alpha) \cdot x_{\alpha}.$$  

(24)

Hence, we obtain the circuit

$$P(z) = \sum_{w'' \in \{0,1\}^{\ell''}} Q(z_{I_i''}, C_{w_{I_i''}, I_i'}(z), \ldots, C_{w_{I_i''}, p(\ell)}(z)), $$

(25)

which has size $\tilde{O}(2^\ell + 2^{2\ell})$, where the size bound is due to the number of different circuits $C_{s,i}$: for each $i \in [p(\ell)]$, there are $2^{|I_i'|} \leq 2^\ell$ possible values for $s$, and each circuit $C_{s,i}$ has size $\tilde{O}(2^\ell)$. The key observation here is that the $2^{\ell''}$ terms in the main sum can reuse the values computed by the $\tilde{O}(2^{\ell'})$ smaller circuits such that each term is fed by $p(\ell)$ small circuits (which are determined by its identity).

A closer inspection of these smaller circuits allows to upper bound their total size by $\tilde{O}(2^\ell)$, instead of by $\tilde{O}(2^{2\ell})$. Specifically, for each $i \in [p(\ell)]$, we have $2^{|I_i'|}$ different circuits but each of these circuits is a multilinear circuit in $|I_i'|$ bits (i.e., the bits $z_{I_i'}$ (see (24))), and so has size $\tilde{O}(2^{|I_i'|})$. Hence, the circuit captured by (25) has size $\tilde{O}(2^\ell) + \tilde{O}(2^\ell) = \tilde{O}(n^{\ell/2} + n)$.

Applying the foregoing $\mathcal{MA}_A$ proof system to the circuit captured by (25) (rather than to the circuit captured by (20) and Eq. (8)-(9)), yields a system with verification time $\tilde{O}(n^{\ell/2} + n)$.
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Abstract

Interactive proofs of proximity (IPPs) are interactive proofs in which the verifier runs in time sub-linear in the input length. Since the verifier cannot even read the entire input, following the property testing literature, we only require that the verifier reject inputs that are far from the language (and, as usual, accept inputs that are in the language).

In this work, we initiate the study of zero-knowledge proofs of proximity (ZKPP). A ZKPP convinces a sub-linear time verifier that the input is close to the language (similarly to an IPP) while simultaneously guaranteeing a natural zero-knowledge property. Specifically, the verifier learns nothing beyond (1) the fact that the input is in the language, and (2) what it could additionally infer by reading a few bits of the input.

Our main focus is the setting of statistical zero-knowledge where we show that the following hold unconditionally (where $N$ denotes the input length):

- Statistical ZKPPs can be sub-exponentially more efficient than property testers (or even non-interactive IPPs): We show a natural property which has a statistical ZKPP with a polylog($N$) time verifier, but requires $\Omega(\sqrt{N})$ queries (and hence also runtime) for every property tester.
- Statistical ZKPPs can be sub-exponentially less efficient than IPPs: We show a property which has an IPP with a polylog($N$) time verifier, but cannot have a statistical ZKPP with even an $N^{o(1)}$ time verifier.
- Statistical ZKPPs for some graph-based properties such as promise versions of expansion and bipartiteness, in the bounded degree graph model, with polylog($N$) time verifiers exist.

Lastly, we also consider the computational setting where we show that:

- Assuming the existence of one-way functions, every language computable either in (logspace uniform) NC or in SC, has a computational ZKPP with a (roughly) $\sqrt{N}$ time verifier.
- Assuming the existence of collision-resistant hash functions, every language in NP has a statistical zero-knowledge argument of proximity with a polylog($N$) time verifier.
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Interactive proofs, introduced by Goldwasser, Micali and Rackoff [30] are protocols that allow a polynomial-time verifier to check the correctness of a computational statement, typically formulated as membership of an input $x$ in a language $L$, using an interactive protocol. Interactive proofs have had an incredible impact on theoretical computer science in general, and especially on cryptography and complexity theory.

Given the vast amounts of data that are available nowadays, and the ubiquity of cloud computing, in some applications polynomial-time or even linear-time verification may be too slow. A recent line of work, initiated by Rothblum, Vadhan and Wigderson [51] (following the earlier work of Ergün, Kumar and Rubinfeld [16]), asks whether we can construct interactive proofs in which the verifier runs in sub-linear time. Since the verifier cannot even read the entire input, we cannot hope to obtain sub-linear time verification in general (even for some very simple computations). Thus, following the property testing literature [52, 21] (see also [20]), the verifier is given oracle access to the input, and soundness is relaxed. Namely, the verifier is only required to reject inputs that are far (in Hamming distance) from being in the language. Since the verifier is only assured that the input $x$ is close to the language $L$, these proof-systems are called interactive proofs of proximity, or IPPs for short. Recent results ([51, 34, 18, 41, 23, 50, 22, 35]) have demonstrated that many languages admit IPPs with sublinear-time verification.

One of the main features of classical interactive proofs (over their non-interactive counterparts) is that they allow for proving statements in zero-knowledge [30, 24]: amazingly, it is possible to prove that $x \in L$ without revealing anything other than that. Beyond being of intrinsic interest, zero-knowledge proofs have a multitude of applications, especially in cryptography.

In this work, we initiate the study of zero-knowledge proofs of proximity, or ZKPP for short. Specifically we ask:

Is it possible to prove the correctness of a computation to a verifier that reads only few bits of the input, without revealing any additional “non-local” information about the input?

By non-local information, we mean any information that cannot be inferred by making only few queries to the input. In particular, and in contrast to the classical zero-knowledge setting, we want our notion of zero-knowledge to capture the fact that the verifier does not even learn the input string itself.

**The Model of Zero-Knowledge Proofs of Proximity.** As expected, we capture the desired zero-knowledge requirement using the simulation paradigm of [30].

► **Definition 1** (ZKPP, informally stated (see Section 2)). An IPP with prover $P$ and verifier $V$ is a ZKPP, if for any (possibly malicious) verifier $\hat{V}$, that given oracle access to input of length $N$ runs in time $t(N) \ll N$, there exists a simulator $S$ that runs in time roughly $t(N)$

---

1 Consider for example verifying whether a given string has parity 0.

2 Throughout this work we use the verification time as our primary complexity measure for IPPs. We could have alternatively chosen to view the total number of bits observed by the verifier (i.e., those read from the input and those communicated from the prover) as the main resource (note that the verification time is an upper bound on the latter). Focusing on verification time makes our upper bounds stronger, whereas our lower bounds also hold wrt the total number of bits observed by the verifier.
such that for every $x \in L$ it holds that

$$S^x \approx \left( P(x), \hat{V}^x \right),$$

where $\left( P(x), \hat{V}^x \right)$ denotes $\hat{V}$’s view when interacting with $P$.

In particular, if the verifier cannot afford to read the entire input, then the simulator must successfully simulate the verifier’s view even though it too cannot read the entire input. See Section 2 for the formal definition of the model and additional discussions.

**Knowledge Tightness and Simulation Overhead.** The above informal definition of zero-knowledge requires that for any possible cheating verifier that runs in (sublinear) time $t$, there exists a simulator, running in roughly the same time, that simulates the verifier’s view. We call the running time of the simulator, viewed as a function of $t$, the simulation overhead of the protocol.\(^3\)

In the zero-knowledge literature, the simulation overhead $s = s(t)$ is typically allowed to be any polynomially-bounded function. This is motivated by the fact that such polynomial-time simulation implies that every polynomial-time verifier strategy has a polynomial-time simulation.

In contrast, since in our setting of ZKPP the verifier runs in sub-linear time, we will sometimes need to be more precise. Suppose for example that we had a ZKPP with a $t = \sqrt{N}$ time verifier (where $N$ is the input length) and with some unspecified polynomial simulation bound $s = s(t)$. In such a case, if for example $s(t) = \Omega(t^2)$, then the simulator would be able to read the entire input whereas the verifier clearly cannot. This leads to an undesirable gap between the power of the verifier and that of the simulator.

Thus, to obtain more meaningful results we will sometimes need to precisely specify the simulation overhead that is incurred. Nevertheless, since most (but not all) of our results deal with verifiers that run in poly-logarithmic time, unless we explicitly state otherwise, our default is to allow for polynomial simulation overhead. Indeed, in the poly-logarithmic regime, polynomial simulation implies that every poly-logarithmic time verifier strategy has a poly-logarithmic time simulation. In the few cases where we need to be more precise, the simulation overhead will be stated explicitly.

We remark that our quantification of the simulation overhead is closely related to Goldreich’s [19, Section 4.4.4.2] notion of knowledge tightness of standard zero-knowledge proofs.

**A Cryptographic Motivation from the 90’s.** Interestingly, the notion of ZKPP has already implicitly appeared in the cryptographic literature 20 years ago. Bellare and Yung [5] noticed that the soundness of the [17] construction of non-interactive zero-knowledge proof-system (NIZK) from trapdoor permutations breaks, if the cheating prover sends a description of a function that is not a permutation. [5] observed that to regain soundness in the [17] protocol, it suffices to verify that the given function is close to being a permutation.

Focusing on the case that the domain of the permutation\(^4\) is $\{0, 1\}^n$, [5] suggested the following natural non-interactive zero-knowledge proof for certifying that a function is close

\(^3\) In our actual definition the simulation overhead may depend also on the input length (and proximity parameter). However, the more fundamental dependence is on the (possibly cheating) verifier’s running time. Thus, we omit the dependence on these additional parameters from the current discussion.

\(^4\) We remark that the general case (i.e., when the domain is not $\{0, 1\}^n$) introduces significant difficulties. See [28] and [13] for details.
to a permutation: sufficiently many random elements $y_1, \ldots, y_k$ in $\{0, 1\}^n$ are specified as part of a common random string (CRS), and the prover is required to provide inverses $x_1, \ldots, x_k$ to all of these elements. Soundness follows from the fact that if the function is far from a permutation then, with high probability, one of these elements will simply not have an inverse. Zero-knowledge is demonstrated by having the simulator sample the $x$’s at random and obtain the $y$’s by evaluating the permutation.

Since the verifier in the [5] protocol is only assured that the function is close to a permutation, in our terminology, the [5] protocol is a non-interactive ZKPP. Notice that the verifier runs in time $\text{poly}(n)$, which is $\text{poly-logarithmic}$ in the input (i.e., the truth table of $f$).

1.1 Our Results

In this section we state our main results in an informal manner. See the full version [10] for the formal theorem statements.

As is the case for standard zero-knowledge, the results that we can obtain depend heavily on the specific notion of zero-knowledge. These notions depend on what exactly it means for the output of the simulator to be indistinguishable from a real interaction.

The main notion which we focus on in this work is that of statistical zero-knowledge proofs of proximity. Here, the requirement is that the distribution of the output of the simulator is statistically close to that of the real interaction.

1.1.1 Statistical ZKPP

The first natural question to ask is whether this notion is meaningful – do there exist statistical ZKPPs? More precisely, since every property tester is by itself a trivial ZKPP (in which the prover sends nothing), we ask whether statistical ZKPPs can outperform property testers.

We answer this question affirmatively. Moreover, we show that same natural problem considered by [5] (i.e., verifying that a function is a permutation) has a very efficient zero-knowledge proof of proximity. We emphasize that, in contrast to the protocol of [5] mentioned above, our protocol is zero-knowledge against arbitrary malicious verifiers (rather than only honest-verifier zero-knowledge as in the [5] protocol).

▶ Theorem 2 (ZKPP for permutations). Let $\text{PERMUTATION}_n$ be the set of all permutations on $n$-bit strings. Then:

- **ZKPP Upper Bound:** $\text{PERMUTATION}_n$ has a 4-round statistical ZKPP in which the verifier runs in $\text{poly}(n)$ time.

- **Property Testing Lower Bound:** Every tester for $\text{PERMUTATION}_n$ must make at least $\Omega(2^{n/2})$ queries to the input (and in particular must run in time $\Omega(2^{n/2})$).

---

5 Recall that NIZKs inherently require the use of a CRS.

6 That is, the two distributions have negligible statistical distance. Negligible here refers to an auxiliary security parameter that is given to all parties, see further discussion in Section 2.2.1.

7 Note that not every IPP is zero-knowledge. Suppose that we want to check whether a given input consists of two consecutive palindromes (of possibly different lengths) or is far from such. Alon et al. [2] showed that every tester for this property must make $\Omega(\sqrt{N})$ queries. However, Fischer et al. [18] observed that if the prover provides the index that separates the two palindromes, the property becomes easy to verify. The IPP of [18] is not zero-knowledge since any $o(\sqrt{N})$ time simulator can be transformed into an $o(\sqrt{N})$ time tester for the property, contradicting the [2] lower bound.
(Notice that \(\text{poly}(n)\) is poly-logarithmic in the input size, whereas \(2^{n/2}\) is roughly the square root of the input size.)

Similarly to other results in the literature on constant-round statistical zero-knowledge (SZK), we can only bound the expected running time of our simulator (rather than giving a strict bound that holds with all but negligible probability). Using standard techniques, which introduce a super constant number of rounds, we can obtain a strict bound on the simulator’s running time. However, in the interest of simplicity and since it is not our main focus, we avoid doing so. We also remark that Gur and Rothblum [33] give a lower bound on the complexity of non-interactive IPPs (i.e., IPP in which the entire interaction consists of a single message from the prover to the verifier, also known as MAPs) for PERMUTATION, and combining their result with ours yields a sub-exponential separation between the power of statistical ZKPP vs. MAPs. (Specifically, [33] show an MAP lower bound of roughly \(\Omega(2^{n/4})\) for PERMUTATION.) Lastly, we mention that a variant of the permutation property was used by Aaronson [1] to give an oracle separation of \(\text{SZK}\) from \(\text{QMA}\). However, the \(\text{SZK}\) protocol that he constructs (which is essentially the [5] protocol) is only honest-verifier\(^8\) zero-knowledge.

Beyond the property of being a permutation, we also consider two additional graph problems, and show that they admit efficient honest-verifier ZKPP protocols. Both problems we consider are in the bounded degree graph model\(^9\), which has been widely studied in the property testing literature [21, 26].

\(\blacktriangleright\) \textbf{Theorem 3} (Honest Verifier ZKPP for Expansion and Bipartiteness). \textbf{There exist} honest-verifier statistical ZKPP \textbf{in which the verifier’s running time is} \textbf{polylog}(N), \textbf{for input graphs of size} N, \textbf{for the following two promise problems:}

\textbf{1. Promise Expansion:} Distinguish graphs with (vertex) expansion \(\alpha \in (0, 1]\) from graphs that are far from even having expansion roughly \(\beta = \alpha^2/\log(N)\).

\textbf{2. Promise Bipartiteness:} Distinguish bipartite graphs from graphs that are both rapidly mixing and far from being bipartite.

A few remarks are in order. We first note that the property testing complexity of both promise problems is known to be \(\tilde{\Theta}(\sqrt{N})\) [26, 27, 15, 47, 42]. Second, the IPP for promise-bipartiteness is actually due to [51] and we merely point out that it is an honest-verifier ZKPP. In contrast, the promise-expansion property above was not previously known to admit an (efficient) IPP (let alone a zero-knowledge one). We also remark that both of the problems in Theorem 3 refer to promise problems. In particular, we leave open the possibility of a ZKPP for bipartiteness that also handles graphs that are not rapidly mixing, and a ZKPP for expansion that accepts graphs that are \(\alpha\)-expanding and rejects graphs that are far from \(\alpha\)-expanding (rather than just rejecting those that are far from being \(\alpha^2/\log(N)\)-expanding as in Theorem 3). Lastly, we also leave open the possibility of extending these protocols to be statistical ZKPP against arbitrary cheating verifiers (rather than just honest verifiers).\(^{10}\)

\(^8\) In an honest-verifier ZKPP, the simulator needs only to output an interaction that is indistinguishable from the interaction of the honest (original) verifier and the prover.

\(^9\) In the bounded degree graph model we assume that the degree of all vertices is bounded by a parameter \(d\) and the input graph is represented by an adjacency list. In other words, one can request to see the \(i\)-th neighbor (for \(i \in [d]\)) of some vertex \(v\) using a single query.

\(^{10}\) Since honest-verifier \(\text{SZK}\) protocols can be converted to be zero-knowledge against arbitrary malicious verifiers ([29], see also [53]), it is reasonable to wonder whether the same holds for statistical ZKPP. We conjecture that this is the case but leave the question of verifying this conjecture to future work.
Limitations of Statistical ZKPP. Given these feasibility results, one may wonder whether it is possible to obtain statistical ZKPP with poly-logarithmic complexity for large complexity classes (e.g., for any language in \( \mathbb{P} \)), rather than just specific problems as in Theorems 2 and 3. The answer turns out to be negative since Kalai and Rothblum [41] constructed a language, computable in \( \text{NC}_1 \), for which every IPP (let alone a zero-knowledge one) requires \( \Omega(\sqrt{N}) \) verification time.\(^{11} \)

Still, the latter observation raises the question of whether statistical ZKPP are as powerful as IPPs. That is, can every IPP be converted to be statistically zero-knowledge with small overhead? We show that this is not the case:

**Theorem 4** (IPP \( \not\subseteq \text{SZKPP} \)). There exists a property \( \Pi \) that has an IPP in which the verifier runs in \( \text{polylog}(N) \) time, where \( N \) is the input length, but \( \Pi \) does not have a statistical ZKPP in which the verifier runs even in time \( N^{o(1)} \).

We emphasize that Theorem 4 is unconditional (i.e., it does not rely on any unproven assumptions as is typically the case when establishing lower bounds in the classical setting). Interestingly, if we do allow for a (reasonable) assumption, we can obtain a stronger separation: namely, of MAP from SZKPP:

**Theorem 5** (MAP \( \not\subseteq \text{SZKPP} \)). Assuming suitable circuit lower bounds, there exists a property \( \Pi \) that has an MAP in which the verifier runs in \( \text{polylog}(N) \) time, where \( N \) is the input length, but \( \Pi \) does not have a statistical ZKPP in which the verifier runs even in time \( N^{o(1)} \).

The circuit lower bound that we assume follows from the plausible assumption that the Arthur-Merlin communication complexity of the set disjointness problem is \( \Omega(n^{\varepsilon}) \), where \( n \) is the input length and \( \varepsilon > 0 \) is some constant.

### 1.1.2 The Computational Setting

Unsurprisingly, we can obtain much stronger results if we relax some of our requirements to only be computational (rather than statistical). Specifically we will consider the following two relaxations:

1. (Computational Zero-Knowledge:) the simulated view is only required to be computationally indistinguishable from the real interaction.
2. (Computational Soundness aka Argument-System:) Here, we only require soundness against efficient cheating provers.

The following results show that under either one of these relaxations, and assuming reasonable cryptographic assumptions, we can transform many of the known results from the literature of IPPs to be zero-knowledge. Focusing on computational zero-knowledge, we can derive such protocols for any language computable in bounded-depth or in bounded-space, where the verifier runs in roughly \( \sqrt{N} \) time.

**Theorem 6** (Computational ZKPP for Bounded Depth). Assume that there exist one-way functions. Then, every language in logspace-uniform \( \text{NC} \), has a computational ZKPP, where the verifier (and the simulator) run in time \( N^{\frac{3}{2}+o(1)} \) and the number of rounds is \( \text{polylog}(N) \). The simulation overhead is roughly linear.

\(^{11}\)This still leaves open the possibility that statistical ZKPPs with \( O(\sqrt{N}) \) complexity exist for large complexity classes. Actually, in the computational setting we show such results, see further discussion in Section 1.1.2.
Theorem 7 (Computational ZKPP for Bounded Space). Assume that there exist one-way functions. Then, every language computable in \(\text{poly}(N)\)-time and \(O(N^\sigma)\)-space, for some sufficiently small constant \(\sigma > 0\), has a computational ZKPP, where the verifier (and the simulator) run in time \(N^{1/2+O(\sigma)}\). The simulation overhead is roughly linear.

Note that in both results the simulation overhead is (roughly) linear which means that a verifier running in time \(t\) will be simulated in nearly the same time. See additional discussion on the notion of simulation overhead above.

Interestingly, if we only relax to \textit{computational soundness}, we can do even better both in terms of expressiveness and the running time of the verifier. The following result gives statistical zero-knowledge arguments of proximity for every language in \(\text{NP}\), and with a verifier that runs in only \textit{poly-logarithmic} time.

Theorem 8 (Statistical Zero-Knowledge Arguments for NP). Assume that there exist collision-resistant hash functions. Then, every language in \(\text{NP}\), has a constant-round statistical zero-knowledge argument of proximity, where the verifier runs in time \textit{polylog}(\(N\)).

(Here, since the verifier runs in \textit{poly-logarithmic} time, we can and we do allow for polynomial simulation overhead.)

1.2 Related Works

In this section we discuss some related notions (and results) that have previously appeared in the literature, and how they compare with our results.

Zero-Knowledge PCPs. Zero-knowledge PCPs, introduced by Kilian, Petrank and Tardos \cite{KPT98} (and further studied in \cite{KST03, ST03}), are similar to standard PCPs with an additional zero-knowledge requirement. Namely, the oracle access that the (potentially malicious) verifier has to the PCP should not reveal anything beyond the fact that the input is in the language. Note that the verifier in a zero-knowledge PCP is given full access to the input and oracle access to the proof. In contrast, in zero-knowledge proofs of proximity (studied in this paper) the situation is reversed: the verifier is given oracle access to the input but full access to the communication line with the prover.

A more closely related notion of zero-knowledge PCPs of proximity was considered by Ishai and Weiss \cite{IW05}. These are PCP systems in which the verifier gets oracle access to \textit{both} the input and to an alleged PCP-style proof. Similarly to our notion of ZKPP, the verifier runs in sublinear time and is assured (with high probability) that the input is close to the language. ZKPPs and zero-knowledge PCPPs are incomparable — soundness is harder to achieve in the interactive case (since the prover’s answers may be adaptive) whereas zero-knowledge is harder to obtain in the PCP setting. Therefore, the difference between our model and that of \cite{IW05} is that we consider \textit{interactive} proofs, whereas \cite{IW05} focus on PCP-style proofs: namely soundness is guaranteed only if the PCP proof string is written in advance.

Zero-Knowledge Communication Complexity. A model of zero-knowledge in \textit{communication complexity} was recently proposed by Göös, Pitassi and Watson \cite{GPW17} and further studied by Applebaum and Raykov \cite{AR15}. Since there are known connections between property testing and communication complexity \cite{BCL10} (which holds also in the interactive setting, see \cite{GOWZ18}), it is interesting to study whether such a connection can be fruitful also in the zero-knowledge setting. We leave the study of this possibility to future work.
Zero-Knowledge Proofs of Proximity

Zero-Knowledge Interactive PCPs and Oracle Proofs. Recent works by Ben-Sasson et al. [7, 8] study zero-knowledge interactive oracle proofs – a model in which the verifier receives oracle access to the communication tape, but full access to the input. Our model of ZKPP is reversed – the verifier has oracle access to the input but full access to the communication tape. Chiesa et al. [14] consider zero-knowledge in the context of interactive PCPs, a model introduced by Kalai and Raz [40].

Measures of Knowledge. The notion of “simulation overhead”, similarly to that of “knowledge tightness” [19] mentioned above, can be viewed as a (quantitative) security measure for the zero-knowledge of a protocol. Both notions are worst-case and consider the verifier and simulator’s running times. Micali and Pass [45] considered a similar measure, but in an execution-to-execution setting. Finally, Goldreich and Petrank [25] considered other, incomparable, security measures than the verifier’s and simulator’s running times.

1.3 Technical Overview

We provide overview for our main conceptual results. Overviews for our other results are given in the appropriate places in the body of the paper.

1.3.1 ZKPP for PERMUTATION (see Theorem 2)

Since it is easier to argue, we begin with showing that any property tester for PERMUTATION must make at least \( \Omega(\sqrt{N}) \) queries, where \( N = 2^n \). To see this, consider the following two distributions: (1) a random permutation over \( \{0, 1\}^n \); and (2) a random function from \( \{0, 1\}^n \) to \( \{0, 1\}^n \). The first distribution is supported exclusively on YES instances whereas it can be shown that the second is, with high probability, far from a permutation. However, if a tester makes \( q = \sqrt{N} \) queries, then in both cases, with high probability, its view will be the same: \( q \) distinct random elements. The property testing lower bound follows.

We now turn to show a statistical ZKPP in which the verifier runs in \( \text{poly}(n) \) time. Consider the following simple IPP for PERMUTATION (based on the [5] protocol). Given oracle access to a function \( f : \{0, 1\}^n \rightarrow \{0, 1\}^n \), the verifier chooses a random \( r \in \{0, 1\}^n \) and sends \( r \) to the prover. The prover computes \( z = f^{-1}(r) \) and sends it to the verifier. The verifier checks that indeed \( f(z) = r \) and if so accepts.

Clearly if \( f \) is a permutation then the verifier in this protocol accepts with probability 1, whereas if \( f \) is far from a permutation, then with some non-negligible probability the verifier chooses \( r \) which does not have a pre-image under \( f \). In such a case the prover cannot make the verifier accept and so the protocol is sound.

It is also not hard to see that this protocol is honest-verifier zero-knowledge. However, it is not cheating-verifier zero-knowledge: a cheating verifier could learn the inverse of some arbitrary \( r \) of its choice.

In order to make the protocol zero-knowledge, intuitively, we would like to have a way for the prover and verifier to jointly sample the element \( r \) such that both are assured that it is uniform. For simplicity let us focus on the task of just sampling a single bit \( \sigma \). The specific properties that we need are

---

12 Interactive proofs in which the verifier is not charged for reading the entire communication tape are called either probabilistically checkable interactive proofs [50] or interactive oracle proofs [9] in the literature.

13 As a matter of fact, this protocol can be viewed as a non-interactive statistical zero-knowledge protocol for PERMUTATION (and is used as such in [5]).
1. If $f$ is a permutation then the prover is assured that $\sigma$ is random.

2. If $f$ is far from being a permutation then the verifier is assured that $\sigma$ is random.

In fact, the transformation of general honest-verifier statistical zero-knowledge proofs to cheating-verifier ones (see [53, Chapter 6]) implements a sub-routine achieving a generalization of the above task, assuming full access to the input. We give a simple solution for our specific case. That is, using only oracle access to a function that is either a permutation or far from any permutation.

We proceed to describe a simple procedure for sampling such a random bit $\sigma$. First, the verifier chooses at random $x \in \{0,1\}^n$ and a pairwise independent hash function $h : \{0,1\}^n \rightarrow \{0,1\}$ and sends $y = f(x)$ and $h$ to the prover. The prover now chooses a random bit $r \in \{0,1\}$ and sends $r$ to the verifier. The verifier now sends $x$ to the prover who checks that indeed $f(x) = y$. The random bit that they agree on is $\sigma = r \oplus h(x)$.

From the prover’s perspective, if $f$ is a permutation then $y$ fully determines $x$ and so $r$ (which is chosen uniformly at random after $y$ is specified) is independent of $h(x)$. Hence, $\sigma = r \oplus h(x)$ is a uniformly random bit. On the other hand, from the verifier’s perspective, if $f$ is far from being a permutation, then, intuitively, even conditioned on the value $y$ there still remains some entropy in $x$ (indeed, $x$ is essentially uniform among all the pre-images of $y$).\footnote{Actually, the amount of entropy can be fairly small (and depends on how far $f$ is from being a permutation). To obtain a sufficient amount of entropy, in our actual protocol we generate many such $y$’s.}
Now, using a variant of the leftover hash lemma, we can argue that $h(x)$ is close to random. Actually, since the leftover hash lemma implies that pairwise independent hash functions are strong extractors, we have that $h(x)$ is close to random even conditioned on $h$ and therefore also conditioned on $r$ (which is a randomized function of $h$). Thus, we obtain that $\sigma = r \oplus h(x)$ is close to being uniformly random and so our procedure satisfies the desired properties.

**A Different Perspective: Instance-Dependent Commitments.** Instance-dependent commitments\footnote{Recall that in Blum’s coin-flipping protocol, one party sends a commitment to a random bit $b$ and the other party replies with another random bit $b’$. Now, the first party decommits and the parties agree on the bit $b \oplus b’$.} [4, 39] are commitment schemes that depend on a specific instance of some underlying language: if the instance is in the language, the commitment is guaranteed to be statistically binding; and if the instance is not in the language the commitment is guaranteed to be statistically hiding. Instance-dependent commitments are a central tool in the study of SZK (e.g., [49, 48, 46]).

We can use PERMUTATION to construct an instance-dependent commitment as follows. Given a function $f : \{0,1\}^n \rightarrow \{0,1\}^n$, a commitment to a bit $b$ is a tuple $(f(x), h, h(x) \oplus b)$, for a random $x \in \{0,1\}^n$ and a pairwise independent hash function $h : \{0,1\}^n \rightarrow \{0,1\}$. Our arguments can be adapted to show that if $f$ is a permutation, then this commitment is statistically binding, whereas if $f$ is far from a permutation, then this commitment is (weakly) statistically hiding (to amplify, we can repeat by choosing many $x$’s).

One way to view our protocol for sampling the random string $r$ that was described above, is as an instantiation of Blum’s coin flipping protocol [12] based on the foregoing instance-dependent commitment.\footnote{Recall that in Blum’s coin-flipping protocol, one party sends a commitment to a random bit $b$ and the other party replies with another random bit $b’$. Now, the first party decommits and the parties agree on the bit $b \oplus b’$.}
1.3.2 Separating IPP from SZKPP (see Theorem 4)

The proof of Theorem 4 is done in two steps. The first step is to construct a property Π which has an interactive proof of proximity with a large number of rounds and polylog(N)-time verifier, but such that in every 2-message interactive proof of proximity for Π, the verifier's running time must be $N^\delta$, for some constant $\delta > 0$. Actually, such a result was recently established by Gur and Rothblum [35].

The second step in proving Theorem 4 is a general round reduction transformation for any honest-verifier statistical zero-knowledge proof of proximity. Namely, we would like a procedure that takes any many-messages honest-verifier zero-knowledge proof of proximity and turns it into a 2-message honest-verifier zero-knowledge proof of proximity while only slightly deteriorating the verifier’s and simulator’s running times.

To establish such a procedure we apply the proof that the promise problem Entropy Difference (ED) is complete for the class SZK (see [53]). That proof takes an instance $x$ of any promise problem $\Pi = (\Pi_{\text{YES}}, \Pi_{\text{NO}})$ ∈ SZK and efficiently constructs two distributions $X$ and $Y$ such that if $x \in \Pi_{\text{YES}}$ then $H(X) \geq H(Y) + 1$, and if $x \notin \Pi_{\text{NO}}$ then $H(Y) \geq H(X) + 1$. That proof goes on to show a zero-knowledge protocol to distinguish between the case that $H(X) \geq H(Y) + 1$ and the case that $H(Y) \geq H(X) + 1$. Two important points regarding that proof: (1) sampling from $X$ and $Y$ can be done by running (many times) the simulator for the original problem $\Pi$; (2) the protocol for ED consists of only two messages and requires only sample access to $X$ and $Y$.

In our settings, we can view a property $\Pi$ as a promise problem where functions possessing the property are in $\Pi_{\text{YES}}$ and functions that are $\varepsilon$-far from possessing the property are in $\Pi_{\text{NO}}$. Then, we can have the verifier “run” the reduction to ED and apply the sample-access protocol for ED. The unbounded prover will behave as in the protocol for ED. Recall that the original simulator (i.e., the one for the property’s IPP) required only oracle access to the input function. Since sampling from the distributions only requires running the original simulator, the new verifier can implement this step with only oracle access to the input function and with only polynomial overhead to the running time of the original simulator.

1.3.3 The Computational Setting (see Theorem 6-8)

The proofs of Theorem 6, Theorem 7 and Theorem 8 rely on the same basic idea: compiling existing public-coin protocols from the literature (specifically those of [51, 50, 43]) that are not zero-knowledge to ones that are. This step is based on the idea, which originates in the work of Ben-Or et al. [6], of having the prover commit to its messages rather than sending them in the clear. This ability to commit is where we use the assumption that one-way functions exist.

The compiler, which can only be applied to public-coin protocols is as follow. At every round, rather than sending its next message in the clear, the prover merely commits to the message that it would have sent in the protocol. Since the protocol is public-coin, the verifier can continue the interaction even though it does not see the actual contents of the prover’s messages. After all commitments have been sent, the verifier only needs to check that there exist suitable decommitments that would have made the underlying IPP verifier accept. Since the commitment hides the contents of the messages, it cannot do so by itself and we would like to use the prover. At this point, one could try to naively argue that the residual statement is an NP statement, and so we can invoke a general purpose zero-knowledge protocol for NP (e.g., the classical [24] protocol or the more efficient [36] protocol).

Herein arises the main difficulty with this approach. While the statement that the verifier needs to check at the end of the interaction does consist of an existential quantifier applied to a polynomial-time computable predicate, the latter predicate makes oracle access to the input
and so we do not know how to express it as an $\text{NP}$ statement. To resolve this difficulty, we restrict our attention to verifiers that make prover-oblivious queries; that is, the queries that the verifier makes do not depend on messages sent by the prover. Luckily enough, in the IPPs that we rely on the verifier’s queries are indeed prover-oblivious.

Thus, our verifier can actually make its queries after seeing only the commitments and we can construct an $\text{NP}$ statement that refers to the actual values that it reads from the input. At this point we can indeed invoke a general purpose zero-knowledge protocol for $\text{NP}$ and conclude the proof.

Lastly, we remark that the specific flavor of soundness and zero-knowledge that we obtain depends on the commitment scheme we use and the soundness of the protocol to which we apply the transformation. Loosely speaking, instantiating the above approach with a computationally hiding and statistically binding commitment scheme yields a computational zero-knowledge proof of proximity, whereas a statistically hiding and computationally binding one yields a statistical zero-knowledge argument of proximity.

Organization. In this extended abstract we include only the formal definitions of the ZKPP model, given in Section 2. See the full version [10] for the formal theorem statements and proofs.

## 2 ZKPP – Model and Definitions

A ZKPP is an interactive proof for convincing a sub-linear time verifier that a given input is close to the language, in zero-knowledge. Loosely speaking, by zero-knowledge we mean that if the ($N$-bit) input is in the language, the view of any (potentially malicious) verifier that runs in time $t \ll N$ can be simulated by reading not much more than $t$ bits from the input.

The only non-trivial step in formalizing this intuition is in quantifying what we mean by “not much more”. In the classical setting of zero-knowledge interactive proofs, we merely require that the simulator run in polynomial-time, and so “not much more” is interpreted as polynomial overhead. A natural adaptation for the sub-linear setting would therefore be to require that the running time of the simulator be polynomially related to that of the verifier. However, in some settings this requirement is problematic – e.g., suppose that the verifier runs in time $t = O(\sqrt{N})$. Here, a simulator that runs in time $t^2$ (and in particular can read the entire input) would be far less meaningful than one running in, say, $t^{3/2}$ time.

Thus, as pointed out in the introduction, it will be important for us to quantify more precisely what is the overhead incurred by the simulator. We refer to this as the simulation overhead, which we think of as a function of the verifier’s running time (see precise statement below). Thus, rather than merely saying that a protocol is a ZKPP, we will say that it is a ZKPP with simulator overhead $s$.

We proceed to the formal definitions. A property is an ensemble $\Pi = (\Pi_n, \mathcal{D}_n, \mathcal{R}_n)_{n \in \mathbb{N}}$, where $\Pi_n$ is a set of functions from $\mathcal{D}_n$ to $\mathcal{R}_n$, for every $n \in \mathbb{N}$. In certain contexts, it will be more convenient for us to view $\Pi_n$ as a set of strings of length $|\mathcal{D}_n|$ over the alphabet $\mathcal{R}_n$ (in the natural way). In such cases we will also sometimes refer to properties as languages. We denote by $N$ the bit-length of the input, i.e., $N = |\mathcal{D}_n| \cdot \log_2(|\mathcal{R}_n|)$. In the technical sections we will often measure efficiency in terms of the parameter $N$ but in our actual definition below we will allow a direct dependence on $n$, $|\mathcal{D}_n|$ and $|\mathcal{R}_n|$. This makes the definitions slightly more cumbersome but allows us to capture certain auxiliary parameters that arise in specific models, e.g., the dependence on the degree of the graph in the bounded degree graph model (for details, see Section 2.2.1).
Lastly, similarly to [53], we use a security parameter $k$ to control the quality of our soundness and zero-knowledge guarantees rather than letting these depend on the input length (although our reasons for doing so are slightly different from those in [53], see Section 2.2.1) for additional details).

Section Organization. We begin by recalling the definition of IPPs in Section 2.1, then proceed to define statistical ZKPP in Section 2.2, and finally we discuss computational ZKPP in Section 2.3.

2.1 Interactive Proofs of Proximity (IPPs)

Our definition of IPP follows [51] with minor adaptations.

Definition 9 (interactive proofs of proximity (IPPs)). An $r$-message interactive proof of proximity (IPP), with respect to proximity parameter $\varepsilon > 0$, (in short, $\varepsilon$-IPP) for the property $\Pi = (\Pi_n, \mathcal{D}_n, \mathcal{R}_n)_{n \in \mathbb{N}}$ is an interactive protocol $(P, V)$ between a prover $P$, which gets free access to an input $f: \mathcal{D}_n \rightarrow \mathcal{R}_n$ as well as to $\varepsilon$, $n$, $|\mathcal{D}_n|$, $|\mathcal{R}_n|$ and $k$, and a verifier $V$, which gets oracle access to $f$ as well as free access to $\varepsilon$, $n$, $|\mathcal{D}_n|$, $|\mathcal{R}_n|$ and $k$. The following conditions are satisfied at the end of the protocol for every $k \in \mathbb{N}$ and large enough $n \in \mathbb{N}$:

- Completeness: If $f \in \Pi_n$, then, when $V$ interacts with $P$, with probability $1 - \negl(k)$ it accepts.
- Soundness: If $f$ is $\varepsilon$-far from $\Pi_n$, then for every prover strategy $\hat{P}$, when $V$ interacts with $\hat{P}$, with probability $1 - \negl(k)$ it rejects.

For $t = t(n, |\mathcal{D}_n|, |\mathcal{R}_n|, k, \varepsilon)$, we denote by IPP[$t$] the class of properties possessing $\varepsilon$-IPP in which the verifier’s running time is at most $O(t)$. Finally, for a class of functions $C$, we denote by IPP[$C(n, |\mathcal{D}_n|, |\mathcal{R}_n|, k, \varepsilon)$] the class of properties $\Pi$ for which there exists $t \in C$ such that $\Pi \in$ IPP[$t$].

The probabilities that the verifier rejects in the completeness condition, and accepts in the soundness condition, are called the completeness error and soundness error, respectively. If the completeness error is zero, then we say that the IPP has perfect completeness. A public-coin IPP is an IPP in which every message from the verifier to the prover consists only of fresh random coin tosses and the verifier does toss coins beyond those sent in its messages.

An IPP is said to have query complexity $q = q(n, |\mathcal{D}_n|, |\mathcal{R}_n|, k, \varepsilon) \in \mathbb{N}$ if for every $n, k \in \mathbb{N}$, $\varepsilon > 0$, $f: \mathcal{D}_n \rightarrow \mathcal{R}_n$, and any prover strategy $\hat{P}$, the verifier $V$ makes at most $q(n, |\mathcal{D}_n|, |\mathcal{R}_n|, k, \varepsilon)$ queries to $f$ when interacting with $\hat{P}$. The IPP is said to have communication complexity $c = c(n, |\mathcal{D}_n|, |\mathcal{R}_n|, k, \varepsilon) \in \mathbb{N}$ if for every $n, k \in \mathbb{N}$, $\varepsilon > 0$, and $f: \mathcal{D}_n \rightarrow \mathcal{R}_n$ the communication between $V$ and $P$ consists of at most $c(n, |\mathcal{D}_n|, |\mathcal{R}_n|, k, \varepsilon)$ bits.

Our main (but not exclusive) focus in this work is on properties that have IPPs in which the verifier’s running time (and thus also the communication and query complexities) is poly-logarithmic in the input size and polynomial in the security parameter $k$ and in the reciprocal of the proximity parameter $\varepsilon$. That is, the class IPP[poly(log$(N), k, 1/\varepsilon$)].

An IPP that consists of a single message sent from the prover (Merlin) to the verifier (Arthur) is called Merlin-Arthur proof of proximity (MAP) [34]. We extend all the above notations to MAPs in the natural way.
2.2 Statistical ZKPPs

Before defining general ZKPPs, we first consider zero-knowledge with respect to honest verifiers. Following [53], we require the simulator to run in strict polynomial-time but allow it to indicate a failure with probability 1/2 (which can then be reduced by repetition). The requirement is that conditioned on not failing, the simulated view is statistically close to the actual execution.

Recall that we say that an algorithm $A$ is useful if $\Pr [A(x) = \bot] \leq 1/2$ for every input $x$, and use $\tilde{A}(x)$ to denote the output distribution of $A(x)$, conditioning on $A(x) \neq \bot$. We define the view of the verifier $V$ on a common input $x$ (given as standard input or by oracle access to either of the parties) by $\text{view}_PV(x) \overset{\text{def}}{=} (m_1, m_2, \ldots, m_r; \rho)$, where $m_1, m_2, \ldots, m_r$ are the messages sent by the parties in a random execution of the protocol, and $\rho$ contains of all the random coins $V$ used during this execution.

**Definition 10** (honest-verifier zero-knowledge proof of proximity (HVSZKPP, HVPZKPP)). Let $(P, V)$ be an IPP for a property $\Pi = (\Pi_n, D_n, R_n)_{n \in \mathbb{N}}$. The protocol $(P, V)$ is said to be honest-verifier statistical zero-knowledge with simulation overhead $s$, for some function $s: \mathbb{N}^2 \times (0, 1] \to \mathbb{N}$ if there exists a useful probabilistic algorithm $S$, which (like $V$) gets oracle access to $f: D_n \to R_n$ as well as free access to $\varepsilon, n, |D_n|, |R_n|$ and $k$, and whose running time is at most $O(s(t_V(n, |D_n|, |R_n|, k, \varepsilon)))$, where $t_V(n, |D_n|, |R_n|, k, \varepsilon)$ is $V$'s running time, such that for every $k \in \mathbb{N}$, every large enough $n \in \mathbb{N}$ and $f: D_n \to R_n$, if $f \in \Pi_n$, it holds that:

$$\text{SD} \left( \tilde{S}^f(\varepsilon, n, |D_n|, |R_n|, k), \text{view}_PV(\varepsilon, n, |D_n|, |R_n|, k, f) \right) \leq \text{negl}(k).$$

If the $\text{negl}(k)$ can be replaced with 0 in the above equation, $(P, V)$ is said to be honest-verifier perfect zero-knowledge with simulation overhead $s$.

For $t = t(n, |D_n|, |R_n|, k, \varepsilon)$, $\text{HVSZKPP}[t, s]$ (resp., $\text{HVPZKPP}[t, s]$) denotes the class of properties possessing honest-verifier statistical (resp., perfect) zero-knowledge proof of proximity with simulation overhead $s$ in which the verifier’s running time is at most $O(t)$.

We say that the query complexity of a simulator $S$ is $q' = q'(n, |D_n|, |R_n|, k, \varepsilon) \in \mathbb{N}$ if for every $n, k \in \mathbb{N}$, $\varepsilon > 0$, $f: D_n \to R_n$, $S_n^f$ makes at most $q'(n, |D_n|, |R_n|, k, \varepsilon)$ queries to $f$.

A typical setting (that we will focus on) is when the verifier’s running time is $\text{poly}(\log(N), k, 1/\varepsilon)$, namely poly-logarithmic in the input length $N$ and polynomial in the security parameter $k$ and in the proximity parameter $1/\varepsilon$. In this setting we often allow for polynomial simulation overhead, that is the simulator’s running time is also $\text{poly}(\log(N), k, 1/\varepsilon)$. Specifically, we denote by $\text{HVSZKPP}[\text{poly}(\log(N), k, 1/\varepsilon)]$ the class of properties $\Pi \in \text{HVSZKPP}[t, s]$ for $t = \text{poly}(\log(N), k, 1/\varepsilon)$ and $s = \text{poly}(t, \log(N), k, 1/\varepsilon)$. The class $\text{HVPZKPP}[\text{poly}(\log(N), k, 1/\varepsilon)]$ is similarly defined.

Another setting of interest is when the verifier’s running time is $N^A \cdot \text{poly}(k, 1/\varepsilon)$, for some constant $\delta \in (0, 1)$. In this setting, unlike the previous one, allowing the simulation overhead to be polynomial will give the simulator much greater computational power than the verifier (e.g., if $\delta = 1/2$ and $s$ is quadratic in the verifier’s running time, then the simulator can run in time $O(N)$ and in particular may read the entire input). In this setting we aim for the simulation overhead to be linear in the verifier’s running time (but it can be polynomial in $k$ and $1/\varepsilon$).\[16\]

---

\[16\]This requirement is in the spirit of constant knowledge tightness, see [19, Section 4.4.4.2].
Cheating Verifier ZKPP. We will allow cheating verifiers to be non-uniform by giving them an auxiliary input. For an algorithm $A$ and a string $z \in \{0,1\}^*$ (all auxiliary inputs will be binary strings, regardless of the properties’ alphabet), let $A_{[z]}$ be $A$ when $z$ was given as auxiliary input. Since we care about algorithms whose running time is insufficient to read the entire input, we would not want to allow the running time to depend on the auxiliary input (otherwise, we could artificially inflate $z$ so that $A$ would be able to read the entire input). Thus, following [53], we adopt the convention that the running time of $A$ is independent of $z$, so if $z$ is too long, $A$ will not be able to access it in its entirety.

Definition 11 (cheating-verifier zero-knowledge proof of proximity (SZKPP, PZKPP)). Let $(P, V)$ be an interactive proof of proximity for a property $\Pi = (\Pi_n, D_n, \mathcal{R}_n)_{n \in \mathbb{N}}$. $(P, V)$ is said to be cheating-verifier statistical zero-knowledge with simulation overhead $s$, for some function $s : \mathbb{N}^2 \times (0,1] \to \mathbb{N}$, if for every algorithm $V$ whose running time is $O(t_{\hat{V}}(n, |D_n|, |\mathcal{R}_n|, k, \varepsilon))$, there exists a useful probabilistic algorithm $S$, which (like $\hat{V}$) gets oracle access to $f : D_n \to \mathcal{R}_n$ as well as free access to $\varepsilon$, $n$, $|D_n|$, $|\mathcal{R}_n|$ and $k$, and whose running time is at most $O(s(t_{\hat{V}}, n, |D_n|, |\mathcal{R}_n|, k, \varepsilon))$, such that for every $k \in \mathbb{N}$, large enough $n \in \mathbb{N}$, $z \in \{0,1\}^*$ and $f : D_n \to \mathcal{R}_n$, if $f \in \Pi_n$, then

$$SD \left( S_{[z]}^{f}(\varepsilon, n, |D_n|, |\mathcal{R}_n|, k), \text{view}_{P, \hat{V}_{[z]}}(\varepsilon, n, |D_n|, |\mathcal{R}_n|, k, f) \right) \leq \text{negl}(k).$$

If the $\text{negl}(k)$ can be replaced with 0 in the above equation, $(P, V)$ is said to be a cheating-verifier perfect zero-knowledge proof of proximity with simulation overhead $s$.

For $t = t(n, |D_n|, |\mathcal{R}_n|, k, \varepsilon)$, $\text{SZKPP}[t, s]$ (resp., $\text{PZKPP}[t, s]$) denotes the class of properties possessing cheating-verifier statistical (resp., perfect) zero-knowledge proof of proximity with simulation overhead $s$ in which the verifier’s running time is at most $O(t)$.

Expected Simulation Overhead. Definition 11 requires that the running time of the simulator always be bounded. Similarly to many results in the ZK literature, in some cases we can only bound the simulator’s expected running time. The following definition captures this (weaker) notion:

Definition 12 (cheating-verifier ZKPP with expected simulation (ESZKPP, EPZKPP)). Let $(P, V)$ be an interactive proof of proximity for a property $\Pi = (\Pi_n, D_n, \mathcal{R}_n)_{n \in \mathbb{N}}$. The protocol $(P, V)$ is said to be cheating-verifier statistical zero-knowledge with expected simulation overhead $s$ if it satisfies the same requirement as in Definition 11 except that we only bound the expected running time of the simulator (where the expectation is over the coins of the simulator).

The classes $\text{ESZKPP}[t, s]$ and $\text{EPZKPP}[t, s]$ are defined analogous to $\text{SZKPP}[t, s]$ and $\text{PZKPP}[t, s]$ from Definition 11.

Unless explicitly saying otherwise, all zero-knowledge protocols we discuss are cheating-verifier ones.

As in the honest-verifier case, a typical setting is that in which the verifier’s running time is poly-logarithmic in the input size $N$ and polynomial in the security parameter $k$ and in $1/\varepsilon$, and the simulator’s (possibly only expected and not strict) running time is polynomial in the running time of the cheating-verifier that it simulates, poly-logarithmic in $N$ and
interactive proofs of proximity

We conclude Section 2.2 with a few remarks on statistical
with the security parameter, independent of the input length.

was to control the error parameters (completeness, soundness and simulation deviation)
verifier and simulator cannot even entirely read. Hence, it seems unreasonable to require

2.2.1 Additional Discussions

Remark (A Definitional Convention). Traditionally [21], a property tester gets an oracle
access to a Boolean function $f: \{0, 1\}^n \rightarrow \{0, 1\}$ and needs to determined if the function has
the property or is $\varepsilon$-far from having this property (i.e., $\varepsilon$-far from any function that has the property).
The tester gets $n$ (or alternatively $2^n$ — the input length of the truth table of $f$) as a standard input and its complexity (e.g., running time, number of oracle queries) is
measured as a function of $n$. As models and properties evolved (e.g., the bounded degree model [26]) Boolean functions no longer sufficed to (conveniently) describe properties. For example, in the bounded degree model graphs with $n$ vertices and degree $d$ are specified as a functions $G: [n] \times [d] \rightarrow [n] \cup \{\bot\}$ such that $G(u, i) = v$ if $v$ is the $i$th neighbor of a vertex $u$ and $G(u, i) = \bot$ if $u$ has less than $i$ neighbors. Consequently, the parameter $n$ alone no longer suffices to measure the complexity of the tester.

The situation becomes even more delicate when interaction is added. The model of interactive proofs of proximity (IPP), introduced by [51], considers an interaction between a prover and a verifier in which the prover is trying to convince the verifier that a function has a property. In the definition of [51], in addition to the function $f$, to which the verifier has only oracle access and is referred to as the implicit input, the verifier also has full access to an additional (shorter) input $w$, called the explicit input. For example, in the bounded degree
model $w$ might be simply $d$, and in “algebraic” properties $w$ can contain a description of some underlying field. Roughly speaking, [51] chose to measure the complexity of the proof-system with respect to the length of the implicit input alone. This creates a slight inconvenience when trying to describe complexity measures. For example, in the bounded degree model, we would like the running time of the verifier to explicitly depend on the number of vertices and the degree $d$. However, as it is defined in [51], the function that bounds the verifier’s running time gets only the input length (which has bit length $n \cdot d \cdot \log(n)$).

To avoid this minor issue, in this paper, we take a slightly different approach than that of [51] when defining IPPs. Our goal is to define a general model in which it is easy to compare properties from different domains (e.g., properties of bounded degree graphs and those considering algebra). To do so we no longer split the input to an implicit and explicit parts. We consider functions $f : \mathcal{D} \to \mathcal{R}$ from an arbitrary domain $\mathcal{D}$ to an arbitrary range $\mathcal{R}$. The verifier receives oracle access to $f$, and full access to $|\mathcal{D}|$ and $|\mathcal{R}|$. The prover receives full access the function $f$. Different complexity measures are now functions of the verifier’s standard inputs — $|\mathcal{D}|$ and $|\mathcal{R}|$. Going back to the bounded degree graph example, we can see in this framework the function describing the verifier’s running time gets $|\mathcal{D}_n| = n \cdot d$ and $|\mathcal{R}_n| = n$ as inputs, and can be easily “converted” into a function that simply gets $n$ and $d$ as inputs. Moreover, we can now define $N$ to be the input length of the property (i.e., $N = |\mathcal{D}| \cdot \log(|\mathcal{R}|)$) and define complexity classes with respect to this input length. For example, we can define $\text{IPP}[\text{poly}(\log(N))]$ to be the class containing all properties with interactive proof of proximity in which the verifier’s running time (as a function of $|\mathcal{D}|$ and $|\mathcal{R}|$) is bounded by $\text{poly}(\log(N))$. Note that the above class does not depend on the domain and range of the propety, and properties of different “types” can still belong to $\text{IPP}[\text{poly}(\log(N))]$.

### 2.3 Computational ZKPP

Since our focus is on the statistical case, we do not provide explicit definitions of computational zero-knowledge proofs of proximity. Rather, these definitions can be easily extrapolated from the statistical ones in a standard way (see for example Vadhan’s [53, Section 2] definition of computational zero-knowledge). Specifically, in the computational definitions one simply requires that the simulator’s output and the protocol’s view are computationally indistinguishable (rather than statistically close), with respect to the security parameter.
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# 1 Introduction

Finding a circuit of minimum size that computes a given Boolean function constitutes the overarching goal in nonuniform complexity theory. It defines an interesting computational problem in its own right, the complexity of which depends on the way the Boolean function is specified. A generic and natural, albeit verbose, way to specify a Boolean function is via its truth-table. The corresponding decision problem is known as the Minimum Circuit Size Problem (MCSP): Given a truth-table and a threshold $\theta$, does there exist a Boolean circuit of size at most $\theta$ that computes the Boolean function specified by the truth-table? The interest in MCSP dates back to the dawn of theoretical computer science [30]. It continues today partly due to the fundamental nature of the problem, and partly because of the work on natural proofs and the connections between pseudorandomness and computational hardness.

A closely related problem from Kolmogorov complexity theory is the Minimum KT Problem (MKTP), which deals with compression in the form of efficient programs instead of circuits. Rather than asking if the input has a small circuit when interpreted as the truth-table of a Boolean function, MKTP asks if the input has a small program that produces each individual bit of the input quickly. To be more specific, let us fix a universal Turing machine $U$. We consider descriptions of the input string $x$ in the form of a program $d$ such that, for every bit position $i$, $U$ on input $d$ and $i$ outputs the $i$-th bit of $x$ in $T$ steps. The KT cost of such a description is defined as $|d| + T$, i.e., the bit-length of the program plus the running time. The KT complexity of $x$, denoted $\text{KT}(x)$, is the minimum KT cost of a description of $x$. $\text{KT}(x)$ is polynomially related to the circuit complexity of $x$ when viewed as a truth-table (see Section 4.1 for a more formal treatment). On input a string $x$ and an integer $\theta$, MKTP asks whether $\text{KT}(x) \leq \theta$.

Both MCSP and MKTP are in NP but are not known to be in P or NP-complete. As such, they are two prominent candidates for NP-intermediate status. Others include factoring integers, discrete log over prime fields, graph isomorphism (GI), and a number of similar isomorphism problems.

Whereas NP-complete problems all reduce one to another, even under fairly simple reductions, less is known about the relative difficulty of presumed NP-intermediate problems. Regarding MCSP and MKTP, factoring integers and discrete log over prime fields are known to reduce to both under randomized reductions with zero-sided error [1, 27]. Recently, Allender and Das [2] showed that GI and all of SZK (Statistical Zero Knowledge) reduce to both under randomized reductions with bounded error.

Those reductions and, in fact, all prior reductions of supposedly-intractable problems to MCSP / MKTP proceed along the same well-trodden path. Namely, MCSP / MKTP is used as an efficient statistical test to distinguish random distributions from pseudorandom distributions, where the pseudorandom distribution arises from a hardness-based pseudorandom generator construction. In particular, [20] employs the construction based on the hardness of factoring Blum integers, [1, 2, 5, 27] use the construction from [16] based on the existence of one-way functions, and [1, 9] make use of the Nisan-Wigderson construction [24]. The property that MCSP / MKTP breaks the construction implies that the underlying hardness assumption fails relative to MCSP / MKTP, and thus that the supposedly hard problem reduces to MCSP / MKTP.

## 1.1 Contributions

The main conceptual contribution of our paper is a fundamentally different way of constructing reductions to MKTP based on a novel use of known interactive proof systems. Our approach
applies to GI and a broad class of isomorphism problems. A common framework for those isomorphism problems is another conceptual contribution. In terms of results, our new approach allows us to eliminate the errors in the recent reductions from GI to MKTP, and more generally to establish zero-sided error randomized reductions to MKTP from many isomorphism problems within our framework. These include Linear Code Equivalence, Matrix Subspace Conjugacy, and Permutation Group Conjugacy (see Section 3.1 for the definitions). The technical contributions mainly consist of encodings of isomorphism classes that are efficiently decodable and achieve compression that is at or near the information-theoretic optimum.

We note that our techniques remain of interest even in light of the recent quasi-polynomial-time algorithm for GI [6]. For one, GI is still not known to be in P, and Group Isomorphism stands as a significant obstacle to this (as stated at the end of [6]). More importantly, our techniques also apply to the other isomorphism problems mentioned above, for which the current best algorithms are still exponential.

Let us also provide some evidence that our approach for constructing reductions to MKTP differs in an important way from the existing ones. We claim that the existing approach can only yield zero-sided error reductions to MKTP from problems that are in NP ∩ coNP, a class that neither GI nor any of the other isomorphism problems mentioned above are known to reside in. The reason for the claim is that the underlying hardness assumptions are fundamentally average-case, which implies that the reduction can have both false positives and false negatives. For example, in the papers employing the construction from [16], MKTP is used in a subroutine to invert a polynomial-time-computable function, and the subroutine may fail to find an inverse. Given a reliable but imperfect subroutine, the traditional way to eliminate false positives is to use the subroutine for constructing an efficiently verifiable membership witness, and only accept after verifying its validity. As such, the existence of a traditional reduction without false positives from a language L to MKTP implies that L ∈ NP. Similarly, a traditional reduction from L to MKTP without false negatives is only possible if L ∈ coNP, and zero-sided error is only possible if L ∈ NP ∩ coNP.

Instead of using the oracle for MKTP in the construction of a candidate witness and then verifying the validity of the candidate without the oracle, we use the power of the oracle in the verification process. This obviates the need for the language L to be in NP ∩ coNP in the case of reductions with zero-sided error.

1.2 Organization

In Section 2 we develop our technique for L = GI in an informal way, and in Section 3 we extend it to a broad class of isomorphism problems. In Section 4 we rigorously develop our result for GI. A formal treatment for other isomorphism problems is deferred to the full version [3]. Section 5 presents the information-theoretically optimal encodings that we use for our result for GI. In Section 6 we suggest directions for further research.

2 Main Idea for Graph Isomorphism

Recall that an instance of GI consists of a pair (G₀, G₁) of graphs on the vertex set [n], and the question is whether G₀ ≡ G₁, i.e., whether there exists a permutation π ∈ Sₙ such that G₁ = π(G₀), where π(G₀) denotes the result of applying the permutation π to the vertices of G₀. In order to develop a zero-sided error algorithm for GI, it suffices to develop one without false negatives. This is because the false positives can subsequently be eliminated using the known search-to-decision reduction for GI [22].
The crux for obtaining a reduction without false negatives from GI to MKTP is a
witness system for the complement GI inspired by the well-known two-round interactive
proof system for GI [11]. Consider the distribution $R_G(\pi) \doteq \pi(G)$ where $\pi \in S_n$
is chosen uniformly at random. By the Orbit–Stabilizer Theorem, for any fixed $G$, $R_G$ is
uniform over a set of size $N = n!/|\text{Aut}(G)|$ and thus has entropy $s = \log(N)$, where
$\text{Aut}(G) \doteq \{\pi \in S_n : \pi(G) = G\}$ denotes the set of automorphisms of $G$. For ease of
exposition, let us assume that $|\text{Aut}(G_0)| = |\text{Aut}(G_1)|$ (which is actually the hardest case for
GI), so both $R_{G_0}$ and $R_{G_1}$ have the same entropy $s$. Consider picking $r \in \{0, 1\}$ uniformly
at random, and setting $G = G_r$. If $(G_0, G_1) \in \text{GI}$, the distributions $R_{G_0}$, $R_{G_1}$, and $R_G$ are
all identical, and therefore $R_G$ also has entropy $s$. On the other hand, if $(G_0, G_1) \notin \text{GI}$, the
entropy of $R_G$ equals $s + 1$. The extra bit of information corresponds to the fact that in the
nonisomorphic case each sample of $R_G$ reveals the value of $r$ that was used, whereas that bit
gets lost in the reduction in the isomorphic case.

The difference in entropy suggests that a typical sample of $R_G$ can be compressed
more in the isomorphic case than in the nonisomorphic case. If we can compute some threshold
such that $\text{KT}(R_G)$ never exceeds the threshold in the isomorphic case, and exceeds it with
nonnegligible probability in the nonisomorphic case, we have the witness system for GI that
we aimed for: Take a sample from $R_G$, and use the oracle for MKTP to check that it cannot
be compressed at or below the threshold. The entropy difference of 1 may be too small to
discern, but we can amplify the difference by taking multiple samples and concatenating
them. Thus, we end up with a randomized mapping reduction of the following form, where $t$
denotes the number of samples and $\theta$ the threshold:

Pick $r \doteq r_1 \ldots r_t \in \{0, 1\}^t$ and $\pi_i \in S_n$ for $i \in [t]$, each uniformly at random.
Output $(y, \theta)$ where $y = y_1 \ldots y_t$ and $y_i \doteq \pi_i(G_{r_i})$.

(1)

2.1 Rigid Case

We need to analyze how to set the threshold $\theta$ and argue correctness for a value of $t$ that is
polynomially bounded. In order to do so, let us first consider the case where the graphs $G_0$
and $G_1$ are rigid, i.e., they have no nontrivial automorphisms, or equivalently, $s = \log(n!)$.

- If $G_0 \neq G_1$, the string $y$ contains all of the information about the random string $r$ and the
t random permutations $\pi_1, \ldots, \pi_t$, which amounts to $ts + t = t(s + 1)$ bits of information.

This implies that $y$ has KT-complexity close to $t(s + 1)$ with high probability.

- If $G_0 \equiv G_1$, then we can efficiently produce each bit of $y$ from the adjacency matrix
representation of $G_0$ ($n^2$ bits) and the function table of permutations $\pi_i \in S_n$ (for $i \in [t]$) such that
$y_i \doteq \pi_i(G_{r_i}) = \tau_i(G_0)$. Moreover, the set of all permutations $S_n$ allows an
efficiently decodable indexing, i.e., there exists an efficient algorithm that takes an index
$k \in [n!]$ and outputs the function table of the $k$-th permutation in $S_n$ according to some
ordering. An example of such an indexing is the Lehmer code (see, e.g., [21, pp. 12-13]
for specifics). This shows that

$$\text{KT}(y) \leq t[s] + (n + \log(t))^c$$

(2)

for some constant $c$, where the first term represents the cost of the $t$ indices of $[s]$ bits
each, and the second term represents the cost of the $n^2$ bits for the adjacency matrix of
$G_0$ and the polynomial running time of the decoding process.

If we ignore the difference between $s$ and $[s]$, the right-hand side of (2) becomes $ts + n^c$,
which is closer to $ts$ than to $t(s + 1)$ for $t$ any sufficiently large polynomial in $n$, say $t = n^{c+1}$.
Thus, setting $\theta$ halfway between $ts$ and $t(s + 1)$, i.e., $\theta \doteq t(s + \frac{1}{2})$, ensures that $\text{KT}(y) > \theta$
holds with high probability if \( G_0 \not\equiv G_1 \), and never holds if \( G_0 \equiv G_1 \). This yields the desired randomized mapping reduction without false negatives, modulo the rounding issue of \( s \) to \( \lceil s \rceil \). The latter can be handled by aggregating the permutations \( \tau_i \) into blocks so as to make the amortized cost of rounding negligible. The details are captured in the Blocking Lemma of Section 4.2.

2.2 General Case

What changes in the case of non-rigid graphs? For ease of exposition, let us again assume that \( |Aut(G_0)| = |Aut(G_1)| \). There are two complications:

(i) We no longer know how to efficiently compute the threshold \( \theta = t(s + \frac{1}{2}) \) because \( s = \log(N) \) and \( N = \log(n!/|Aut(G_0)|) = \log(n!/|Aut(G_1)|) \) involves the size of the automorphism group.

(ii) The Lehmer code no longer provides sufficient compression in the isomorphic case as it requires \( \log(n!) \) bits per permutation whereas we only have \( s \) to spend, which could be considerably less than \( \log(n!) \).

In order to resolve (ii) we develop an efficiently decodable indexing of cosets for any subgroup of \( S_n \) given by a list of generators (see Lemma 10 in Section 4.3). In fact, our scheme even works for cosets of a subgroup within another subgroup of \( S_n \), a generalization that may be of independent interest (see Lemma 13 in Section 5). Applying our scheme to \( Aut(G) \) and including a minimal list of generators for \( Aut(G) \) in the description of the program \( p \) allows us to maintain (2).

Regarding (i), we can deduce a good approximation to the threshold with high probability by taking, for both choices of \( r \in \{0, 1\} \), a polynomial number of samples of \( R_{G_r} \) and using the oracle for \( MKTP \) to compute the exact KT-complexity of their concatenation. This leads to a randomized reduction from GI to MKTP with bounded error (from which one without false positives follows as mentioned before), reproving the earlier result of [2] using our new approach (see Remark 11 in Section 4.3 for more details).

In order to avoid false negatives, we need to improve the above approximation algorithm such that it never produces a value that is too small, while maintaining efficiency and the property that it outputs a good approximation with high probability. In order to do so, it suffices to develop a probably-correct overestimator for the quantity \( n!/|Aut(G)| \), i.e., a randomized algorithm that takes as input an \( n \)-vertex graph \( G \), produces the correct quantity with high probability, and never produces a value that is too small; the algorithm should run in polynomial time with access to an oracle for MKTP. Equivalently, it suffices to develop a probably-correct underestimator of similar complexity for \( |Aut(G)| \).

The latter can be obtained from the known search-to-decision procedures for GI, and answering the oracle calls to GI using the above two-sided error reduction from GI to MKTP. There are a number of ways to implement this strategy; here is one that generalizes to a number of other isomorphism problems including Linear Code Equivalence.

1. Find a list of permutations that generates a subgroup of \( Aut(G) \) such that the subgroup equals \( Aut(G) \) with high probability.

Finding a list of generators for \( Aut(G) \) deterministically reduces to GI. Substituting the oracle for GI by a two-sided error algorithm yields a list of permutations that generates \( Aut(G) \) with high probability, and always produces a subgroup of \( Aut(G) \). The latter property follows from the inner workings of the reduction, or can be imposed explicitly by checking every permutation produced and dropping it if it does not map \( G \) to itself. We use the above randomized reduction from GI to MKTP as the two-sided error algorithm for GI.
2. Compute the order of the subgroup generated by those permutations.

There is a known deterministic polynomial-time algorithm to do this [29]. The resulting probably-correct underestimator for $|\text{Aut}(G)|$ runs in polynomial time with access to an oracle for MKTP. Plugging it into our approach, we obtain a randomized reduction from GI to MKTP without false negatives. A reduction with zero-sided error follows as discussed earlier. Thus, we have established the following result.

▶ **Theorem 1.** GI $\in \text{ZPP}^{\text{MKTP}}$.

Before applying our approach to other isomorphism problems, let us point out the important role that the Orbit–Stabilizer Theorem plays. A randomized algorithm for finding generators for a graph’s automorphism group yields a probably-correct underestimator for the size of the automorphism group, as well as a randomized algorithm for GI without false positives. The Orbit–Stabilizer Theorem allows us to turn a probably-correct underestimator for $|\text{Aut}(G)|$ into a probably-correct overestimator for the size of the support of $R_G$, thereby switching the error from one side to the other, and allowing us to avoid false negatives instead of false positives.

### 3 Generalization

Our approach extends to several other isomorphism problems. We first present a definition of a generic isomorphism problem, and then informally develop the generalization of Theorem 1. We refer to the full version [3] for the formal proofs.

#### 3.1 Framework

We consider the following framework, parameterized by an underlying family of group actions $(\Omega, H)$ where $H$ is a group that acts on the universe $\Omega$. We typically think of the elements of $\Omega$ as abstract objects, which need to be described in string format in order to be input to a computer; we let $\omega(z)$ denote the abstract object represented by the string $z$.

▶ **Definition 2 (Isomorphism Problem).** An instance of an Isomorphism Problem consists of a pair $x = (x_0, x_1)$ that determines a universe $\Omega_x$ and a group $H_x$ that acts on $\Omega_x$ such that $\omega_0(x) \equiv \omega(x_0)$ and $\omega_1(x) \equiv \omega(x_1)$ belong to $\Omega_x$. Each $h \in H_x$ is identified with the permutation $h : \Omega_x \to \Omega_x$ induced by the action. The goal is to determine whether there exists $h \in H_x$ such that $h(\omega_0(x)) = \omega_1(x)$.

When it causes no confusion, we drop the argument $x$ and simply write $H$, $\Omega$, $\omega_0$, and $\omega_1$. We often blur the—sometimes pedantic—distinction between $z$ and $\omega(z)$. For example, in GI, each $z$ is an $n \times n$ binary matrix (a string of length $n^2$), and represents the abstract object $\omega(z)$ of a graph with $n$ labeled vertices; thus, in this case the correspondence between $z$ and $\omega(z)$ is a bijection. The group $H$ is the symmetric group $S_n$, and the action is by permuting the labels.

For completeness, we include below the definitions of the instantiations we mentioned in Section 1.1. Table 1 summarizes how they can be cast in the framework.

**Linear code equivalence.** A linear code over the finite field $\mathbb{F}_q$ is a $d$-dimensional linear subspace of $\mathbb{F}_q^n$ for some $n$. Two such codes are (permutationally) equivalent if there is a permutation of the $n$ coordinates that makes them equal as subspaces.

**Linear Code Equivalence** is the problem of deciding whether two linear codes are equivalent, where the codes are specified as the row-span of a $d \times n$ matrix (of rank $d$), called a generator
## Table 1

<table>
<thead>
<tr>
<th>Problem</th>
<th>$H$</th>
<th>$\Omega$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graph Isomorphism</td>
<td>$S_n$</td>
<td>graphs with $n$ labeled vertices</td>
</tr>
<tr>
<td>Linear Code Equivalence</td>
<td>$S_n$</td>
<td>subspaces of dimension $d$ in $\mathbb{F}_q^n$</td>
</tr>
<tr>
<td>Permutation Group Conjugacy</td>
<td>$S_n$</td>
<td>subgroups of $S_n$</td>
</tr>
<tr>
<td>Matrix Subspace Conjugacy</td>
<td>$GL_d(\mathbb{F}_q)$</td>
<td>subspaces of dimension $d$ in $\mathbb{F}_q^{n \times n}$</td>
</tr>
</tbody>
</table>

There exists a mapping reduction from GI to Linear Code Equivalence over any field $[26, 15]$; Linear Code Equivalence is generally thought to be harder than GI.

In order to cast Code Equivalence in our framework, we consider the family of actions $(S_n, \Omega_{n,d,q})$ where $\Omega_{n,d,q}$ denotes the linear codes of length $n$ and dimension $d$ over $\mathbb{F}_q$, and $S_n$ acts by permuting the coordinates.

### Permutation Group Conjugacy

Two permutation groups $\Gamma_0, \Gamma_1 \leq S_n$ are conjugate (or permutationally isomorphic) if there exists a permutation $\pi \in S_n$ such that $\Gamma_1 = \pi \Gamma_0 \pi^{-1}$; such a $\pi$ is called a conjugacy.

The **Permutation Group Conjugacy** problem is to decide whether two subgroups of $S_n$ are conjugate, where the subgroups are specified by a list of generators. The problem is known to be in $\mathbf{NP} \cap \mathbf{coAM}$, and is at least as hard as Linear Code Equivalence. Currently the best known algorithm runs in time $2^{O(n)} \text{poly}(|\Gamma_1|)$ [7]—that is, the runtime depends not only on the input size (which is polynomially related to $n$), but also on the size of the groups generated by the input permutations, which can be exponentially larger.

### Matrix Subspace Conjugacy

A **linear matrix space** over $\mathbb{F}_q$ is a $d$-dimensional linear subspace of $n \times n$ matrices. Two such spaces $V_0$ and $V_1$ are conjugate if there is an invertible $n \times n$ matrix $X$ such that $V_1 = XV_0X^{-1} \equiv \{X \cdot M \cdot X^{-1} : M \in V_0\}$, where "·" represents matrix multiplication.

**Matrix Subspace Conjugacy** is the problem of deciding whether two linear matrix spaces are conjugate, where the spaces are specified as the linear span of $d$ linearly independent $n \times n$ matrices. There exist mapping reductions from GI and Linear Code Equivalence to Matrix Subspace Conjugacy [15]; Matrix Subspace Conjugacy is generally thought to be harder than Linear Code Equivalence.

### 3.2 Generic Result

We generalize our construction for GI to any Isomorphism Problem by replacing $R_G(\pi) \doteq \pi(G)$ where $\pi \in S_n$ is chosen uniformly at random, by $R_\omega(h) \doteq h(\omega)$ where $h \in H$ is chosen uniformly at random. The analysis that the construction yields a randomized reduction without false negatives from the Isomorphism Problem to MKTP carries over, provided that the Isomorphism Problem satisfies the following properties.

1. The underlying group $H$ is efficiently samplable, and the action $(\omega, h) \mapsto h(\omega)$ is efficiently computable. We need this property in order to make sure the reduction is efficient.
2. There is an efficiently computable normal form for representing elements of $\Omega$ as strings. This property trivially holds in the setting of GI as there is a unique adjacency matrix that represents any given graph on the vertex set $[n]$. However, uniqueness of representation need not hold in general. Consider, for example, Permutation Group Conjugacy. An instance of this problem abstractly consists of two permutation groups $(\Gamma_0, \Gamma_1)$, represented
(as usual) by a sequence of elements of $S_n$ generating each group. In that case there are many strings representing the same abstract object, i.e., a subgroup has many different sets of generators.

For the correctness analysis in the isomorphic case it is important that $H$ acts on the abstract objects, and not on the binary strings that represent them. In particular, the output of the reduction should only depend on the abstract object $h(\omega)$, and not on the way $\omega$ was provided as input. This is because the latter may leak information about the value of the bit $r$ that was picked. The desired independence can be guaranteed by applying a normal form to the representation before outputting the result. In the case of Permutation Group Conjugacy, this means transforming a set of permutations that generate a subgroup $\Gamma$ into a canonical set of generators for $\Gamma$.

In fact, it suffices to have an efficiently computable **complete invariant** for $\Omega$, i.e., a mapping from representations of objects from $\Omega$ to strings such that the image only depends on the abstract object, and is different for different abstract objects.

3. There exists a probably-correct overestimator for $N = |H|/|\text{Aut}(\omega)|$ that is computable efficiently with access to an oracle for MKTP. We need this property to set the threshold $\theta = t(s + \frac{1}{2})$ with $s \approx \log(N)$ correctly.

4. There exists an encoding for cosets of $\text{Aut}(\omega)$ in $H$ that achieves KT-complexity close to the information-theoretic optimum. This property ensures that in the isomorphic case the KT-complexity is never much larger than the entropy.

Properties 1 and 2 are fairly basic. Property 4 may seem to require an instantiation-dependent approach. However, we develop a **generic** hashing-based encoding scheme that meets the requirements. In fact, we give a nearly-optimal encoding scheme for any samplable distribution that is almost flat, without reference to isomorphism. Unlike the indexings from Lemma 10 for the special case where $H$ is the symmetric group, the generic construction does not achieve the information-theoretic optimum, but it comes sufficiently close for our purposes.

The notion of a probably-correct overestimator in Property 3 can be further relaxed to that of a **probably-approximately-correct overestimator**, or **pac overestimator** for short. This is a randomized algorithm that with high probability outputs a value within an absolute deviation bound of $\Delta$ from the correct value, and never produces a value that is more than $\Delta$ below the correct value. More precisely, it suffices to efficiently compute with access to an oracle for MKTP a pac overestimator for $s \approx \log(|H|/|\text{Aut}(\omega)|)$ with deviation $\Delta = 1/4$. The relaxation suffices because of the difference of about $1/2$ between the threshold $\theta$ and the actual KT-values in both the isomorphic and the non-isomorphic case.

Moreover, Properties 1 and 2 are sufficient to generalize the construction of Allender and Das [2], which yields randomized reductions of the isomorphism problem to MKTP without false positives (irrespective of whether a search-to-decision reduction is known). This leads to the following generalization of Theorem 1.

**Theorem 3.** Let $\text{Iso}$ denote an Isomorphism Problem as in Definition 2. Consider the following conditions:

1. **[action sampler]** The uniform distribution on $H_x$ is uniformly samplable in polynomial time, and the mapping $(\omega,h) \mapsto h(\omega)$ underlying the action $(\Omega_x,H_x)$ is computable in ZPP.

2. **[complete universe invariant]** There exists a complete invariant $\nu$ for the representation $\omega$ that is computable in ZPP.

3. **[entropy estimator]** There exists a probably-approximately-correct overestimator for $(x,\omega) \mapsto \log(|H_x|/|\text{Aut}(\omega)|)$ with deviation $\Delta = 1/4$ that is computable in randomized time $\text{poly}(|x|)$ with access to an oracle for MKTP.
With these definitions:
(a) If conditions 1 and 2 hold, then \( \text{Iso} \in \text{RP}^{\text{MKTP}} \).
(b) If conditions 1, 2, and 3 hold, then \( \text{Iso} \in \text{coRP}^{\text{MKTP}} \).

As \( s = \log |H| - \log |\text{Aut}(\omega)| \) in Property 3, it suffices to have a pac overestimator for \( \log |H| \) and a pac underestimator for \( \log |\text{Aut}(\omega)| \), both to within deviation \( \Delta/2 = 1/8 \) and of the required efficiency. Generalizing our approach for GI, one way to obtain the desired underestimator for \( \log |\text{Aut}(\omega)| \) is by showing how to efficiently compute with access to an oracle for MKTP:
(a) a list \( L \) of elements of \( H \) that generates a subgroup \( \langle L \rangle \) of \( \text{Aut}(\omega) \) such that \( \langle L \rangle = \text{Aut}(\omega) \) with high probability, and
(b) a pac underestimator for \( \log |\langle L \rangle| \), the logarithm of the order of the subgroup generated by a given list \( L \) of elements of \( H \).

Further mimicking our approach for GI, we know how to achieve (a) when the Isomorphism Problem allows a search-to-decision reduction. Such a reduction is known for Linear Code Equivalence, but remains open for problems like Matrix Subspace Conjugacy and Permutation Group Conjugacy. However, we show that (a) holds for a generic isomorphism problem provided that products and inverses in \( H \) can be computed efficiently. The proof hinges on the ability of MKTP to break the pseudo-random generator construction of [16] based on a purported one-way function (see Theorem 45 from [1]).

As for (b), we know how to efficiently compute the order of the subgroup exactly in the case of permutation groups (\( H = S_n \)), even without an oracle for MKTP, and in the case of many matrix groups over finite fields (\( H = \text{GL}_n(F_q) \)) with oracle access to MKTP, but some cases remain open. Instead, we show how to generically construct a pac underestimator with small deviation given access to MKTP as long as products and inverses in \( H \) can be computed efficiently, and \( H \) allows an efficient complete invariant. The first two conditions are sufficient to efficiently generate a distribution \( \tilde{p} \) on \( \langle L \rangle \) that is uniform to within a small relative deviation [8]. The entropy \( \tilde{s} \) of that distribution equals \( \log |\langle L \rangle| \) to within a small additive deviation. As \( \tilde{p} \) is (essentially) flat, our generic encoding scheme shows that \( \tilde{p} \) has an encoding whose length does not exceed \( \tilde{s} \) by much, and that can be decoded by small circuits. Given an efficient complete invariant for \( H \), we can use an approach similar to the one we used to approximate the threshold \( \theta \) to construct a pac underestimator for \( \tilde{s} \) with small additive deviation, namely the amortized KT-complexity of the concatenation of a polynomial number of samples from \( \tilde{p} \). With access to an oracle for MKTP we can efficiently evaluate KT. As a result, we obtain a pac underestimator for \( \log |\langle L \rangle| \) with a small additive deviation that is efficiently computable with oracle access to MKTP.

This gives the following specialization of Theorem 3:

\textbf{Theorem 4.} Let \( \text{Iso} \) denote an Isomorphism Problem as in Definition 2. Suppose that the ensemble \( \{H_x\} \) has a representation \( \eta \) such that conditions 1 and 2 of Theorem 3 hold as well as the following additional conditions:

4. \( \text{[group operations]} \) Products and inverses in \( H_x \) are computable in ZPP.
5. \( \text{[sample space estimator]} \) The map \( x \mapsto |H_x| \) has a pac overestimator with deviation \( \Delta = 1/8 \) computable in ZPP.<sup>MKTP</sup>
6. \( \text{[complete group invariant]} \) There exists a complete invariant \( \xi \) for the representation \( \eta \) that is computable in ZPP.

Then \( \text{Iso} \in \text{ZPP}^{\text{MKTP}} \).

Theorem 4 allows us to show that all of the isomorphism problems in Table 1 reduce to MKTP under randomized reductions with zero-sided error. We refer to the full version [3] for a complete treatment.
Corollary 5. Linear Code Equivalence, Permutation Group Conjugacy, and Matrix Subspace Conjugacy are in \( \text{ZPP}^{\text{MKTP}} \).

4 Technical Development for Graph Isomorphism

This section is dedicated to a rigorous proof of Theorem 1. We start with the formal definition of MKTP, and then follow the outline of Section 2, taking the same four steps, and filling in the missing details.

4.1 KT Complexity

Theorem 1 states a reduction from GI to the Minimum KT Problem. The measure KT that we informally described in Section 1, was introduced and formally defined as follows in [1]. We refer to that paper for more background and motivation for the particular definition.

Definition 6 (KT). Let \( U \) be a universal Turing machine. For each string \( x \), define \( \text{KT}_U(x) \) to be

\[
\min\{ |d| + T : (\forall \sigma \in \{0, 1, *\}) (\forall i \leq |x| + 1) \text{ } U^d(i, \sigma) \text{ accepts in } T \text{ steps iff } x_i = \sigma \}.
\]

We define \( x_i = * \) if \( i > |x| \); thus, for \( i = |x| + 1 \) the machine accepts iff \( \sigma = * \). The notation \( U^d \) indicates that the machine \( U \) has random access to the description \( d \).

KT(\( x \)) is defined to be equal to \( \text{KT}_U(x) \) for a fixed choice of universal machine \( U \) with logarithmic simulation time overhead [1, Proposition 5]. In particular, if \( d \) consists of the description of a Turing machine \( M \) that runs in time \( t_M(n) \) and some auxiliary information \( a \) such that \( M^a(i) = x_i \) for \( i \in [n] \), then \( \text{KT}(x) \leq |a| + c_M T_M(\log n) \log(T_M(\log n)) \), where \( n \equiv |x| \) and \( c_M \) is a constant depending on \( M \). It follows that \( (\mu/\log n)^\Omega(1) \leq \text{KT}(x) \leq (\mu \cdot \log n)^\Theta(1) \) where \( \mu \) represents the circuit complexity of the mapping \( i \mapsto x_i \) [1, Theorem 11]. The Minimum KT Problem is defined as MKTP = \( \{(x, \theta) : \text{KT}(x) \leq \theta \} \).

4.2 Rigid Graphs

The crux of Theorem 1 is the randomized mapping reduction from deciding whether a given pair of \( n \)-vertex graphs \( (G_0, G_1) \) is in GI to deciding whether \( (y, \theta) \in \text{MKTP} \), as prescribed by (1). Recall that (1) involves picking a string \( r = r_1 \ldots r_l \in \{0, 1\}^l \) and permutations \( \pi_i \) at random, and constructing the string \( y = y_1 \ldots y_l \), where \( y_i = \pi_i(G_{r_i}) \). We show how to determine \( \theta \) such that a sufficiently large polynomial \( t \) guarantees that the reduction has no false negatives.

We first consider the simplest setting, in which both \( G_0 \) and \( G_1 \) are rigid. We argue that \( \theta \equiv t(s + \frac{1}{2}) \) works, where \( s = \log(n!) \).

Nonisomorphic Case If \( G_0 \neq G_1 \), then (by rigidity), each choice of \( r \) and each distinct sequence of \( t \) permutations results in a different string \( y \), and thus the distribution on the strings \( y \) has entropy \( t(s + 1) \) where \( s \equiv \log(n!) \). By a straightforward counting argument, a typical string sampled from such a distribution will have high KT-complexity. Formally, we have the following:

Proposition 7. Let \( y \) be sampled from a distribution with min-entropy \( s \). For all \( k \), we have \( \text{KT}(y) \geq s - k \) except with probability at most \( 2^{-k} \).
Our $y$ is sampled from a uniform distribution, hence the entropy and min-entropy coincide. Thus $\text{KT}(y) > \theta = t(s+1) - \frac{c}{\alpha}$ with all but exponentially small probability in $t$, and so with high probability the algorithm declares $G_0$ and $G_1$ nonisomorphic.

**Isomorphic Case.** If $G_0 \equiv G_1$, we need to show that $\text{KT}(y) \leq \theta$ always holds. The key insight is that the information in $y$ is precisely captured by the $t$ permutations $\tau_1, \tau_2, \ldots, \tau_t$ such that $\tau_i(G_0) = y_i$. These permutations exist because $G_0 \equiv G_1$; they are unique by the rigidity assumption. Thus, $y$ contains at most $ts$ bits of information. We show that its $\text{KT}$-complexity is not much larger than this.

We do this using an efficiently decodable indexing of the symmetric groups $S_n$. This is, for each $n$, a bijective map $[n!] \to S_n$ so that, on input $i$, the image of $i$ can be computed in time $\text{poly}(n)$. We rely on the following indexing, due to Lehmer (see, e.g., [21, pp. 12–33]):

**Proposition 8 (Lehmer code).** The symmetric groups $S_n$ have indexings that are uniformly decodable in time $\text{poly}(n)$.

To bound $\text{KT}(y)$, we consider a program $d$ that has the following information hard-wired into it: $n$, the adjacency matrix of $G_0$, and the $t$ integers $k_1, \ldots, k_t \in [n!]$ encoding $\tau_1, \ldots, \tau_t$. We use the decoder from Proposition 8 to compute the $i$-th bit of $y$ on input $i$. This can be done in time $\text{poly}(n, \log(t))$ given the hard-wired information.

As mentioned in Section 1, a naïve method for encoding the indices $k_1, \ldots, k_t$ only gives the bound $t|s| + \text{poly}(n, \log(t))$ on $\text{KT}(y)$, which may exceed $t(s+1)$ and—a fortiori—the threshold $\theta$, no matter how large a polynomial $t$ is. We remedy this by aggregating multiple indices into blocks, and amortizing the encoding overhead across multiple samples. The following technical lemma captures the technique.

**Lemma 9 (Blocking Lemma for Indexings).** Let $\{T_x\}$ be an ensemble of sets of strings such that all strings in $T_x$ have the same length $\text{poly}(|x|)$. Suppose that each $T_x$ has an indexing decodable by circuits of size $\text{poly}(|x|)$. Then there are constants $\alpha_0 > 0$ and $c$ so that, for all $t \in \mathbb{N}$ and all sufficiently large $x \in \{0,1\}^*$, and every $y$ that is the concatenation of $t$ elements of $T_x$$$
\text{KT}(y) \leq t \log |T_x| + t^{1-\alpha_0}|x|^c
$$

We first show how to apply the Blocking Lemma and then prove it. For a given rigid graph $G$, we let $T_G$ be the set of adjacency matrices of permutations of $G$. To index $T_G$, we associate to each permutation $\tau(G)$ the index $k$ of $\tau$ from the Lehmer code. Then there is a circuit of size $\text{poly}(|G|)$ which takes as input $k$, computes $\tau$, and then outputs $\tau(G)$. By the Blocking Lemma, we have that

$$\text{KT}(y) \leq ts + t^{1-\alpha_0}n^c$$

for some constants $\alpha_0 > 0$ and $c$, and all sufficiently large $n$. Taking $t = n^{1+c/\alpha_0}$, we see that for all sufficiently large $n$, $\text{KT}(y) \leq t(s+\frac{1}{2}) \leq \theta$.

**Proof of Lemma 9.** Let $T_x$ and $D_x$ be the hypothesized ensemble of sets of strings and corresponding decoders. Fix $x$ and $t$, let $m = \text{poly}(|x|)$ denote the length of the strings in $T_x$, and let $b \in \mathbb{N}$ be a parameter to be set later.

To bound $\text{KT}(y)$, we first write $y = y_1 \cdots y_t$ where each $y_j \in T_x$, and let $k_j \in [|T_x|]$ be the index of $y_j$ via $D_x$. (i.e., $D_x(k_j) = y_j$.) We group the $y_j$’s into $\lceil t/b \rceil$ size-$b$ blocks $\tilde{y}_1, \tilde{y}_2, \ldots, \tilde{y}_{\lceil t/b \rceil}$. For each block $\tilde{y}_j$, let $\tilde{k}_j$ the number whose base-$|T_x|$ representation is
written \(k_{b(j-1)+1}k_{b(j-1)+2}\cdots k_{b(j)}\). This is a number between 0 and \(|T_x| - 1\), and hence can be expressed in binary with \(\lceil b \log |T_x| \rceil\) bits. Given a circuit computing \(D_x\), \(\tilde{y}_j\) can be computed from \(\tilde{k}_j\) in time polynomial in \(|D_x|, \log |T_x|, \text{ and } b\).

Consider a program \(d\) that has \(x, t, m, b, \text{ the circuit for computing } D_x, \text{ and the indices } k_1, k_2, \ldots, k_{|T_x/\beta|}\) hardwired, takes an input \(i \in \mathbb{N}\), and determines the \(i\)-th bit of \(y\) as follows. It first computes \(j_0, j_1 \in \mathbb{N}\) so that \(i\) points to the \(j_1\)-th bit position in \(\tilde{y}_{j_0}\). Then, using \(D_x, k_{j_0}\), and \(j_1\), it computes \(\tilde{y}_{j_0}\) and outputs its \(j_1\)-th bit, which is the \(i\)-th bit of \(y\).

The bit-length of \(d\) is at most \(\lceil t/b \rceil \cdot \lceil b \log |T_x| \rceil\) for the indices, plus \(\text{poly}(|x|, b, \log t)\) for the rest. The time needed by \(d\) is bounded by \(\text{poly}(|x|, b, \log t)\). Thus \(\text{KT}(y) \leq \lceil t/b \rceil \lceil b \log |T_x| \rceil + \text{poly}(|x|, b, \log t) \leq t \log |T_x| + t/b + \text{poly}(|x|, b, \log t)\). The lemma follows by choosing \(b = \lceil t^{\alpha_0} \rceil\) for a sufficiently small constant \(\alpha_0\).

### 4.3 Known Number of Automorphisms

We generalize the case of rigid graphs to graphs for which we know the size of their automorphism groups. Specifically, in addition to the two input graphs \(G_0\) and \(G_1\), we are also given numbers \(N_0, N_1\) where \(N_i = n!/|\text{Aut}(G_i)|\). Note that if \(N_0 \neq N_1\), we can right away conclude that \(G_0 \neq G_1\). Nevertheless, we do not assume that \(N_0 = N_1\) as the analysis of the case \(N_0 \neq N_1\) will be useful in Section 4.4.

The reduction is the same as in Section 4.2 with the correct interpretation of \(s\). The main difference lies in the analysis, where we need to accommodate for the loss in entropy that comes from having multiple automorphisms.

Let \(s_i \equiv \log(N_i)\) be the entropy in a random permutation of \(G_i\). Set \(s = \min(s_0, s_1)\), and \(\theta = t(s + \frac{1}{2})\). In the nonisomorphic case the min-entropy of \(y\) is at least \(t(s + 1)\), so \(\text{KT}(y) > \theta\) with high probability. In the isomorphic case we upper bound \(\text{KT}(y)\) by about \(ts\). Unlike the rigid case, we can no longer afford to encode an entire permutation for each permuted copy of \(G_0\).

Instead, we need an indexing for the cosets of \(\text{Aut}(G_0)\) within \(S_n\). Formally, this means a map \([n!/|\text{Aut}(G_0)|] \rightarrow S_n\) so that for every coset of \(\text{Aut}(G_0)\) in \(S_n\), there is an index whose image through the map is in the coset. Given such an indexing, we can get an indexing of the set \(T_{G_0}\) of strings consisting of the adjacency matrices of permutations of \(G_0\). The following indexing, applied to \(\Gamma = \text{Aut}(G_0)\), suffices for this purpose.

> **Lemma 10.** For every subgroup \(\Gamma\) of \(S_n\) there exists an indexing of the cosets of \(\Gamma\) that is decodable by circuits of size \(\text{poly}(n)\).

We prove Lemma 10 in Section 5 as a corollary to a more general lemma that gives, for each \(\Gamma \leq H \leq S_n\), an efficiently computable indexing for the cosets of \(\Gamma\) in \(H\).

> **Remark 11.** Before we continue towards Theorem 1, we point out that the above ideas yield a weaker proof that \(\text{GI} \in \text{BPP}^{\text{MKTP}}\) (and hence that \(\text{GI} \in \text{RP}^{\text{MKTP}}\)). This weaker result was already obtained in [2] along the well-trodden path discussed in Section 1; this remark shows how to obtain it using our new approach.

The key observation is that in both the isomorphic and the nonisomorphic case, with high probability \(\text{KT}(y)\) stays away from the threshold \(\theta\) by a growing margin. Moreover, the above analysis allows us to efficiently obtain high-confidence approximations of \(\theta\) to within any constant using sampling and queries to the MKTP oracle.

More specifically, for \(i \in \{0, 1\}\), let \(\tilde{y}_i\) denote the concatenation of \(\tilde{t}\) independent samples from \(R_{G_i}\). Our analysis shows that \(\text{KT}(\tilde{y}_i) \leq \tilde{t}s_i + \tilde{t}^{1-\alpha_0}n^c\) always holds, and that \(\text{KT}(\tilde{y}_i) \geq \tilde{t}s_i - \tilde{t}^{1-\alpha_0}n^c\) holds with high probability. Thus, \(\tilde{s}_i \equiv \text{KT}(\tilde{y}_i)/\tilde{t}\) approximates \(s_i\) with high...
We point out that, for any probably-correct over-/underestimator, taking the min/max $s$ to within the same deviation margin, and $\tilde{\theta} = t(s + \frac{1}{2})$ approximates $\theta$ to within an additive deviation of $tn^c/\tilde{r}^\alpha n$. The latter bound can be made less than 1 by setting $\tilde{t}$ to a sufficiently large polynomial in $n$ and $t$. Moreover, all these estimates can be computed in time $\text{poly}(\tilde{t}, n)$ with access to MKTP as MKTP enables us to evaluate KT efficiently.

### 4.4 Probably-Correct Underestimators for the Number of Automorphisms

The reason the BPP$^{\text{MKTP}}$-algorithm in Remark 11 can have false negatives is that the approximation $\tilde{\theta}$ to $\theta$ may be too small. Knowing the quantities $N_i = n!/|\text{Aut}(G_i)|$ exactly allows us to compute $\theta$ exactly and thereby obviates the possibility of false negatives. In fact, it suffices to compute overestimates for the quantities $N_i$ which are correct with non-negligible probability. We capture this notion formally as follows:

**Definition 12** (probably-correct overestimator). Let $g : \Omega \rightarrow \mathbb{R}$ be a function, and $M$ a randomized algorithm that, on input $\omega \in \Omega$, outputs a value $M(\omega) \in \mathbb{R}$. We say that $M$ is a probably-correct overestimator for $g$ if, for every $\omega \in \Omega$, $M(\omega) = g(\omega)$ holds with probability at least $1/\text{poly}(|\omega|)$, and $M(\omega) > g(\omega)$ otherwise. A probably-correct underestimator for $g$ is defined similarly by reversing the inequality.

We point out that, for any probably-correct over-/underestimator, taking the min/max among $\text{poly}(|\omega|)$ independent runs yields the correct value with probability $1 - 2^{-\text{poly}(|\omega|)}$.

We are interested in the case where $g(G) = n!/|\text{Aut}(G)|$. Assuming this $g$ on a given class of graphs $\Omega$ has a probably-correct overestimator $M$ computable in randomized polynomial time with an MKTP oracle, we argue that GI on $\Omega$ reduces to MKTP in randomized polynomial time without false negatives.

To see this, consider the algorithm that, on input a pair $(G_0, G_1)$ of $n$-vertex graphs, computes $\tilde{N}_i = M(G_i)$ as estimates of the true values $N_i = \log(n!/|\text{Aut}(G_i)|)$, and then runs the algorithm from Section 4.3 using the estimates $\tilde{N}_i$.

- In the case where $G_0$ and $G_1$ are not isomorphic, if both estimates $\tilde{N}_i$ are correct, then the algorithm detects $G_0 \neq G_1$ with high probability.
- In the case where $G_0 \equiv G_1$, if $\tilde{N}_i = N_i$ we showed in Section 4.3 that the algorithm always declares $G_0$ and $G_1$ to be isomorphic. Moreover, increasing $\theta$ can only decrease the probability of a false negative. As the computed threshold $\theta$ increases as a function of $\tilde{N}_i$, and the estimate $\tilde{N}_i$ is always at least as large as $N_i$, it follows that $G_0$ and $G_1$ are always declared isomorphic.

### 4.5 Arbitrary Graphs

A probably-correct overestimator for the function $G \mapsto n!/|\text{Aut}(G)|$ on any graph $G$ can be computed in randomized polynomial time with access to MKTP. The process is described in full detail in Section 1, based on a BPP$^{\text{MKTP}}$ algorithm for GI (taken from Remark 11 or from [2]). This means that the setting of Section 4.4 is actually the general one. The only difference is that we no longer obtain a mapping reduction from GI to MKTP, but an oracle reduction: We still make use of (1), but we need more queries to MKTP in order to set the threshold $\theta$.

This shows that GI $\in \text{coRP}^{\text{MKTP}}$. As GI $\in \text{RP}^{\text{MKTP}}$ follows from the known search-to-decision reduction for GI, this concludes the proof of Theorem 1 that GI $\in \text{ZPP}^{\text{MKTP}}$. 
5 Coset Indexings for Permutation Groups

In this section we develop the efficiently decodable indexings for cosets of permutation subgroups claimed in Lemma 10. In fact, we present a further generalization that may be of independent interest, namely an efficiently decodable indexing for cosets of permutation subgroups within another permutation subgroup.

Lemma 13. For all $\Gamma \leq H \leq S_n$, there exists an indexing of the cosets of $\Gamma$ within $H$ that is uniformly decodable in polynomial time when $\Gamma$ and $H$ are given by a list of generators.

Lemma 10 is just the instantiation of Lemma 13 with $H = S_n$ followed by hardwiring generators for $\Gamma$ and $S_n$ into a circuit simulating the decoder from Lemma 13. The proof of Lemma 13 requires some elements of the theory of permutation groups. Given a list of permutations $\pi_1, \ldots, \pi_k \in S_n$, we write $\Gamma = \langle \pi_1, \ldots, \pi_k \rangle \leq S_n$ for the subgroup they generate. Given a permutation group $\Gamma \leq S_n$ and a point $i \in [n]$, the $\Gamma$-orbit of $i$ is the set $\{g(i) : g \in \Gamma\}$, and the $\Gamma$-stabilizer of $i$ is the subgroup $\{g \in \Gamma : g(i) = i\} \leq \Gamma$.

We make use of the fact that (a) the number of cosets of a subgroup $\Gamma$ of a group $H$ equals $|H|/|\Gamma|$, and (b) the orbits of a subgroup $\Gamma$ of $H$ form a refinement of the orbits of $H$. We also need the following basic routines from computational group theory (see, for example, [19, 29]).

Proposition 14. Given a set of permutations that generate a subgroup $\Gamma \leq S_n$, the following can be computed in time polynomial in $n$:

1. the cardinality $|\Gamma|$,
2. a permutation in $\Gamma$ that maps $u$ to $v$ for given $u, v \in [n]$, or report that no such permutation exists in $\Gamma$, and
3. a list of generators for the subgroup $\Gamma_v$ of $\Gamma$ that stabilizes a given element $v \in [n]$.

The proof of Lemma 13 makes implicit use of an efficient process for finding a canonical representative of $\pi \Gamma$ for a given permutation $\pi \in H$, where “canonical” means that the representative depends on the coset $\pi \Gamma$ only. The particular canonical representative the process produces can be specified as follows.

Definition 15. For a permutation $\pi \in S_n$ and a subgroup $\Gamma \leq S_n$, the canonical representative of $\pi$ modulo $\Gamma$, denoted $\pi \mod \Gamma$, is the lexicographically least $\pi' \in \pi \Gamma$, where the lexicographic ordering is taken by viewing a permutation $\pi'$ as the sequence $(\pi'(1), \pi'(2), \ldots, \pi'(n))$.

We describe the process as it provides intuition for the proof of Lemma 13.

Lemma 16. There exists a polynomial-time algorithm that takes as input a generating set for a subgroup $\Gamma \leq S_n$ and a permutation $\pi \in S_n$, and outputs the canonical representative $\pi \mod \Gamma$.

Proof of Lemma 16. Consider the element 1 of $[n]$. Permutations in $\pi \Gamma$ map 1 to an element $v$ in the same $\Gamma$-orbit as $\pi(1)$, and for every element $v$ in the $\Gamma$-orbit of $\pi(1)$ there exists a permutation in $\pi \Gamma$ that maps 1 to $v$. We can canonize the behavior of $\pi$ on the element 1 by replacing $\pi$ with a permutation $\pi_1 \in \pi \Gamma$ that maps 1 to the minimum element $m$ in the $\Gamma$-orbit of $\pi(1)$.

---

1 The choice of left $(\pi \Gamma)$ vs right $(\Gamma \pi)$ cosets is irrelevant for us; all our results hold for both, and one can usually switch from one statement to the other by taking inverses. Related to this, there is an ambiguity regarding the order of application in the composition $gh$ of two permutations: first apply $g$ and then $h$, or vice versa. Both interpretations are fine. For concreteness, we assume the former.
\(\Gamma\)-orbit of \(\pi(1)\). This can be achieved by multiplying \(\pi\) to the right with a permutation in \(\Gamma\) that maps \(\pi(1)\) to \(m\).

Next we apply the same process to \(\pi_1\) but consider the behavior on the element 2 of \([n]\).
Since we are no longer allowed to change the value of \(\pi_1(1)\), which equals \(m\), the canonization of the behavior on 2 can only use multiplication on the right with permutations in \(\Gamma_m\), i.e., permutations in \(\Gamma\) that stabilize the element \(m\). Doing so results in a permutation \(\pi_2 \in \pi_1\Gamma\).

We repeat this process for all elements \(k \in [n]\) in order. In the \(k\)-th step, we canonize the behavior on the element \(k\) by multiplying on the right with permutations in \(\Gamma_{\pi_{k-1}([k-1])}\), i.e., permutations in \(\Gamma\) that pointwise stabilize all of the elements \(\pi_{k-1}(\ell)\) for \(\ell \in [k-1]\).

**Proof of Lemma 13.** The number of canonical representatives modulo \(\Gamma\) in \(H\) equals the number of distinct (left) cosets of \(\Gamma\) in \(H\), which is \(|H|/|\Gamma\|\). We construct an algorithm that takes as input a list of generators for \(\Gamma\) and \(H\), and an index \(i \in [\log |H|/|\Gamma|]\), and outputs the permutation \(\sigma\) that is the lexicographically \(i\)-th canonical representative modulo \(\Gamma\) in \(H\).

The algorithm uses a prefix search to construct \(\sigma\). In the \(k\)-th step, it knows the prefix \((\sigma(1), \sigma(2), \ldots, \sigma(k-1))\) of length \(k-1\), and needs to figure out the correct value \(v \in [n]\) to extend the prefix with. In order to do so, the algorithm needs to compute for each \(v \in [n]\) the count \(c_v\) of canonical representatives modulo \(\Gamma\) in \(H\) that agree with \(\sigma\) on \([k-1]\) and take the value \(v\) at \(k\). The following claims allow us to do that efficiently when given a permutation \(\sigma_{k-1} \in H\) that agrees with \(\sigma\) on \([k-1]\). The claims use the notation \(T_{k-1} \doteq \sigma_{k-1}([k-1])\), which also equals \(\sigma([k-1])\).

**Claim 17.** The canonical representatives modulo \(\Gamma\) in \(H\) that agree with \(\sigma \in H\) on \([k-1]\) are exactly the canonical representatives modulo \(\Gamma T_{k-1}\) in \(\sigma_{k-1} H T_{k-1}\).

**Proof.** The following two observations imply Claim 17.

(i) A permutation \(\pi \in H\) agrees with \(\sigma \in H\) on \([k-1]\)
\[\Leftrightarrow \ 
\sigma_k^{-1} \pi \in H T_{k-1},
\]
\[\Leftrightarrow \ 
\pi \in \sigma_{k-1} H T_{k-1},
\]

(ii) Two permutations in \(\sigma_{k-1} H T_{k-1}\), say \(\pi \doteq \sigma_{k-1}g\) and \(\pi' \doteq \sigma_{k-1}g'\) for \(g, g' \in H T_{k-1}\), belong to the same left coset of \(\Gamma\) iff they belong to the same left coset of \(\Gamma T_{k-1}\). This follows because if \(\sigma_{k-1}g' = \sigma_{k-1}gh\) for some \(h \in \Gamma\), then \(h\) equals \(g^{-1}g' \in H T_{k-1}\), so \(h \in \Gamma \cap H T_{k-1} = \Gamma T_{k-1}\).

**Claim 18.** The count \(c_v\) for \(v \in [n]\) is nonzero iff \(v\) is the minimum of some \(\Gamma T_{k-1}\)-orbit contained in the \(H T_{k-1}\)-orbit of \(\sigma_{k-1}(k)\).

**Proof.** The set of values of \(\pi(k)\) when \(\pi\) ranges over \(\sigma_{k-1} H T_{k-1}\) is the \(H T_{k-1}\)-orbit of \(\sigma_{k-1}(k)\). Since \(\Gamma T_{k-1}\) is a subgroup of \(H T_{k-1}\), this orbit is the union of some \(\Gamma T_{k-1}\)-orbits. Combined with Claim 17 and the construction of the canonical representatives modulo \(\Gamma T_{k-1}\), this implies Claim 18.

**Claim 19.** If a count \(c_v\) is nonzero then it equals \(|H T_{k-1} \cup \{v\}|/|\Gamma T_{k-1} \cup \{v\}|\).

**Proof.** Since the count is nonzero, there exists a permutation \(\sigma' \in H\) that is a canonical representative modulo \(\Gamma\) that agrees with \(\sigma_{k-1}\) on \([k-1]\) and satisfies \(\sigma'(k) = v\). Applying Claim 17 with \(\sigma\) replaced by \(\sigma'\), \(k\) by \(k' \doteq k+1\), \(T_{k-1}\) by \(T_{k'} \doteq T_{k-1} \cup \{v\}\), and \(\sigma_{k-1}\) by any permutation \(\sigma_k' \in H\) that agrees with \(\sigma'\) on \([k]\), yields Claim 19. This is because the number of canonical representatives modulo \(\Gamma T_{k'}\) in \(\sigma_{k} H T_{k'}\) equals the number of (left) cosets of \(\Gamma T_{k'}\) in \(H T_{k'}\), which is the quantity stated in Claim 19.
Algorithm 1

**Input:** positive integer \( n \), \( \Gamma \leq H \leq S_n \), \( i \in [||H||/||\Gamma||] \)

**Output:** lexicographically \( i \)-th canonical representative modulo \( \Gamma \) in \( H \)

1: \( \sigma_0 \leftarrow \text{id} \)
2: for \( k = 1 \) to \( n \) do
3: \( O_1, O_2, \ldots \leftarrow \Gamma \)-orbits contained in the \( H \)-orbit of \( \sigma_{k-1}(k) \), in increasing order of \( \min(O_i) \)
4: find integer \( \ell \) such that \( \sum_{j=1}^{\ell-1} c_{\min(O_j)} < i \leq \sum_{j=1}^{\ell} c_{\min(O_j)} \)
5: \( i \leftarrow i - \sum_{j=1}^{\ell-1} c_{\min(O_j)} \)
6: \( m \leftarrow \min(O_\ell) \)
7: find \( \tau \in H \) such that \( \tau(\sigma_{k-1}(k)) = m \)
8: \( \sigma_k \leftarrow \sigma_{k-1} \tau \)
9: \( H \leftarrow H_m; \Gamma \leftarrow \Gamma_m \)
10: return \( \sigma_n \)

The algorithm builds a sequence of permutations \( \sigma_0, \sigma_1, \ldots, \sigma_n \in H \) such that \( \sigma_k \) agrees with \( \sigma \) on \([k] \). It starts with the identity permutation \( \sigma_0 = \text{id} \), builds \( \sigma_k \) out of \( \sigma_{k-1} \) for increasing values of \( k \in [n] \), and outputs the permutation \( \sigma_n = \sigma \).

Pseudocode for the algorithm is presented in Algorithm 1. Note that the pseudocode modifies the arguments \( \Gamma, H, \) and \( i \) along the way. Whenever a group is referenced in the pseudocode, the actual reference is to a list of generators for that group.

The correctness of the algorithm follows from Claims 18 and 19. The fact that the algorithm runs in polynomial time follows from Proposition 14.

6 Future Directions

We end with a few directions for further research.

6.1 What about Minimum Circuit Size?

We suspect that our techniques also apply to MCSP in place of MKTP, but we have been unsuccessful in extending them to MCSP so far. To show our result for the complexity measure \( \mu = KT \), we showed the following property for polynomial-time samplable flat distributions \( R \): There exists an efficiently computable bound \( \theta(s, t) \) and a polynomial \( t \) such that if \( y \) is the concatenation of \( t \) independent samples from \( R \), then

\[
\mu(y) > \theta(s, t) \quad \text{holds with high probability if } R \text{ has entropy } s + 1, \quad (4)
\]

\[
\mu(y) \leq \theta(s, t) \quad \text{always holds if } R \text{ has entropy } s. \quad (5)
\]

We set \( \theta(s, t) \) slightly below \( \kappa(s + 1, t) \) where \( \kappa(s, t) \doteq st \). (4) followed from a counting argument, and (5) by showing that

\[
\mu(y) \leq \kappa(s, t) \cdot \left(1 + \frac{n^c}{\ell^{\alpha}} \right) \quad (6)
\]

always holds for some positive constants \( c \) and \( \alpha \). We concluded by observing that for a sufficiently large polynomial \( t \) the right-hand side of (6) is significantly below \( \kappa(s + 1, t) \).

Mimicking the approach with \( \mu \) denoting circuit complexity, we set

\[
\kappa(s, t) = \frac{st}{\log(st)} \cdot \left(1 + (2 - o(1)) \cdot \frac{\log \log(st)}{\log(st)} \right).
\]
Then (4) follows from [31]. As for (5), the best counterpart to (6) we know of (see, e.g., [10]) is
\[ \mu(y) \leq \frac{st}{\log(st)} \left( 1 + (3 + o(1)) \cdot \frac{\log \log(st)}{\log(st)} \right). \]

However, in order to make the right-hand side of (6) smaller than \( \kappa(s + 1, t) \), \( t \) needs to be exponential in \( s \).

One possible way around the issue is to boost the entropy gap between the two cases. This would not only show that all our results for \( \text{MKTP} \) apply to \( \text{MCSP} \) as well, but could also form the basis for reductions between different versions of \( \text{MCSP} \) (defined in terms of different circuit models, or in terms of different size parameters), and to clarify the relationship between \( \text{MKTP} \) and \( \text{MCSP} \). Until now, all of these problems have been viewed as morally equivalent to each other, although no efficient reduction is known between any two of these, in either direction. Given the central role that \( \text{MCSP} \) occupies, it would be desirable to have a theorem that indicates that \( \text{MCSP} \) is fairly robust to minor changes to its definition. Currently, this is lacking.

On a related point, it would be good to know how the complexity of \( \text{MKTP} \) compares with the complexity of the \( \text{KT} \)-random strings: \( R_{\text{KT}} = \{ x : \text{KT}(x) \geq |x| \} \). Until now, all prior reductions from natural problems to \( \text{MCSP} \) or \( \text{MKTP} \) carried over to \( R_{\text{KT}} \)—but this would seem to require even stronger gap amplification theorems. The relationship between \( \text{MKTP} \) and \( R_{\text{KT}} \) is analogous to the relationship between \( \text{MCSP} \) and the special case of \( \text{MCSP} \) that is denoted \( \text{MCSP}' \) in [23]: \( \text{MCSP}' \) consists of truth tables \( f \) of \( m \)-ary Boolean functions that have circuits of size at most \( 2^{m/2} \).

### 6.2 Statistical Zero Knowledge

Allender and Das [2] generalized their result that \( \text{GI} \in \text{RP}^{\text{MKTP}} \) to \( \text{SZK} \subseteq \text{BPP}^{\text{MKTP}} \) by applying their approach to a known \( \text{SZK} \)-complete problem. Our proof that \( \text{GI} \in \text{coRP}^{\text{MKTP}} \) similarly generalizes to \( \text{SZK} \subseteq \text{BPP}^{\text{MKTP}} \). We use the problem Entropy Approximation, which is complete for \( \text{SZK} \) under oracle reductions [12, Lemma 5.1]:\(^2\) Given a circuit \( C \) and a threshold \( \theta \) with the promise that the distribution induced by \( C \) has entropy either at most \( \theta - 1 \) or else at least \( \theta + 1 \), decide whether the former is the case. By combining the Flattening Lemma [13] with our hashing-based generic encoding mentioned in the introduction, one can show that for any distribution of entropy \( s \) sampled by a circuit \( C \), the concatenation of \( t \) random samples from \( C \) has, with high probability, KT complexity between \( ts - t^{1-o_0} \cdot \text{poly}(|C|) \) and \( ts + t^{1-o_0} \cdot \text{poly}(|C|) \) for some positive constant \( o_0 \). Along the lines of Remark 11, this allows us to show that Entropy Approximation, and hence all of \( \text{SZK} \), is in \( \text{BPP}^{\text{MKTP}} \).

We do not know how to eliminate the errors from those reductions: Is \( \text{SZK} \subseteq \text{ZPP}^{\text{MKTP}} \), or equivalently, is Entropy Approximation in \( \text{ZPP}^{\text{MKTP}} \)? Our approach yields that Entropy Approximation is in \( \text{coRP}^{\text{MKTP}} \) (no false negatives) \textit{when the input distributions are almost flat}, i.e., when the difference between the max- and min-entropy is small. However, it is not known whether that restriction of Entropy Approximation is complete for \( \text{SZK}^3 \) (Goldreich

---

\(^2\) Entropy Approximation is complete for \( \text{NISZK} \) (Non-Interactive \( \text{SZK} \)) under \textit{mapping} reductions [12]. Problems that are complete for \( \text{SZK} \) under mapping reductions include Statistical Difference [28] and Entropy Difference [13]. The mapping reduction from Statistical Difference to Entropy Difference in [14, Theorem 3] is similar to our reduction from Isomorphism Problems to \( \text{MKTP} \).

\(^3\) The Flattening Lemma [13] allows us to restrict to distributions that are almost flat in an \textit{average-case}
Trying to go beyond \(\text{SZK}\), we mention that except for the possible use of the \(\text{MKTP}\) oracle in the construction of the probably-correct overestimator from condition 3 in Theorem 3, the reduction in Theorem 3 makes only one query to the oracle. It was observed in [18] that the reduction also works for any relativized KT problem \(\text{MKTP}^A\) (where the universal machine for KT complexity has access to oracle \(A\)). More significantly, [18] shows that any problem that is accepted with negligible error probability by a probabilistic reduction that makes only one query, relative to every set \(\text{MKTP}^A\), must lie in \(\text{AM} \cap \text{coAM}\). Thus, without significant modification, our techniques cannot be used in order to reduce any class larger than \(\text{AM} \cap \text{coAM}\) to \(\text{MKTP}\).

The property that only one query is made to the oracle was subsequently used in order to show that \(\text{MKTP}\) is hard for the complexity class \(\text{DET}\) under mapping reductions computable in nonuniform \(\text{NC}^0\) [4]. Similar hardness results (but for a more powerful class of reducibilities) hold also for \(\text{MCSP}\) [25]. This has led to unconditional lower bounds on the circuit complexity of \(\text{MKTP}\) [4, 17], showing that \(\text{MKTP}\) does not lie in the complexity class \(\text{AC}^0[p]\) for any prime \(p\); it is still open whether similar circuit lower bounds hold for \(\text{MCSP}\).
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Abstract

Homomorphic secret sharing (HSS) is the secret sharing analogue of homomorphic encryption. An HSS scheme supports a local evaluation of functions on shares of one or more secret inputs, such that the resulting shares of the output are short. Some applications require the stronger notion of additive HSS, where the shares of the output add up to the output over some finite Abelian group. While some strong positive results for HSS are known under specific cryptographic assumptions, many natural questions remain open.

We initiate a systematic study of HSS, making the following contributions.

A definitional framework. We present a general framework for defining HSS schemes that unifies and extends several previous notions from the literature, and cast known results within this framework.

Limitations. We establish limitations on information-theoretic multi-input HSS with short output shares via a relation with communication complexity. We also show that additive HSS for non-trivial functions, even the AND of two input bits, implies non-interactive key exchange, and is therefore unlikely to be implied by public-key encryption or even oblivious transfer.

Applications. We present two types of applications of HSS. First, we construct 2-round protocols for secure multiparty computation from a simple constant-size instance of HSS. As a corollary, we obtain 2-round protocols with attractive asymptotic efficiency features under the Decision Diffie Hellman (DDH) assumption. Second, we use HSS to obtain nearly
optimal worst-case to average-case reductions in P. This in turn has applications to fine-grained average-case hardness and verifiable computation.
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1 Introduction

Fully homomorphic encryption (FHE) [53, 35] is a powerful cryptographic primitive that supports general computations on encrypted inputs. Despite intensive study, FHE schemes can only be based on a narrow class of cryptographic assumptions [56, 17, 36], which are all related to lattices, and their concrete efficiency leaves much to be desired.

In this paper we consider the following secret sharing analogue of FHE, referred to as homomorphic secret sharing (HSS) [14]. A standard (threshold) secret sharing scheme randomly splits an input $x$ into $m$ shares, $(x^1, \ldots, x^m)$, such that any set of $t$ shares reveals nothing about the input. An HSS scheme supports computations on shared inputs by means of local computations on their shares. More concretely, there is a local evaluation algorithm $\text{Eval}$ and decoder algorithm $\text{Dec}$ satisfying the following homomorphism requirement. Given a description of a function $F$, the algorithm $\text{Eval}(F; x^j)$ maps an input share $x^j$ to a corresponding output share $y^j$, such that $\text{Dec}(y^1, \ldots, y^m) = F(x)$.

An HSS scheme as above can be trivially obtained by letting $\text{Eval}$ output $(F; x^j)$ and $\text{Dec}$ first reconstruct $x$ from the shares and then compute $F$. Analogously to the output compactness requirement of FHE, we require that the HSS output shares be compact in the sense that their length depends only on the output length of $F$ and the security parameter. In fact, it is often useful to make the more stringent requirement that $\text{Dec}$ compute $F(x)$ as the sum $y^1 + \ldots + y^m$ in some finite Abelian group. We refer to such an HSS scheme as an additive HSS. We also consider a relaxed notion of weak compactness that allows the length of the output shares to grow sublinearly with the input size.

Finally, one can naturally consider a multi-input variant of HSS, where inputs $x_1, \ldots, x_n$ are independently shared, $\text{Eval}$ locally maps the $j$-th shares of the $n$ inputs to the $j$-th output share, and $\text{Dec}$ outputs $F(x_1, \ldots, x_n)$. In fact, multi-input HSS is meaningful even when $F$ is a fixed function rather than an input of $\text{Eval}$. For instance, one may consider additive 2-input HSS where $F$ computes the AND of two input bits, or compact 2-input HSS where $F$ takes an inner product of two input vectors.

HSS vs. FHE. HSS can generally be viewed as a relaxation of FHE that offers protection against bounded collusions. However, as observed in [14], in some applications of FHE it is possible to use HSS as an alternative that offers the same level of security. For instance, in the context of secure two-party computation [57, 40], using HSS to share the inputs of the two parties does not compromise security in any way, since the two parties together can anyway learn both inputs.

More importantly for this work, HSS can potentially offer several useful features that are inherently impossible for FHE. One such feature is information-theoretic security. Information-theoretic HSS schemes for multiplying two secrets with security threshold $t < m/2$ serve as the basis for information-theoretic protocols for secure multiparty computation [9, 20, 25].
Information-theoretic HSS schemes for certain classes of depth-2 circuits implicitly serve as the basis for the best known constructions of information-theoretic private information retrieval schemes and locally decodable codes [58, 29, 8]. Another potential feature of HSS is optimal compactness: if $F$ has a single output bit, then the output shares $y^j$ can be as short as a single bit. Indeed, special types of FHE schemes can be used to obtain additive HSS schemes with $t = m - 1$ that support general homomorphic computations with optimal compactness [27]. This feature is useful for several applications of HSS, including ones we discuss in this work.

Finally, recent works obtain HSS schemes that support rich classes of computations under the Decision Diffie Hellman (DDH) assumption [14, 16] or the security of the Paillier encryption scheme [30], which are not known to imply FHE. These constructions use very different techniques from those underlying known FHE constructions. This suggests a potential for further diversifying the assumptions and structures on which HSS can be based, which may potentially lead to more efficient substitutes for known FHE schemes.

1.1 Our Contribution

The current state of the art in HSS mostly consists of isolated positive results and leaves open some of the most basic questions. In this work we initiate a more systematic study of HSS, making the following contributions. We refer the reader to the relevant sections for a high level overview of the main ideas behind each contribution.

A definitional framework. We start, in Section 2, by presenting a general framework for HSS that unifies and extends several previous notions from the literature. In Section 3 we cast some known primitives and previous results within this framework. This includes a simple extension of a previous Learning With Errors (LWE)-based construction from [27] to the setting of multi-input HSS, whose details appear in full version.

Limitations. In Section 4 we establish two types of limitations on multi-input HSS. First, in Section 4.1, we show that weakly compact information-theoretic multi-input HSS schemes for security threshold $t \geq m/2$ shares do not exist for functions that have high (randomized, one-way) two-party communication complexity. This includes simple functions such as inner product or set disjointness. The high level idea is to obtain a low-communication two-party protocol from the HSS scheme by having the two parties use a common source of randomness to locally simulate the HSS input shares of both inputs, without any interaction, and then have one party send its HSS output share to the other. Second, in Section 4.2, we show that additive HSS for non-trivial functions, or even for computing the AND of two input bits, implies non-interactive key exchange (NIKE), a cryptographic notion which is not known to be implied by standard public-key primitives such as oblivious transfer. Loosely, two parties can simultaneously exchange HSS shares of input bits whose AND is zero, and output their HSS-evaluated output share as a shared key. This result provides some explanation for the difficulty of constructing strong types of HSS schemes from general assumptions.

Applications. In Section 5 we present two types of applications of HSS. First, in Section 5.1, we construct 2-round protocols for secure Multi-Party Computation (MPC) from a simple constant-size instance of additive HSS with $n = 3$ inputs and $m = 2$ shares, for computing $\text{3Mult-Plus}((x_1, z_1), (x_2, z_2), (x_3, z_3)) = x_1x_2x_3 + z_1 + z_2 + z_3$. At a very high level, this reduction crucially relies on a randomized encoding of functions by degree-3 polynomials [2], to decompose the computation of an arbitrary function $F$ into the computation of many...
degree-3 monomials. The computation of each monomial is further decomposed into many invocation of HSS for 3Mult-Plus among only a constant number of parties. As a corollary, we can transform a previous DDH-based 2-round MPC protocol in \cite{16} (which requires a public-key infrastructure) for only a constant number of parties, into a 2-round protocol for an arbitrary polynomial number of parties.

In the literature, 2-round MPC protocols exist \textit{in the CRS model}, based on LWE (e.g., \cite{3, 52}) and \textit{in the plain model}, from indistinguishability obfuscation or witness encryption with NIZK (e.g., \cite{32, 42}) or bilinear groups \cite{33}, or even 2-round semi-honest Oblivious Transfer (OT) protocols \cite{34, 11}. Our protocol can be instantiated in the public-key infrastructure model under DDH, which is weaker than or incomparable to the feasibility results of other recent constructions. However, our protocols using HSS still have several advantages, in particular, they enjoy better asymptotic efficiency, and they are in the more general client-server model, where the input clients’ computation can be done offline, and the output clients’ computation is relatively cheap.

A second type of applications, presented in Section 5.2, is to obtaining worst-case to average-case reductions in P. Roughly speaking, the HSS evaluation function \textsf{Eval} for computing \( F \) defines a function \( \hat{F} \) such that computing \( F \) on any given input \( x \) can be reduced to computing \( \hat{F} \) on two or more inputs that are individually pseudorandom. A similar application of FHE was already pointed out in \cite{24}. However, an advantage of the HSS-based reductions is that they allow \( \hat{F} \) to have a single bit of output. Another advantage is the potential of diversifying assumptions. We discuss applications of the reductions implied by HSS to fine-grained average-case hardness and verifiable computation. In particular, the HSS-based approach yields checking procedures for polynomial-time computations that achieve better soundness vs. succinctness tradeoffs than any other approach we are aware of.

## 2 General Definitional Framework for HSS

In this section we give a general definition of homomorphic secret sharing (HSS) that can be instantiated to capture different notions from the literature. We consider multi-input HSS schemes that support a compact evaluation of a function \( F \) on shares of inputs \( x_1, \ldots, x_n \) that originate from different clients. More concretely, each client \( i \) randomly splits its input \( x_i \) between \( m \) servers using the algorithm \textsf{Share}, so that \( x_i \) is hidden from any \( t \) colluding servers. We assume \( t = m - 1 \) by default. Each server \( j \) applies a local evaluation algorithm \textsf{Eval} to its share of the \( n \) inputs, and obtains an output share \( y_j^i \). The output \( F(x_1, \ldots, x_n) \) is reconstructed by applying a decoding algorithm \textsf{Dec} to the output shares \( (y_1^1, \ldots, y_m^m) \).

To make HSS useful, we require that \textsf{Dec} be in some sense “simpler” than computing \( F \). The most natural simplicity requirement, referred to as \textit{compactness}, is that the output length of \textsf{Eval}, and hence the complexity of \textsf{Dec}, depend only on the output length of \( F \) and not on the input length of \( F \). A more useful notion of simplicity is the stronger requirement of \textit{additive} decoding, where the decoder computes the exclusive-or of the output shares or, more generally, adds them up in some Abelian group \( G \). We also consider weaker notions of simplicity that are needed to capture HSS constructions from the literature.

Finally, for some of the main applications of HSS it is useful to let \( F \) and \textsf{Eval} take an additional input \( x_0 \) that is known to all servers. This is necessary for a meaningful notion of single-input HSS (with \( n = 1 \)). Typically, the input \( x_0 \) will be a description of a function \( f \) applied to the input of a single client, e.g., a description of a circuit, branching program, or low-degree polynomial. The case of single-input HSS is considerably different from the case
of multi-input HSS with no server input. In particular, the negative results presented in this work do not apply to single-input HSS.

We now give our formal definition of general HSS. We refer the reader to Example 5 for an example of using this definition to describe an HSS scheme for multiplying two field elements using Shamir’s secret sharing scheme. Here and in the following, we use the notation \( \Pr[A_1; \ldots; A_m : E] \) to denote the probability that event \( E \) occurs following an experiment defined by executing the sequence \( A_1, \ldots, A_m \) in order.

**Definition 1 (HSS).** An \( n \)-client, \( m \)-server, \( t \)-secure homomorphic secret sharing scheme for a function \( F : (\{0,1\}^\ast)^{n+1} \rightarrow \{0,1\}^\ast \), or \( (n,m,t) \)-HSS for short, is a triple of PPT algorithms \( (\text{Share}, \text{Eval}, \text{Dec}) \) with the following syntax:

- **Share:** \( \text{Share}(1^\lambda, i, x) \): On input \( 1^\lambda \) (security parameter), \( i \in [n] \) (client index), and \( x \in \{0,1\}^\ast \) (client input), the sharing algorithm \( \text{Share} \) outputs \( m \) input shares, \( (x^1, \ldots, x^m) \). By default, we require \( \text{Share} \) to run in (probabilistic) polynomial time in its input length; however, we also consider a relaxed notion of efficiency where \( \text{Share} \) is given the total length \( t \) of all \( n+1 \) inputs (including \( x_0 \)) and may run in time \( \text{poly}(\lambda, t) \).

- **Eval:** \( \text{Eval}(j, x_0, (x^j_1, \ldots, x^j_m)) \): On input \( j \in [m] \) (server index), \( x_0 \in \{0,1\}^\ast \) (common server input), and \( x^j_1, \ldots, x^j_m \) (\( j \)th share of each client input), the evaluation algorithm \( \text{Eval} \) outputs \( y^j \in \{0,1\}^\ast \), corresponding to server \( j \)’s share of \( F(x_0; x_1, \ldots, x_n) \).

- **Dec:** \( \text{Dec}(y^1, \ldots, y^m) \): On input \( (y^1, \ldots, y^m) \) (list of output shares), the decoding algorithm \( \text{Dec} \) computes a final output \( y \in \{0,1\}^\ast \).

The algorithms \( (\text{Share}, \text{Eval}, \text{Dec}) \) should satisfy the following requirements:

- **Correctness:** For any \( n+1 \) inputs \( x_0, \ldots, x_n \in \{0,1\}^\ast \),

\[
\Pr \left[ \forall i \in [n] \ (x^i_1, \ldots, x^i_m) \leftarrow \text{Share}(1^\lambda, i, x_i), \ \forall j \in [m] \ y^j \leftarrow \text{Eval}(j, x_0, (x^j_1, \ldots, x^j_m)) : \text{Dec}(y^1, \ldots, y^m) = F(x_0; x_1, \ldots, x_n) \right] = 1.
\]

- **Security:** Consider the following semantic security challenge experiment for corrupted set of servers \( T \subset [m] \):
  1. The adversary gives challenge index and inputs \( (i, x, x') \leftarrow \mathcal{A}(1^\lambda) \), with \( |x| = |x'| \).
  2. The challenger samples \( b \leftarrow \{0,1\} \) and \( (x^1, \ldots, x^m) \leftarrow \text{Share}(1^\lambda, i, \tilde{x}) \), where \( \tilde{x} = x \) if \( b = 0 \) and \( \tilde{x} = x' \) if \( b = 1 \).
  3. The adversary outputs a guess \( b' \leftarrow \mathcal{A}(\langle x' \rangle_{j \in T}) \), given the shares for corrupted \( T \).

Denote by \( \text{Adv}(1^\lambda, \mathcal{A}, T) := \Pr[b = b'] - \frac{1}{2} \) the advantage of \( \mathcal{A} \) in guessing \( b \) in the above experiment. For circuit size bound \( S = S(\lambda) \) and advantage bound \( \alpha = \alpha(\lambda) \), we say that an \( (n,m,t) \)-HSS scheme \( \Pi = (\text{Share}, \text{Eval}, \text{Dec}) \) is \((S, \alpha)\)-secure if for all \( T \subset [m] \) of size \( |T| \leq t \), and all non-uniform adversaries \( \mathcal{A} \) of size \( S(\lambda) \), we have \( \text{Adv}(1^\lambda, \mathcal{A}, T) \leq \alpha(\lambda) \).

We say that \( \Pi \) is:

- **computationally secure** if it is \((S, 1/S)\)-secure for all polynomials \( S \);
- **statistically \( \alpha \)-secure** if it is \((S, \alpha)\)-secure for all \( S \);
- **statistically secure** if it statistically \( \alpha \)-secure for some negligible \( \alpha(\lambda) \);
- **perfectly secure** if it is statistically 0-secure.

**Remark 2 (Unbounded HSS).** Definition 1 treats the number of inputs \( n \) as being fixed. We can naturally consider an unbounded multi-input variant of HSS where \( F \) is defined over...
arbitrary sequences of inputs $x_i$, and the correctness requirement is extended accordingly. We denote this flavor of multi-input HSS by $(\ast,m,t)$-HSS.

- **Remark 3 (Robust decoding).** Definition 1 allows $\text{Dec}$ to use all output shares for decoding the output. When $t < m - 1$, one can consider a stronger variant of HSS where $\text{Dec}$ can recover the output from any $t + 1$ output shares. Such a robust notion of threshold homomorphic encryption was recently considered in [44]. In this work we do not consider robust decoding.

### 2.1 Notions of Simple Decoding

As discussed above, to make HSS useful we impose two types of simplicity requirements on $\text{Dec}$. The most stringent requirement is that $\text{Dec}$ adds its input over some Abelian group $G$. We refer to such an HSS scheme as being additive. Note that any HSS scheme where $\text{Dec}$ computes a fixed linear combination of the output shares (over some finite field) can be converted into an additive scheme by letting $\text{Eval}$ multiply its outputs by the coefficients of the linear combination. See Example 5 for a relevant concrete example.

A more liberal requirement is compactness, which says that the length of the output shares depends only on the output length and the security parameter, independently of the input length. Finally, we also consider a further relaxation that we call weak compactness, requiring that the length of the output shares be sublinear in the input length when the input length is sufficiently bigger than the security parameter and the output length. This weaker notion is needed to capture some HSS constructions from the literature, and is used for making our negative results stronger. We formalize these notions below.

- **Definition 4 (Additive and compact HSS).** We say that an $(n,m,t)$-HSS scheme $\Pi = (\text{Share}, \text{Eval}, \text{Dec})$ for $F$ is:
  - *Additive* if $\text{Dec}$ outputs the exclusive-or of the $m$ output shares, or $G$-additive if $\text{Dec}$ computes addition in an Abelian group $G$;
  - *Compact* if there is a polynomial $p$ such that for every $\lambda, \ell_{\text{out}}$, and inputs $x_0, x_1, \ldots, x_n \in \{0,1\}^*$ such that $|F(x_0; x_1, \ldots, x_n)| = \ell_{\text{out}}$, the length of each output share obtained by applying $\text{Share}$ with security parameter $\lambda$ and then $\text{Eval}$ is at most $p(\lambda) \cdot \ell_{\text{out}}$ (or $O(\ell_{\text{out}})$ for perfect or statistically $\alpha$-secure HSS with a constant $\alpha$);
  - *Weakly compact* if there is a polynomial $p$ and sublinear function $g(\ell) = o(\ell)$, such that for every $\lambda, \ell_{\text{in}}, \ell_{\text{out}}$, and inputs $x_0, x_1, \ldots, x_n \in \{0,1\}^*$ of total length $\ell_{\text{in}}$ with $|F(x_0; x_1, \ldots, x_n)| = \ell_{\text{out}}$, the length of each output share obtained by applying $\text{Share}$ with security parameter $\lambda$ and then $\text{Eval}$ is at most $g(\ell_{\text{in}}) + p(\lambda) \cdot \ell_{\text{out}}$ (or $g(\ell_{\text{in}}) + O(\ell_{\text{out}})$ for perfect or statistically $\alpha$-secure HSS with a constant $\alpha$). More generally, we can specify the precise level of compactness by referring to an HSS scheme as being $g(\lambda, \ell_{\text{in}}, \ell_{\text{out}})$-compact.

### 2.2 Default Conventions

It is convenient to make the following default choices of parameters and other conventions.

- We assume $t = m - 1$ by default and write $(n,m)$-HSS for $(n,m,m - 1)$-HSS.
- We assume computational security by default, and refer to the statistical and perfect variants collectively as “information-theoretic HSS.”
- In the case of *perfectly secure* or *statistically $\alpha$-secure* HSS, $\lambda$ is omitted.
- For $n \geq 2$ clients, we assume by default that the servers have no input and write $F(x_1, \ldots, x_n)$, omitting the server input $x_0$. Note that $(n,m,t)$-HSS with server input can be reduced to $(n + 1, m, t)$-HSS with no server input by letting the server input be shared by one of the clients.
We consider additive HSS by default. This stronger notion is useful for several application of HSS, and most HSS constructions realize it.

We will sometimes be interested in additive HSS for a constant-size (finite) function \( F \), such as the AND of two bits; this can be cast into Definition 1 by just considering an extension \( \hat{F} \) of \( F \) that outputs 0 on all invalid inputs. Note that our two notions of compactness are not meaningful for a constant-size \( F \). We can similarly handle functions \( F \) that impose restrictions on the relation between the lengths of different inputs. Since \( \text{Eval} \) can know all inputs lengths, we can ensure that \( \text{Dec} \) outputs 0 in case of mismatch.

As noted above, the common server input \( x_0 \) is often interpreted as a “program” \( P \) from a class of programs \( \mathcal{P} \) (e.g., circuits or branching programs), and \( F \) is the universal function defined by \( F(P; x_1, \ldots, x_n) = P(x_1, \ldots, x_n) \). We refer to this as HSS for the class \( \mathcal{P} \).

### 2.3 HSS with Setup

When considering multi-input HSS schemes, known constructions require different forms of setup to coordinate between clients. This setup is generated by a PPT algorithm \( \text{Setup} \) and is reusable, in the sense that the same setup can be used to share an arbitrary number of inputs. We consider the following types of setup:

- **No setup:** This is the default notion of HSS defined above.
- **Common random string (CRS) setup:** An algorithm \( \text{Setup}(1^\lambda) \) is used to generate a uniformly random string \( \sigma \) which is given as input to \( \text{Share}, \text{Eval}, \) and \( \text{Dec} \).
- **Public-key setup:** We consider here a strong form of public-key setup in which \( \text{Setup}(1^\lambda) \) outputs a public key \( pk \) and \( m \) secret evaluation keys \( (ek_1, \ldots, ek_m) \), where each key is given to a different server. The algorithm \( \text{Share} \) is given \( pk \) as an additional input, and \( \text{Eval}(j, \ldots) \) is given \( ek_j \) as an additional input. The security game is changed by giving both the adversary and the challenger \( pk \) and giving to the adversary \( \{ek_j\}_{j \in T} \) in addition to \( (x^j)_{j \in T} \). Following the terminology from [16], we refer to HSS with this type of setup as public-key \((*, m, t)\)-HSS.

### 3 Constructions

In this section we present positive results on HSS that are either implicit in the literature or can be easily obtained from known results. We cast these results in terms of the general HSS framework from Section 2.

We start with a detailed example for casting Shamir’s secret sharing scheme [54] over a finite field \( \mathbb{F} \) as a perfectly secure, \( \mathbb{F} \)-additive \((2, m, t)\)-HSS scheme for the function \( F \) that multiplies two field elements. Such a scheme exists if and only if \( m > 2t \).

**Example 5 (Additive \((2, m, t)\)-HSS for field multiplication).** Let \( m, t \) be parameters such that \( m > 2t \), let \( \mathbb{F} \) be a finite field with \( |\mathbb{F}| > m \), let \( \theta_1, \ldots, \theta_m \) be distinct nonzero field elements, and let \( \lambda_1, \ldots, \lambda_n \) be field elements (“Lagrange coefficients”) such that for any univariate polynomial \( p \) over \( \mathbb{F} \) of degree at most \( 2t \) we have \( p(0) = \sum_{j=1}^{m} \lambda_j p(\theta_j) \). Let \( F : \mathbb{F} \times \mathbb{F} \to \mathbb{F} \) be the (constant-size) function defined by \( F(x_1, x_2) = x_1 \cdot x_2 \). A perfectly secure, additive \((2, m, t)\)-HSS scheme for \( F \) is defined by the following algorithms. (Since \( F \) is a constant-size function we are not concerned with efficiency; we also omit \( x_0 \) since there is no server input and omit the security parameter \( \lambda \) since security is perfect.)

1. **\text{Share}(i, x):** pick \( r_1, \ldots, r_t \) uniformly at random from \( \mathbb{F} \) and let \( p(Z) = x + r_1 Z + r_2 Z^2 + \ldots + r_t Z^t \) be a random polynomial of degree at most \( t \) with \( x \) as its free coefficient. Output \((p(\theta_1), \ldots, p(\theta_m))\). Note that \( \text{Share} \) does not depend on \( i \) (the inputs are shared the same).
2. \text{Eval}(j, (x_1^j, x_2^j)) \text{: Output } \lambda_j \cdot x_1^j x_2^j.
3. \text{Dec}(y^1, \ldots, y^m) \text{: Output } y^1 + \ldots + y^m.

We now survey some other instances of HSS schemes from the literature.

- Additive \(m\)-out-of-\(m\) secret sharing over an Abelian group \(G\) is a \(G\)-additive, perfectly secure \((*, m)\)-HSS for the function \(F(x_1, \ldots, x_n) = x_1 + \ldots + x_n\) where \(x_i \in G\). This is the first instance of HSS considered in the literature [10].

- Generalizing Example 5, multiplicative secret sharing [25] over a finite field \(F\) is an \(F\)-additive, perfectly secure \((2, m, t)\)-HSS for the function \(F\) that multiplies two field elements. Such schemes exist if and only if \(m > 2t\). Multiplicative secret sharing schemes such as Shamir’s scheme serve as the basis for secure multiparty computation protocols in the information-theoretic setting [9, 20]. More generally, information-theoretic \(F\)-additive \((d, m, t)\)-HSS for multiplying \(d\) elements of \(F\) exists if and only if \(m > dt\) [7]. Multiplicative schemes with a smaller threshold \(t\) that work over a constant-size field (independent of \(m\)) can be based on algebraic geometric codes [21]. Efficient multiplicative schemes that support a pointwise multiplication of two vectors are considered in [31, 19].

- A 1-round \(k\)-server private information retrieval (PIR) scheme [22, 23] can be seen as a weakly compact \((1, k, 1)\)-HSS for the selection function \(F(D; \gamma) = D_\gamma\). For the 2-server case \((k = 2)\), information theoretic PIR schemes provably cannot achieve our stronger notion of compactness unless the share size is linear in \(|D|\) [39, 47]. Moreover, current schemes only realize our relaxed notion of efficiency for \text{Share}, since the share size is super-polynomial in \(|\gamma|\) (see [28] for the best known construction in terms of total size of input shares and output shares). In the computational case, there are in fact additive 2-server schemes based on the existence of one-way functions, where \text{Share} satisfies the default strict notion of efficiency (see [15] for the best known construction).

- Non-trivial instances of compact, perfectly-secure \((1, 3, 1)\)-HSS for certain classes of depth-2 boolean circuits [8] implicitly serve as the basis for the best known constructions of information-theoretic 3-server PIR schemes and 3-query locally decodable codes [58, 29].

- The main result of [14] is a construction of (single-input, computationally secure, additive) \((1, 2)\)-\(\delta\)-HSS for branching programs under the DDH assumption. The same paper also obtains a public-key \((*, 2)\)-\(\delta\)-HSS variant of this result. Similar results assuming the circular security of the Paillier encryption were recently obtained in [30].

- The notion of function secret sharing (FSS) from [13] is dual to the notion of HSS for a program class \(\mathcal{P}\). It can be cast as an additive \((1, m)\)-HSS for the universal function \(F(x; P) = P(x)\), where \(P \in \mathcal{P}\) is a program given as input to the client and \(x\) is the common server input. The special case of distributed point function (DPF) [37] is FSS for the class of point functions (namely, functions that have nonzero output for at most one input). DPF can be seen as additive \((1, m)\)-HSS for the function \(F(x; (\alpha, \beta))\) that outputs \(\beta\) if \(x = \alpha\) and outputs 0 otherwise. It is known that one-way functions are necessary and sufficient for DPF [37].

- We observe that additive\(^1\) \((*, m)\)-HSS for \textit{circuits} with statistical correctness can be obtained from the Learning With Errors (LWE) assumption, by a simple variation of the FSS construction from spooky encryption of [27] (more specifically, their techniques for obtaining 2-round MPC). The share size in this construction must grow with the circuit

\(^1\) If one settles for the weaker notion of compactness, then single-input HSS can be trivially obtained from any FHE scheme by letting \text{Share} include an encryption of the input in one of the shares and split the decryption key into \(m\) shares.
depth, hence Share only satisfies the relaxed notion of efficiency; this dependence can be eliminated by relying on a stronger variant of LWE that involves circular security. We provide details of the underlying tools and construction in the full version.

We note that a key feature of HSS is that Dec does not require a secret key. This rules out nontrivial instances of single-server HSS. In particular, single-server PIR [49] and fully homomorphic encryption [35] cannot be cast as instances of our general definitional framework of HSS.

4 Limitations

In this section, we discuss some inherent limitations in HSS. First, in Section 4.1, we show lower bounds on the length of output shares in statistically-secure HSS using communication complexity lower bounds. In Section 4.2, we show that additive (2, 2)-HSS for the AND of two bits implies non-interactive key-exchange (NIKE). Given what is known about NIKE (in particular it only follows from non-generic assumptions, and it is not known to be implied directly by public-key encryption or OT), this gives a strong justification for the lack of instantiations from generic assumptions.

4.1 Lower Bounds for Statistically-Secure Multi-Input HSS

We show lower bounds on the length of output shares in statistically-secure multi-input HSS using lower bounds from communication complexity. The key step is to derive a public-coin two-party protocol to compute a function $F$ from an HSS scheme for the function $F$, and such that the communication cost of the resulting protocol only depends on the length of the output shares.

Communication complexity refresher. We consider public-coin interactive protocols $\Pi$ between two parties, Alice and Bob, who start the execution with respective inputs $x \in X$ and $y \in Y$, and common random tape $R$. (We can assume wlog that the protocol is otherwise deterministic, and all random coins come from $R$.) At any point in the execution, one of the parties can return an output value, denoted $\Pi(R, x, y)$. The cost of $\Pi$ is the maximum number of bits exchanged by Alice and Bob, taken as the worst case over all possible inputs $x, y$, and random tapes $R$. We also say that such a protocol is one-way (or one round) if only one message is sent, and this goes from Alice to Bob.

We are interested in the inherent cost of a protocol $\Pi$ that evaluates a function $F : X \times Y \to Z$. In particular, the (randomized) communication complexity of $F$ with error $\epsilon$, denoted $R_\epsilon(F)$, is the minimum cost of a public-coin protocol $\Pi$ such that $\Pr[\Pi(R, x, y) \neq F(x, y)] \leq \epsilon$ for all $x, y$, where the probability is over the public random string $R$. If we restrict ourselves to one-way protocols, then we define analogously the one-way communication complexity of $F$ with error $\epsilon$, denoted $R^{A \to B}_\epsilon(F)$. It is clear that $R^{A \to B}_\epsilon(F) \geq R_\epsilon(F)$.

The following are classical examples of lower bounds on the (one-way) randomized communication complexity.

▶ Theorem 6 (e.g., [50]). Let $IP_{\epsilon} : \{0, 1\}^\ell \times \{0, 1\}^\ell \to \{0, 1\}$ be such that $IP_{\epsilon}(x, y) = \sum_{i=1}^\ell x_iy_i \pmod{2}$. Then, $R_{1/3}(IP_{\epsilon}) = \Omega(\ell)$.

▶ Theorem 7 ([45]). Let $DISJ_{\epsilon} : \{0, 1\}^\ell \times \{0, 1\}^\ell \to \{0, 1\}$ be such that $DISJ_{\epsilon}(x, y) = \neg \bigvee_{i=1}^\ell (x_i \land y_i)$. Then, $R_{1/3}(DISJ_{\epsilon}) = \Omega(\ell)$.

▶ Theorem 8 ([48]). Let $INDEX_{\epsilon} : \{0, 1\}^\ell \times [\ell] \to \{0, 1\}$ be such that $INDEX_{\epsilon}(x_1, x_2, \ldots, x_{\ell}, i) = x_i$. Then, $R_{1/3}^{A \to B}(INDEX_{\epsilon}) = \Omega(\ell)$.
Lower bounds on the length of output shares. We start with a lower bound on the length of the output shares in (2, 2)-HSS. (Recall that \((n, m)\)-HSS is a shorthand for \((n, m, t = m - 1)\)-HSS.) Below, we extend the technique to more general settings.

Recall that a (2, 2)-HSS scheme is defined for a function \(F : \{(0, 1)^{\ast}\}^2 \to \{0, 1\}^{\ast}\). (In this section, we consider the case where the servers have no input \(x_0\), but the results extend straightforwardly to handle server inputs.) For any two integers \(\ell_1, \ell_2 \geq 2\), \(\delta = 1/6\), and \(\alpha = \frac{\ell}{2}\), regardless of the security parameter \(\lambda\), the length of the output shares must be at least \(g(\lambda, \ell_1, \ell_2) \geq \frac{\lambda}{2}\). The proof of Proposition 9 can be extended to obtain lower bounds for general (2, 2)-HSS.

\(\text{Corollary 10. There exists no weakly compact, statistically 1/24-secure 1/6-correct (2, 2)-HSS scheme for IP.}\)

\(\text{Proof. Apply Proposition 9 with } \ell_1 = \ell_2 = \ell, \delta = 1/6, \text{ and } \alpha = \frac{\ell}{2}. \) Regardless of the security parameter, the length of the output shares must be at least \(\Omega(\ell+m/2)\) by Theorem 6, and this violates weak compactness.

Extensions. Proposition 9 can be extended to obtain lower bounds for general \((n, m, t)\)-HSS where \(m, n \geq 2\) and \(t \geq m/2\). We briefly summarize the main ideas here.

\(\text{(2, 2)-HSS. For any } n \text{-ary function } F : \{(0, 1)^{\ast}\}^n \to \{0, 1\}^{\ast}, \text{ we can define a two-party function as follows. Fix } k \in \{1, \ldots, n-1\}, \text{ as well as Alice’s indices } I_1 = \{a_1, \ldots, a_{k}\}, \text{ and Bob’s indices } I_2 = \{b_1, \ldots, b_{n-k}\}, \text{ where } \{a_1, \ldots, a_{k}, b_1, \ldots, b_{n-k}\} = [n]. \text{ Then, } F((x_{a_1}, \ldots, x_{a_k}), (x_{b_1}, \ldots, x_{b_{n-k}})) = F(x_1, \ldots, x_n). \) The proof of Proposition 9 can be adapted to lower bound the length of the output shares in an (2, 2)-HSS scheme for \(F\) via \(R_{1/3}^{\star}(F)\), noting one would then choose the sets \(I_1, I_2\) to maximize communication complexity of the resulting \(F'\).
(n, m, t)-HSS for t ≥ m/2. A lower bound for (n, 2)-HSS extends straightforwardly to a lower bound for (n, m, t)-HSS where t ≥ m/2, since the latter type of HSS implies the former type, by simply having one of the two servers in the (n, 2)-HSS simulate m/2 ≤ m_1 ≤ t servers from the (n, m, t)-HSS scheme, and the other simulate the remaining m_2 = m - m_1 servers.

Simultaneous messages. In the case of (n, m)-HSS, where n ≥ m, we can alternatively obtain useful lower bounds via communication complexity in the simultaneous message model [48, 5], where m players send a message to a referee that decides the output. Roughly, a variant of the proof of Proposition 9 would build a protocol where the messages sent are exactly the m servers’ output shares.

4.2 Additive Multi-Input HSS Implies Non-Interactive Key Exchange

It is known that roughly any non-trivial additive HSS (even for a single input) implies the existence of one-way functions [37, 13]; in turn, one-way functions have been shown to imply additive (1, 2)- and (1, m)-HSS for certain classes of simple functions [23, 37, 13, 15]. However, to date, all constructions of additive HSS supporting multiple inputs rely on a select list of heavily structured assumptions: DDH, LWE, Paillier, and obfuscation [14, 27, 30]. A clear challenge is whether one can instantiate such an object from weaker general assumptions, such as one-way functions, public-key encryption, or oblivious transfer.

We show that this is unlikely to occur. We demonstrate the power of additive multi-input HSS by proving that even the minimal version of (2, 2)-additive-HSS for the AND of two input bits already implies the existence of non-interactive key exchange (NIKE) [26], a well-studied cryptographic notion whose known constructions similarly are limited to select structured assumptions. NIKE is black-box separated from one-way functions and highly unlikely to be implied by generic public-key encryption or oblivious transfer.

On the other hand, we observe that (2, 2)-additive-HSS for AND is unlikely to be implied by NIKE, as the primitive additionally implies the existence of 2-message oblivious transfer (OT) [14], unknown to follow from NIKE alone.

We first recall the definition – for a two-party protocol II between Alice and Bob, we denote by out_A(II) and out_B(II) their respective outputs, and Transc(II) the resulting transcript.

Definition 11 (NIKE). A 2-party protocol II with single-bit output is a secure non-interactive key-exchange (NIKE) protocol if the following conditions hold:

- **Non-Interactive**: The protocol II consists of exchanging a single (simultaneous) message.
- **Correctness**: The parties agree on a consistent output bit: Pr[out_A(II) = out_B(II)] = 1, over randomness of II.
- **Security**: There exists a negligible function ν such that for any non-uniform polynomial-time E, for every λ ∈ N, it holds Pr[b ← E(1^λ, Transc(II)) : b = out_A(II)] ≤ 1/2 + ν(λ), where probability is taken over the randomness of II and E.

Proposition 12. The existence of additive (2, 2)-HSS for the AND function F : \{0, 1\}^2 → \{0, 1\} defined by F(x_1, x_2) = x_1x_2 implies the existence of non-interactive key exchange.

Proof. Consider the candidate NIKE protocol given in Figure 1.

Non-interactive: By construction, the protocol consists of a single communication round.

Correctness: Follows by the additive decoding correctness of the (2, 2)-HSS for AND. Namely, with probability 1, it holds z^A + z^B = 0 ∈ \{0, 1\}; that is, z^A = z^B.

Security: Suppose there exists a polynomial-time eavesdropper E who, given the transcript of the protocol x^B, y^A succeeds in predicting Bob’s output bit z^B = Eval(B(x^B, y^B)) with
Communication Round:

- Alice samples shares of 0: i.e., \((x^A, x^B) \leftarrow \text{Share}(1^\lambda, A, 0)\).
  Send \(x^B\) to Bob.
- Bob samples a random bit \(b \leftarrow \{0, 1\}\) and shares \(b\): \((y^A, y^B) \leftarrow \text{Share}(1^\lambda, B, b)\).
  Send \(y^A\) to Alice.

Output round:

- Alice outputs \(z^A = \text{Eval}(A, (x^A, y^A)) \in \{0, 1\}\).
- Bob outputs \(z^B = \text{Eval}(B, (x^B, y^B)) \in \{0, 1\}\).

\[ \text{Figure 1} \] NIKE protocol from any additive \((2, 2)\)-HSS for AND.

advantage \(\alpha\): i.e.,

\[
\Pr \left[ \begin{array}{l}
(x^A, x^B) \leftarrow \text{Share}(1^\lambda, A, 0); \\
(y^A, y^B) \leftarrow \text{Share}(1^\lambda, B, b); \\
b' \leftarrow \text{Eval}(B, (x^B, y^B))
\end{array} \right] \geq 1/2 + \alpha(\lambda).
\]

We prove in such case \(\alpha\) must be negligible, via the following two claims.

\[ \text{Claim 13.} \] \(E\) must succeed with advantage \(\alpha\) if Alice shares 1 instead of 0: Explicitly, there exists a negligible function \(\nu_1\) for which

\[
\Pr \left[ \begin{array}{l}
(x^A, x^B) \leftarrow \text{Share}(1^\lambda, A, 1); \\
(y^A, y^B) \leftarrow \text{Share}(1^\lambda, B, b); \\
b' \leftarrow \text{Eval}(B, (x^B, y^B))
\end{array} \right] \geq 1/2 + \alpha(\lambda) - \nu_1(\lambda).
\]

\[ \text{Proof of Claim 13.} \] Follows by the security of Alice’s HSS execution. Namely, consider a distinguishing adversary \(D\) for the \((2, 2)\)-AND-HSS, who performs the following:

1. Sample a random bit \(b \leftarrow \{0, 1\}\) and HSS share \(b\) as \((y^A, y^B) \leftarrow \text{Share}(1^\lambda, B, b)\).
2. Receive a challenge secret share \(x^B\), generated either as \((x^A, x^B) \leftarrow \text{Share}(1^\lambda, A, 0)\) or \((x^A, x^B) \leftarrow \text{Share}(1^\lambda, A, 1)\).
3. Execute \(E\) on “transcript” \(x^B\) and \(y^A\): Let \(b' \leftarrow \text{Eval}(1^\lambda, (x^B, y^A))\).
4. Output 0 if and only if \(b' = b\).

By construction, the distinguishing advantage of \(D\) is exactly the difference in the prediction advantage of \(E\) from the real protocol and the protocol in which Alice shares 1 instead of 0. Thus, this difference must be bounded by some negligible function \(\nu_1\).

\[ \text{Claim 14.} \] The prediction advantage \(\alpha(\lambda)\) of \(E\) must be negligible in \(\lambda\).

\[ \text{Proof of Claim 14.} \] Follows by the security of Bob’s HSS execution. Namely, consider a distinguishing adversary \(D\) for the \((2, 2)\)-AND-HSS, who performs the following:

1. Generate HSS shares of 1, as \((x^A, x^B) \leftarrow \text{Share}(1^\lambda, A, 1)\).
2. Receive challenge secret share \(y^A\), generated as \((y^A, y^B) \leftarrow \text{Share}(1^\lambda, B, b)\) for random challenge bit \(b \leftarrow \{0, 1\}\).
3. Execute \(E\) on “transcript” \(x^B\) and \(y^A\): Let \(b' \leftarrow \text{Eval}(1^\lambda, (x^B, y^A))\).
4. Output \(b'\) as a guess for \(b\).

By construction, the distinguishing advantage of \(D\) is precisely \(\alpha(\lambda) - \nu_1(\lambda)\). Thus (since \(\nu_1\) is negligible), it must be that \(\alpha\) is negligible, as desired.
This concludes the proof of Proposition 12.

As a direct corollary of this result, any form of HSS which implies additive (2,2)-HSS for AND automatically implies NIKE as well. This includes HSS for any functionality $F$ with an embedded AND in its truth table.

As an example, consider a form of split distributed point function [37], where the nonzero input value $\alpha \in \{0,1\}^\ell$ of the secret point function $f_\alpha$ is held split as additive shares across two clients. This corresponds to additive (2,2)-HSS for the function $F(x;\alpha_1,\alpha_2) = [x == (\alpha_1 \oplus \alpha_2)]$ (i.e., evaluates to 1 if and only if $x = \alpha_1 \oplus \alpha_2$). Such a notion would have applications for secure computation protocols involving large public databases, where the index $\alpha$ of the desired data item is not known to either party, but rather determined as the result of an intermediate computation. Unfortunately, we show that such a tool (even for inputs of length 2 bits) implies NIKE, and thus is unlikely to exist from lightweight primitives.

▶ Corollary 15. The existence of “split” DPF, i.e. additive (2,2)-HSS for the function $F(x;\alpha_1,\alpha_2) = [x == (\alpha_1 \oplus \alpha_2)]$, implies the existence of NIKE.

Proof. Consider the special case of 2-bit values $\alpha_0,\alpha_1 \in \{0,1\}^2$. We show evaluation of $F$ enables evaluation of AND of clients’ input bits, and thus additive (2,2)-HSS for AND. Indeed, for any $b_1,b_2 \in \{0,1\}$, observe that $F((0,0);(1,b_1),(b_2,1)) = [(0,0) == ((1,b_1) \oplus (b_2,1))] = [(0,0) == (b_1 \oplus 1,b_2 \oplus 1)] = b_1 \land b_2$.

5 Applications

In this section we present two types of applications of HSS. In Section 5.1 we present an application to 2-round secure multiparty computation, and in Section 5.2 we present an application to worst-case to average-case reductions.

5.1 From (3,2)-HSS to 2-Round MPC

Let us define the following function over $\mathbb{Z}_2$: $3\text{Mult}(x_1, x_2, x_3) = x_1 x_2 x_3$. In this section, we show that (3,2)-HSS for 3Mult implies 2-round MPC for arbitrary functions in the client-server model. Recall that $(n,m)$-HSS refers to HSS with $n$ clients, $m$ servers, tolerating up to $m-1$ corrupted servers. An $n$-client $m$-server MPC protocol for computing an $n$-ary functionality $F$, is a standard MPC protocol with $n + m + 1$ parties, including $n$ (input) clients each holding an input $x_i$, $m$ servers, and a single output client who receives the output $F(x_1,\cdots,x_n)$. A 2-round $n$-client $m$-server MPC protocol has the special communication pattern that in the first round each client sends a message (a.k.a. input share) to each server, and in the second round each server sends a message (a.k.a. output share) to the output client, who then recovers the output. Such a protocol is $t$-secure if secure against any passive, semi-honest, adversary corrupting any set of parties including at most $t$ servers, according to the standard definition of semi-honest security of MPC. Below we consider the default case of $t = m - 1$, and denote such MPC as $(n,m)$-MPC. Due to the lack of space, we refer the reader to [18, 38] for standard definitions of MPC protocols, and to the full version for more details on client-server MPC.

▶ Theorem 16. Assume the existence of PRGs in NC$^1$. For any $n,m$, and any polynomial-time computable function $F : (\{0,1\}^*)^n \rightarrow \{0,1\}$, there is a construction of an $(n,m)$-MPC protocol that securely computes $F$, from an additive (3,2)-HSS for 3Mult.
Combining this with the additive $\delta$-HSS construction of [14] from DDH would result in $(n, m)$-MPC from DDH with (at best) only $1/\text{poly}(\lambda)$ correctness. Fortunately, we can do better. Indeed, as an intermediate step in the proof of Theorem 16 (Lemmas 21 and 22 below), we prove that $(3, 3)$-MPC for $3\text{Mult}$ also suffices to imply $(n, m)$-MPC for general functions. A construction of $(3, 3)$-MPC for general functions (in the PKI model) was shown to follow from DDH in [16] (in fact, they obtain $(n, c)$-MPC for any constant number of servers $c$). Combining this with Lemmas 21 and 22, and the fact that PRGs in $\mathsf{NC}^1$ also follow from DDH, we obtain the following result. This improves directly over the 2-round MPC result of [16], by supporting an arbitrary polynomial number of servers instead of constant. (See Introduction for comparison with other recent 2-round MPC results.)

**Corollary 17** (2-round MPC from DDH). For any $n, m$, and any polynomial-time computable function $F : \{(0, 1)\}^n \rightarrow \{0, 1\}$, there is a construction of an $(n, m)$-MPC protocol that securely computes $F$ in the PKI model, assuming DDH.

We prove Theorem 16 by combining the following steps; see full version for details.

**Step 1: $(3, 2)$-HSS for $3\text{Mult-Plus}$.** Starting from an additive $(3, 2)$-HSS scheme $\Pi_{3\text{Mult}}$ for the function $3\text{Mult}$, thanks to the property of additive reconstruction, we can directly modify it to obtain an additive $(3, 2)$-HSS for the function $3\text{Mult-Plus}$ (again over $\mathbb{Z}_2$) defined as

$$3\text{Mult-Plus}((x_1, z_1), (x_2, z_2), (x_3, z_3)) = x_1x_2x_3 + z_1 + z_2 + z_3.$$  

**Lemma 18.** There is a construction of additive $(3, 2)$-HSS for the function $3\text{Mult-Plus}$ from any additive $(3, 2)$-HSS for the function $3\text{Mult}$.  

**Step 2: $(3, 3)$-MPC for $3\text{Mult-Plus}$.** From an additive $(3, 2)$-HSS scheme for $3\text{Mult-Plus}$, we can use the server-emulation technique from [16] to construct a 3-client 3-server MPC protocol for $3\text{Mult-Plus}$. In fact, the technique in [16] is way more general, it shows that from any given $n$-client $m$-server HSS for $3\text{Mult-Plus}$, one can construct a $n$-client $m^2$-server MPC protocol for any $n$-ary function $F$, assuming the existence of low-depth PRGs.

**Lemma 19 (Server-Emulation in [16]).** Assume existence of PRGs in $\mathsf{NC}^1$. For any $n, m$ and polynomial-time function $F : \{(0, 1)\}^n \rightarrow \{0, 1\}$, there is a construction of an $(n, m^2)$-MPC protocol $\Pi$ that securely computes $F$, from an additive $(n, m)$-HSS for $3\text{Mult-Plus}$. Their general lemma implies the following corollary we need, using the fact that one can reduce the number of servers by having a single server simulating multiple ones.

**Corollary 20.** Assume the existence of PRGs in $\mathsf{NC}^1$. There is a construction of a $(3, 3)$-MPC protocol that securely computes $3\text{Mult-Plus}$, from an additive $(3, 2)$-HSS for $3\text{Mult-Plus}$.

**Step 3: $(3, m)$-MPC for $3\text{Mult-Plus}$ – Increase the number of servers.** Next, from a $(3, 3)$-MPC protocol for computing $3\text{Mult-Plus}$, we show how to construct $(3, m)$-MPC protocol for computing the same function $3\text{Mult-Plus}$, with an arbitrary number $m$ of servers.

**Lemma 21.** For any $m$, there is a construction of $(3, m)$-MPC protocol that securely computes $3\text{Mult-Plus}$, from a $(3, 3)$-MPC protocol that securely computes $3\text{Mult-Plus}$.  

**Proof Overview.** Let $\Pi^3$ be a $(3, 3)$-MPC protocol for $3\text{Mult-Plus}$; consider $m$ servers, and three clients $C_1$, $C_2$, and $C_3$. Recall that each client $C_d$ has input $(x_d, z_d)$. If we naively let the three clients execute $\Pi^3$ with some subset of 3 servers, in the case all three servers are
corrupted, the security of $\Pi^3$ no longer holds, and the inputs of all clients are potentially revealed. Thus, the challenge is ensuring that when all but one server is corrupted, the inputs of honest clients remain hidden. To achieve this, each client secret-shares its input bit $x_d = \sum j s_d^j$; as long as server $S_j$ is uncorrupted, the $j$’th share $s_d^j$ for each honest client’s input $x_d$ remains hidden, and hence so are the inputs $x^d$. (As we will see shortly, the additive part of the inputs $z_d$ can be hidden easily.) Towards this, note that multiplying $x_1, x_2, x_3$ boils down to computing the sum of all possible degree 3 monomials over the shares $x_1 x_2 x_3 = \sum_{ijk} s_i^1 s_j^2 s_k^3$. Our idea is using the protocol $\Pi^3$ to compute the each monomial $s_i^1 s_j^2 s_k^3$ hidden with some random blinding bits, and in parallel, use a protocol $\Pi_{Add}$ for addition to cancel out these random blinding bits, as well as add $z_1, z_2, z_3$. More specifically,

- for every $i,j,k$, $C_1, C_2, C_3$ together with three appropriate servers described below run $\Pi^3$ to enable the output client to obtain $M_{ijk} = s_i^1 s_j^2 s_k^3 + t_{ijk}^1 + t_{ijk}^2 + t_{ijk}^3$, where $t_{ijk}^d$ is a random blinding bit sampled by client $C_d$;
- in parallel, $C_1, C_2, C_3$ together with all $m$ servers run a $(3,m)$-MPC protocol $\Pi_{Add}$ to enable the output client to obtain the sum $T = T^1 + T^2 + T^3$, where $T^d = z_d - \sum_{i,j,k} t_{ijk}^d$;
- finally, the output client adds all $M_{ijk}$ with $T$, which gives the correct output, i.e., $x_1 x_2 x_3 + z_1 + z_2 + z_3$.

The only question left is what are the three servers involved for computing $M_{ijk}$; they naturally should be servers $S_i, S_j, S_k$, since for an honest client, say $C_1$, if server $S_l$ is uncorrupted, the share $s_l^1$ remains hidden in all computations of $M_{ijk}$ involving this share. This allows us to argue security. One technicality is that some monomials may have form $s_i^1 s_j^2 s_k^3$ or $s_i^1 s_j^2 s_k^3$ and only correspond to two servers $S_i, S_j$ or one $S_i$. In the former case, we will use the $(3,2)$-MPC protocol $\Pi^3$, and in the latter case, we directly implement a trivial protocol with one server.

### Step 4: $(n,m)$-MPC for $F$ — Increase the number of clients and handle general function.

Finally, we show how to construct MPC protocols for computing any $n$-ary function $F$, from MPC protocols for computing 3Mult-Plus, using the same number $m$ of servers.

**Lemma 22.** Assume the existence of PRGs in $NC^1$. For any $n, m$, and any polynomial-time computable function $F : (\{0,1\}^n \rightarrow \{0,1\}$, there is a construction of $(n,m)$-MPC protocol that securely computes $F$, from a $(3,m)$-MPC protocol that securely computes 3Mult-Plus.

**Proof Overview.** Staring from a $(3,m)$-MPC protocol $\Pi_{3\text{Mult-Plus}}$ for 3Mult-Plus, our goal is constructing a $(n,m)$-MPC protocol $\Pi_F$ for an arbitrary $F$ with an arbitrary number of clients. To do so, we reduce the task of computing $F$ to the task of computing a degree-3 randomized encoding $\RE_F(x_1, \cdots, x_n; r)$ of $F$. Here, having a degree of 3 means that $\RE_F$ can be represented as a degree 3 polynomial in its input and random bits. Such a randomized encoding scheme is constructed in [43, 1], assuming the existence of a low-depth PRG. The first question is where does the random tape $r$ come from. Clearly, $r$ can not be determined by any subset of clients. Therefore, the natural choice is having $r = r_1 + \cdots + r_n$ contributed by all clients. When the randomized encoding has degree 3, its computation can be expanded into a sum of degree three monomials, that is, $\RE_F(x_1, \cdots, x_n; r = r_1 + \cdots + r_n) = \sum a_{ijk} v_i v_j v_k$, where each variable $v_i$ is either a bit in some input $x_i$ or a bit in some random tape $r_i$. This decomposes the computation of $F$ into many 3-way multiplications, which can be done securely using 3Mult-Plus. More specifically, in the protocol $\Pi_F$,

- for every monomial $a_{ijk} v_i v_j v_k$, the three clients $C_i, C_j, C_k$, holding the variables $v_i, v_j, v_k$,
- run $\Pi_{3\text{Mult-Plus}}$ with all $m$ servers to enable the output client to obtain $M_{ijk} = a_{ijk} v_i v_j v_k + \sum_{l \neq i,j,k} \Pi_{3\text{Mult-Plus}}$.
We then discuss applications of these reductions to fine-grained average-case hardness and verifiable computation. These applications of HSS can be seen as more efficient or more general conditional variants of previous applications of locally random reductions that rely on arithmetization or error-correcting codes [51, 12, 4, 55, 37, 6]. In contrast to the above reductions, the HSS-based reductions can reduce any polynomial-time computable function to another polynomial-time computable function with closely related complexity.

Worst-case to average-case reductions based on fully homomorphic encryption (FHE) were previously used by Chung et al. [24] in the context of delegating computations. Compared to the FHE-based reductions, the use of HSS has the advantages of diversifying assumptions, making only a constant number of queries to a Boolean function (as small as 2), and minimizing the complexity of recovering the output from the answers to the queries.

To make the discussion concrete, we focus here on the application of (computationally secure, additive) for the universal function \( F(C; x) = C(x) \). Such HSS schemes can be based on variants of the LWE assumption (as described in the full version). Weaker versions of the following results that apply to branching programs can be based on the DDH assumption or the circular security of Paillier encryption using the HSS schemes from [14, 30].

A high level overview. The idea of using HSS for worst-case to average-case reductions is similar to previous applications of locally random reductions for this purpose, except that we apply a “hybrid HSS” technique [14] to improve the efficiency of the reduction. Concretely, the reduction proceeds as follows. Suppose for simplicity that the HSS sharing algorithm \( \text{Share}(1^3, x) \) outputs a pair of shares \((x^1, x^2)\) such that each share is individually pseudorandom. Moreover, suppose that the evaluation function \( \text{Eval}(j, C, x^j) \) does not depend on \( j \). The evaluation of a circuit \( C : \{0, 1\}^n \rightarrow \{0, 1\} \) on an arbitrary input \( x \in \{0, 1\}^n \) can then be reduced to the evaluation of an extended circuit \( \hat{C} \), defined by \( \hat{C}(\hat{x}) = \text{Eval}(C, \hat{x}) \), on the two inputs \( x^1, x^2 \). Indeed, \( C(x) = \hat{C}(x^2) \oplus \hat{C}(x^3) \). Now, suppose that \( \hat{C} \) is a polynomial-size circuit that agrees with \( \hat{C} \) on all but an \( \epsilon \) fraction of the inputs. Then, by the pseudo-randomness of \( x^1, x^2 \), the probability that \( \hat{C} \) agrees with \( \hat{C} \) on both inputs, and hence the reduction outputs the correct value \( C(x) \), is at least \( 1 - 2\epsilon - \negl(n) \). Finally, to make the reduction run in near-linear time, we convert the given HSS into a hybrid HSS scheme in which the sharing \( \text{Share}^\prime \) can be implemented in near-linear time. The algorithm \( \text{Share}^\prime \) uses \( \text{Share} \) to share a short seed \( r \) for a pseudorandom generator \( G \), and includes the masked input \( G(r) \oplus x \) as part of both shares. Given a circuit \( C \) and \( G(r) \oplus x \), one can efficiently compute a circuit \( C^\prime \) such that \( C^\prime(r) = C(x) \). The algorithm \( \text{Eval}^\prime \) of the hybrid scheme applies \( \text{Eval} \) to homomorphically evaluate \( C^\prime \) on \( r \).

---

\(^2\) The requirement of being additive can be relaxed here to small decoding complexity.
The following theorem formalizes and generalizes the above. Here, by a “near-linear time” algorithm we refer to an algorithm whose running time is $O(n^{1+\epsilon})$ for an arbitrary $\epsilon > 0$. The proof of the theorem is deferred to the full version.

**Theorem 23 (Worst-case to average-case reductions from HSS).** Suppose there is a $(1, 2)$-HSS scheme (Share, Eval, Dec) for circuits. Then, there is a near-linear time probabilistic oracle algorithm $Q^1 : \{0, 1\}^* \rightarrow \{0, 1\}^*$, polynomial-time algorithm $A : \{0, 1\} \times \{0, 1\}^* \rightarrow \{0, 1\}$, and a PPT sampling algorithm $D(1^n)$ with the following properties:

- $Q$ makes two queries to a Boolean oracle (where the queries are computed in near-linear time and the answers are 1-bit long) and outputs the exclusive-or of the two answer bits.
- For any $x \in \{0, 1\}^n$ and circuit $C : \{0, 1\}^n \rightarrow \{0, 1\}$, we have $\Pr[Q^{A(C, \cdot)}(x) = C(x)] = 1$.
- For any polynomial $p(\cdot)$ there is a negligible $\mu(\cdot)$ such that the following holds. For any $x \in \{0, 1\}^n$ and circuits $C : \{0, 1\}^n \rightarrow \{0, 1\}$, $A^*_C : \{0, 1\}^n \rightarrow \{0, 1\}$ of size $\leq p(n)$ such that $\Pr_{x \leftarrow D(1^n)}[A^*_C(x) = A(C, x)] \geq 1 - \epsilon$, we have $\Pr[Q^{A^*_C(\cdot)}(x) = C(x)] \geq 1 - 2\epsilon - \mu(n)$.

Moreover, if Share produces pseudorandom shares then the distribution $D(1^n)$ can be replaced by the uniform distribution.

**Remark 24 (Instantiating Theorem 23).** The strong flavor of HSS required by Theorem 23 can be instantiated under a variant of the LWE assumption that further assumes circular security [35, 27]. Due to the negligible decoding error of the HSS, we get a slightly weaker version of the conclusion where $\Pr[Q^{A(C, \cdot)}(x) = C(x)] \geq 1 - \text{negl}(n)$. On the other hand, since the implementation of Eval has a small asymptotic overhead, we get the stronger guarantee that the oracle $A(C, \cdot)$ has roughly the same circuit size as $C$ (rather than being polynomially bigger). One can relax the assumption to a more standard variant of LWE by using depth-dependent HSS for circuits, where the length of the input shares grows polynomially with the depth of the circuit $C$ being evaluated by Eval. In this case, using an LWE-based NC$^4$ implementation of the PRG $G$, the conclusion of Theorem 23 still holds when restricted to NC-circuits $C$. More generally, the complexity of $Q$ should in this case be allowed to grow with the depth of $C$.

We now informally discuss two types of applications of Theorem 23, which follow previous applications of such worst-case to average-case reductions from the literature.

**Fine-grained average-case hardness.** Theorem 23 implies, assuming HSS for circuits, that the following holds for any constants $c' > c$. For every polynomial-time computable function $f$ there is a polynomial-time computable “extension” $\hat{f}$, such that if $\hat{f}$ has a time-$O(n^{c'})$ algorithm that computes it correctly on, say, 90% on the inputs, then $f$ has a time-$O(n^{c'})$ probabilistic algorithm that computes it correctly (with overwhelming probability) on every input. This implies that if $f$ is hard in the worst case for time $O(n^{c'})$ then $\hat{f}$ is hard in the average case for time $O(n^{c'})$. The same connection holds also in a non-uniform setting.

A similar result under the incomparable assumption that FHE exists is given in [24]. These results are incomparable to recent results on fine-grained average case hardness [6, 41] that obtain tighter and unconditional connections of this kind, but only for specific functions $f$.

**Verifiable computation.** The goal of program checking [12] is to reliably compute a given function $f$ using an untrusted program or piece of hardware that purportedly computes $f$. We consider a variant of the problem in which a program $M$ for computing $f : \{0, 1\}^n \rightarrow \{0, 1\}$ can access a purported implementation of a related function $\hat{f}$. The program $M$ can make oracle calls to $\hat{f}$ and perform additional computations, as long as the complexity of these
additional computations is significantly smaller than that of computing \( f \) from scratch. The requirements are that if \( \hat{f} \) is implemented correctly, then \( M^{\hat{f}}(x) = f(x) \) for all \( x \). On the other hand, even if \( \hat{f} \) is replaced by an incorrect implementation \( \hat{f}^* \), the output of \( M^{\hat{f}^*}(x) \) on every input \( x \) is either \( f(x) \) or \( \perp \) except with small failure probability \( \epsilon \). This is very similar to the traditional goal of verifiable computation, except that a malicious “prover” \( \hat{f}^* \) is required to be stateless. In this setting, one can make a direct use of probabilistically checkable proofs (PCPs) for proving the correctness of \( f(x) \) without any additional cryptographic machinery.

Using the HSS-based worst-case to average-case reduction from Theorem 23, we get checkers \( M \) with the following feature: after an input-independent polynomial-time preprocessing, any computation \( f(x) \) can be verified with an arbitrarily small inverse polynomial error by receiving just a constant number of bits from \( \hat{f}^* \). (See full version for details.) We do not know of any other approach for verifiable computation that yields such a result.

6 Conclusions and Open Problems

In this work we initiate a systematic study of homomorphic secret sharing (HSS) by providing a taxonomy of HSS variants and establishing some negative results and relations with other primitives. We also present applications of HSS in cryptography and complexity theory.

There is much left to understand about the feasibility and efficiency of HSS in different settings. In the information-theoretic setting, we have no strong negative results for single-input, (weakly) compact HSS. This should be contrasted with multi-input compact HSS, for which negative results are obtained in this work, and with single-input additive HSS, where information-theoretic impossibility results are also known [22]. The difficulty of making progress on this question can be partially explained by its relation with information-theoretic private information retrieval and locally decodable codes [46, 8], for which proving good lower bounds is still an outstanding challenge. However, this barrier only seems to apply to special instances of the general problem. In the computational setting, the main open problems are to obtain HSS schemes for circuits under new assumptions and, more broadly, extend the capabilities of HSS schemes that do not rely on FHE.
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Abstract
We study whether a depth two neural network can learn another depth two network using gradient descent. Assuming a linear output node, we show that the question of whether gradient descent converges to the target function is equivalent to the following question in electrodynamics: Given \( k \) fixed protons in \( \mathbb{R}^d \), and \( k \) electrons, each moving due to the attractive force from the protons and repulsive force from the remaining electrons, whether at equilibrium all the electrons will be matched up with the protons, up to a permutation. Under the standard electrical force, this follows from the classic Earnshaw’s theorem. In our setting, the force is determined by the activation function and the input distribution. Building on this equivalence, we prove the existence of an activation function such that gradient descent learns at least one of the hidden nodes in the target network. Iterating, we show that gradient descent can be used to learn the entire network one node at a time.
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1 Introduction
Deep learning has resulted in major strides in machine learning applications including speech recognition, image classification, and ad-matching. The simple idea of using multiple layers of nodes with a non-linear activation function at each node allows one to express any function. To learn a certain target function we just use (stochastic) gradient descent to minimize the loss; this approach has resulted in significantly lower error rates for several real world functions, such as those in the above applications. Naturally the question remains: how close are we to the optimal values of the network weight parameters? Are we stuck in some bad local minima? While there are several recent works [8, 11, 17] that have tried to study the presence of local minima, the picture is far from clear.

* The full version of this paper is available at [25], https://arxiv.org/abs/1702.00458
† Part of this work was done when this author was a research scientist at Google Inc., Mountain View, CA, USA
There has been some work on studying how well can neural networks learn some synthetic function classes (e.g. polynomials [1], decision trees). In this work we study how well can neural networks learn neural networks with gradient descent? Our focus here, via the framework of proper learning, is to understand if a neural network can learn a function from the same class (and hence achieve vanishing error).

Specifically, if the target function is a neural network with randomly initialized weights, and we attempt to learn it using a network with the same architecture, then, will gradient descent converge to the target function?

Experimental simulations (see Figure 1 and Section 5 for further details) show that for depth 2 networks of different widths, with random network weights, stochastic gradient descent of a hypothesis network with the same architecture converges to a squared $\ell_2$ error that is a small percentage of a random network, indicating that SGD can learn these shallow networks with random weights. Because our activations are sigmoidal from -1 to 1, the training error starts from a value of about $\frac{1}{2}$ (random guessing) and diminishes quickly to under 0.002. This seems to hold even when the width, the number of hidden nodes, is substantially increased (even up to 125 nodes), but depth is held constant at 2.

In this paper, we attempt to understand this phenomenon theoretically. We prove that, under some assumptions, depth-2 neural networks can learn functions from the same class with vanishingly small error using gradient descent.

1.1 Results and Contributions

We theoretically investigate the question of convergence for networks of depth two. Our main conceptual contribution is that for depth 2 networks where the top node is a sum node, the question of whether gradient descent converges to the desired target function is equivalent to the following question in electrodynamics: Given $k$ fixed protons in $\mathbb{R}^d$, and $k$ moving electrons, with all the electrons moving under the influence of the electrical force of
attraction from the protons and repulsion from the remaining electrons, at equilibrium, are all the electrons matched up with all the fixed protons, up to a permutation?

In the above, $k$ is the number of hidden units, $d$ is the number of inputs, the positions of each fixed charge is the input weight vector of a hidden unit in the target network, and the initial positions of the moving charges are the initial values of the weight vectors for the hidden units in the learning network. The motion of the charges essentially tracks the change in the network during gradient descent. The force between a pair of charges is not given by the standard electrical force of $1/r^2$ (where $r$ is the distance between the charges), but by a function determined by the activation and the input distribution. Thus the question of convergence in these simplified depth two networks can be resolved by studying the equivalent electrodynamics question with the corresponding force function.

**Theorem 1** (informal statement of Theorem 5). Applying gradient descent for learning the output of a depth two network with $k$ hidden units with activation $\sigma$, and a linear output node, under squared loss, using a network of the same architecture, is equivalent to the motion of $k$ charges in the presence of $k$ fixed charges where the force between each pair of charges is given by a potential function that depends on $\sigma$ and the input distribution.

Based on this correspondence we prove the existence of an activation function such that the corresponding gradient descent dynamics under standard Gaussian inputs result in learning at least one of the hidden nodes in the target network. We then show that this allows us to learn the complete target network one node at a time. For more realistic activation functions, we only obtain partial results. We assume the sample complexity is close to its infinite limit.

**Theorem 2** (informal statement of Theorem 12). There is an activation function such that running gradient descent for minimizing the squared loss along with $\ell^2$ regularization for standard Gaussian inputs, at convergence, we learn at least one of the hidden weights of the target neural network.

We prove that the above result can be iterated to learn the entire network node-by-node using gradient descent (Theorem 17). Our algorithm learns a network with the same architecture and number of hidden nodes as the target network, in contrast with several existing improper learning results.

In the appendix, we show some weak results for more practical activations. For the sign activation, we show that for the loss with respect to a single node, the only local minima are at the hidden target nodes with high probability if the target network has a randomly picked top layer. For the polynomial activation, we derive a similar result under the assumption that the hidden nodes are orthonormal.
1.2 Intuition and Techniques

Note that for the standard electric potential function given by $\Phi = 1/r$ where $r$ is the distance between the charges, it is known from Earnshaw's theorem that an electrodynamic system with some fixed protons and some moving electrons is at equilibrium only when the moving electrons coincide with the fixed protons. Given our translation above between electrodynamic systems and depth 2 networks (Section 2), this would imply learnability of depth 2 networks under gradient descent under $\ell_2$ loss, if the activation function corresponds to the electrostatic potential. However, there exists no activation function $\sigma$ corresponding to this $\Phi$.

The proof of Earnshaw's theorem is based on the fact that the electrostatic potential is harmonic, i.e., its Laplacian (trace of its Hessian) is identically zero. This ensures that at every critical point, there is direction of potential reduction (unless the hessian is identically zero). We generalize these ideas to potential functions that are eigenfunctions of the Laplacians, $\lambda$-harmonic potentials (Section 3). However, these potentials are unbounded. Subsequently, we construct a non-explicit activation function such that the corresponding potential is bounded and is almost $\lambda$-harmonic, i.e., it is $\lambda$-harmonic outside a small sphere (Section 4). For this activation function, we show at a stable critical point, we must learn at least one of the hidden nodes. Gradient descent (possibly with some noise, as in the work of Ge et al. [12]) is believed to converge to stable critical points. However, for simplicity, we descend along directions of negative curvature to escape saddle points. Our activation lacks some regularity conditions required in [12]. We believe the results in [16] can be adapted to our setting to prove that perturbed gradient descent converges to stable critical points.

There is still a large gap between theory and practice. However, we believe our work can offer some theoretical explanations and guidelines for the design of better activation functions for gradient-based training algorithms. For example, better accuracy and training speed were reported when using the newly discovered exponential linear unit (ELU) activation function in [9, 21]. We hope for more theory-backed answers to these and many other questions in deep learning.

1.3 Related Work

If the activation functions are linear or if some independence assumptions are made, Kawaguchi shows that the only local minima are the global minima [17]. Under the spin-glass and other physical models, some have shown that the loss landscape admits well-behaving local minima that occur usually when the overall error is small [8, 11]. When only training error is considered, some have shown that a global minima can be achieved if the neural network contains sufficiently many hidden nodes [23]. Recently, Daniely has shown that SGD learns the conjugate kernel class [10]. Under simplifying assumptions, some results for learning ReLUs with gradient descent are given in [24, 7]. Our research is inspired by [1], where the authors show that for polynomial target functions, gradient descent on neural networks with one hidden layer converges to low error, given a large number of hidden nodes, and under complex perturbations, there are no robust local minima. Even more recently, similar results about the convergence of SGD for two-layer neural networks have been established for a polynomial activation function under a more complex loss function [13]. And in [19], they study the same problem as ours with the RELU activation and where lower layer of the network is close to identity and the upper layer has weights all one. This corresponds to the case where each electron is close to a distinct proton – under these assumptions they show that SGD learns the true network.
Under worst case assumptions, there has been hardness results for even simple networks. A neural network with one hidden unit and sigmoidal activation can admit exponentially many local minima [4]. Backpropagation has been proven to fail in a simple network due to the abundance of bad local minima [6]. Training a 3-node neural network with one hidden layer is NP-complete [5]. But, these and many similar worst-case hardness results are based on worst case training data assumptions. However, by using a result in [18] that learning a neural network with threshold activation functions is equivalent to learning intersection of halfspaces, several authors showed that under certain cryptographic assumptions, depth-two neural networks are not efficiently learnable with smooth activation functions [20, 27, 26].

Due to the difficulty of analysis of the non convex gradient descent in deep learning, many have turned to improper learning and the study of non-gradient methods to train neural networks. Janzamin et. al use tensor decomposition methods to learn the shallow neural network weights, provided access to the score function of the training data distribution [15]. Eigenvector and tensor methods are also used to train shallow neural networks with quadratic activation functions in [20].

Combinatorial methods that exploit layerwise correlations in sparse networks have also been analyzed provably in [3]. Kernel methods, ridge regression, and even boosting were explored for regularized neural networks with smooth activation functions in [22, 27, 26]. Non-smooth activation functions, such as the ReLU, can be approximated by polynomials and are also amenable to kernel methods[14]. These methods however are very different from the simple popular SGD.

2 Deep Learning, Potentials, and Electron-Proton Dynamics

2.1 Preliminaries

We will work in the space $\mathcal{M} = \mathbb{R}^d$. We denote the gradient and Hessian as $\nabla_t f$ and $\nabla^2_t f$ respectively. The Laplacian is defined as $\Delta_{\mathbb{R}^d} f = \text{Tr}(\nabla^2_{\mathbb{R}^d} f)$. If $f$ is multivariate with variable $x_i$, then let $f_{x_i}$ be a restriction of $f$ onto the variable $x_i$, with all other variables fixed. Let $\nabla_{x_i} f, \Delta_{x_i} f$ to be the gradient and Laplacian, respectively, of $f_{x_i}$ with respect to $x_i$. Lastly, we say $x$ is a critical point of $f$ if $\nabla f$ does not exist or $\nabla f = 0$.

We focus on learning depth two networks with a linear activation on the output node. If the network takes inputs $x \in \mathbb{R}^d$ (say from some distribution $\mathcal{D}$), then the network output, denoted $f(x)$ is a sum over $k = \text{poly}(d)$ hidden units with weight vectors $w_i \in \mathbb{R}^d$, activation $\sigma(x, w_i) : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$, and output weights $b_i \in \mathbb{R}$. Thus, we can write $f(x) = \sum_{i=1}^{k} b_i \sigma(x, w_i)$. We denote this concept class $C_{\sigma,k}$. Our hypothesis concept class is also $C_{\sigma,k}$.

Let $a = (a_1, \ldots, a_k)$ and $\theta = (\theta_1, \ldots, \theta_k)$; similarly for $b, w$ and our guess is $\hat{f}(x) = \sum_{i=1}^{k} a_i \sigma(x, \theta_i)$. We define $\Phi$, the potential function corresponding to the activation $\sigma$, as

$$\Phi(\theta, w) = \mathbb{E}_{x \sim D}[\sigma(X, \theta)\sigma(X, w)].$$

We work directly with the true squared loss error $L(a, \theta) = \mathbb{E}_{x \sim D}[(f - \hat{f})^2]$. To simplify $L$, we re-parametrize $a$ by $-a$ and expand.

$$L(a, \theta) = \mathbb{E}_{x \sim D} \left[ \left( \sum_{i=1}^{k} a_i \sigma(X, \theta_i) + \sum_{i=1}^{k} b_i \sigma(X, w_i) \right)^2 \right]$$

$$= \sum_{i=1}^{k} \sum_{j=1}^{k} a_i a_j \Phi(\theta_i, \theta_j) + 2a_i b_j \Phi(\theta_i, w_j) + b_i b_j \Phi(w_i, w_j),$$

(1)
Given $\mathcal{D}$, the activation function $\sigma$, and the loss $L$, we attempt to show that we can use some variant of gradient descent to learn, with high probability, an $\epsilon$-approximation of $w_j$ for some (or all) $j$. Note that our loss is jointly convex, though it is quadratic in $a$.

In this paper, we restrict our attention to translationally invariant activations and potentials. Specifically, we may write $\Phi = h(\theta - w)$ for some function $h(x)$. Furthermore, a translationally invariant function $\Phi(r)$ is radial if it is a function of $r = \|x - y\|$.

**Remark.** Translationally symmetric potentials satisfy $\Phi(\theta, \theta)$ is a positive constant. We normalize $\Phi(\theta, \theta) = 1$ for the rest of the paper.

We assume that our input distribution $\mathcal{D} = N(0, I_{d \times d})$ is fixed as the standard Gaussian in $\mathbb{R}^d$. This assumption is not critical and a simpler distribution might lead to better bounds. However, for arbitrary distributions, there are hardness results for PAC-learning halfspaces [18].

We call a potential function realizable if it corresponds to some activation $\sigma$. The following theorem characterizes realizable translationally invariant potentials under standard Gaussian inputs. Proofs and a similar characterization for rotationally invariant potentials can be found in Appendix B.

**Theorem 3.** Let $\mathcal{M} = \mathbb{R}^d$ and $\Phi$ is square-integrable and $\mathcal{F}(\Phi)$ is integrable. Then, $\Phi$ is realizable under standard Gaussian inputs if $\mathcal{F}(\Phi)(\omega) \geq 0$ and the corresponding activation is

$$\sigma(x) = (2\pi)^{d/4}e^{-x^2/4\mathcal{F}^{-1}(\mathcal{F}(\Phi))}(x)$$

where $\mathcal{F}$ is the generalized Fourier transform in $\mathbb{R}^d$.

### 2.2 Electron-Proton Dynamics

By interpreting the pairwise potentials as electrostatic attraction potentials, we notice that our dynamics is similar to electron-proton type dynamics under potential $\Phi$, where $w_i$ are fixed point charges in $\mathbb{R}^d$ and $\theta_i$ are moving point charges in $\mathbb{R}^d$ that are trying to find $w_i$. The total force on each charge is the sum of the pairwise forces, determined by the gradient of $\Phi$. We note that standard dynamics interprets the force between particles as an acceleration vector. In gradient descent, it is interpreted as a velocity vector.

**Definition 4.** Given a potential $\Phi$ and particle locations $\theta_1, ..., \theta_k \in \mathbb{R}^d$ along with their respective charges $a_1, ..., a_k \in \mathbb{R}$. We define **Electron-Proton Dynamics** under $\Phi$ with some subset $S \subseteq [k]$ of fixed particles to be the solution $(\theta_1(t), ..., \theta_k(t))$ to the following system of differential equations: For each pair $(\theta_i, \theta_j)$, there is a force from $\theta_j$ exerted on $\theta_i$ that is given by $F_i(\theta_j) = a_i a_j \nabla_{\theta_i} \Phi(\theta_i, \theta_j)$ and

$$\frac{d\theta_i}{dt} = \sum_{j \neq i} F_i(\theta_j)$$

for all $i \not\in S$, with $\theta_i(0) = \theta_i$. For $i \in S$, $\theta_i(t) = \theta_i$.

For the following theorem, we assume that $\theta$ is fixed.

**Theorem 5.** Let $\Phi$ be a symmetric potential and $L$ be as in (1). Running continuous gradient descent on $\frac{1}{2}L$ with respect to $\theta$, initialized at $(\theta_1, ..., \theta_k)$ produces the same dynamics as Electron-Proton Dynamics under $2\Phi$ with fixed particles at $w_1, ..., w_k$ with respective charges $b_1, ..., b_k$ and moving particles at $\theta_1, ..., \theta_k$ with respective charges $a_1, ..., a_k$.

### 3 Earnshaw’s Theorem and Harmonic Potentials

When running gradient descent on a non-convex loss, we often can and do get stuck at a local minima. In this section, we use second-order information to deduce that for certain
classes of potentials, there are no spurious local minima. The potentials In this section are often unbounded and un-realizable. However, in the next section, we apply insights developed here to derive similar convergence results for approximations of these potentials.

Earnshaw’s theorem in electrodynamics shows that there is no stable local minima for electron-proton dynamics. This hinges on the property that the electric potential \( \Phi(\theta, w) = ||\theta - w||^{2-d}, d \neq 2 \) is harmonic, with \( d = 3 \) in natural setting. If \( d = 2 \), we instead have \( \Phi(\theta, w) = -\ln(||\theta - w||) \). First, we notice that this is a symmetric loss, and our usual loss in (1) has constant terms that can be dropped to further simplify.

\[
L(a, \theta) = 2 \sum_{i=1}^{k} \sum_{i<j} a_i a_j \Phi(\theta_i, \theta_j) + 2 \sum_{i=1}^{k} \sum_{j=1}^{k} a_i b_i \Phi(\theta_i, w_j)
\]  

\[
(2)
\]

- **Definition 6.** \( \Phi(\theta, w) \) is a harmonic potential on \( \Omega \) if \( \Delta \Phi(\theta, w) = 0 \) for all \( \theta \in \Omega \), except possibly at \( \theta = w \).
- **Definition 7.** Let \( \Omega \subseteq \mathbb{R}^d \) and consider a function \( f : \Omega \rightarrow \mathbb{R} \). A critical point \( x^* \in \Omega \) is a local minimum if there exists \( \epsilon > 0 \) such that \( f(x^* + v) \geq f(x^*) \) for all \( ||v|| \leq \epsilon \). It is a strict local minimum if the inequality is strict for all \( ||v|| \leq \epsilon \).
- **Fact 8.** Let \( x^* \) be a critical point of a function \( f : \Omega \rightarrow \mathbb{R} \) such that \( f \) is twice differentiable at \( x^* \). Then, if \( x^* \) is a local minimum then \( \lambda_{\min}(\nabla^2 f(x^*)) \geq 0 \). Moreover, if \( \lambda_{\min}(\nabla^2 f(x^*)) > 0 \), then \( x^* \) is a strict local minimum.

Note that if \( \lambda_{\min}(\nabla^2 f(x^*)) < 0 \) then moving along the direction of the corresponding eigenvector decreases \( f \) locally. If \( \Phi \) is harmonic then it can be shown the trace of its Hessian is 0 so if there is any non zero eigenvalue then at least one eigenvalue is negative. This idea results in the following known theorem (see full proof in supplementary material) that is applicable to the electric potential function \( 1/r \) in 3-dimensions since is harmonic. It implies that a configuration of \( n \) electrons and \( n \) protons cannot be in a strict local minimum even if one of the mobile charges is isolated (however note that this potential function goes to \( \infty \) at \( r = 0 \) and may not be realizable).

- **Theorem 9.** (Earnshaw’s Theorem. See [2]) Let \( \mathcal{M} = \mathbb{R}^d \) and let \( \Phi \) be harmonic and \( L \) be as in (2). Then, \( L \) admits no differentiable strict local minima.

Note that the Hessian of a harmonic potential can be identically zero. To avoid this possibility we generalize harmonic potentials.

### 3.1 \( \lambda \)-Harmonic Potentials

In order to relate our loss function with its Laplacian, we consider potentials that are non-negative eigenfunctions of the Laplacian operator. Since the zero eigenvalue case simply gives rise to harmonic potentials, we restrict our attention to positive eigenfunctions.

- **Definition 10.** A potential \( \Phi \) is \( \lambda \)-harmonic on \( \Omega \) if there exists \( \lambda > 0 \) such that for every \( \theta \in \Omega \), \( \Delta \Phi(\theta, w) = \lambda \Phi(\theta, w) \), except possibly at \( \theta = w \).

Note that there are realizable versions of these potentials; for example \( \Phi(a, b) = e^{-||a-b||_1} \) in \( \mathbb{R}^1 \). In the next section, we construct realizable potentials that are \( \lambda \)-harmonic almost everywhere except when \( \theta \) and \( w \) are very close.

- **Theorem 11.** Let \( \Phi \) be \( \lambda \)-harmonic and \( L \) be as in (1). Then, \( L \) admits no local minima \( (a, \theta) \), except when \( L(a, \theta) = L(0, \theta) \) or \( \theta_i = w_j \) for some \( i, j \).
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Proof. Let \((a, \theta)\) be a critical point of \(L\). On the contrary, we assume that \(\theta_i \neq w_j\) for all \(i, j\). WLOG, we can partition \([k]\) into \(S_1, \ldots, S_r\) such that for all \(u \in S_i, v \in S_j\), we have \(\theta_u = \theta_v\) if \(i = j\). Let \(S_1 = \{\theta_1, \ldots, \theta_t\}\). We consider changing all \(\theta_1, \ldots, \theta_t\) by the same \(v\) and define \(H(a, v) = L(a, \theta_1 + v, \ldots, \theta_t + v, \theta_{t+1}, \ldots, \theta_k)\).

The optimality conditions on \(a\) are \(\frac{\partial L}{\partial a_i} = 2 \sum_j a_j \Phi(\theta_i, \theta_j) + 2 \sum_{j=1}^{k} b_j \Phi(\theta_i, w_j)\). Thus, by the definition of \(\lambda\)-harmonic potentials, we may differentiate as \(\theta_i \neq w_j\) and compute the Laplacian as

\[
\Delta_v H = \lambda \sum_{i=1}^{l} a_i \left( 2 \sum_{j=1}^{k} b_j \Phi(\theta_i, w_j) + 2 \sum_{j=i+1}^{k} a_j \Phi(\theta_i, \theta_j) \right)
\]

\[
= \lambda \sum_{i=1}^{l} a_i \left( -2 \sum_{j=1}^{l} a_j \Phi(\theta_i, \theta_j) \right) = -2\lambda \sum_{i=1}^{l} a_i \left( \sum_{j=1}^{l} a_j \right) = -2\lambda \left( \sum_{i=1}^{l} a_i \right)^2
\]

If \(\sum_{i=1}^{l} a_i \neq 0\), then we conclude that the Laplacian is strictly negative, so we are not at a local minimum. Similarly, we can conclude that for each \(S_i, \sum_{u \in S_i} a_u = 0\). In this case, since \(\sum_{i=1}^{k} a_i \sigma(\theta_i, x) = 0\), \(L(a, \theta) = L(0, \theta)\).

\[\square\]

4 Realizable Potentials with Convergence Guarantees

In this section, we derive convergence guarantees for realizable potentials that are almost \(\lambda\)-harmonic, specifically, they are \(\lambda\)-harmonic outside of a small neighborhood around the origin. First, we prove the existence of activation functions such that the corresponding potentials are almost \(\lambda\)-harmonic. Then, we reason about the Laplacian of our loss, as in the previous section, to derive our guarantees. We show that at a stable minima, each of the \(\theta_i\) is close to some \(w_j\) in the target network. We may end up with a many to one mapping of the learned hidden weights to the true hidden weights, instead of a bijection. To make sure that \(\|a\|\) remains controlled throughout the optimization process, we add a quadratic regularization term to \(L\) and instead optimize \(G = L + \|a\|^2\).

Our optimization procedure is a slightly altered version of gradient descent, where we incorporate a second-order method (which we call Hessian descent as in Algorithm 1) that is used when the gradient is small and progress is slow. The descent algorithm (Algorithm 2) allows us to converge to points with small gradient and small negative curvature. Namely, for smooth functions, in \(\text{poly}(1/\epsilon)\) iterations, we reach a point in \(\mathcal{M}_{G, \epsilon}\), where

\[
\mathcal{M}_{G, \epsilon} = \left\{ x \in \mathcal{M} \mid \|\nabla G(x)\| \leq \epsilon \text{ and } \lambda_{\text{min}}(\nabla^2 G(x)) \geq -\epsilon \right\}
\]

We show that if \((a, \theta)\) is in \(\mathcal{M}_{G, \epsilon}\) for \(\epsilon\) small, then \(\theta_i\) is close to \(w_j\) for some \(j\). Finally, we show how to initialize \((a(0), \theta(0))\) and run second-order GD to converge to \(\mathcal{M}_{G, \epsilon}\), proving our main theorem.

\[\blacktriangleleft\] Theorem 12. Let \(\mathcal{M} = \mathbb{R}^d\) for \(d \equiv 3 \mod 4\) and \(k = \text{poly}(d)\). For all \(\epsilon \in (0, 1)\), we can construct an activation \(\sigma\) such that if \(w_1, \ldots, w_k \in \mathbb{R}^d\) with \(w_i \sim \mathcal{N}(0, O(d \log d) I_{d \times d})\) and \(b_1, \ldots, b_k\) be randomly chosen at uniform from \([-1, 1]\), then with high probability, we can choose an initial point \((a(0), \theta(0))\) such that after running SecondGD (Algorithm 2) on the regularized objective \(G(a, \theta)\) for at most \((d/\epsilon)^{O(d)}\) iterations, there exists an \(i, j\) such that \(\|\theta_i - w_j\| < \epsilon\).

We start by stating a lemma concerning the construction of an almost \(\lambda\)-harmonic function on \(\mathbb{R}^d\). The construction is given in Appendix B and uses a linear combination of realizable
Algorithm 1 \( x = HD(L, x_0, T, \alpha) \)

**Input:** \( L : \mathcal{M} \to \mathbb{R}; x_0 \in \mathcal{M}; T \in \mathbb{N}; \alpha \in \mathbb{R} \)

Initialize \( x \leftarrow x_0 \)

for \( i = 1 \) to \( T \) do

Find unit eigenvector \( v_{\min} \) corresponding to \( \lambda_{\min}(\nabla^2 f(x)) \)

\[ \beta \leftarrow -\alpha \lambda_{\min}(\nabla^2 f(x)) \text{sign}(\nabla f(x)^T v_{\min}) \]

\[ x \leftarrow x + \beta v_{\min} \]

Algorithm 2 \( x = \text{SecondGD}(L, x_0, T, \alpha, \eta, \gamma) \)

**Input:** \( L : \mathcal{M} \to \mathbb{R}; x_0 \in \mathcal{M}; T \in \mathbb{N}; \alpha, \eta, \gamma \in \mathbb{R} \)

for \( i = 1 \) to \( T \) do

if \( \|\nabla L(x_{i-1})\| \geq \eta \) then \( x_i \leftarrow x_{i-1} - \alpha \nabla L(x_{i-1}) \)

else \( x_i \leftarrow HD(L, x_{i-1}, 1, \alpha) \)

if \( L(x_i) \geq L(x_{i-1}) - \min(\alpha \eta^2/2, \alpha^2 \gamma^3/2) \) then return \( x_{i-1} \)

potentials that correspond to an activation function of the indicator function of a \( n \)-sphere. By using Fourier analysis and Theorem 3, we can finish the construction of our almost \( \lambda \)-harmonic potential.

**Lemma 13.** Let \( \mathcal{M} = \mathbb{R}^d \) for \( d \equiv 3 \mod 4 \). Then, for any \( \epsilon \in (0, 1) \), we can construct a radial activation \( \sigma \epsilon(r) \) such that the corresponding radial potential \( \Phi \epsilon(r) \) is \( \lambda \)-harmonic for \( r \geq \epsilon \).

Furthermore, we have \( \Phi \epsilon^{d-1}_\epsilon(r) \geq 0 \) for all \( r > 0 \), \( \Phi \epsilon^k(r) \geq 0 \), and \( \Phi \epsilon^{k+1}(r) \leq 0 \) for all \( r > 0 \) and \( d - 3 \geq k \geq 0 \) even.

When \( \lambda = 1 \), \( |\Phi \epsilon^k(r)| \leq O((d/\epsilon)^{2d}) \) for all \( 0 \leq k \leq d - 1 \). And when \( r \geq \epsilon \), \( O(e^{-\epsilon^r} r^{2-d}(d/\epsilon)^{-2d}) \leq \Phi \epsilon(r) \leq O((1 + r)^d e^{1-r} r^2 - d) \) and \( O(e^{-r} r^{1-d}(d/\epsilon)^{-2d}) \leq \Phi \epsilon'(r) \leq O((d + r)(1 + r)^d e^{-1-r} r^{1-d}) \)

Our next lemma use the almost \( \lambda \)-harmonic properties to show that at an almost stationary point of \( G \), we must have converged close to some \( w_j \) as long as our charges \( a_i \) are not too small. The proof is similar to Theorem 11. Then, the following lemma relates the magnitude of the charges \( a_i \) to the progress made in the objective function.

**Lemma 14.** Let \( \mathcal{M} = \mathbb{R}^d \) for \( d \equiv 3 \mod 4 \) and let \( G \) be the regularized loss corresponding to the activation \( \sigma \epsilon \) given by Lemma 13 with \( \lambda = 1 \). For any \( \epsilon \in (0, 1) \) and \( \delta \in (0, 1) \), if \( (a, \theta) \in \mathcal{M}_{G, \delta} \), then for all \( i \), either 1) there exists \( j \) such that \( \|\theta_i - w_j\| < k \epsilon \) or 2) \( a_i^2 < 2kd\delta \).

**Lemma 15.** Assume the conditions of Lemma 14. If \( \sqrt{G(a, \theta)} \leq \sqrt{G(0, 0)} - \delta \) and \( (a, \theta) \in \mathcal{M}_{G, \delta^2 / (2kd^2)} \), then there exists some \( i, j \) such that \( \|\theta_i - w_j\| < k \epsilon \).

Finally, we guarantee that our initialization substantially decreases our objective function. Together with our previous lemmas, it will imply that we must be close to some \( w_j \) upon convergence. This is the overview of the proof of Theorem 12, presented below.

**Lemma 16.** Assume the conditions of Theorem 12 and Lemma 14. With high probability, we can initialize \( (a^{(0)}, \theta^{(0)}) \) such that \( \sqrt{G(a^{(0)}, \theta^{(0)})} \leq \sqrt{G(0, 0)} - \delta \) with \( \delta = (d/\epsilon)^{-O(d)} \).

**Proof of Theorem 12.** Let our potential \( \Phi_{\epsilon/k} \) be the one as constructed in Lemma 13 that is 1-harmonic for all \( r \geq \epsilon/k \) and as always, \( k = \text{poly}(d) \). First, by Lemma 16, we can
Algorithm 3 Node-wise Descent Algorithm

Input: \((a, \theta) = (a_1, ..., a_k, \theta_1, ..., \theta_k), a_i \in \mathbb{R}, \theta_i \in \mathcal{M}; T \in \mathbb{N}; L; \alpha, \eta, \gamma \in \mathbb{R};\)

for \(i = 1 \text{ to } k\) do

Initialize \((a_i, \theta_i)\)

\(\{a_i, \theta_i\} = \text{SecondGD}(L_{a_i, \theta_i}(a_i, \theta_i), T, \alpha, \eta, \gamma)\)

return \((a_1, ..., a_k), \theta = (\theta_1, ..., \theta_k)\)

initialize \((a^{(0)}, \theta^{(0)})\) such that \(\sqrt{G(a^{(0)}, \theta^{(0)})} \leq \sqrt{G(0, 0)} - \delta\) for \(\delta = (d/\epsilon)^{-O(d)}\). If we set \(\alpha = (d/\epsilon)^{-O(d)}\) and \(\eta = \gamma = \delta^2/(2k^3d)\), then running Algorithm 2 will terminate and return some \((a, \theta)\) in at most \((d/\epsilon)^{O(d)}\) iterations. This is because our algorithm ensures that our objective function decreases by at least \(\min(\alpha\eta^2/2, \alpha^2\gamma^3/2)\) at each iteration, \(G(0, 0)\) is bounded by \(O(k)\), and \(G \geq 0\) is non-negative.

Let \(\theta = (\theta_1, ..., \theta_k)\). If there exists \(\theta_i, w_j\) such that \(\|\theta_i - w_j\| < \epsilon\), then we are done. Otherwise, we claim that \((a, \theta) \in \mathcal{M}_{G, \gamma/\sqrt{k^3d}}\). For the sake of contradiction, assume otherwise. By our algorithm termination conditions, then it must be that after one step of gradient or Hessian descent from \((a, \theta)\), we reach some \((a', \theta')\) and \(G(a', \theta') > G(a, \theta) - \min(\alpha\eta^2/2, \alpha^2\gamma^3/2)\).

Now, Lemma 13 ensures all first three derivatives of \(\Phi_{xjk}\) are bounded by \(O((dk/\epsilon)^{2d})\), except at \(w_1, ..., w_k\). Furthermore, since there do not exist \(\theta_i, w_j\) such that \(\|\theta_i - w_j\| < \epsilon\), \(G\) is three-times continuously differentiable within \(a \alpha(d/\epsilon)^{2d} = (d/\epsilon)^{-O(d)}\) neighborhood of \(\theta\). Therefore, by Lemma 18 and 19 in the appendix, we must have \(G(a', \theta') \leq G(a, \theta) - \min(\alpha\eta^2/2, \alpha^2\gamma^3/2)\), a contradiction. Lastly, since our algorithm maintains that our objective function is decreasing, so \(\sqrt{G(a, \theta)} \leq \sqrt{G(0, 0)} - \delta\). Finally, we conclude by Lemma 15.

4.1 Node-by-Node Analysis

We cannot easily analyze the convergence of gradient descent to the global minima when all \(\theta_i\) are simultaneously moving since the pairwise interaction terms between the \(\theta_i\) present complications, even with added regularization. Instead, we run a greedy node-wise descent (Algorithm 3) to learn the hidden weights, i.e. we run a descent algorithm with respect to \((a_i, \theta_i)\) sequentially. The main idea is that after running SGD with respect to \(\theta_1, \theta_2\) should be close to some \(w_j\) for some \(j\). Then, we can carefully induct and show that \(\theta_2\) must be some other \(w_k\) for \(k \neq j\) and so on.

Let \(L_1(a_1, \theta_1)\) be the objective \(L\) restricted to \(a_1, \theta_1\) being variable, and \(a_2, ..., a_k = 0\) are fixed. The tighter control on the movements of \(\theta_1\) allows us to remove our regularization. While our previous guarantees before allow us to reach a \(\epsilon\)-neighborhood of \(w_j\) when running SGD on \(L_1\), we will strengthen our guarantees to reach a \((d/\epsilon)^{-O(d)}\)-neighborhood of \(w_j\), by reasoning about the first derivatives of our potential in an \(\epsilon\)-neighborhood of \(w_j\). By similar argumentation as before, we will be able to derive the following convergence guarantees for node-wise training.

Theorem 17. Let \(\mathcal{M} = \mathbb{R}^d\) and \(d \equiv 3\) mod 4 and let \(L\) be as in 1 and \(k = \text{poly}(d)\). For all \(\epsilon \in (0, 1)\), we can construct an activation \(\sigma_x\) such that if \(w_1, ..., w_k \in \mathbb{R}^d\) with \(w_j\) randomly chosen from \(w_j \sim \mathcal{N}(0, O(d \log d)I_d \times d)\) and \(b_1, ..., b_k\) be randomly chosen at uniform from \([-1, 1]\), then with high probability, after running nodewise descent (Algorithm 3) on the objective \(L\) for at most \((d/\epsilon)^{O(d)}\) iterations, \((a, \theta)\) is in a \((d/\epsilon)^{-O(d)}\) neighborhood of the global minima.
For our experiments, our training data is given by \((x_i, f(x_i))\), where \(x_i\) are randomly chosen from a standard Gaussian in \(\mathbb{R}^d\) and \(f\) is a randomly generated neural network with weights chosen from a standard Gaussian. We run gradient descent (Algorithm 4) on the empirical loss, with stepsize around \(\alpha = 10^{-5}\), for \(T = 10^6\) iterations. The nonlinearity used at each node is sigmoid from -1 to 1, including the output node, unlike the assumptions in the theoretical analysis. A random guess for the network will result in a mean squared error of around 1. Our experiments (see Fig 1) show that for depth-2 neural networks, even with non-linear outputs, the training error diminishes quickly to under 0.002. This seems to hold even when the width, the number of hidden nodes, is substantially increased (even up to 125 nodes), but depth is held constant; although as the number of nodes increases, the rate of decrease is slower. This substantiates our claim that depth-2 neural networks are learnable.

However, it seems that for depth greater than 2, the test error becomes significant when width is high (see Fig 2). Even for depth 3 networks, the increase in depth impedes the learnability of the neural network and the training error does not get close enough to 0. It seems that for neural networks with greater depth, positive convergence results in practice are elusive. We note that we are using training error as a measure of success, so it’s possible that the true underlying parameters are not learned.
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Electron-Proton Dynamics

**Theorem 5.** Let $\Phi$ be a symmetric potential and $L$ be as in (1). Running continuous gradient descent on $\frac{1}{2}L$ with respect to $\theta$, initialized at $(\theta_1, ..., \theta_k)$ produces the same dynamics as Electron-Proton Dynamics under $2\Phi$ with fixed particles at $w_1, ..., w_k$ with respective charges $b_1, ..., b_k$ and moving particles at $\theta_1, ..., \theta_k$ with respective charges $a_1, ..., a_k$.

**Proof.** The initial values are the same. Notice that continuous gradient descent on $L(a, \theta)$ with respect to $\theta$ produces dynamics given by $\frac{d\theta_i(t)}{dt} = -\nabla_{\theta_i} L(a, \theta)$. Therefore,

$$\frac{d\theta_i(t)}{dt} = -2 \sum_{j \neq i} a_i a_j \nabla_{\theta_i} \Phi(\theta_i, \theta_j) - 2 \sum_{j=1}^{k} a_i b_j \nabla_{\theta_i} \Phi(\theta_i, w_j)$$

And gradient descent does not move $w_i$. By definition, the dynamics corresponds to Electron-Proton Dynamics as claimed.

**B** Realizable Potentials

This section can be found in the full version of this paper on ArXiv [25].

**C** Earnshaw’s Theorem

**Theorem 9.** (Earnshaw’s Theorem. See [2]) Let $\mathcal{M} = \mathbb{R}^d$ and let $\Phi$ be harmonic and $L$ be as in (2). Then, $L$ admits no differentiable strict local minima.

**Proof.** If $(a, \theta)$ is a differentiable strict local minima, then for any $i$, we must have $\nabla_{\theta_i} L = 0$, and $\text{Tr}(\nabla^2_{\theta_i} L) > 0$. 

---

**A** Electron-Proton Dynamics

\[ \text{ITCS 2018} \]
Algorithm 4 \( x = GD(L, x_0, T, \alpha) \)

**Input:** \( L : \mathcal{M} \rightarrow \mathbb{R}; x_0 \in \mathcal{M}; T \in \mathbb{N}; \alpha \in \mathbb{R} \)

Initialize \( x = x_0 \)

for \( i = 1 \) to \( T \) do

\[ x = x - \alpha \nabla L(x) \]

\[ x = \Pi_{\mathcal{M}} x \]

Since \( \Phi \) is harmonic, we also have

\[ \text{Tr}(\nabla^2 \theta L(\theta_1, ..., \theta_n)) = \Delta \theta, L = 2 \sum_{j \neq i} a_i a_j \Delta \theta, \Phi(\theta_i, \theta_j) + 2 \sum_{j=1}^{k} a_i b_j \Delta \theta, \Phi(\theta_i, w_j) = 0, \]

which is a contradiction. In the first line, there is a factor of 2 by symmetry.

**D Descent Lemmas and Iteration Bounds**

▶ **Lemma 18.** Let \( f : \Omega \rightarrow \mathbb{R} \) be a thrice differentiable function such that \( |f(y)| \leq B_0, \|\nabla^2 f(y)\| \leq B_2, \|\nabla^2 f(z) - \nabla^2 L(y)\| \leq B_3 \|z - y\| \) for all \( y, z \) in a \((\alpha B_1)\)-neighborhood of \( x \). If \( \|\nabla f(x)\| \leq \eta \) and \( x' \) is reached after one iteration of gradient descent (Algorithm 4) with stepsize \( \alpha \leq \frac{1}{B_2} \), then \( \|x' - x\| \leq \alpha B_1 \) and \( f(x') \leq f(x) - \alpha^2 \eta^2 / 2 \).

**Proof.** The gradient descent step is given by \( x' = x - \alpha \nabla f(x) \). The bound on \( \|x' - x\| \) is clear since \( \|\nabla f(x)\| \leq B_1 \).

\[ f(x') \leq f(x) - \alpha \nabla f(x)^T \nabla f(x) + \alpha^2 \frac{B_2}{2} \|\nabla f(x)\|^2 \]

\[ \leq f(x) - (\alpha - \alpha^2 \frac{B_2}{2}) \eta^2 \]

For \( 0 \leq \alpha \leq \frac{1}{B_2} \), we have \( \alpha - \alpha^2 B_2 / 2 \geq \alpha / 2 \), and our lemma follows.

▶ **Lemma 19.** Let \( f : \Omega \rightarrow \mathbb{R} \) be a thrice differentiable function such that \( |f(y)| \leq B_0, \|\nabla^2 f(y)\| \leq B_2, \|\nabla^2 f(z) - \nabla^2 L(y)\| \leq B_3 \|z - y\| \) for all \( y, z \) in a \((\alpha B_1)\)-neighborhood of \( x \). If \( \lambda_{\min}(\nabla^2 f(x)) \leq -\gamma \) and \( x' \) is reached after one iteration of Hessian descent (Algorithm 4) with stepsize \( \alpha \leq \frac{1}{B_2} \), then \( \|x' - x\| \leq \alpha B_2 \) and \( f(x') \leq f(x) - \alpha^2 \gamma^3 / 2 \).

**Proof.** The gradient descent step is given by \( x' = x + \beta v_{\min} \), where \( v_{\min} \) is the unit eigenvector corresponding to \( \lambda_{\min}(\nabla^2 f(x)) \) and \( \beta = -\alpha \lambda_{\min}(\nabla^2 f(x)) \text{sgn}(\nabla f(x)^T v_{\min}) \).

Our bound on \( \|x' - x\| \) is clear since \( \|\lambda_{\min}(\nabla^2 f(x))\| \leq B_2 \).

\[ f(x') \leq f(x) + \beta \nabla f(x)^T v_{\min} + \beta^2 v_{\min} \nabla^2 f(x) v_{\min} + \frac{B_3}{6} |\beta|^3 \|v_{\min}\|^3 \]

\[ \leq f(x) - |\beta|^2 \gamma + \frac{B_3}{6} |\beta|^3 \]

The last inequality holds since the sign of \( \beta \) is chosen so that \( \beta \nabla f(x)^T v_{\min} \leq 0 \). Now, since \( |\beta| = \alpha \gamma \leq \frac{\gamma}{B_2}, -|\beta|^2 \gamma + \frac{B_3}{6} |\beta|^3 \leq -\alpha^2 \gamma^3 / 2 \).

**E Convergence of Almost λ-Harmonic Potentials**

▶ **Lemma 20.** Let \( \mathcal{M} = \mathbb{R}^d \) for \( d \equiv 3 \mod 4 \) and let \( G \) be the regularized loss corresponding to the activation \( \sigma_\epsilon \) given by Lemma 13 with \( \lambda = 1 \). For any \( \epsilon \in (0, 1) \) and \( \delta \in (0, 1) \),
if \((a, \theta) \in \mathcal{M}_{G, \delta}\), then for all \(i\), either 1) there exists \(j\) such that \(|\theta_i - w_j| < k\epsilon\) or 2) \(a_i^2 < 2kd\delta\).

**Proof.** The proof is similar to Theorem 11. Let \(\Phi\) be the realizable potential in 13 such that \(\Phi_r(r)\) is \(\lambda\)-harmonic when \(r \geq \epsilon\) with \(\lambda = 1\). Note that \(\Phi_r(0) = 1\) is normalized. And let \((a, \theta) \in \mathcal{M}_{G, \delta}\).

WLOG, consider \(\theta_1\) and a initial set \(S_0 = \{\theta_1\}\) containing it. For a finite set of points \(S\) and a point \(x\), define \(d(x, S) = \min_{y \in S} ||x - y||\). Then, we consider the following set growing process. If there exists \(\theta_i, w_i \not\in S_j\) such that \(d(\theta_i, S_j) < \epsilon\) or \(d(w_i, S_j) < \epsilon\), add \(\theta_i, w_i\) to \(S_j\) to form \(S_{j+1}\). Otherwise, we stop the process. We grow \(S_0\) until the process terminates and we have the grown set \(S\).

If there is some \(w_j \in S\), then it must be the case that there exists \(j_1, \ldots, j_q\) such that \(|\theta_i - \theta_{j_i}| < \epsilon\) and \(|\theta_{j_i} - \theta_{j_{i+1}}| < \epsilon\), and \(|\theta_{j_q} - w_j| < \epsilon\) for some \(w_j\). So, there exists \(j\), such that \(|\theta_1 - w_j| < k\epsilon\).

Otherwise, notice that for each \(\theta_i \in S\), \(||w_j - \theta_i|| \geq \epsilon\) for all \(j\), and \(|\theta_i - \theta_j| \geq \epsilon\) for all \(\theta_j \not\in S\). WLOG, let \(S = \{\theta_1, \ldots, \theta_l\}\).

We consider changing all \(\theta_1, \ldots, \theta_l\) by the same \(v\) and define

\[H(a, v) = G(a, \theta_1 + v, \ldots, \theta_l + v, \theta_{l+1} \ldots, \theta_k).\]

The optimality conditions on \(a\) are

\[\left|\frac{\partial H}{\partial a_i}\right| = |4a_i + 2 \sum_{j \neq i} a_j \Phi_r(\theta_i, \theta_j) + 2 \sum_{j=1}^k b_j \Phi_r(\theta_i, w_j)| \leq \delta\]

Next, since \(\Phi_r(r)\) is \(\lambda\)-harmonic for \(r \geq \epsilon\), we may calculate the Laplacian of \(H\) as

\[\Delta_i H = \sum_{i=1}^l \lambda \left(2 \sum_{j=1}^k a_j b_j \Phi_r(\theta_i, w_j) + 2 \sum_{j=l+1}^k a_j a_j \Phi_r(\theta_i, \theta_j)\right)\]

\[\leq \sum_{i=1}^l \lambda \left(-4a_i^2 - 2 \sum_{j=1, j \neq i}^l a_j a_j \Phi_r(\theta_1, \theta_j)\right) + \delta \sum_{i=1}^l |a_i|\]

\[= -2\lambda \mathbb{E} \left[\sum_{i=1}^l a_i \sigma(\theta_i, X) \right]^2 - 2\lambda \sum_{i=1}^l a_i^2 + \delta \lambda \sum_{i=1}^l |a_i|\]

The second line follows from our optimality conditions and the third line follows from completing the square. Since \((a, \theta) \in \mathcal{M}_{G, \delta}\), we have \(\Delta_i H \geq -2kd\delta\). Let \(S = \sum_i a_i^2\). Then, by Cauchy-Schwarz, we have \(-2\lambda S + \delta \lambda \sqrt{k} \sqrt{S} \geq -2kd\delta\). When \(S \geq \delta^2 k\), we see that \(-\lambda S \geq -2\lambda S + \delta \lambda \sqrt{k} \sqrt{S} \geq -2kd\delta\). Therefore, \(S \leq 2kd\delta / \lambda\).

We conclude that \(S \leq \max(\delta^2 k, 2kd\delta / \lambda) \leq 2kd\delta / \lambda\) since \(\delta \leq 1 \leq 2d / \lambda\) and \(\lambda = 1\). Therefore, \(a_i^2 \leq 2kd\delta\).

**Lemma 21.** Assume the conditions of Lemma 14. If \(\sqrt{G(a, \theta)} \leq \sqrt{G(0, 0)} - \delta\) and \((a, \theta) \in \mathcal{M}_{G, d^2/(2k^2d)}\), then there exists some \(i, j\) such that \(|\theta_i - w_j| < k\epsilon\).

**Proof.** If there does not exists \(i, j\) such that \(|\theta_i - w_j| < k\epsilon\), then by Lemma 14, this implies \(a_i^2 < \delta^2 / k^2\) for all \(i\). Now, for a integrable function \(f(x)\), \(\|f\|_X = \sqrt{\mathbb{E}_X[f(X)^2]}\) is a norm. Therefore, if \(f(x) = \sum_i b_i \sigma(w_i, x)\) be our true target function, we conclude that by triangle
inequality
\[ \sqrt{G(a, \theta)} \geq \left\| \sum_{i=1}^{k} a_i \sigma(\theta_i, x) - f(x) \right\|_X \geq \|f(x)\|_X - \sum_{i=1}^{k} \|a_i \sigma(\theta_i, x)\|_X \geq \sqrt{G(0, 0)} - \delta \]

This gives a contradiction, so we conclude that there must exist \( i, j \) such that \( \theta_i \) is in a \( k \) neighborhood of \( w_j \).

**Lemma 22.** Assume the conditions of Theorem 12 and Lemma 14. With high probability, we can initialize \((a^{(0)}, \theta^{(0)})\) such that \( \sqrt{G(a^{(0)}, \theta^{(0)})} \leq \sqrt{G(0, 0)} - \delta \) with \( \delta = (d/\epsilon)^{-O(d)} \).

**Proof.** Consider choosing \( \theta_1 = 0 \) and then optimizing \( a_1 \). Given \( \theta_1 \), the loss decrease is:
\[
G(a_1, 0) - G(0, 0) = \min_{a_1} 2a_1^2 + 2 \sum_{j=1}^{k} a_1 b_j \Phi_j(0, w_j) = -\frac{1}{2} \left( \sum_{j=1}^{k} b_j \Phi_j(0, w_j) \right)^2
\]

Because \( w_j \) are random Gaussians with variance \( O(d \log d) \), we have \( \|w_j\| \leq O(d \log d) \) with high probability for all \( j \). By Lemma 13, our potential satisfies \( \Phi_j(0, w_j) \geq (d/\epsilon)^{-O(d)} \).

And since \( b_j \) are uniformly chosen in \([-1, 1]\), we conclude that with high probability over the choices of \( b_j \),
\[
-\frac{1}{2} \left( \sum_{j=1}^{k} b_j \Phi_j(0, w_j) \right)^2 \geq (d/\epsilon)^{-O(d)}
\]
by appealing to Chebyshev’s inequality on the squared term.

Therefore, we conclude that with high probability, \( G(a_1, 0) \leq G(0, 0) - \frac{1}{4}(d/\epsilon)^{-O(d)} \). Let \( \sqrt{G(a_1, 0)} = \sqrt{G(0, 0)} - \Delta \geq 0 \). Squaring and rearranging gives \( \Delta \geq \frac{1}{4\sqrt{G(0, 0)}}(d/\epsilon)^{-O(d)} \).

Since \( G(0, 0) \leq O(k) = O(\text{poly}(d)) \), we are done.

---

**E.1 Node by Node Analysis**

The proofs in this section can be found in the full version of this paper on ArXiv [25].

**Lemma 23.** Let \( M = \mathbb{R}^d \) for \( d \equiv 3 \) mod 4 and let \( L_1 \) be the loss restricted to \((a_1, \theta_1)\) corresponding to the activation function \( \sigma_r \) given by Lemma 13 with \( \lambda = 1 \). For any \( \epsilon \in (0, 1) \) and \( \delta \in (0, 1) \), we can construct \( \sigma_r \) such that if \((a_1, \theta_1) \in M_{L_1, \delta} \), then for all \( i \), either 1) there exists \( j \) such that \( \|\theta_1 - w_j\| < \epsilon \) or 2) \( a_1^2 < 2d\delta \).

**Lemma 24.** Assume the conditions of Lemma 23. If \( \sqrt{L_1(a_1, \theta_1)} \leq \sqrt{L_1(0, 0)} - \delta \) and \((a_1, \theta_1) \in M_{G, \delta/(2d)} \), then there exists some \( j \) such that \( \|\theta_1 - w_j\| < \epsilon \).

**Lemma 25.** Assume the conditions of Theorem 27 and Lemma 23. If \( \|\theta_1 - w_j\| \leq d \) and \( |b_j| \geq 1/\text{poly}(d) \) and \( |a_1 - a_1^*(\theta_1)| \leq (d/\epsilon)^{-O(d)} \) is almost optimal and for \( i \), \( \|w_i - w_j\| \geq \Omega(d \log d) \), then \( -\nabla_{\theta_1} L_1 = \xi \frac{w_j - \theta_1}{\|w_j - \theta_1\|} + \xi \) with \( \xi \geq \frac{1}{\text{poly}(d)}(d/\epsilon)^{-8d} \) and \( \xi \leq (d/\epsilon)^{-O(d)} \).

**Lemma 26 (Node-wise Initialization).** Assume the conditions of Theorem 27 and Lemma 23. With high probability, we can initialize \((a_1^{(0)}, \theta_1^{(0)})\) such that \( \sqrt{L(a_1^{(0)}, \theta_1^{(0)}))} \leq \sqrt{L(0, 0)} - \delta \) with \( \delta = \frac{1}{\text{poly}(d)}(d/\epsilon)^{-18d} \) in time \( \log(d)^{O(d)} \).

**Lemma 27.** Assume the conditions of Lemma 23. Also, assume \( b_1, ..., b_k \) are any numbers in \([-1, 1]\) and \( w_1, ..., w_k \in \mathbb{R}^d \) satisfy \( \|w_i\| \leq O(d \log d) \) for all \( i \) and there exists some \( |b_j| \geq 1/\text{poly}(d) \) with \( \|w_i - w_j\| \geq \Omega(d \log d) \) for all \( i \).

Then with high probability, we can choose an initial point \((a_1^{(0)}, \theta_1^{(0)})\) such that after running SecondGD (Algorithm 2) on the restricted regularized objective \( L_1(a_1, \theta_1) \) for at most \( (d/\epsilon)^{O(d)} \) iterations, there exists some \( w_j \) such that \( \|\theta_1 - w_j\| < \epsilon \). Furthermore, if \( |b_j| \geq 1/\text{poly}(d) \) and \( \|w_i - w_j\| \geq \Omega(d \log d) \) for all \( i \), then \( \|\theta_1 - w_j\| < (d/\epsilon)^{-O(d)} \) and \( |a_1 + b_j| < (d/\epsilon)^{-O(d)} \).
Theorem 17. Let $\mathcal{M} = \mathbb{R}^d$ and $d \equiv 3 \mod 4$ and let $L$ be as in (2) and $k = \text{poly}(d)$. For all $\epsilon \in (0,1)$, we can construct an activation $\sigma$ such that if $\theta_1, \ldots, \theta_k \in \mathbb{R}^d$ with $\theta_i$ randomly chosen from $\theta_i \sim \mathcal{N}(0,d\log d)\mathbf{I}_{d \times d}$ and $b_1, \ldots, b_k$ be randomly chosen at uniform from $[-1,1]$, then with high probability, after running nodewise descent (Algorithm 3) on the objective $L$ for at most $(d/\epsilon)^{O(d)}$ iterations, $(a, \theta)$ is in a $(d/\epsilon)^{-O(d)}$ neighborhood of the global minima.

F Common Activations

First, we consider the sign activation function. Under restrictions on the size of the input dimension or the number of hidden units, we can prove convergence results under the sign activation function, as it gives rise to a harmonic potential.

Assumption 1. All output weights $b_i = 1$ and therefore the output weights $a_i = -b_i = -1$ are fixed throughout the learning algorithm.

Lemma 28. Let $\mathcal{M} = S^1$ and let Assumption 1 hold. Let $L$ be as in (2) and $\sigma$ is the sign activation function. Then $L$ admits no strict local minima, except at the global minima.

Lemma 29. Let $\mathcal{M} = S^1$ and $L$ be as in (3) and $\sigma$ is the sign activation function. Then, almost surely over random choices of $b_1, \ldots, b_k$, all local minima of $L$ are at $\pm w_j$.

For the polynomial activation and potential functions, we also can show convergence under orthogonality assumptions on $w_j$. Note that the realizability of polynomial potentials is guaranteed in Section B.

Theorem 30. Let $\mathcal{M} = S^{d-1}$. Let $w_1, \ldots, w_k$ be orthonormal vectors in $\mathbb{R}^d$ and $\Phi$ is of the form $\Phi(\theta, w) = (\theta^T w)^l$ for some fixed integer $l \geq 3$. Let $L$ be as in (3). Then, all critical points of $L$ are not local minima, except when $\theta_1 = w_j$ for some $j$.

F.1 Convergence of Sign Activation

Lemma 31. Let $\mathcal{M} = S^1$ and let Assumption 1 hold. Let $L$ be as in (2) and $\sigma$ is the sign activation function. Then $L$ admits no strict local minima, except at the global minima.

Proof. We will first argue that unless all the electrons and protons have matched up as a permutation it cannot be a strict local minimum and then argue that the global minimum is a strict local minimum.

First note that if some electron and proton have merged, we can remove such pairs and argue about the remaining configuration of charges. So WLOG we assume there are no such overlapping electron and proton.
First consider the case when there is an isolated electron $e$ and there is no charge diagonally opposite to it. In this case look at the two semicircles on the left and the right half of the circle around the isolated electron – let $q_1$ and $q_2$ be the net charges in the left and the right semi-circles. Note that $q_1 \neq q_2$ since they are integers and $q_1 + q_2 = +1$ which is odd. So by moving the electron slightly to the side with the larger charge you decrease the potential.

If there is a proton opposite the isolated electron the argument becomes simpler as the proton benefits the motion of the electron in either the left or right direction. So the only way the electron does not benefit by moving in either direction is that $q_1 = -1$ and $q_2 = -1$ which is impossible.

If there is an electron opposite the isolated electron then the combination of these two diagonally opposing electrons have a zero effect on every other charge. So it is possible rotate this pair jointly keeping them opposed in any way and not change the potential. So this is not a strict local minimum.

Next if there is a clump of isolated electrons with no charge on the diagonally opposite point then again as before if $q_1 \neq q_2$ we are done. If $q_1 = q_2$ then the electrons in the clump locally are unaffected by the remaining charges. So now by splitting the clump into two groups and moving them apart infinitesimally we will decrease the potential.

Now if there is only protons in the diagonally opposite position an isolated electron again we are done as in the case when there is one electron diagonally opposite one proton.

Finally if there is only electrons diagonally opposite a clump of electrons again we are done as we have found at least one pair of opposing electrons that can be jointly rotated in any way.

Next we will argue that a permutation matching up is a strict local minumum. For this we will assume that no two protons are diagonally opposite each other (as they can be removed without affecting the function). Now given a perfect matching up of electrons and protons, if we perturb the electrons in any way infinitesimally, then any isolated clump of electrons can be moved slightly to the left or right to improve the potential.

\begin{lemma}
Let $M = S^1$ and $L$ be as in (3) and $\sigma$ is the sign activation function. Then, almost surely over random choices of $b_1, ..., b_k$, all local minima of $L$ are at $\pm w_j$.
\end{lemma}

\begin{proof}
In $S^1$, notice that the pairwise potential function is $\Phi(\theta, w) = 1 - 2 \cos^{-1}(\theta^T w) / \pi = 1 - 2\alpha / \pi$, where $\alpha$ is the angle between $\theta, w$. So, let us parameterize in polar coordinates, calling our true parameters as $\tilde{w}_1, ..., \tilde{w}_k \in [0, 2\pi]$ and rewriting our loss as a function of $\tilde{\theta} \in [0, 2\pi]$.

Since $\Phi$ is a linear function of the angle between $\theta, w_j$, each $w_j$ exerts a constant gradient on $\tilde{\theta}$ towards $\tilde{w}_j$, with discontinuities at $\tilde{w}_j, \pi + \tilde{w}_j$. Almost surely over $b_1, ..., b_k$, the gradient is non-zero almost everywhere, except at the discontinuities, which are at $\tilde{w}_j, \pi + \tilde{w}_j$ for some $j$.

\end{proof}

\subsection{Convergence of Polynomial Potentials}
\begin{theorem}
Let $M = S^{d-1}$. Let $w_1, ..., w_k$ be orthonormal vectors in $\mathbb{R}^d$ and $\Phi$ is of the form $\Phi(\theta, w) = (\theta^T w)^l$ for some fixed integer $l \geq 3$. Let $L$ be as in (3). Then, all critical points of $L$ are not local minima, except when $\theta_1 = w_j$ for some $j$.
\end{theorem}

\begin{proof}
WLOG, we can consider $w_1, ..., w_k$ to be the basis vectors $e_1, ..., e_d$. Note that this is a manifold optimization problem, so our optimality conditions are given by introducing a
Lagrange multiplier $\lambda$, as in [12].

$$\frac{\partial L}{\partial a} = 2 \sum_{i=1}^{d} ab_i (\theta_i)^l + 2a = 0$$

$$(\nabla_\theta L)_i = 2ab_i l(\theta_i)^l - 2\lambda \theta_i = 0$$

where $\lambda$ is chosen that minimizes

$$\lambda = \arg \min_{\lambda} \sum_i (ab_i l(\theta_i)^l - \lambda \theta_i)^2 = \sum ab_i l(\theta_i)^l$$

Therefore, either $\theta_i = 0$ or $b_i (\theta_i)^l = \lambda / (al)$. From [12], we consider the constrained Hessian, which is a diagonal matrix with diagonal entry:

$$(\nabla^2 L)_{ii} = 2ab_i (l-1)(\theta_i)^{l-2} - 2\lambda$$

Assume that there exists $\theta_i, \theta_j \neq 0$, then we claim that $\theta$ is not a local minima. First, our optimality conditions imply $b_i (\theta_i)^{l-2} = b_j (\theta_j)^{l-2} = \lambda / (al)$. So,

$$(\nabla^2 L)_{ii} = (\nabla^2 L)_{jj} = 2ab_i (l-1)(\theta_i)^{l-2} - 2\lambda$$

$$= 2(l-2)\lambda = -2(l-2)la^2$$

Now, there must exist a vector $v \in S^{d-1}$ such that $v_k = 0$ for $k \neq i, j$ and $v^T \theta = 0$, so $v$ is in the tangent space at $\theta$. Finally, $v^T (\nabla^2 L)v = -2(l-2)la^2 < 0$, implying $\theta$ is not a local minima when $a \neq 0$. Note that $a = 0$ occurs with probability 0 since our objective function is non-increasing throughout the gradient descent algorithm and is almost surely initialized to be negative with $a$ optimized upon initialization, as by observed before. ◼

Under a node-wise descent algorithm, we can show polynomial-time convergence to global minima under orthogonality assumptions on $w_j$ for these polynomial activations/potentials. We will not include the proof but it follows from similar techniques presented for nodewise convergence in Section E.
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Abstract

We provide a novel accelerated first-order method that achieves the asymptotically optimal convergence rate for smooth functions in the first-order oracle model. To this day, Nesterov’s Accelerated Gradient Descent (AGD) and variations thereof were the only methods achieving acceleration in this standard blackbox model. In contrast, our algorithm is significantly different from AGD, as it relies on a predictor-corrector approach similar to that used by Mirror-Prox [18] and Extra-Gradient Descent [14] in the solution of convex-concave saddle point problems. For this reason, we dub our algorithm Accelerated Extra-Gradient Descent (AXGD).

Its construction is motivated by the discretization of an accelerated continuous-time dynamics [15] using the classical method of implicit Euler discretization. Our analysis explicitly shows the effects of discretization through a conceptually novel primal-dual viewpoint. Moreover, we show that the method is quite general: it attains optimal convergence rates for other classes of objectives (e.g., those with generalized smoothness properties or that are non-smooth and Lipschitz-continuous) using the appropriate choices of step lengths. Finally, we present experiments showing that our algorithm matches the performance of Nesterov’s method, while appearing more robust to noise in some cases.
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1 Introduction

First-order methods for convex optimization have come to play an important role in the design of algorithms and in Theoretical Computer Science in general, with applications including numerical methods [30, 13], graph algorithms [12, 29], submodular optimization [8] and complexity theory [11].

A classical setting for convex optimization is that of smooth optimization, i.e., minimizing a convex differentiable function $f$ over a convex set $X \subseteq \mathbb{R}^n$, with the smoothness assumption

* Part of this work was done while the authors were visiting the Simons Institute for the Theory of Computing. It was partially supported by NSF grant #CCF-1718342 and by the DIMACS/Simons Collaboration on Bridging Continuous and Discrete Optimization through NSF grant #CCF-1740425.
that the gradient of $f$ be $L$-Lipschitz continuous\footnote{Lipschitz continuity is defined w.r.t to a pair of dual norms $\| \cdot \|, \| \cdot \|^*$. At a first reading, these can be taken as $\| \cdot \|_2$.} for some positive real $L$, i.e.:

$$\forall x, y \in X, \| \nabla f(x) - \nabla f(y) \|^* \leq L \cdot \| x - y \|.$$ 

In this setting, it is also assumed that the algorithm can access the input function $f$ only via queries to a first-order oracle, i.e., a \textit{blackbox} that on input $x \in X$, returns the vector $\nabla f(x)$ in constant time.\footnote{In general, we may assume that the blackbox also returns the function value $f(x)$. However, for the general class of problems we consider this information is not necessary and the gradient suffices [28]. For intuition about this, see the expression for the change in duality gap in Equation 4.}

Smooth optimization is of particular interest because it is the simplest setting in which the phenomenon of \textit{acceleration} arises, i.e., the optimal algorithms in the blackbox model achieve an error that scales as $O(1/t^2)$, where $t$ is the number of queries [22]. This should be compared to the convergence of steepest-descent methods, which attempt to locally minimize the first-order approximation to the function and only yield $O(1/t)$-convergence [3, 28].

Acceleration has proved an active topic of algorithmic research, both for the promise of obtaining generic speed-ups for problems having some smoothness condition and for the unintuitive nature of the fact that faster algorithms can be obtained by not moving in the direction of steepest-descent.

Recently, a number of papers have helped demystify the concept behind accelerated algorithms by providing interpretations based on continuous dynamics and their discretization [15, 33, 31], geometric ideas [5], and on trading off the performances of two slower first-order methods [1]. Despite these efforts, to this day, Nesterov’s Accelerated Gradient Descent (AGD) methods remain the only paradigm [22, 23] through which to obtain accelerated algorithms in the blackbox model and in related settings, where all existing accelerated algorithms are variations of Nesterov’s general method [32].

\textbf{Our Main Contributions}

We present a novel accelerated first-order method that achieves the optimal convergence rate for smooth functions and is significantly different from Nesterov’s method, as it relies on a predictor-corrector approach, similar to that of Mirror-Prox [18] and Extra-Gradient Descent [14]. For this reason, we name our method \textit{Accelerated Extra-Gradient Descent} (AXGD). Our derivation of the AXGD algorithm is based on the discretization of a recently proposed continuous-time accelerated algorithm [15, 33]. The continuous-time view is particularly helpful in clarifying the relation between AGD, AXGD, and Mirror-Prox. Following [15], given a gradient field $\nabla f$ and a prox function $\psi$, it is possible to define two continuous-time evolutions: the mirror-descent dynamics and the accelerated-mirror-descent dynamics (see Section 2.2). With this setup, Nesterov’s AGD can be seen as a variant of the classical forward-Euler discretization applied to the accelerated-mirror-descent dynamics. In contrast, Mirror-Prox and extra-gradient methods arise from an approximate backward-Euler discretization [9] on the mirror-descent dynamics. Finally, our algorithm AXGD is the result of an approximate backward-Euler discretization of the accelerated mirror-descent dynamics.

Another conceptual contribution of our paper is the application of a primal-dual viewpoint on the convergence of first-order methods, both in continuous and discrete time. At every time instant $t$, our algorithm explicitly maintains a current primal solution $x^{(t)}$ and a current dual solution $z^{(t)}$, the latter in the form of a convex combination of gradients of the convex
objective, i.e., a lower-bounding hyperplane. This primal-dual pair of solutions yields, for every $t$, both an upper bound $U_t$ and a lower bound $L_t$ on the optimum: $U_t \geq f(x^*) \geq L_t$. In all cases, we obtain convergence bounds by explicitly quantifying the rate at which the duality gap $G_t = U_t - L_t$ goes to zero. We believe that this primal-dual viewpoint makes the analysis and design of first-order methods easier to carry out. We provide its application to proving other classical results in first-order methods, including Mirror Descent, Mirror-Prox, and Frank-Wolfe algorithms in the upcoming manuscript [7].

Other Technical Contributions

In Section 2.6, we provide a unified convergence proof for standard smooth functions (as defined above) and for functions with Hölder-continuous gradients, a more general notion of smoothness [20]. While this paper focuses on the standard smooth setup, the same techniques easily yield results matching those of AGD methods for the strongly-convex-and-smooth case. Indeed, it is possible to prove that our method is universal, in the sense of Nesterov [21], meaning that it can be composed with a line-search algorithm to yield near-optimal algorithms even when the smoothness parameters of the functions are unknown. We illustrate this phenomenon by showing that (AXGD) also achieves the optimal rate for the optimization of Lipschitz-continuous convex functions, a non-smooth problem.

Finally, we present a suite of experiments comparing AGD, AXGD, and standard gradient methods, showing that the performance of AXGD closely matches that of AGD methods. We also explore the empirical performance of AXGD in the practically and theoretically relevant case in which the queried gradients are corrupted by noise. We show that AXGD exhibits better stability properties than AGD in some cases, leading to a number of interesting theoretical questions on the convergence of AXGD.

1.1 Related Work

In his seminal work [22, 23], Nesterov gave a method for the minimization of convex functions that are smooth with respect to the Euclidean norm, where the function is accessed through a first-order oracle. Nesterov’s method converges quadratically faster than gradient descent, at a rate of $O\left(\frac{1}{t^2}\right)$, which has been shown to be asymptotically optimal [23] for smooth functions in this standard blackbox model [28]. More recently, Nesterov generalized this method to allow non-Euclidean norms in the definition of smoothness [25]. We refer to this generalization of Nesterov’s method and to instantiations thereof as AGD methods. Accelerated gradient methods have been widely extended and modified for different settings, including composite optimization [27, 16], cubic regularization [26], and universal methods [21]. They have also found a number of fundamental applications in many algorithmic areas, including machine learning (see [4]) and discrete optimization [17].

An important application of AGD methods concerns the solution of various convex-concave saddle point problems. While these are examples of non-smooth problems, for which the optimal rate is known to be $\Omega\left(\frac{1}{\sqrt{k}}\right)$ [20], Nesterov showed that the saddle-point structure can be exploited by smoothing the original problem and applying AGD methods on the resulting smooth function [25]. This approach [25, 24] yields an $O\left(\frac{1}{k}\right)$-convergence for convex-concave saddle point problems with smooth gradients. Surprisingly, at around the same time, Nemirovski [18] gave a very different algorithm, known as Mirror-Prox, which achieves the same complexity for the saddle point problem. Mirror-Prox does not rely on the algorithm or analysis underlying AGD, but is based instead on the idea of an extra-gradient step, i.e., a correction step that is performed at every iteration to speed up convergence.
Mirror-Prox can be viewed as an approximate solution to the implicit Euler discretization of the standard mirror descent dynamics of Nemirovski and Yudin [20]. In this fashion, our AXGD algorithm resembles Mirror-Prox as it also makes use of an approximate implicit Euler step to discretize a different, accelerated dynamic.

A number of interpretations have been proposed to explain the phenomenon of acceleration in first-order methods. Tseng gives a formal framework that unifies all the different instantiations of AGD methods [32]. More recently, Allen-Zhu and Orecchia [1] cast AGD methods as the result of coupling mirror descent and gradient descent steps. Bubeck et al. give an elegant geometric interpretation of the Euclidean instantiation of Nesterov’s method [5]. At the same time, Su et al. [31], Krichene et al. [15], and Wibisono et al. [33] have provided characterizations of accelerated methods as discretizations of certain families of ODEs related to the gradient flow of the objective \( f \). Our algorithm is strongly influenced by these works: in particular, the starting point for the derivation of AXGD is the continuous-time accelerated-mirror-descent (AMD) dynamics [15].

### 1.2 Preliminaries

We focus on continuous and differentiable functions defined on a closed convex set \( X \subseteq \mathbb{R}^n \).

We assume that there is an arbitrary (but fixed) norm \( \| \cdot \| \) associated with the space, and all the statements about function properties are stated with respect to that norm. We also define the dual norm \( \| \cdot \|_* \), in the standard way: \( \| z \|_* = \sup \{ \langle z, x \rangle : \| x \| = 1 \} \). The following definitions will be useful in our analysis, and thus we state them here for completeness.

**Definition 1.** A function \( f : X \to \mathbb{R} \) is convex on \( X \), if for all \( x, \hat{x} \in X \): \( f(\hat{x}) \geq f(x) + \langle \nabla f(x), \hat{x} - x \rangle \).

**Definition 2.** A function \( f : X \to \mathbb{R} \) is smooth on \( X \) with smoothness parameter \( L \) and with respect to a norm \( \| \cdot \| \), if for all \( x, \hat{x} \in X \): \( f(\hat{x}) \leq f(x) + \langle \nabla f(x), \hat{x} - x \rangle + \frac{L}{2} \| \hat{x} - x \|^2 \).

Definition 2 can equivalently be stated as: \( \| \nabla f(x) - \nabla f(\hat{x}) \|_* \leq L \| x - \hat{x} \| \).

**Definition 3.** A function \( f : X \to \mathbb{R} \) is strongly convex on \( X \) with strong convexity parameter \( \sigma \) and with respect to a norm \( \| \cdot \| \), if for all \( x, \hat{x} \in X \): \( f(\hat{x}) \geq f(x) + \langle \nabla f(x), \hat{x} - x \rangle + \frac{\sigma}{2} \| \hat{x} - x \|^2 \).

**Definition 4.** (Bregman Divergence) \( D_\psi(x, \hat{x}) \overset{\text{def}}{=} \psi(x) - \psi(\hat{x}) - \langle \nabla \psi(\hat{x}), x - \hat{x} \rangle \).

**Definition 5.** (Convex Conjugate) Function \( \psi^* \) is the convex conjugate of \( \psi : X \to \mathbb{R} \), if \( \psi^*(z) = \max_{x \in X} \{ \langle z, x \rangle - \psi(x) \} \), \( \forall z \in \mathbb{R} \).

In the rest of the paper, we will assume that \( \psi(x) \) is continuously differentiable, so that Fenchel-Moreau Theorem implies that \( \psi^{**} = \psi \).

We are interested in minimizing a convex function \( f \) over \( X \subseteq \mathbb{R}^n \). We let \( x^* = \arg \min_{x \in X} f(x) \).

We will refer to any step that decreases the value of \( f \) as a gradient descent step. In the special case of a smooth function \( f \) the gradient descent step from a point \( x \in X \) will be given as \( \text{Grad}(x) = \arg \min_{x \in X} \{ f(x) + \langle \nabla f(x), x - \hat{x} \rangle + \frac{L}{2} \| x - \hat{x} \|^2 \} \).

We will assume that there is a strongly-convex differentiable function \( \psi : X \to \mathbb{R} \) such that \( \max_{x \in X} \{ \langle z, x \rangle - \psi(x) \} \) is easily solvable, possibly in a closed form. Notice that this

---

3 Note that Fenchel-Moreau Theorem requires \( \psi \) to only be lower-semicontinuous for \( \psi^{**} = \psi \) to hold, which is a weaker property than continuity or continuous differentiability.
problem defines the convex conjugate of $\psi(\cdot)$, i.e., $\psi^*(z) = \max_{x \in X} \{ \langle z, x \rangle - \psi(x) \}$. The following standard fact will be extremely useful in carrying out the analysis of the algorithms in this paper.

**Fact 6.** Let $\psi : X \rightarrow \mathbb{R}$ be a differentiable strongly-convex function. Then:

$$\nabla \psi^*(z) = \arg \max_{x \in X} \{ \langle z, x \rangle - \psi(x) \}.$$  

Additional useful properties of Bregman divergence are provided in Appendix A.

## 2 Accelerated Extra-Gradient Descent

In this section, we describe the AXGD method and analyze its convergence. For comparison, steps of AGD and AXGD are shown next to each other in the box below. In continuous time, both algorithms follow the same dynamics. However, due to the different discretization methods used in constructing AGD and AXGD, they follow different discrete-time updates. In particular, we show in [7] that AGD can be interpreted as performing explicit (forward) Euler discretization plus a gradient step to correct the discretization error. In contrast, AXGD uses an approximate implementation of implicit (backward) Euler discretization to directly control the discretization error.

### Accelerated Gradient Descent (AGD) 

$$x^{(k+1)} = \frac{A_k}{A_{k+1}} x^{(k)} + \frac{a_{k+1}}{A_{k+1}} \nabla \psi^*(z^{(k)}),$$

$$z^{(k+1)} = x^{(k)} - a_{k+1} \nabla f(x^{(k)+1}),$$

$$\hat{x}^{(k+1)} = \text{Grad}(x^{(k)+1}).$$

### Accelerated Extra-Gradient Descent (AXGD) 

$$\hat{x}^{(k)} = \frac{A_k}{A_{k+1}} x^{(k)} + \frac{a_{k+1}}{A_{k+1}} \nabla \psi^*(z^{(k)}),$$

$$\hat{z}^{(k)} = z^{(k)} - a_{k+1} \nabla f(\hat{x}^{(k)}),$$

$$x^{(k+1)} = \frac{A_k}{A_{k+1}} x^{(k)} + \frac{a_{k+1}}{A_{k+1}} \nabla \psi^*(\hat{z}^{(k)}),$$

$$z^{(k+1)} = z^{(k)} - a_{k+1} \nabla f(x^{(k)+1}).$$

The idea behind AXGD is similar to the dual-averaging version of Nemirovski’s mirror prox algorithm [18, 7], with the main difference coming from the discretization of the accelerated dynamics in Equation (5) (as opposed to the standard mirror descent dynamics used in [18]). As we will show, an exact implicit Euler step would have $\nabla \psi^*(z^{(k+1)})$ instead of $\nabla \psi^*(\hat{z}^{(k+1)})$ in the third line of AXGD. However, obtaining $x^{(k+1)}$ in such a manner could be computationally prohibitive since $z^{(k+1)}$ implicitly depends on $x^{(k+1)}$ through its gradient. Instead, we opt for an extra prox-step $\nabla \psi^*(\hat{z}^{(k)})$ that adds the gradient at an intermediate point $\hat{x}^{(k)}$ constructed using $x^{(k)}$ and $z^{(k)}$ from the previous iteration. Thanks to this extra-gradient step, AXGD can correct the discretization error without using a gradient step.

Convergence proof for AXGD together with the sufficient conditions for obtaining optimal convergence bounds are provided in Section 2.4. For example, Theorem 11 shows that when the objective function is smooth, AXGD converges at the optimal rate of $1/k^2$. The analysis of AGD is provided in [7].

### 2.1 Approximate Optimality Gap

The analysis relies on the construction of an approximate optimality gap $G_t$, which is defined as the difference of an upper bound $U_t$ and a lower bound $L_t$ to the optimal function value $f(x^*)$. In particular, for an increasing function of time $t$, $a^{(t)}$, the convergence analysis will work on establishing the following:

**Invariance condition:** $a^{(t)}G_t$ is non-increasing with time $t$.
Such a condition immediately implies: \( G_t \leq \frac{G_{t_0}}{t / t_0} \), leading to the \( \frac{1}{t_0} \) convergence rate.

We sketch the main ideas that relate to the accelerated methods and AXGD in particular here for completeness, while the more general arguments that recover a number of known first-order methods are provided in [7].

We now describe the upper bound and the lower bound choices, which will take the same form in both continuous time and discrete time domains. To do so, we will rely on the Lebesgue-Stieltjes integration, which allows us to treat continuous and discrete choice of \( \alpha(t) \) in a unified manner. Observe that when \( \alpha(t) \) is a discrete measure, \( \hat{\alpha}(t) \) is a train of (scaled) Dirac Delta functions. Denote \( A(t) = \int_{t_0}^t d\alpha(\tau) = \int_{t_0}^t \hat{\alpha}(\tau) d\tau \).

**Upper Bound**

As \( x^* \in X \) is the minimizer of \( f(\cdot) \), \( f(x) \) for any \( x \in X \) constitutes a valid upper bound. In particular, our choice of the upper bound will be \( U_t = f(x^{(t)}) \), where \( x^{(t)} \) is the solution maintained by the algorithm at time \( t \).

**Lower Bound**

More interesting than the upper bound is the construction of a lower bound to \( f(x^*) \). From convexity of \( f \), we have the standard lower-bounding hyperplanes \( \forall x, \hat{x} \in X: f(x) \geq f(\hat{x}) + \langle \nabla f(\hat{x}), x - \hat{x} \rangle \). A natural choice of a lower bound to the optimum at time \( t \geq t_0 \) is obtained by averaging such hyperplanes over \( [t_0, t] \) according to the measure \( \alpha \):

\[
f(u) \geq \frac{\int_{t_0}^t f(x(\tau)) d\alpha(\tau)}{A(t)} + \int_{t_0}^t \langle \nabla f(x(\tau)), u - x(\tau) \rangle d\alpha(\tau), \quad \forall u \in X.
\]

While we could take the minimum over \( u \in X \) on the right-hand side of this equation as our notion of lower bound, this choice has two serious drawbacks. First, it is non-smooth, and in general not even differentiable, as a function of \( t \). Second, in continuous-time, it is not defined for our initial time \( t_0 \), meaning that we do not have a natural concept of initial lower bound and initial duality gap. (In the discrete time, we can ensure that \( \alpha \) contains a Dirac Delta function at \( t_0 \), which overcomes this issue.) We address the first problem by applying regularization, i.e., by adding to both sides of the inequality a regularizer term that is strongly-convex in \( x \) and then minimizing the right-hand side with respect to \( u \in X \).

Without loss of generality, the regularizer can be taken to be the Bregman divergence of a \( \sigma \)-strongly convex function \( \psi \) taken from an input point \( x^{(t_0)} \). This yields:

\[
f(x^*) + \frac{D_\psi(x^*, x^{(t_0)})}{A(t)} \geq \frac{\int_{t_0}^t f(x(\tau)) d\alpha(\tau)}{A(t)} + \min_{u \in X} \left\{ \int_{t_0}^t \langle \nabla f(x(\tau)), u - x(\tau) \rangle d\alpha(\tau) + D_\psi(u, x^{(t_0)}) \right\}.
\]

To address the second problem, we mix into the \( \alpha \)-combination of hyperplanes the optimal lower bound \( f(x^*) \) with weight \( \alpha(t) - A(t) \) (which is just zero in the discrete time, as in that case \( A(t) = \alpha(t) \)). Rescaling the normalization factor, we obtain our notion of regularized

\[\text{regularized}\]
lower bound:

\[
L(t) = \frac{\int_0^t f(x(\tau)) d\alpha(\tau)}{\alpha(t)} + \min_{u \in X} \left\{ \int_0^t \left< \nabla f(x(\tau)), u - x(\tau) \right> d\alpha(\tau) + D_\psi(u, x(t)) \right\}
\]

\[+
\frac{2}{\alpha(t)} \left[ (\alpha(t) - A(t)) f(x^*) - D_\psi(x^*, x(t)) \right].
\]

2.2 Accelerated Mirror Descent in Continuous Time

We now show that the accelerated dynamics can be obtained by enforcing the invariance condition from previous subsection with \(\alpha(t) G_t\) being constant; i.e., we enforce that \(\frac{d}{dt}(\alpha(t) G_t) = 0\). Towards that goal, assume that \(\alpha(t)\) is continuously differentiable, and observe that \(\alpha(t) - A(t) = \alpha(t_0)\) is constant. To simplify the notation when taking the time derivative of \(\alpha(t) G_t\), we first show the following:

\[\textbf{Proposition 7.}\] Let \(z(t) = \nabla \psi(x(t_0)) - f(x(t_\tau)) d\alpha(\tau)\). Then:

\[
\nabla \psi^*(z(t)) = \min_{u \in X} \left\{ \int_0^t \left< \nabla f(x(\tau)), u - x(\tau) \right> d\alpha(\tau) + D_\psi(u, x(t)) \right\}.
\]

I.e., \(\nabla \psi^*(z(t))\) is the argument of the minimum appearing in the definition of lower bound \(L_t\). The proof is simple and is provided in the appendix.

Recalling that \(U_t = f(x(t))\) and using (3) and Danskin’s theorem (which allows us to differentiate inside the min):

\[
\frac{d}{dt}(\alpha(t) G_t) = \frac{d}{dt}(\alpha(t) f(x(t))) - \dot{\alpha}(t) f(x(t)) - \dot{\alpha}(t) \left< \nabla f(x(t)), \nabla \psi^*(z(t)) - x(t) \right>
\]

\[= \left< \nabla f(x(t)), \alpha(t) x(t) - \dot{\alpha}(t) \left( \nabla \psi^*(z(t)) - x(t) \right) \right>.
\]

Hence, to obtain \(\frac{d}{dt}(\alpha(t) G_t) = 0\), it suffices to set \(\alpha(t) x(t) = \dot{\alpha}(t) (\nabla \psi^*(z(t)) - x(t))\), resulting in the accelerated dynamics from [15]:

\[
\dot{x}(t) = -\dot{\alpha}(t) \nabla f(x(t)),
\]

\[
\dot{z}(t) = \frac{\dot{\alpha}(t)}{\alpha(t)} \nabla \psi^*(z(t)) - x(t),
\]

\[
z(t_0) = \nabla \psi(x(t_0)), x(t_0) \in X \text{ is an arbitrary initial point.}
\]

It is not hard to see that (5) constructs a sequence of points \(x(t)\) that are feasible, that is, \(x(t) \in X\). This is because \(x(t)\) can equivalently be written as \(\frac{d}{dt}(\alpha(t) x(t)) = \dot{\alpha}(t) \nabla \psi^*(z(t))\), which, after integrating over \(\tau \in [t_0, t]\), gives \(x(t) = \frac{\alpha(t)}{\alpha(t_0)} x(t_0) + \frac{1}{\alpha(t_0)} \int_{t_0}^t \nabla \psi^*(z(\tau)) d\alpha(\tau)\) – a convex combination of \(x(t_0)\) and \(\nabla \psi^*(z(t))\) for \(\tau \in [t_0, t]\). By (5), \(x(t_0) \in X\), while \(\nabla \psi^*(z(t)) \in X\) by Proposition 7.

We immediately obtain the following continuous-time convergence guarantee:

\[\textbf{Lemma 8.}\] Let \(x(t)\) evolve according to (5). Then, \(\forall t \geq t_0\):

\[
f(x(t)) - f(x^*) \leq \frac{\alpha(t_0)}{\alpha(t)} \left( f(x(t_0)) - f(x^*) \right) + D_\psi(x^*, x(t_0)).
\]

\[\textbf{Proof.}\] We have already established that \(\frac{d}{dt}(\alpha(t) G(t)) = 0\), and, therefore, \(f(x(t)) - f(x^*) \leq G_t = \frac{\alpha(t)}{\alpha(t_0)} G_{t_0}\). Observing that \(G_{t_0} = f(x(t_0)) - f(x^*) + D_\psi(x^*, x(t_0))/\alpha(t_0)\), the proof follows.
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2.3 Discretization

As discussed in Section 2.1, our construction of the approximate optimality gap is valid both in the continuous time and in the discrete time domain. To understand where the discretization error occurs, we make the following observations. First, the upper bound does not involve any integration, and thus cannot incur a discretization error. In the lower bound (3), the role of the first integral is only to perform weighted averaging, which is the same in the continuous time and in the discrete time, and, therefore, does not incur a discretization error. The terms that are not integrated over look the same whether or not \(\alpha(t)\) is discrete. Therefore, the only term that can incur the discretization error is the integral under the min:

\[
I^{(t_0,t)} = \int_{t_0}^t \langle \nabla f(x(\tau)), \nabla \psi^*(z(\tau)) - x(\tau) \rangle \, d\alpha(\tau).
\]

As mentioned before, when \(\alpha\) is a discrete measure, we can express it as

\[
\alpha(t) = \sum_{i=t_0}^{t} a_i \delta(t-(t_0 + i - 1)),
\]

where \(\delta(\cdot)\) denotes the Dirac Delta function and \(a_i\)'s are positive. Then

\[
A(t) = \int_{t_0}^t \, d\alpha(\tau) = \sum_{i=t_0}^{t} a_i.
\]

To simplify the notation, we will use \(i \in \mathbb{Z}_+\) to denote the discrete time points corresponding to \(t_0 + i - 1\) on the continuous line. Therefore, the discretization error incurred in \(A(t) I \) between the discrete time points \(i\) and \(i + 1\) (understood as integrating from \(i^+\) to \((i + 1)^+\)) is

\[
I^{(i,i+1)} - I_c^{(i,i+1)},
\]

where \(I_c^{(i,i+1)}\) is the continuous approximation of \(I^{(i,i+1)}\) (i.e., we allow continuous integration rules in \(I_c^{(i,i+1)}\)). We can now establish the following bound on the discretization error.

Lemma 9. Let \(A_{i+1} G_{i+1} - A_i G_i \equiv E_{i+1}\) be the discretization error. Then

\[
G_k = \frac{A_1}{A_k} G_1 + \sum_{i=1}^{k} \frac{E_i}{A_k}
\]

and

\[
E_{i+1} \leq \left\langle \nabla f(x^{(i+1)}), A^{(i+1)} x^{(i+1)} - A^{(i)} x^{(i)} - \nabla \psi^*(z^{(i+1)}) \right\rangle - D_{\psi^*}(z^{(i)}, z^{(i+1)}).
\]

Proof. The first part of the lemma follows by summing over \(1 \leq i \leq k\). For the second part, we have already argued that \(E_{i+1} = I_c^{(i,i+1)} - I^{(i,i+1)}\). For the discrete integral \(I^{(i,i+1)}\), as \(\hat{\alpha}(t)\) just samples the function under the integral at point \(i + 1\), we have:

\[
I^{(i,i+1)} = a_{i+1} \left\langle \nabla f(x^{(i+1)}), \nabla \psi^*(z^{(i+1)}) - x^{(i+1)} \right\rangle.
\]

For the continuous integral, using (5) and integration by parts:

\[
I_c^{(i,i+1)} = \int_i^{i+1} \alpha(\tau) \left\langle \nabla f(x(\tau)), x(\tau) \right\rangle \, d\tau + \int_i^{i+1} \left\langle \nabla f(x(\tau)), \nabla \psi^*(z(\tau)) - \nabla \psi^*(z(\tau)) \right\rangle \, d\alpha(\tau)
\]

\[= A^{(i)}(f(x(\tau))) - f(x(\tau))) - \int_i^{i+1} \left\langle \nabla \psi^*(z(\tau)), \nabla \psi^*(z(\tau)) \right\rangle \, d\tau
\]

\[= A^{(i)}(f(x(\tau))) - f(x(\tau))) - D_{\psi^*}(z^{(i)}, z^{(i+1)}),
\]

where we have used \(\dot{z}(\tau) = -\dot{\alpha}(\tau) \nabla f(x(\tau)), \nabla \psi^*(z(\tau)), D_{\psi^*}(z^{(i)}, z^{(i+1)}) = \nabla \psi^*(z^{(i)}) - \nabla \psi^*(z^{(i+1)}),\) and \(D_{\psi^*}(z^{(i)}, z^{(i+1)}) = 0.\)

By convexity of \(f, f(x^{(i+1)}) - f(x^{(i)}) \leq \left\langle \nabla f(x^{(i+1)}), x^{(i+1)} - x^{(i)} \right\rangle.\) Combining with (6) and (7):

\[
E_{i+1} \leq \left\langle \nabla f(x^{(i+1)}), A^{(i+1)} x^{(i+1)} - A^{(i)} x^{(i)} - a_{i+1} \nabla \psi^*(z^{(i+1)}) \right\rangle - D_{\psi^*}(z^{(i)}, z^{(i+1)}),
\]

as claimed. ▶
We remark that the same result for the discretization error can be obtained by directly computing $A_{i+1}G_{i+1} - A_iG_i$ under a discrete measure $\alpha$ (where all the integrals in the definition of the duality gap are replaced by summations). We have chosen to work with the integration error described above to demonstrate the cause of the discretization error.

We now describe how AXGD cancels out the discretization error by (approximately) implementing implicit Euler discretization of $\tilde{x}^{(i)}$.

### Implicit Euler Discretization

Implicit Euler discretization is an abstract discretization method which defines the next iterate $x^{(k+1)}$ implicitly as a function of the gradient at $x^{(k)}$. In the case of the AMD dynamics, implicit Euler discretization yields the following algorithm: let $x^{(i)} \in X$ be an arbitrary initial point that satisfies $x^{(1)} = \nabla \psi^* (z^{(1)})$, where $z^{(1)} = \nabla \psi (x^{(1)}) - \nabla f(x^{(1)})$; for all $k \geq 1$

$$
\begin{align*}
&x^{(k+1)} = A_k x^{(k)} + \frac{a_k+1}{A_k+1} \nabla \psi^* (z^{(k)}) - a_{k+1} \nabla f(x^{(k+1)}), \\
&\dot{x}^{(k+1)} = \frac{A_k}{A_{k+1}} x^{(k)} + \frac{a_k+1}{A_{k+1}} \nabla \psi^* (z^{(k+1)})
\end{align*}
$$

Observe that $\dot{x}^{(k+1)}$ in (8) exactly sets the inner product in $E_{i+1}$ (Lemma 9) to zero, leaving only the negative term $-D_{\psi^*}(z^{(i)}, z^{(i+1)})$. While this discretization is not computationally feasible in practice, as it requires solving for the implicitly defined $x^{(k+1)}$, it also boasts a negative discretization error, i.e., it converges faster than the continuous-time AMD. Ultimately, we will use this extra slack to trade-off the error arising from an *approximate* implicit discretization.

### 2.4 Convergence of AXGD

A standard way to implement implicit Euler discretization in the solution of ODEs [9] is to replace the exact solution of the implicit equation with a small number of fixed point iterations of the same equation. In our case, the implicit equation can be written as:

$$
x^{(k+1)} = \frac{A_k}{A_{k+1}} x^{(k)} + \frac{a_k+1}{A_{k+1}} \nabla \psi^* (z^{(k)}) - a_{k+1} \nabla f(x^{(k+1)}))
$$

Two steps of the fixed-point iteration yield the following updates, which are exactly those performed by AXGD:

$$
\begin{align*}
&x^{(k)} = \frac{A_k}{A_{k+1}} x^{(k)} + \frac{a_k+1}{A_{k+1}} \nabla \psi^* (z^{(k)}), \\
&\dot{x}^{(k+1)} = \frac{A_k}{A_{k+1}} x^{(k)} + \frac{a_k+1}{A_{k+1}} \nabla \psi^* (z^{(k+1)})
\end{align*}
$$

We can now analyze AXGD as producing an approximate solution to the implicit Euler discretization problem. The following lemma gives a general bound on the convergence of AXGD for a convex and differentiable $f(\cdot)$ without additional assumptions. The only (mild) difference is replacing $D_{\psi}(x, x^{(1)})$ and $D_{\psi}(x^*, x^{(1)})$ by $D_{\psi}(x, \hat{x}^{(0)})$ and $D_{\psi}(x^*, \hat{x}^{(0)})$, since we start from the “intermediate” point $\hat{x}^{(0)}$. This change is only important for bounding the initial gap $G_1$; everything else is the same as before.

**Lemma 10.** Consider the AXGD algorithm as described in Equation (2), starting from an arbitrary point $\hat{x}^{(0)}$ with $z^{(0)} = \nabla \psi (\hat{x}^{(0)})$ and $A_0 = 0$. Then the error from Lemma 9 is bounded by:

$$
E_{i+1} \leq a_{i+1} \left( \nabla f(x^{(i+1)}) - \nabla f(\hat{x}^{(i)}), \nabla \psi^* (\hat{z}^{(i)}) - \nabla \psi^* (z^{(i+1)}) \right) - D_{\psi^*}(\hat{z}^{(i)}, z^{(i+1)}) - D_{\psi^*}(z^{(i)}, \hat{z}^{(i)}).
$$
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Proof. From Lemma 9:

\[ E_{i+1} \leq a_{i+1} \left\langle \nabla f(x^{(i+1)}), \nabla \psi^*(\hat{z}^{(i)}) - \nabla \psi^*(z^{(i+1)}) \right\rangle - D_{\psi^*}(z^{(i)}, z^{(i+1)}) \]

\[ = a_{i+1} \left\langle \nabla f(x^{(i+1)}) - \nabla f(\hat{x}^{(i)}) + \nabla f(\hat{x}^{(i)}), \nabla \psi^*(\hat{z}^{(i)}) - \nabla \psi^*(z^{(i+1)}) \right\rangle \]

\[ - D_{\psi^*}(z^{(i)}, z^{(i+1)}). \]

We now use the fact that \( a_{i+1} f(\hat{x}^{(i)}) = z^{(i)} - \hat{z}^{(i)} \) together with the standard triangle-inequality for Bregman divergences (see Proposition 17) to show that:

\[ a_{i+1} \left\langle \nabla f(\hat{x}^{(i)}), \nabla \psi^*(\hat{z}^{(i)}) - \nabla \psi^*(z^{(i+1)}) \right\rangle = \left\langle z^{(i)} - \hat{z}^{(i)}, \nabla \psi^*(\hat{z}^{(i)}) - \nabla \psi^*(z^{(i+1)}) \right\rangle \]

\[ = D_{\psi^*}(z^{(i)}, z^{(i+1)}) - D_{\psi^*}(\hat{z}^{(i)}, z^{(i+1)}) - D_{\psi^*}(z^{(i)}, \hat{z}^{(i)}). \]

Combining the results of the last two equations, we get the claimed bound on the error. \( \blacktriangleright \)

2.5 Smooth Minimization with AXGD

We show that AXGD achieves the asymptotically optimal convergence rate of \( 1/k^2 \) for the minimization of an \( L \)-smooth convex objective \( f(\cdot) \) by applying Lemma 10. The crux of the proof is that we can take sufficiently large steps while keeping the error from Lemma 10 non-positive. In other words, we are able to move quickly through the continuous evolution of AXGD by taking large discrete steps.

\[ \blacktriangleright \textbf{Theorem 11.} \text{ Let } f : X \rightarrow \mathbb{R} \text{ be an } L \text{-smooth convex function and let } x^{(k)}, z^{(k)}, \hat{x}^{(k)}, \hat{z}^{(k)} \text{ be updated according to the AXGD algorithm in Equation (2), starting from an arbitrary initial point } \hat{x}^{(0)} \in X \text{ with the following initial conditions: } z^{(0)} = \nabla \psi(\hat{x}^{(0)}) \text{ and } A_0 = 0. \text{ Let } \psi : X \rightarrow \mathbb{R} \text{ be } \sigma \text{-strongly convex. If } \frac{a_k}{A_k} \leq \frac{\sigma}{2}, \text{ then for all } k \geq 1, \]

\[ f(x^{(k)}) - f(x^*) \leq \frac{D_{\psi}(x^*, \hat{x}^{(0)})}{A_k}. \]

In particular, if \( a_k = \frac{k+1}{2} \cdot \frac{\sigma}{L} \) and \( \psi(x) = \frac{\sigma}{2} \|x\|^2 \), then:

\[ f(x^{(k)}) - f(x^*) \leq \frac{2L}{(k+1)^2} \|x^* - \hat{x}^{(0)}\|^2. \]

Proof. The proof follows directly by applying Lemma 10 and using \( L \)-smoothness of \( f \) and \( \sigma \)-strong convexity of \( \psi \). In particular, by Cauchy-Schwartz inequality and smoothness:

\[ \left\langle \nabla f(x^{(k+1)}) - \nabla f(\hat{x}^{(k)}), \nabla \psi^*(\hat{z}^{(k)}) - \nabla \psi^*(z^{(k+1)}) \right\rangle \leq L \|x^{(k+1)} - x^{(k)}\| \cdot \|\nabla \psi^*(z^{(k+1)}) - \nabla \psi^*(\hat{z}^{(k)})\|, \]

and, by Proposition 16

\[ D_{\psi^*}(z^{(k)}, z^{(k+1)}) + D_{\psi^*}(\hat{z}^{(k)}, \hat{z}^{(k)}) \geq \frac{\sigma}{2} \left( \|\nabla \psi^*(\hat{z}^{(k)}) - \nabla \psi^*(z^{(k+1)})\|^2 + \|\nabla \psi^*(z^{(k+1)}) - \nabla \psi^*(\hat{z}^{(k)})\|^2 \right). \]

From the definition of the steps, \( x^{(k+1)} - x^{(k)} = \frac{a_{k+1}}{A_{k+1}} (\nabla \psi^*(\hat{z}^{(k)}) - \nabla \psi^*(z^{(k)})) \), and, therefore:

\[ E_{k+1} \leq \frac{a_{k+1}}{A_{k+1}} L \cdot pq - \frac{\sigma}{2} (p^2 + q^2), \]
where \( p = \| \nabla \psi^* (\tilde{z}^{(k)}) - \nabla \psi^* (z^{(k+1)}) \| \) and \( q = \| \nabla \psi^* (z^{(k)}) - \nabla \psi^* (\tilde{z}^{(k)}) \| \). Since, for any \( p, q \), \( p^2 + q^2 - 2pq \geq 0 \) whenever \( \alpha \leq 1 \), it follows that \( E_{k+1} \leq 0 \) whenever \( \frac{a_{k+1}^2}{A_{k+1}^+} \leq 1 \), which is true by the theorem assumptions. In particular, for \( a_k = \frac{k+1}{2} \cdot \frac{q}{\nu} \), \( A_k = \frac{q}{\nu} \frac{(k+1)(k+2)}{4} \geq \frac{q}{\nu} \). This proves that \( f(x^{(k)}) - f(x^*) \leq \frac{q}{\nu} \). It remains to bound \( G_1 \). This a simple computation, shown in the appendix, which yields: \( G_1 \leq \frac{1}{\lambda_1} D_\nu(x^*, \tilde{x}^{(0)}) \).

### 2.6 Generalized Smoothness: Hölder-Continuous Gradients

Suppose that \( f(\cdot) \) has Hölder-continuous gradients, namely, \( f(\cdot) \) then satisfies:

\[
\| \nabla f(\hat{x}) - \nabla f(x) \| \leq L_\nu \| \hat{x} - x \|^{1+\nu},
\]

which also implies:

\[
\forall \hat{x}, x \in X : f(\hat{x}) \leq f(x) + \langle \nabla f(x), \hat{x} - x \rangle + \frac{L_\nu}{1+\nu} \| \hat{x} - x \|^{1+\nu},
\]

where \( \nu \in (0, 1] \), \( L_\nu \in \mathbb{R}^{+} \). In particular, if \( \nu = 1 \), then \( f(\cdot) \) is \( L_\nu \)-smooth. Thus, the functions with Hölder-continuous gradients represent a class of functions with generalized/relaxed smoothness properties.

The lower iteration complexity bound for (unconstrained) minimization of convex functions with Hölder-continuous gradients was established in [20] and equals \( O \left( \frac{L_\nu D_1}{1+\nu} \right) \), where \( D_1 \) is the distance from the initial point to the optimal solution. A matching upper bound was obtained in [19].

To recover the optimal convergence rate in the minimization of convex functions with Hölder-continuous gradients, as before, we bound the discretization error from Lemma 10. Before doing so, we will need the following technical proposition (which appears in a similar form as Lemma 3.1 a) in [18]).

**Proposition 12.**

\[
a_{i+1} \left( \nabla f(x^{(i+1)}) - \nabla f(\hat{x}^{(i)}), \nabla \psi^*(z^{(i+1)}) - \nabla \psi^*(\hat{z}^{(i)}) \right) \leq \sigma^{-1} a_{i+1}^2 \| \nabla f(x^{(i+1)}) - \nabla f(\hat{x}^{(i)}) \|^2.
\]

The proof is provided in the appendix.

**Theorem 13.** Let \( f(\cdot) \) be a convex function that satisfies \( (10) \), and let \( \psi(\cdot) \) be \( \sigma \)-strongly convex. Let \( x^{(k)}, z^{(k)}, \hat{x}^{(k)}, \tilde{z}^{(k)} \) be updated according to the AXGD algorithm in Equation (2), starting from an arbitrary initial point \( \hat{x}^{(0)} \in X \) with the following initial conditions: \( z^{(0)} = \nabla \psi(\hat{x}^{(0)}) \) and \( A_0 = 0 \). Let \( a_k = \frac{c}{\nu} D_1^{1-\nu} k^{-\frac{1+\nu}{2}} \), where \( D = \max_{x, \hat{x} \in X} \| x - \hat{x} \| \) and \( c = 2^{\frac{3\nu(\nu+1)}{2}} \). Then, \( \forall k \geq 1 \):

\[
f(x^{(k)}) - f(x^*) \leq \frac{1-3\nu(\nu+1)}{2} \frac{L_\nu}{\nu} D^{\nu-1} D_\nu(x^*, \hat{x}^{(0)}) \frac{k^{1+\nu}}{k^{1+\nu}}.
\]

In particular, if \( \psi(x) = \frac{\sigma}{2} \| x \|^2 \), then:

\[
f(x^{(k)}) - f(x^*) \leq \frac{1-3\nu(\nu+1)}{2} \frac{L_\nu}{\nu} D^{1+\nu} k^{-\frac{1+\nu}{2}}.
\]
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Proof. We prove the theorem by bounding the discretization error \( E_{i+1} \) from Lemma 10. Applying Propositions 16 and 12:

\[
E_{i+1} = a_{i+1} \left< \nabla f(x^{(i+1)}) - \nabla f(\hat{x}^{(i)}), \nabla \psi^*(\hat{z}^{(i)}) - \nabla \psi^*(z^{(i+1)}) \right>
\]

\[
- D_{\psi^*}(\hat{z}^{(i)}, z^{(i+1)}) - D_{\psi^*}(z^{(i)}, \hat{z}^{(i)})
\]

\[
\leq \sigma^{-1} a_{i+1} \left< \nabla f(x^{(i+1)}) - \nabla f(\hat{x}^{(i)}) \right>^2
\]

\[
\leq \frac{\sigma}{2} \left( \|\nabla \psi^*(\hat{z}^{(i)}) - \nabla \psi^*(z^{(i+1)})\|^2 + \|\nabla \psi^*(\hat{z}^{(i)}) - \nabla \psi^*(z^{(i)})\|^2 \right)
\]

\[
\leq \sigma^{-1} a_{i+1} 2L_{\psi}^2 \|x^{(i+1)} - \hat{x}^{(i)}\|^2 - \frac{\sigma}{2} \|\nabla \psi^*(\hat{z}^{(i)}) - \nabla \psi^*(z^{(i)})\|^2
\]

\[
\leq \sigma^{-1} L_{\psi}^2 a_{i+1} \frac{a_{i+1} + 2\nu}{A_{i+1}} \|\nabla \psi^*(z^{(i)}) - \nabla \psi^*(\hat{z}^{(i)})\|^2,
\]

where the second inequality is by (10) and the third inequality is by the step definition (2).

Proof. As before, we bound the discretization error from Lemma 10. As \( E_{i+1} \) is non-smooth, we can remove if we fix the approximation error (and, consequently, the number of steps \( k \)) in advance.

\[ a_k = \frac{L_{\psi}}{\sum_{i=1}^k a_i} \leq \frac{2^{\eta} D_{\psi}^{1-\nu} k^{-1/3 \nu}}{\sqrt{k}}. \]

Therefore, the expression in (12) is at least:

\[ \left( -2^{\eta} D_{\psi}^{1-\nu} (k + 1)^{\nu - 1} + \frac{1}{2} \right) \sigma \|\nabla \psi^*(z^{(k)}) - \nabla \psi^*(\hat{z}^{(k)})\|^2 \geq 0, \]

as \( (k + 1)^{\nu - 1} \leq 1 \). Therefore, we have that \( G_k \leq \frac{a_k}{\sqrt{k}} G_1 \), and using similar arguments to bound the initial gap \( G_1 \), the proof follows.

2.7 Non-Smooth Minimization: Lipschitz-Continuous Objective

We now show that we can recover the well-known \( \frac{1}{\sqrt{k}} \) convergence rate for the class of non-smooth \( L \)-Lipschitz objectives by using AXGD. This is summarized in the following theorem. We note that, as in the analysis of classical mirror descent (see, e.g., [3]), the factor \( \log(k) \) can be removed if we fix the approximation error (and, consequently, the number of steps \( k \)) in advance.

\[ \text{Theorem 14.} \quad \text{Let} \ f(\cdot) \text{ be a Lipschitz-continuous function with parameter} \ L. \ \text{Let} \ x^{(k)}, \ z^{(k)}, \ \hat{x}^{(k)}, \ \hat{z}^{(k)} \text{ be updated according to the AXGD algorithm in Equation (2), starting from an arbitrary initial point} \ x^{(0)} \in X \text{ with the following initial conditions:} \ z^{(0)} = \nabla \psi(\hat{x}^{(0)}) \text{ and} \ A_0 = 0. \ \text{If} \ a_k = \frac{\sqrt{\nu}}{2^{\eta} D_{\psi}(x^{(k)}, \hat{x}^{(k)})}, \ \text{then,} \ \forall k \geq 1:\]

\[ f(x^{(k)}) - f(x^*) \leq 8(2 + \log(k)) \frac{L \cdot \sqrt{D_{\psi}(x^*, \hat{x}^{(0)})}}{\sqrt{\nu} \sqrt{k}}. \]

In particular, for \( \psi(x) = \frac{\sigma}{2} \|x\|^2 \):

\[ f(x^{(k)}) - f(x^*) \leq 4\sqrt{2}(2 + \log(k)) \frac{L \cdot \|x^* - \hat{x}^{(0)}\|}{\sqrt{k}}. \]

Proof. As before, we bound the discretization error from Lemma 10. As \( f(\cdot) \) is \( L \)-Lipschitz, using Proposition 16:

\[
E_{i+1} \leq a_{i+1} \left< \nabla f(x^{(i+1)}) - \nabla f(\hat{x}^{(i)}), \nabla \psi^*(\hat{z}^{(i)}) - \nabla \psi^*(z^{(i+1)}) \right>
\]

\[
- D_{\psi^*}(\hat{z}^{(i)}, z^{(i+1)}) - D_{\psi^*}(z^{(i)}, \hat{z}^{(i)})
\]

\[
\leq 2a_{i+1} L \|\nabla \psi^*(z^{(i+1)}) - \nabla \psi^*(\hat{z}^{(i)})\| - \frac{\sigma}{2} \|\nabla \psi^*(z^{(i+1)}) - \nabla \psi^*(\hat{z}^{(i)})\|^2
\]

\[
\leq \frac{8a_{i+1} L^2}{\sigma},
\]
where we have used the inequality $2xy - x^2 \leq y^2$, $\forall x, y$. As $\sigma \geq L$ and

$$A_k \cdot \frac{2\sqrt{2}L}{\sqrt{\sigma D_\psi(x^*, \tilde{x}^{(0)})}} = \sum_{i=1}^{k} \frac{1}{\sqrt{k}} \geq \sum_{i=\lceil k/2 \rceil}^{k} \frac{1}{\sqrt{k}} \geq \frac{1}{2} \cdot \sqrt{k}$$

we have that

$$\sum_{i=1}^{k} E_i A_k \leq 8 \cdot \frac{L \cdot \sqrt{D_\psi(x^*, \tilde{x}^{(0)})}}{\sqrt{\sigma \sqrt{k}}} (\log(k) + 1),$$

which, after bounding the initial gap by similar arguments, completes the proof. \hfill ◼

3 Experiments

We now illustrate the performance of AGD and AXGD for (i) an unconstrained problem over $\mathbb{R}^n$ with the objective function $f(x) = \frac{1}{2} \langle Ax, x \rangle - \langle b, x \rangle$, and (ii) for the problem with the same objective and unit simplex as the feasible region, where $A$ is the Laplacian of a cycle graph and $b$ is a vector whose first element is one and the remaining elements are zero. This example is known as a “hard” instance for smooth minimization – it is typically used in proving the lower iteration complexity bound for first-order methods (see, e.g., [28]). We also include Gradient Descent (GD) in the exact gap graphs for comparison. In the experiments, we take $n = 100$ and $\sigma = L$ ($= 4$). We use the $\ell_2$ norm in the gradient steps.

In the figures, $f$ denotes the objective value at the upper-bound point and $f^*$ denotes the optimal objective value, so that $f - f^*$ is the true distance to the optimum (the exact gap). Fig. 1 shows the distance to the optimum and the approximate duality gap $G_k = U_k - L_k$ obtained using our analysis. We can observe that AGD and AXGD exhibit similar performance in these examples. The approximate gap overestimates the actual duality gap, however, the difference between the two decreases with the number of iterations.

Acceleration and Noise

We now consider the setting in which the gradients output by our oracle are corrupted by additive noise, which has significant applications in practice [10] and theory [2]. We note

\[\text{Namely, the sum of a tridiagonal matrix } B \text{ with 2's on its main diagonal and -1's on its remaining two diagonals and a matrix } C \text{ whose all elements are zero except for the } C_{1,n} = C_{n,1} = -1.\]
that this model is fundamentally different from the inexact model considered by Devolder et al. [6], for which tight lower bounds preventing acceleration exist.\(^6\)

Specifically, we experimentally evaluate the performance of AGD and AXGD under additive Gaussian noise. Fig. 2 illustrates the performance of AGD and AXGD when the gradients are corrupted by zero-mean additive Gaussian noise with covariance matrix \(\epsilon_\eta I\), where \(I\) is the identity matrix. When the region is unconstrained (top row in Fig. 2), both AGD and AXGD exhibit high sensitivity to noise. The GD method overall exhibits higher tolerance to noise (at the expense of slower convergence). In the case of the unit simplex region (bottom row in Fig. 2), all the algorithms appear more tolerant to noise than in the unconstrained case. Interestingly, on this example AXGD exhibits higher tolerance to noise than GD and AGD, both in terms of mean and in terms of variance. Explaining this phenomenon analytically is an interesting question that merits further investigation.

4 Conclusion

We have presented a novel accelerated method – AXGD – that combines ideas from the Nesterov’s AGD and Nemirovski’s mirror prox. AXGD achieves optimal convergence rates for a range of convex optimization problems, such as the problems with the (i) smooth objectives, (ii) objectives with Hölder-continuous gradients, (iii) and non-smooth Lipschitz-continuous objectives. In the constrained-regime experiments from Section 3, the method demonstrates favorable performance compared to AGD when subjected to zero-mean Gaussian noise.

There are several directions that merit further investigation. A more thorough analytical and experimental study of acceleration when the gradients are corrupted by noise is of

\(^6\) In [6], it is assumed that a function \(f(\cdot)\) is associated with a \((\delta, L)\) oracle, such that \(f(\hat{x}) \leq f(x) + \langle \nabla f(x), \hat{x} - x \rangle + \frac{\delta}{2}\|\hat{x} - x\|^2 + \frac{L}{2}\|x\|^2, \forall x, \hat{x} \in X\). Such a model seems more suitable for incorrectly specified functions (e.g., non-smooth functions treated as being smooth) and adversarially perturbed functions.
particular interest, since the gradients can often come from noise-corrupted measurements. Further, our experiments from Fig. 2 suggest that there are cases that incur a trade-off between noise tolerance and acceleration. A systematic study of this trade-off is thus another important direction, since it would guide the choice of accelerated/non-accelerated algorithms in practice depending on the application. Finally, it is interesting to investigate whether restart schemes can improve the algorithms’ noise tolerance, since in the noiseless setting several restart schemes are known to improve the convergence of AGD in practice.

References


### A Properties of the Bregman Divergence

The following properties of Bregman divergence will be useful in our analysis.

**Proposition 15.** $D_\psi(\nabla \psi^*(z), x) = D_{\psi^*}(\nabla \psi(x), z), \forall x, z.$

**Proof.** From the definition of $\psi^*$ and Fact 6,

$$\psi^*(z) = \langle \nabla \psi^*(z), z \rangle - \psi(\nabla \psi^*), \forall z. \quad (13)$$

Similarly, as in the light of Fenchel-Moreau Theorem $\psi^{**} = \psi$,

$$\psi(x) = \langle \nabla \psi(x), x \rangle - \psi^*(\nabla \psi(x)), \forall x. \quad (14)$$

Using the definition of $D_\psi(\nabla \psi^*(z), x)$ and Fact 6:

$$D_\psi(\nabla \psi^*(z), x) = \psi(\nabla \psi^*(z)) - \psi(x) - \langle \nabla \psi(x), \nabla \psi^*(z) \rangle - x$$

$$= \psi(\nabla \psi^*(z)) + \psi^*(\nabla \psi(x)) - \langle \nabla \psi(x), \nabla \psi^*(z) \rangle. \quad (15)$$
Similarly, using the definition of $D_{\psi^*}(\nabla \psi(x), z)$ combined with (13):

\[
D_{\psi^*}(\nabla \psi(x), z) = \psi^*(\nabla \psi(x)) - \psi^*(z) - \langle \nabla \psi^*(z), \nabla \psi(x) - z \rangle \\
= \psi^*(\nabla \psi(x)) + \psi(\nabla \psi^*(z)) - \langle \nabla \psi^*(z), \nabla \psi(x) \rangle.
\]

Comparing (15) and (16), the proof follows.

\[\blacksquare\]

\textbf{Proposition 16.} If $\psi(\cdot)$ is $\sigma$-strongly convex, then $D_{\psi^*}(z, \hat{z}) \geq \frac{\sigma}{2}\|\nabla \psi^*(z) - \nabla \psi^*(\hat{z})\|^2$.

\textbf{Proof.} Using the definition of $D_{\psi^*}(z, \hat{z})$ and (13), we can write $D_{\psi^*}(z, \hat{z})$ as:

\[
D_{\psi^*}(z, \hat{z}) = \psi(\nabla \psi^*(\hat{z})) - \psi(\nabla \psi^*(z)) - \langle \nabla \psi^*(z), \nabla \psi^*(\hat{z}) - \nabla \psi^*(z) \rangle.
\]

Since $\psi(\cdot)$ is $\sigma$-strongly convex, it follows that:

\[
D_{\psi^*}(z, \hat{z}) \geq \frac{\sigma}{2}\|\nabla \psi^*(\hat{z}) - \nabla \psi^*(z)\|^2 + \langle \nabla \psi^*(\hat{z}) - \nabla \psi^*(z), \nabla \psi^*(\hat{z}) - \nabla \psi^*(z) \rangle.
\]

As, from Fact 6, $\nabla \psi^*(z) = \arg \max_{x \in X} \{ \langle x, z \rangle - \psi(x) \}$, by the first-order optimality condition

\[
\langle \nabla \psi(\nabla \psi^*(z)) - z, \nabla \psi^*(\hat{z}) - \nabla \psi^*(z) \rangle \geq 0,
\]

completing the proof.

\[\blacksquare\]

The Bregman divergence $D_{\psi^*}(x, y)$ captures the difference between $\psi^*(x)$ and its first order approximation at $y$. Notice that, for a differentiable $\psi^*$, we have:

\[
\nabla x D_{\psi^*}(x, y) = \nabla \psi^*(x) - \nabla \psi^*(y).
\]

The Bregman divergence $D_{\psi^*}(x, y)$ is a convex function of $x$. Its Bregman divergence is itself.

\textbf{Proposition 17.} For all $x, y, z \in X$

\[
D_{\psi^*}(x, y) = D_{\psi^*}(z, y) + \langle \nabla \psi^*(z) - \nabla \psi^*(y), x - z \rangle + D_{\psi^*}(x, z).
\]

\section{Omitted Proofs from Section 2}

\textbf{Proposition 7 (repeated).} Let $z^{(t)} = \nabla \psi(x^{(t)}) - \int_{t_0}^t \nabla f(x^{(r)}) \, da^{(r)}$. Then:

\[
\nabla \psi^*(z^{(t)}) = \arg \min_{u \in X} \left\{ \int_{t_0}^t \langle \nabla f(x^{(r)}), u - x^{(r)} \rangle \, da^{(r)} + D_{\psi}(u, x^{(t_0)}) \right\}.
\]

\textbf{Proof.} From the definition of Bregman divergence:

\[
\arg \min_{u \in X} \left\{ \int_{t_0}^t \langle \nabla f(x^{(r)}), u - x^{(r)} \rangle \, da^{(r)} + D_{\psi}(u, x^{(t_0)}) \right\}
\]

\[
= \arg \min_{u \in X} \left\{ \int_{t_0}^t \langle \nabla f(x^{(r)}), u - x^{(r)} \rangle \, da^{(r)} + \psi(u) - \psi(x^{(t_0)}) - \langle \nabla \psi(x^{(t_0)}), u - x^{(t_0)} \rangle \right\}
\]

\[
= \arg \min_{u \in X} \left\{ \langle \int_{t_0}^t \nabla f(x^{(r)}) \, da^{(r)} - \nabla \psi(x^{(t_0)}), u \rangle + \psi(u) \right\}.
\]

Using the definition of $z^{(t)}$ and Fact 6, the proof follows.

\[\blacksquare\]
(restated).

\[ a_{i+1} \left\langle \nabla f(x^{(i+1)}) - \nabla f(x^{(i)}), \nabla \psi^*(z^{(i+1)}) - \nabla \psi^*(z^{(i)}) \right\rangle \leq \sigma^{-1} a_{i+1} \| \nabla f(x^{(i+1)}) - \nabla f(x^{(i)}) \|^2. \]

**Proof.** From the first order optimality condition in Fact 6, \( \forall x, y \in X \):

\[ \left\langle \nabla \psi(\nabla \psi^*(z^{(i+1)})) - z^{(i+1)}, x - \nabla \psi^*(z^{(i+1)}) \right\rangle \geq 0, \quad (19) \]

\[ \left\langle \nabla \psi(\nabla \psi^*(z^{(i)})) - z^{(i)}, y - \nabla \psi^*(z^{(i)}) \right\rangle \geq 0. \quad (20) \]
Letting \( x = \nabla \psi^*(\hat{z}^{(i)}) \), \( y = \nabla \psi^*(z^{(i+1)}) \), and summing (19) and (20):

\[
\langle \hat{z}^{(i)} - z^{(i+1)}, \nabla \psi^*(\hat{z}^{(i)}) - \nabla \psi^*(z^{(i+1)}) \rangle \\
\geq \langle \nabla \psi(\nabla \psi^*(\hat{z}^{(i)})) - \nabla \psi(\nabla \psi^*(z^{(i+1)})), \nabla \psi^*(\hat{z}^{(i)}) - \nabla \psi^*(z^{(i+1)}) \rangle \\
\geq \sigma \| \nabla \psi^*(\hat{z}^{(i)}) - \nabla \psi^*(z^{(i+1)}) \|^2,
\]

where (21) follows by the \( \sigma \)-strong convexity of \( \psi(\cdot) \). Using the Cauchy-Schwartz inequality and dividing both sides by \( \| \nabla \psi^*(\hat{z}^{(i)}) - \nabla \psi^*(z^{(i+1)}) \| \) gives \( \| \hat{z}^{(i)} - z^{(i+1)} \| \geq \sigma \| \nabla \psi^*(\hat{z}^{(i)}) - \nabla \psi^*(z^{(i+1)}) \| \).

Since, by the step definition (2), \( \hat{z}^{(i)} - z^{(i+1)} = a_{i+1} (\nabla f(x^{(i+1)}) - \nabla f(\hat{x}^{(i)})) \), applying Cauchy-Schwartz Inequality to \( a_{i+1} \langle \nabla f(x^{(i+1)}) - \nabla f(\hat{x}^{(i)}), \nabla \psi^*(z^{(i+1)}) - \nabla \psi^*(\hat{z}^{(i)}) \rangle \) completes the proof. ▶
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1 Introduction and summary of results

Alternating minimization refers to a large class of heuristics commonly used in optimization, information theory, statistics and machine learning. It addresses optimization problems of the following general form. Given a function

\[ f : X_1 \times \cdots \times X_d \to \mathbb{R} \]  

(1)

the goal is to find a global optimum

\[ \inf_{x_1 \in X_1, \ldots, x_d \in X_d} f(x_1, \ldots, x_d). \]  

(2)

While both the function \( f \) and its domain may be extremely complicated, in particular non-convex, the decomposition of the domain to \( d \) blocks is such that the local optimization problems are all feasible. More precisely, for every \( i \in [d] \), and for every choice of \( \alpha_j \in X_j \) with \( j \neq i \), computing

\[ \inf_{x_i \in X_i} f(\alpha_1, \ldots, \alpha_{i-1}, x_i, \alpha_{i+1}, \ldots, \alpha_d) \]

is easy.

A natural heuristic in such cases is to repeatedly make local improvements to different coordinates. Namely, we start from some arbitrary vector \( \alpha^{(0)} \), and generate a sequence \( \alpha^{(0)}, \alpha^{(1)}, \ldots \), such that \( \alpha^{(t+1)} \) is obtained by solving the above local optimization problem for some \( i = i^{(t)} \), freeing up this variable while fixing all other coordinates according to \( \alpha^{(t)} \). The argmin of the optimum replaces the \( i \)th coordinate in \( \alpha^{(t)} \) to create \( \alpha^{(t+1)} \).

There is a vast number of situations which are captured by this natural framework. For one example (we’ll see more), consider the famous Lemke-Howson [28] algorithm for finding a Nash-equilibrium in a 2-player game. Here \( d = 2 \), and starting from an arbitrary pair of strategies, proceed by alternatingly finding a “best response” strategy for one player given the strategy of the other. This local optimization is simply a linear program that can be efficiently computed. As is well known, this algorithm always converges, but in some games it requires exponential time!

So, the basic questions which arise in some settings are under which conditions does this general heuristic converge at all, and even better, when does it converge efficiently. Seemingly the first paper to give provable sufficient conditions (the “5-point property”) for convergence in a general setting was Csiszár and Tusnády [8]. An application is computing the distance (in their case, KL-divergence, but other metrics can be considered) between two convex sets in \( \mathbb{R}^n \), as well as the two closest points achieving that distance. Again, the local problem (fixing one point and finding the closest to it in the other convex set) is a simple convex program that has a simple efficient algorithm. For two affine subspaces and the \( \ell_2 \)-distance, von Neumann’s alternating projection method [36] is an important special case with numerous applications. As mentioned, in the past three decades numerous papers studied various variations and gave conditions for convergence, especially in cases where \( d > 2 \) (often called also “block-coordinate descent”) – we cite only a few recent ones [46, 37, 44] which address a variety of problems and have many references. Much much fewer cases
are known in which convergence is fast, namely requires only a polynomial number of local iterations. Some examples include the recent works on matrix completion [23, 17]. Our aim is to develop techniques that expand efficient convergence results in the following algebraic setting, which as we shall see is surprisingly general and has many motivations.

We will consider the case of minimizing (1) with very specific domain and function, that we in turn explain and then motivate (so please bear with this necessary notation). First, each of the blocks $X_i$ is a special linear group, $\text{SL}_{n_i}(\mathbb{C})$ (which we will also abbreviate by $\text{SL}(n_i)$), namely the invertible complex matrices of some size $n_i$ and determinant one. Note that this domain is quite complex, as these groups are certainly not convex, and not even compact. To explain the function $f$ to be minimized over this domain, consider the natural linear transformation (basis change) of the vector space $\mathbb{C}^{n_0} \otimes \mathbb{C}^{n_1} \otimes \mathbb{C}^{n_2} \otimes \cdots \otimes \mathbb{C}^{n_d}$ of order $d+1$, where (the basis change) $A_i$ is applied to all vectors (slices, “fibers”) of $X$ along the $i$th dimension. Now the objective function $f = f_X$ depends on an input tensor $X \in V$; for any vector of matrices $A = (A_1, A_2, \ldots, A_d) \in G$, $f_X(A)$ is defined simply as the $\ell_2$-norm squared$^2$ of $A \cdot X$, the tensor resulting by the action of $A$ on $X$. Summarizing this description, for input $X \in V$ we would like to compute (or approximate) the quantity we call capacity of $X$, denoted $\text{cap}(X)$ defined by

$$\text{cap}(X) := \inf_{A \in G} \|A \cdot X\|_2^2.$$  

(3)

In particular, we would like to decide the null-cone problem: is the capacity of $X$ zero or not?

While this formulation readily lends itself to an alternating minimization procedure (the local problems have an easily computed closed-form solution), the algorithms we will develop will be related to a dual optimization (scaling) problem that also has a similar form. Our main result will be a fully polynomial time approximation scheme (FPTAS) for that dual problem! This will also allow us to solve the null-cone problem. However we defer this discussion and turn to motivations.

Now where do such problems and this notion of capacity naturally arise? Let us list a few sources, revealing how fundamental this framework really is. Some of these connections go back over a century and some were discovered in the past couple of years. Also, some are less direct than others, and some overlap. Some of them, and others, will be elaborated on throughout the paper.

- **Combinatorial Optimization.** Computing matroid intersection (for linear matroids over $\mathbb{Q}$) easily reduces to checking zeroness of capacity for $d = 2$ for very “simple” inputs $X$. This was discovered in [14], who showed it remains true for an implicit version of this problem for which there was no known polynomial time algorithm. His alternating minimization algorithm (called today operator scaling) is efficient for such simple inputs. It also generalizes similar algorithms for such problems as perfect matchings in bipartite graphs and maximum flow in networks, where again zeroness of capacity captures the decision versions of the problems. The associated alternating minimization algorithm gives a very different and yet efficient way than is taught in algorithms texts for these classical problems (these go by the name of matrix scaling, originated in [38] and described explicitly in [30]).

---

1 Equivalently, this means that we study $n_0$-tuples of tensors of order $d$.
2 Namely, the sum of squares of the absolute values of the entries.
Non-commutative algebra. The most basic computational problem in this field is the word problem, namely, given an expression over the free skew field (namely, a formula over $\mathbb{Q}$ in non-commutative variables), is it identically zero\(^3\). As shown in [11] this problem is reducible to testing if the capacity is 0, for $d = 2$. [11] significantly extends [14], proving that his algorithm is actually an FPTAS for all inputs, resolving the $d = 2$ of our general problem above, and providing the first polynomial time algorithm for this basic word problem (the best previous algorithm, deterministic or probabilistic, required exponential time)\(^4\).

Analysis. We move from efficiently testing identities to efficiently testing inequalities. The Brascamp-Lieb inequalities [4, 29] are an extremely broad class capturing many famous inequalities in geometry, probability, analysis and information theory (including Hölder, Loomis-Whitney, Shearer, Brunn-Minkowski, ...). A central theorem in this field [29] expresses feasibility, and the tightest possible constant if feasible, for every instantiation of such inequality in terms of capacity (defined somewhat differently, but directly related to ours). In [12] a direct alternating minimization algorithm\(^5\) is given which efficiently approximates it on every input! Previous techniques to even bound capacity were completely ineffective, using compactness arguments.

Quantum Information Theory and Geometric Complexity Theory. We finally move to arbitrary $d$. The quantum marginal problem (generalizing the classical marginal problem in probability theory) asks if a collection of marginals (namely, density matrices) on $d$ subsystems of a given quantum system are consistent, namely is there a density matrix on the whole system whose partial traces on the given subsystems result in these marginals [27]. When the state of the whole system is pure and the marginals are proportional to identity matrices, each subsystem is maximally entangled with the others. It is an important task to distill entanglement, that is, given a tensor, to transform it into such a locally maximally entangled state by SLOCC\(^6\) operations [2, 26]. It turns out that this amounts precisely to the capacity optimization problem, and the matrices which minimize it solve this distillation problem. One can thus view our FPTAS as achieving approximate entanglement distillation (see, e.g., [41, 43, 42]). We note that for $d = 3$, the non-zeroness of capacity captures a refinement of the asymptotic positivity of special Kronecker coefficients, a central notion in representation theory and geometric complexity theory (GCT) of [33, 5, 20]. We refer to [6] for more detail.

Invariant Theory. We will be brief, and soon discuss this area at length, as it underlies most of the work in this paper. Invariant theory studies symmetries, namely group actions on sets, and their invariants. The action of our particular group $G$ above on the particular linear space of tensors $V$ is an example of the main object of study in invariant theory: actions of reductive\(^7\) groups $G$ on linear spaces $V$. A central notion in the (geometric) study of such actions is the null cone; it consists of all elements in $v \in V$ which $G$ maps arbitrarily close to $0 \in V$. Here the connection to our problem is most direct: the null cone of the action in our framework is precisely the input tensors $X$ whose capacity is 0!

---

\(^3\) This is an analog of the PIT problem in algebraic complexity, for non-commutative formulas with division.

\(^4\) This problem was solved for finite characteristics by different methods in [22].

\(^5\) Which can be viewed also as a reduction to the operator scaling algorithm in [11].

\(^6\) Acronym for Stochastic Local Operations and Classical Communication; these are the natural actions when each of the subsystems is owned by a different party.

\(^7\) A somewhat technical term which includes all classical linear groups.
doubly exponential time (e.g., [39, Algorithm 4.6.7]). In contrast, our algorithm (for the general framework above) decides if a given tensor is in the null cone in singly exponential time! We will also discuss special cases where our FPTAS achieves polynomial time. The same null-cone problem is a direct challenge among the algorithmic problems suggested by Mulmuley towards the GCT program in [32].

We now turn to discuss at more length the relevant features of invariant theory, explaining in particular the dual optimization problem that our algorithm actually solves. Then we will state our main results.

1.1 Invariant theory

Invariant theory is an area of mathematics in which computational methods and efficient algorithms are extremely developed (and sought). The reader is referred to the excellent texts [9, 39] for general background, focused on algorithms. Using invariant theory was key for the recent development of efficient algorithms for operator scaling mentioned above [11, 22], while these algorithms in turn solved basic problems in this field itself. This paper proceeds to expand the applications of invariant theory for algorithms (and computational complexity!) and to improve the efficiency of algorithms for basic problems in the field.

Invariant theory is an extremely rich theory, starting with seminal works of Cayley [7], to compute invariants of \( SL(n) \), of Hilbert [18, 19] and others in the 19th century. Again, we focus on linear actions of reductive groups \( G \) on vector spaces \( V \). It turns out that in this linear setting the relevant invariants are polynomial functions of the variables (entries of vectors in \( V \) with respect to some fixed basis), and the central problem is to understand the invariant ring, namely all polynomials which are left invariant (compute the same value) under the action of \( G \). Two familiar examples, which illustrate how good an understanding we can hope for, are the following:

- When \( G = S_n \), the group of permutations of the coordinates of an \( n \)-vector in \( V = \mathbb{F}^n \), the ring of invariants are (naturally) all symmetric polynomials, which is (finitely!) generated by the \( n \) elementary symmetric polynomials.
- When \( G = SL(n) \times SL(n) \) acts on \( n \times n \) matrices by changing basis of the rows and columns respectively, the ring of invariants is generated by one polynomial in the entries of this matrix: the determinant.

One of Hilbert’s celebrated results in [18, 19] was that the invariant ring is always finitely generated. Further understanding calls for listing generators, finding their algebraic relations, making them as low degree as possible, as few as possible, and as easily computable as possible. Many new motivations for these arose from the GCT program mentioned above (and below).

The action of \( G \) naturally carves the space \( V \) into orbits, namely sets of the form \( G \cdot v \) consisting of all images of \( v \in V \) under the action of \( G \). Understanding when are two vectors in the same orbit captures numerous natural problems, e.g., graph isomorphism (when is a graph in the orbit of another, under vertex renaming), module isomorphism (when is a vector of matrices in the orbit of another, under simultaneous conjugation), and others. Over the complex numbers \( \mathbb{C} \) it is more natural to consider orbit closures and answer similar problems regarding membership of vectors in such orbit closures. For an important example,

\[ \text{Which describes his ingenious algorithm, the Omega-process.} \]

\[ \text{In which he proves his celebrated Nullstellensatz and Finite Basis theorem.} \]

\[ \text{Here SL}(n) \text{ is the group of invertible matrices of determinant 1.} \]
the central approach of Mulmuley and Sohoni’s GCT program [33] to Valiant’s conjecture that $\text{VP} \neq \text{VNP}$ is to translate it to the question of whether the permanent is in the orbit closure of (a polynomially larger) determinant under a linear action on the matrix entries. Understanding orbit closures is the subject of Geometric Invariant Theory, starting with the seminal work of Mumford [34] in the middle of the last century. He proved that answering such questions is equivalent to computing invariants. That is, the orbit closures of two vectors $v, w \in V$ intersect if and only if $p(v) = p(w)$ for all invariant polynomials $p$.

An important special case is to understand the orbit closures that contain the zero vector $0 \in V$. Note that by the theorem above, these are all vectors $v \in V$ for which $p(v) = 0$ holds for all invariant polynomials $p$ without constant term. This is an algebraic variety (nothing more than a zero set a system of polynomials), which is called the null cone of the action of $G$ on $V$. Understanding the null cone is also central to geometric complexity theory from a topological viewpoint when projectivizing the space of orbits (making a point of each one, “modding out” by the group action).

A key to understanding the null cone is a duality theory for the group action, which may be viewed as a non-commutative analog of the duality theory for linear programming. We will elaborate on this duality theory, essential to our work, in Sections 3 and 4 and only sketch the essentials here. It is clear that a vector $v \in V$ is in the null cone if its capacity is equal to zero, and so can be “certified” by exhibiting a sequence of group elements $g_t$ such that $\|g_t \cdot v\|$ approaches zero. How can we “certify” that a vector $v \in V$ is not in the null cone? The capacity formulation means that there must be some fixed $\delta > 0$ such that, for every element $w = g \cdot v$ in the orbit of $v$, $\|w\| \geq \delta$. Consider a point $w$ attaining this minimum distance to 0 (assume it exists). There is a way to write down a non-commutative analog of the “Lagrange multiplier” conditions giving equations saying essentially that the derivative of the group action on $w$ in any direction is zero. It turns out that the distance to satisfying these equations is another, dual optimization problem. In particular, to “certify” non-membership of $v$ in the null cone, it suffices to exhibit a sequence of group elements $g_t$ such that $g_t \cdot v$ approaches distance 0 from satisfying these equations. Again, we give plenty more detail on that in Sections 3 and 4.

What is remarkable is that in our setting, when $G$ is a product of $d$ groups as above, the new optimization has the exact same form as the original one we started with – only with a different function to minimize! Moreover, the set of equations decouples to $d$ subsets, and optimizing each local one is efficiently computable. In short, this makes our new optimization problem again amenable to alternating minimization. Further, the conditions that we need to satisfy may be viewed as “scaling conditions”, which for $d = 2$ can be shown to be equivalent to the matrix scaling conditions in the commutative case, and to the operator scaling conditions in the non-commutative case. Thus, these scaling algorithms in combinatorial optimization to “doubly stochastic” position naturally arise from general considerations of duality in geometric invariant theory. We will continue to borrow this name and call a tensor that satisfies the minimization conditions “$d$-stochastic”, and we quantify how well a tensor $Y$ satisfies $d$-stochasticity by a distance measure denoted $\text{ds}(Y)$. For an input tensor $X$, we then seek to compute the minimal distance to $d$-stochasticity, denoted $\text{dds}(X)$, which is the infimum of $\text{ds}(Y)$ over all $Y$ in the orbit of $X$ (and formally defined in Theorem 6). Thus, summarizing, with $G$ and $V$ as before Eq. (3), our new, dual optimization problem is

$$\text{dds}(X) := \inf_{A \in G} \text{ds}(A \cdot X).$$  
(4)

In our framework, $\text{ds}(Y)$ has a very simple form. Taking the quantum information theory view of the the problem (described above in the motivation), the tensor $Y$ captures a quantum
system of $d$ local parts; then $ds(Y)$ is simply the total $\ell_2$-distance squared of the $d$ subsystems to being maximally mixed (that is, proportional to normalized identity density matrices).

We now proceed to describe our main results: the problems we address, our algorithms for them, and their complexities. More formal statements of all will appear in the technical sections.

1.2 Our results

We first describe our technical results and then the conceptual contribution of our paper.

Technical results

We fix $G$ and $V$ as above. While we work over the complex numbers, we will think of an input tensor $X \in V$ as an array of integers (one can consider rational numbers, but this is no gain in generality) represented in binary. The input size parameters will be the number of tensor entries $n = n_0 \times n_1 \times \cdots \times n_d$, and the maximum binary length of each entry, which will be denoted by $b$. So the total input length may be thought of as $nb$.

Recall again that we have considered two dual optimization problems\(^\text{11}\) above for which the input is $X$:

$$\text{cap}(X) = \inf_{A \in G} \|A \cdot X\|_2^2, \quad \text{dds}(X) = \inf_{A \in G} ds(A \cdot X).$$ \hspace{1cm} (3,4)

These lead to both exact and approximate computational problems for which we give new algorithms.

The exact null-cone problem we will consider is to test if the input tensor $X$ is in the null cone of the group action $G$. As we discussed, $X$ is in the null cone iff $\text{cap}(X) = 0$ and iff $\text{dds}(X) > 0$ (!).

We will give two different exponential time algorithms for this problem. We note that the previous best algorithms (which work in the greater generality of all reductive group actions) required doubly exponential time! These algorithms may be very useful for the study of invariants for the actions of “small”, specific groups. We will discuss these algorithms soon.

The approximate problem we will consider will be to approximate $\text{dds}(X)$\(^\text{12}\). Our approximation of $\text{dds}$ runs in polynomial time in the input length $nb$ and the (additive) approximation $\epsilon$ – thus a FPTAS is our main result\(^\text{13}\), and we state it first.

\textbf{Theorem 1 (Main theorem).} There is a $\text{poly}(n, b, 1/\epsilon)$ time deterministic algorithm (Algorithm 1) that, given a tensor $X \in V$ with integer coordinates of bit size bounded by $b$, either identifies that $X$ is in the null cone or outputs a “scaling” $Y \in G \cdot X$ such that $ds(Y) < \epsilon$.

\(^{11}\)While we do not know of any precise relationship between the value of these optimization problems, the vanishing behaviour of these two problems, as explained above, is dual to each other.

\(^{12}\)One could also consider the same for $\text{cap}(X)$, but unlike $\text{dds}(X)$, we have no faster algorithm for approximating $\text{cap}(X)$ than computing it exactly.

\(^{13}\)Some readers might object to our use of the term FPTAS for our algorithm since we have an additive approximation guarantee whereas the term is commonly used for multiplicative guarantees. However, note that a multiplicative guarantee for either $\text{cap}(X)$ or $\text{dds}(X)$ will need to determine their vanishing behaviour. This captures the null-cone problem, a polynomial time algorithm for which is the main open problem left open by this work. Also note that we don’t have any guarantee on approximating $\text{dds}(X)$ if $\text{dds}(X) > 0$, which is also left as an interesting open problem. However, approximating $\text{dds}(X)$ when it is 0 is more fundamental because of the connection to the null cone.
We present the algorithm right below in Section 3.1 and analyze it in Section 3.2. It is a realization of the alternating minimization scheme discussed before, and may be viewed as a scaling algorithm. Indeed, it generalizes the FPTAS given in [11] for \( d = 2 \), which is the operator scaling case. While the analysis is similar in spirit, and borrows many ideas from [11], we note that for higher dimensions \( d > 2 \), the understanding of invariant polynomials was much poorer. Thus, new ideas are needed, and in particular we give explicit generators (via classical Invariant Theory techniques) of the invariant ring (for all degrees), all of which have small coefficients, and we bound the running time in a way which is independent of degree bounds.

Moving to the algorithms for the exact null-cone problem, as discussed, we have two exponential time ones, improving the known doubly exponential ones.

The first algorithm is a natural instantiation of the FPTAS above, with the right choice of \( \varepsilon \). Specifically, we prove that when if \( X \) is not in the null cone, \( dds(X) \geq \exp(-O(n \log n)) \). So picking \( \varepsilon = \exp(-O(n \log n)) \) suffices. This algorithm is described in Theorem 8.

Our second algorithm is much more general, and applies to the action of a product of general linear groups on any vector space \( V \), not just the the set of tensors. Here, instead of giving explicit generators, we simply prove their existence, via Cayley’s famous Omega-process. Namely, we prove that in this very general case there are always generating invariants which have both exponential degree and whose coefficients have exponential bit length. These bounds turns out to be sufficient to carry out our time analysis. The bound on the size of coefficients is (to the best of our knowledge) a new structural result in Invariant Theory, and what our analysis demonstrates is its usefulness for solving computational problems.

The corollaries of these main results to specific areas, which we described in some of the motivation bullets earlier in the introduction, are presented in the different technical sections.

**Conceptual contributions**

We believe that the general framework we present, namely an algebraic framework of alternating minimization, establishes an important connection between the fields of optimization and invariant theory. As we saw, this framework is very general and encompasses many natural problems in several fields. It exposes the importance of symmetry in many of these problems, and so invites the use of tools from invariant theory which studies symmetry to the analysis of algorithms. This is akin to the GCT program, which connects algebraic complexity theory with invariant theory and representation theory, exposing the importance of using symmetry to proving lower bounds.

At the same time we expose basic computational problems of invariant theory, which are in great need of better algorithms and algorithmic techniques from computer science and optimization to solve them. The advent of operating scaling already pointed out to this power in their utility of alternate minimization and scaling numerical algorithms to a field in which most work was symbolic, and we expand on this theme in this paper. But there are many other optimization methods which can be useful there, and we note only one other example, that may in particular be useful for the very null-cone problem we study. While the problem of capacity optimization is not convex under the usual Euclidean metric, it is actually geodesically convex [24, 35, 45] if one moves to the natural (hyperbolic) metric on the group. This opens up this problem (and related ones) to avenues of attack from techniques of classical optimization (gradient and other descent methods, interior point methods, etc.)

---

14 The generators are explicitly defined but may not be efficiently computable by algebraic circuits.
when generalized and adapted to such metrics. We believe that the area of geodesic convex
optimization, which itself in its nascent stages (from an algorithmic standpoint), is likely to
have a significant impact on algorithmic invariant theory. See more on algorithmic techniques
for geodesic convexity in the work of [47] and the references therein.

2 Null-cone problem as an optimization problem

In the introduction, we defined the null cone as the set of tensors $X$ such that the zero
vector $0 \in V$ lies in the orbit closure $G \cdot X$, i.e., there exists a sequence of group elements
$A^{(1)}, A^{(2)}, \ldots$ sending the vector to zero, $\lim_{j \to \infty} A^{(j)} \cdot X = 0$. Thus the null-cone problem
amounts to the optimization problem (3): A tensor $X \in V = \text{Ten}(n_0, n_1, \ldots, n_d)$ is in the
null cone if and only if the capacity is equal to zero, namely:

$$\text{cap}(X) = \inf_{A \in G} \|A \cdot X\|_2^2 = \min_{Y \in G \cdot X} \|Y\|_2^2 = 0.$$ 

Remark. We are denoting the above optimization problem by $\text{cap}(X)$, short for capacity,
to remain consistent with similar notions defined in previous papers like [16, 14, 15, 11]. In
most of these cases, the capacity notion that they consider is also looking at the optimization
problem: “minimum $\ell_2$-norm in an orbit closure” for specific group actions. As phrased
in these papers, they might look different (e.g., they involve determinants in place of $\ell_2$
 norms) but there is a tight connection between the two via the AM-GM inequality (i.e.,
the inequality of arithmetic and geometric means) in one direction and a single alternating
minimization step in the other direction.

A fundamental theorem of Hilbert [19] and Mumford [34] gives an alternative characteriz-
ation of the null cone. It states that the null cone is precisely the set of tensors $X$ on which
all invariant polynomials $P$ (without constant term) vanish. This is the starting point to the
field of Geometric Invariant Theory.

It is instructive to see why $P(X) = 0$ must hold for any tensor $X$ in the null cone: Since
$P$ is $G$-invariant, $P(Y) = P(X)$ for all $Y$ in the $G$-orbit of $X$, and, by continuity, also for all
$Y$ in the closure of the orbit. If the tensor $X$ is in the null cone, then $Y = 0 \in V$ is in its
closure. But then $P(X) = P(0) = 0$, since the polynomial $P$ has no constant term. In [6]
we derive a more subtle, quantitative version of this observation. It will be a fundamental
ingredient to the analysis of our algorithm.

Since the group $G = \text{SL}(n_1) \times \cdots \times \text{SL}(n_d)$ consists of tuples $A = (A_1, \ldots, A_d)$, an
alternating minimization algorithm suggests itself for solving the optimization problem
$\text{cap}(X)$: Fix an index $i \in [d]$ and optimize only over a single $A_i$, leaving the $(A_j)_{j \neq i}$
unchanged. This gives rise to an optimization problem of the following form:

$$\inf_{A_S \in \text{SL}(n_s)} \| (A_S \otimes I_{n_T}) \cdot Y \|_2^2$$

Here $n_S = n_i$, $n_T = \prod_{j \neq i} n_j$ and $Y = A \cdot X$. This optimization problem has a closed form
solution in terms of the following quantum mechanic analog of the marginals of a probability
distribution:

Definition 2 (Quantum marginal). Given a matrix $\rho$ acting on $H_S \otimes H_T$, where $H_S$ and $H_T$
are Hilbert spaces of dimensions $n_S$ and $n_T$, respectively (e.g., $H_S = \mathbb{C}^{n_S}$ and $H_T = \mathbb{C}^{n_T}$).
Then there is a unique matrix $\rho_S$ acting on $H_S$, called the quantum marginal (or reduced
density matrix) of $S$, such that

$$\text{tr} [(M_S \otimes I_T) \rho] = \text{tr} [M_S \rho_S]$$

for every $M_S$ acting on $H_S$. 

\[ \text{ITCS 2018} \]
This point of view gives rise to an important interpretation of our result [6].

It can be easily seen that if $\rho$ is positive semidefinite (PSD) then $\rho_S$ is PSD, and that it has the same trace as $\rho$. It is given by the following explicit formula

$$\rho_S = \sum_{k=1}^{n_T} (I_S \otimes e_k) \rho (I_S \otimes e_k).$$

Here the $e_k$'s are the elementary column vectors of dimension $n_T$.

Now observe that

$$\| (A_S \otimes I_T) \cdot Y \|_2^2 = \text{tr} \left[ \left( A_S^\dagger A_S \otimes I_T \right) YY^\dagger \right].$$

Let $\rho_i$ be the partial trace of $\rho = YY^\dagger$ obtained by tracing out all the Hilbert spaces except the $i$th one, and rename $A_i = A_S$. Then, using Eq. (5),

$$\text{tr} \left[ \left( A_S^\dagger A_S \otimes I \right) YY^\dagger \right] = \text{tr} \left[ A_i^\dagger A_i \rho_i \right].$$

Hence we are left with the optimization problem:

$$\inf_{A_i \in \text{SL}(n_i)} \text{tr} \left[ A_i A_i^\dagger \rho_i \right]. \quad (6)$$

We can see by the AM-GM inequality that the optimum of the program (6) is $n_i \det(\rho_i)^{1/n_i}$, which is achieved for $A_i = \det(\rho_i)^{1/2n_i} \rho_i^{-1/2}$ (if $\rho_i$ is not invertible then we define the inverse on the support of $\rho_i$; the infimum will at any rate be zero).

We thus obtain the core of an alternating minimization algorithm for the capacity $\text{cap}(X)$. At each step $t$, select an index $i \in [d]$, compute the quantum marginal $\rho_i$ of the current tensor $X(t)$, and update by performing the following scaling step:

$$X^{(t+1)} \leftarrow \det(\rho_i)^{1/2n_i} \rho_i^{-1/2} \cdot X(t). \quad (7)$$

Here and in the following we use the abbreviation

$$A_i \cdot Y := (I_{n_0} \otimes I_{n_1} \otimes \ldots \otimes I_{n_{i-1}} \otimes A_i \otimes I_{n_{i+1}} \otimes \ldots \otimes I_{n_d}) \cdot Y,$$

where we act nontrivially on the $i$th tensor factor only.

We will analyze essentially this algorithm, augmented by an appropriate method for selecting the index $i$ at each step and a stopping criterion (see Algorithm 1 in the next section).

### 3 Noncommutative duality and the tensor scaling algorithm

To obtain a scaling algorithm with rigorous guarantees, we will now derive a dual formulation of the optimization problem $\text{cap}(X)$. This will achieved by a theorem from Geometric Invariant Theory, due to Kempf and Ness, which can be understood as part of a noncommutative duality theory.

We briefly return to the setting of a general action of a group $G$ on a vector space $V$ to explain this result. Fix a vector $v \in V$ and consider the function $f_v(g) := \| g \cdot v \|_2^2$. The moment map at $v$, $\mu(v)$, measures how much $f_v(g)$ changes when we perturb $g$ around the identity. So $\mu(v)$ is just the derivative of the function $f_v(g)$ at the identity element (in a precise sense which we do not need to define here). Now suppose $v$ is not in the null cone. Then there exists a nonzero vector $w \in G \cdot v$ of minimal norm in the orbit closure. Since
the norm is minimal, perturbing $w$ by the action of group elements $g$ close to the identity element does not change the norm to first order. Hence $\mu(w) = 0$. To summarize, if $v$ is not in the null cone, then there exists $0 \neq w \in G \cdot v$ such that $\mu(w) = 0$. This condition can be understood as a vast generalization of the notion of “doubly stochastic”, which one might be tempted to call “$G$-stochastic”.

A remarkable theorem due to Kempf and Ness [24] asserts that this is not only a necessary but in fact also sufficient condition, i.e., $v$ is not in the null cone if and only if there exists $0 \neq w \in G \cdot v$ such that $\mu(w) = 0$. This is a duality theorem and (along with the Hilbert-Mumford criterion discussed below) should be thought of as a non-commutative version of linear programming duality, which arises when the group $G$ is commutative (see Section 3 below, [40], and [6]). For a detailed discussion of moment maps, we refer the reader to [45, 42].

We now return to our setting where $G = \text{SL}(n_1) \times \cdots \times \text{SL}(n_d)$ acts on tensors in $V = \text{Ten}(n_0, n_1, \ldots, n_d)$. We first define the notion of a scaling and then instantiate the Kempf-Ness theorem in the situation at hand:

**Definition 3 (Scaling).** A tensor $Y \in \text{Ten}(n_0, n_1, \ldots, n_d)$ is called a (tensor) scaling of $X \in \text{Ten}(n_0, n_1 \ldots, n_d)$ if $Y \in G \cdot X$.

This notion of scaling generalizes the notions of operator scaling [14, 11] and matrix scaling [38]. It is immediate from the definition of the capacity that a tensor $X$ is in the null cone if and only if any of its scalings $Y$ lies in the null cone.

We now state the Kempf-Ness theorem for tensors:

**Theorem 4 (Duality, special case of [24]).** A tensor $X \in \text{Ten}(n_0, \ldots, n_d)$ is not in the null cone if and only if there exists $Y \in G \cdot X$ such that the quantum marginals $\rho_1, \ldots, \rho_d$ of $\rho = YY^\dagger/Y^\dagger Y$ of the last $d$ tensor factors are given by $\rho_i = I_{n_i}/n_i$.

We note that the trace of $\rho = YY^\dagger/Y^\dagger Y$ is one. This normalization is very natural from the quantum viewpoint. In quantum theory, PSD matrices of unit trace describe quantum states of multi-partite systems and the quantum marginals describe the state of subsystems. The condition that $\rho_i$ is proportional to the identity means that the state of the $k$th subsystem is maximally mixed or, for $\rho$ as above, that the $k$th system is maximally entangled with the rest. We discuss applications of our result to quantum information theory in [6].

The condition that each $\rho_i$ is proportional to the identity matrix generalizes the notion of “doubly stochastic”, which arises in the study of the left-right action/operator scaling [14, 11]. We will refer to it as “$d$-stochastic”, which we define formally below.

**Definition 5 ($d$-stochastic).** A tensor $Y \in \text{Ten}(n_0, \ldots, n_d)$ is called $d$-stochastic if the quantum marginals of $\rho = YY^\dagger/Y^\dagger Y$ of the last $d$ tensor factors are given by $\rho_i = I_{n_i}/n_i$ for $i \in [d]$.

More explicitly, we can state the condition that $\rho_i = I_{n_i}/n_i$ as follows: We want that the slices of the tensor $Y$ in the $k$th direction are pairwise orthogonal and that their norm squares are equal to $1/n_i$. That is, for each $i \in [d]$ consider the order $d$ tensors $Y^{(1)}, \ldots, Y^{(n_i)} \in \text{Ten}(n_0, \ldots, n_{i-1}, n_{i+1}, \ldots, n_d)$ defined as

$$Y^{(j)}(j_0, \ldots, j_{i-1}, j_{i+1}, \ldots, j_d) := Y(j_0, \ldots, j_{i-1}, j, j_{i+1}, \ldots, j_d);$$

then the following should hold:

$$\langle Y^{(j)}, Y^{(j')} \rangle = \frac{1}{n_i} \delta_{j, j'}.$$
Here $\delta_{i,j}$ is the Kronecker delta function and the inner product is the Euclidean inner product of tensors.

Theorem 4 implies that $X$ is not in the null cone if and only if we can find scalings $Y$ whose last $d$ quantum marginals are arbitrarily close to $I_{n_i}/n_i$. We can therefore rephrase the null-cone problem as another, dual optimization problem, where we seek to minimize the distance of the marginals to being maximally mixed. This is captured by the following definitions:

**Definition 6** (Distance to $d$-stochasticity). Let $Y \in \text{Ten}(n_0, n_1, \ldots, n_d)$ be a tensor and $\rho = YY^\dagger/Y^\dagger Y$, with quantum marginals $\rho_1, \ldots, \rho_d$ on the last $d$ systems. Then we define the distance to $d$-stochasticity $ds(Y)$ as the (squared) distance between the marginals and $d$-stochastic marginals,

$$ds(Y) := \sum_{i=1}^{d} \left\| \rho_i - I_{n_i}/n_i \right\|_F^2,$$

where $\|M\|_F := (\text{tr} M^\dagger M)^{1/2}$ is the Frobenius norm. Following Eq. (4), we further define the minimal distance to $d$-stochasticity as

$$dds(X) := \inf_{A \in G} ds(A \cdot X).$$

Using this language, Theorem 4 states that $X$ is in the null cone if and only if the minimal distance to $d$-stochasticity is nonzero. We summarize the duality between the two optimization problems:

$$X \text{ is in the null cone } \iff \text{cap}(X) = 0 \iff dds(X) > 0 \quad (8)$$

**Remark.** According to Eq. (8), for any tensor $X$ exactly one of the following two statements is true: $X$ is in the null cone (cap($X$) = 0) or its orbit closure contains a $d$-stochastic tensor ($dds(X) = 0$). Such dichotomies are well-known from the duality theory of linear programming (Farkas’ lemma, Gordan’s lemma, the duality between membership in a convex hull and the existence of separating hyperplanes, etc.). In the case of the (commutative) group of diagonal matrices, one recovers precisely these linear programming dualities from the general noncommutative framework.

### 3.1 The tensor scaling algorithm

If $X$ is not in the null cone then there exist scalings $Y$ such that $ds(Y)$ is arbitrarily small. The main technical result of this paper is an algorithm that finds such scalings for any fixed $\varepsilon > 0$. It is a generalization of the results obtained for matrix and operator scaling in [30, 16, 14, 11]. Recall that we use $n$ to denote the total number of coordinates of the tensor, $n = n_0 \cdots n_d$.

**Theorem 7.** Let $X \in \text{Ten}(n_0, \ldots, n_d)$ be a (nonzero) tensor whose entries are integers of bitsize no more than $b$. Let $\ell = \min_{i \geq 1} n_i$ and suppose that $\varepsilon \leq d/(\max_{i \geq 1} n_i^2)$. Then Algorithm 1 with $T \geq \frac{18 \ln 2}{\ell \varepsilon^2} d (b + \log n)$ iterations either identifies that $X$ is in the null cone or outputs a scaling $Y \in G \cdot X$ such that $ds(Y) \leq \varepsilon$.

To motivate Algorithm 1, note that, for every $i \in [d]$, we would like the quantum marginal of the $i$th system to be proportional to the identity matrix. Suppose the quantum marginal on the $i$th system is $\rho_i$. Then by acting on this system by any $A_i \in \text{SL}(n_i)$ proportional to $\rho_i^{-1/2}$
we can precisely arrange for the quantum marginal on $i$th system to be proportional to the identity matrix\textsuperscript{15}. (But this might disturb the quantum marginals on the other systems!) An appropriate choice of $A_i$ that ensures that it has determinant one is $A_i = \det(\rho_i)^{1/2n_i} \rho_i^{-1/2}$. Thus we find that the alternating minimization heuristics in Eq. (7) that we previously derived for cap($X$) is equally natural from the perspective of the dual problem of minimizing $\text{dds}(X)$! Remarkably, iterating this operation in an appropriate order of subsystems $i$ does ensure that all the quantum marginals get arbitrarily close to the normalized identity matrices – provided that $X$ is not in the null cone. (If $X$ is in the null cone, then it will lead to a sequence of scalings of norm arbitrarily close to zero, certifying that $X$ is in the null cone.)

\textbf{Remark (Rational Entries).} Notice that we required our input tensor $X$ to have integer entries. In general, an input tensor $X$ could have rational entries. If this is the case, we can simply multiply $X$ by the denominators to obtain an integral tensor $X'$, on which we can then apply our algorithm above. Since multiplying a tensor by a nonzero number does not change the property of being in the null cone, our algorithm will still be correct. The following remarks discuss the changes in bit complexity of our algorithm. In this case, the size of $X'$ is at most $b \cdot n$, and therefore the bound for the number of iterations $T$ is still $\text{poly}(n,b,1/\varepsilon)$, as we wanted.

When analyzing bit complexity, Algorithm 1 is not directly applicable, since it computes inverse square roots of matrices. Even if the entries of the square roots were always rational, the algorithm would also iteratively multiply rationals with very high bit complexity. We can handle these numerical issues by truncating the entries of the scalings $Y^{(t)}$ of $X$, as well as the quantum marginals $\rho_i$, to poly$(n,b,1/\varepsilon)$ many bits after the decimal point. Then, in a similar way as done in [14, 11], we can prove that there is essentially no change in the convergence required in the number of iterations $T$. Since each arithmetic operation will be done with numbers of poly$(n,b,1/\varepsilon)$ many bits, this truncation ensures that we run in polynomial time. As a consequence, we obtain our main theorem, which we had already announced in the introduction:

\textbf{Theorem 1 (Main theorem).} There is a poly$(n,b,1/\varepsilon)$ time deterministic algorithm (Algorithm 1) that, given a tensor $X \in V$ with integer coordinates of bit size bounded by $b$, either identifies that $X$ is in the null cone or outputs a “scaling” $Y \in G \cdot X$ such that $\text{dds}(Y) < \varepsilon$.

\textsuperscript{15}It is not hard to see that if $X$ is not in the null cone then $\rho_i$ is invertible [6]
We remark that for $d = 2$, our algorithm in essence reduces to the algorithm of [16, 14, 15, 11]; for $n_0 = 1$, it refines the algorithm proposed previously in [41] without a complexity analysis. Indeed, Theorem 1 is a generalization of the main theorem of [11] on operator scaling (or the left-right action). There it was enough to take $\varepsilon = 1/n$ to be sure that the starting tensor is not in the null cone.

In our much more general setting it is still true that there exists some $\varepsilon = \varepsilon(n) > 0$ such that $\text{ds}(Y) > \varepsilon$ for any $Y$ in the null cone. Unfortunately, in our general setting, $\varepsilon$ will be exponentially small (see Theorem 16 in the next section). Therefore, Theorem 1 with this choice of $\varepsilon$ gives an exponential time algorithm for deciding the null-cone problem:

**Theorem 8 (Null-cone problem).** There is a poly(b) exp(O(n log n)) time deterministic algorithm (Algorithm 1 with $\varepsilon = \exp(-O(n \log n))$) that, given a tensor $X \in \text{Ten}(n_0, n_1, \ldots, n_d)$ with integer coordinates of bit size at most $b$, decides whether $X$ is in the null cone.

Thus our algorithm does not solve the null-cone problem in polynomial time for general tensor actions, and this remains an excellent open question!

Nevertheless, Theorem 1 as such, with its promise that $\text{ds}(Y) < \varepsilon$, is of interest beyond merely solving the null-cone problem. It has applications to quantitative notions of instability in geometric invariant theory, to a form of multipartite entanglement distillation in quantum information theory, and to questions about the slice rank of tensors, which underpinned recent breakthroughs in additive combinatorics. We discuss these in Section 4 and [6].

### 3.2 Analysis sketch

To analyze our algorithm and prove Theorem 7, we follow a three-step argument similar to the analysis of the algorithms for matrix scaling and operator scaling in [30, 14, 11] once we have identified the appropriate potential function and distance measure. In the following we sketch the main ideas and we refer to [6] for all technical details.

As potential function, we will use the norm squared of the tensor, denoted $f(Y) = \|Y\|^2_2$, and the distance measure is $\text{ds}(Y)$ defined above in Theorem 6. Note that these the two functions are exactly dual to each other in our noncommutative optimization framework (see Eqs. (3), (4) and (8))!

The following two properties of the capacity will be crucial for the analysis:

| A. | cap$(X) \geq 1/(n_1 \cdots n_d)^2$ if $X \in \text{Ten}(n_0, \ldots, n_d)$ is a tensor with integral entries that is not in the null cone ([6]). |
| B. | cap$(X)$ is invariant under the action of the group $\text{SL}(n_1) \times \cdots \times \text{SL}(n_d)$. |

Using the above properties, a three-step analysis follows the following outline:

1. An upper bound on $f(Y^{(t)}) = f(X)$ from the input size.
2. As long as $\text{ds}(Y) \geq \varepsilon$, the norm squared decreases by a factor $2^{-\frac{\varepsilon}{\ln 2}}$ in each iteration: $f(Y^{(t+1)}) \leq 2^{-\frac{\varepsilon}{\ln 2}} f(Y^{(t)})$, where we recall that $t = \min_{i \geq 1} n_i$.
3. A lower bound on $f(Y^{(t)})$ for all $t$. This follows from properties A and B above.

The above three steps imply that we must achieve $\text{ds}(Y^{(t)}) < \varepsilon$ for some $t \in [T]$.

Step 1 is immediate and step 2 follows from the $G$-invariance of the capacity (property B) and a quantitative form the AM-GM inequality.

Step 3, or rather the lower bound on cap$(X)$ (property A) is the technically most challenging part of the proof. It is achieved by quantifying the basic argument given on p. 9. The main tool required to carry out this analysis is the existence of a set of invariant polynomials with “small” integer coefficients that spans the space of invariant polynomials. We do so by giving an “explicit” construction of such a set via Schur-Weyl
duality [6]. Remarkably, we do not need to use the known exponential bounds on the degree of generating invariants in [10].

We give an alternative lower bound on cap(X) using Cayley’s Omega-process in [6]. This proof is more general (it applies to arbitrary actions of product of SL’s) but gives a weaker bound (although sufficient to yield a polynomial time analysis for the algorithm). Here we do need to rely on recent exponential bounds on the degree of generating invariants by Derksen.

The size of the integer coefficients of a spanning set of invariant polynomials is an interesting invariant theoretic quantity that appears to not have been studied in the invariant theory literature. It is crucial for our analysis, and we believe it could be of independent interest in computational invariant theory.

4 Hilbert-Mumford criterion and quantifying instability

In this section, we explain a special case of the Hilbert-Mumford criterion, which allows us to characterize tensors that lie in the null cone in terms of simple, one-dimensional subgroups of our group SL(n1) × · · · × SL(nd). Moreover, we define the instability (Theorem 11), which quantifies how fast a tensor in the null cone can be sent to the zero vector 0 ∈ V by the group action. The instability is an important quantity in invariant theory and we present an algorithm for the (0, ε)-gap problem (Theorem 15).

We again consider briefly the general setting of a group G acting on a vector space V. We know from Section 2 that a vector is in the null cone if and only if its orbit closure contains the zero vector, 0 ∈ G · v. The Hilbert-Mumford criterion [19, 34] shows that it suffices to consider certain one-dimensional (and hence in particular commutative) subgroups of G. More precisely, recall that a one-parameter subgroup (1-PSG) of G is an algebraic group homomorphism λ : C∗ → G, i.e., an algebraic map that satisfies λ(zw) = λ(z)λ(w). (For example, any 1-PSG of C∗ is of the form z → zk for some integer k.) Then the Hilbert-Mumford criterion states that a vector v is in the null cone if and only if there exists a 1-PSG λ of G such that limz→0 λ(z) · v = 0.

A familiar example appears when the group G = SL(n) acts by left multiplication on a single matrix X. In this case, the null cone consists of the singular matrices and the Hilbert-Mumford criterion tells us that if X is singular, then there is a 1-PSG given by λ(z) = B−1 diag(za1, . . . , za) B which drives X to zero. It is easy to see that in this case such one-parameter subgroup can be found by taking B to be a matrix in SL(n) which makes X upper triangular (through row eliminations and permutations) with its last row being all zeros, and that the exponents ai can be taken such that a1 = · · · = an−1 = 1 and an = 1 − n.

We now return to our setup, where G = SL(n1) × · · · × SL(nd). Here any 1-PSG λ is of the following form:

$$\lambda(z) = \left( B_{1}^{-1} \text{diag}(z^{a_{1}^{1}}, \ldots, z^{a_{1}^{n_{1}}}) B_{1}, \ldots, B_{d}^{-1} \text{diag}(z^{a_{d}^{1}}, \ldots, z^{a_{d}^{n_{d}}}) B_{d}\right),$$

where B1, . . . , Bd are invertible matrices (Bi of dimension ni × ni) and (a, i, j) is a tuple of integers in

$$\Gamma := \{(a_{i,j})_{i,j} \in [d] \times [n_{i}] \mid a_{i,j} \in \mathbb{Z}, \sum_{j=1}^{n_{i}} a_{i,j} = 0 \text{ for } i \in [d]\}.$$  

Intuitively, the matrices Bi are a change of basis after which the action of G becomes reduced to an action of diagonal groups (similar to actions arising in the study of the classical matrix or tensor scalings).
We want to understand what it means for a 1-PSG $\lambda$ and a tensor $X$ that $\lim_{z \to 0} \lambda(z) \cdot X = 0$. For this, we write the tensor in the basis corresponding to $B = (B_1, \ldots, B_d)$, i.e., $Y = B \cdot X$. We define the support of $Y$ as

$$\text{supp}(Y) := \{(j_1, \ldots, j_d) \in [n_1] \times \cdots \times [n_d] \mid \exists j_0 \text{ s.t. } Y_{j_0,j_1,\ldots,j_d} \neq 0\}.$$  

Thus $(j_1, \ldots, j_d)$ is in the support of $Y$ iff at least one of the slices $Y^{(i)}$ in the $0^{th}$ direction of the tensor $Y$ has a nonzero entry at this position. Now note that

$$(B \cdot \lambda(z) \cdot X)_{j_0,j_1,\ldots,j_d} = \sum_{i=1}^d a_{i,j_1} Y_{j_0,j_1,\ldots,j_d}.$$  

It follows that $\lim_{z \to 0} \lambda(z) \cdot X = 0$ is equivalent to the support $\text{supp}(Y)$ being deficient in the following sense:

**Definition 9 (Deficiency).** We call a subset $S \subseteq [n_1] \times \cdots \times [n_d]$ deficient if there exists $(a_{i,j}) \in \Gamma$ such that $\forall (j_1, \ldots, j_d) \in S \quad \sum_{i=1}^d a_{i,j} > 0$.

We note that in the case $d = 2$, a subset $S \subseteq [n] \times [n]$ is deficient if and only if the bipartite graph corresponding to $S$ does not admit a perfect matching, as can be proved via Hall’s matching theorem. For $d > 2$, we do not know of such a clean combinatorial characterization, although the characterization above is by a linear program, and therefore is efficiently testable.

In the Hilbert-Mumford criterion, one can do slightly better, namely restrict attention to the one-parameter subgroups compatible with a maximally compact subgroup of the group $G$. What this means in our case is that we will be able to take the matrices $B_1, \ldots, B_d$ to be unitary matrices (see Theorem 12)! We can thus summarize the statement of the Hilbert-Mumford criterion as follows:

**Proposition 10 (Special case of [19, 34]).** A tensor $X \in \text{Ten}(n_0, \ldots, n_d)$ is in the null cone of the natural action of the group $G = \text{SL}(n_1) \times \cdots \times \text{SL}(n_d)$ iff there exist unitary $n_i \times n_i$ matrices $U_i$, $i \in [d]$, such that the support $\text{supp}(Y)$ of the tensor $Y = (U_1, \ldots, U_d) \cdot X$ is deficient.

For completeness, we provide a proof of the criterion in [6].

**Remark.** Deficiency can also be understood in terms of the null cone of the action of the subgroup $T \subseteq \text{SL}(n_1) \times \cdots \times \text{SL}(n_d)$ formed by tuples of diagonal matrices. Indeed, when we fixed $B$ but varied the $a_{i,j}$, we were precisely varying over the 1-PSGs of $T$. Thus, a tensor $Y \in \text{Ten}(n_1, \ldots, n_d)$ is in the null cone for the action of the diagonal subgroup if and only if $\text{supp}(Y)$ is deficient. (This follows from the Hilbert-Mumford criterion for the commutative group $T$, or directly from Farkas’ lemma.) Thus Proposition 10 is a special case of a general reduction principle in geometric invariant theory, from actions of non-commutative groups to commutative groups up to a basis change.

In geometric invariant theory [34], vectors in the null cone are also referred to as unstable. The Hilbert-Mumford criterion suggests a natural way of quantifying the instability of a vector: instead of merely asking whether there exists a 1-PSG that sends the vector to zero, we may measure the (suitably normalized) rate at which the vector is sent to zero in Eq. (11). This rate, also known as Mumford’s numerical function, takes the following form for the tensor action that we are studying:

**Definition 11 (Deficiency, instability).** Given a set $S \subseteq [n_1] \times \cdots \times [n_d]$, we define its deficiency as

$$\text{def}(S) := \max_{(a_{i,j}) \in \Gamma} \frac{\min_{(j_1, \ldots, j_d) \in S} \left(\sum_{i=1}^d a_{i,j}ight)}{\sqrt{\sum_{i=1}^d \sum_{j=1}^{n_i} a_{i,j}^2}}.$$
where we recall that the set $\Gamma$ was defined in Eq. (10). We then define the instability of a tensor $X \in \text{Ten}(n_0, \ldots, n_d)$ by

$$\text{instability}(X) := \max_{U=(U_1, \ldots, U_d) \text{ tuple of unitary matrices}} \text{def}(\text{supp}(U \cdot X)).$$

The instability can also be defined using general invertible matrices:

$\blacktriangleright$ **Lemma 12.** For any $X \in \text{Ten}(n_0, \ldots, n_d)$, we have that

$$\text{instability}(X) = \max_{B=(B_1, \ldots, B_d) \text{ tuple of invertible matrices}} \text{def}(\text{supp}(B \cdot X)).$$

In particular, $X \mapsto \text{instability}(X)$ is a $G$-invariant function.

In our case, this follows from the QR decomposition, and we give a succinct proof in [6]. Clearly, a subset $S$ is deficient if and only if its deficiency is positive, $\text{def}(S) > 0$. And by the Hilbert-Mumford criterion, a tensor $X$ is in the null cone if and only if its instability is positive, $\text{instability}(X) > 0$. This suggests a natural relaxation of the null-cone problem:

$\blacktriangleright$ **Problem 13.** For $\varepsilon > 0$, the problem $\varepsilon$-instability is defined as follows: Given a tensor $X \in \text{Ten}(n_0, \ldots, n_d)$ with integer coordinates such that either

1. $X$ is not in the null cone (i.e., $\text{instability}(X) \leq 0$), or
2. $\text{instability}(X) \geq \varepsilon$,

decide which is the case.

We will now show that the $\varepsilon$-instability problem can be solved as a consequence of our main Theorem 1. Importantly, the instability of a tensor is tightly connected to the distance from $d$-stochasticity, as defined in Theorem 6.

$\blacktriangleright$ **Lemma 14 (Special case of [35, Lemma 3.1, (iv)]).** For all tensors $X \in \text{Ten}(n_0, \ldots, n_d)$, $\text{instability}(X) \leq \sqrt{\text{dds}(X)}$.

In fact, the inequality in Theorem 14 is tight for tensors in the null cone (e.g., [13, Corollary 11.2]), but we will not need this here (if $X$ is not in the null cone then $\text{instability}(X) \leq 0$ while $\text{ds}(X) = 0$). We obtain the following corollary of Theorem 1.

$\blacktriangleright$ **Theorem 15.** There is $\text{poly}(n, b, \frac{1}{\varepsilon})$ time deterministic algorithm (Algorithm 1) for the $\varepsilon$-instability problem (Problem 13) for tensors with entries of bit size bounded by $b$.

The algorithm is obtained by running Algorithm 1 and outputting “$X$ is not in the null cone” if Algorithm 1 produces a scaling $Y$ with $\text{ds}(Y) < \varepsilon$ and otherwise outputting “$\text{instability}(X) \geq \varepsilon$”.

Thus $\varepsilon$-instability can be decided efficiently if $\varepsilon = \Omega(1/\text{poly}(n))$. Unfortunately, there may well exist tensors $X$ which are in the null cone and whose instability is exponentially small. However, the instability cannot be worse than exponentially small, as we prove in [6]:

$\blacktriangleright$ **Lemma 16.** Suppose a tensor $X \in \text{Ten}(n_0, \ldots, n_d)$ is in the null cone. Then $\sqrt{\text{dds}(X)} \geq \text{instability}(X) = \exp(-O(n \log n))$, where we recall that $n = n_0 \cdots n_d$.

This begs the question: are there natural examples where we can apply the above algorithm in Theorem 15? One set of examples comes from the notion of slice rank of tensors – discovered and widely used in the recent breakthroughs in additive combinatorics regarding cap sets and other combinatorial objects (see, e.g., [3]). We discuss this in [6].
Conclusion and open problems

This paper continues the recent line of works studying the computational complexity of problems in invariant theory [31, 11, 21, 22, 20, 5, 32, 1]. There are many beautiful algorithms known in invariant theory [9, 39], but most of them come without a complexity analysis or will have at least exponential runtime. Designing efficient algorithms for problems in invariant theory is important for the GCT program [31, 32], and we believe that viewing invariant theory from the computational lens will provide significant new structural insights. Several open problems arise from this work. We mention the most interesting ones:

1. Is there a polynomial time algorithm for deciding the null-cone problem for the tensor actions that we study? It would suffice to give an analog of the algorithm in Theorem 1 with running time \( \text{poly}(n, b, \log(1/\varepsilon)) \). One might wonder if known optimization techniques are sufficient to yield this runtime guarantee. While the optimization problem in Eq. (3) is not convex, it is nevertheless known to be geodesically convex [24, 35, 45] (roughly speaking one needs to move from the usual Euclidean geometry to the geometry of the group to witness convexity). The theory of geodesically convex optimization is just starting to emerge (see, e.g., [47] and the references therein) and it is an open problem whether there are computationally efficient analogs of the ellipsoid algorithm and interior point methods (algorithms that in Euclidean convex optimization guarantee \( \text{poly}(\log(1/\varepsilon)) \) runtime).

2. Is there a polynomial time algorithm for the null-cone problem for more general group actions? As mentioned before, there is a natural notion of “\( G \)-stochasticity” using moment maps provided by the noncommutative duality theory. A first important goal is to design an algorithm that achieves the analog of our Theorem 1 (i.e., getting to a point in the orbit where the “distance” to satisfying \( G \)-stochasticity is at most \( \varepsilon \)). While it is not clear how far the alternating minimization approach can be taken, Kirwan’s gradient flow [25] seems to be a promising alternative first proposed in [43, 42].

3. Is there a polynomial time algorithm for the one-body quantum marginal problems described in [6]? There is a natural scaling algorithm generalizing Algorithm 1 but it has so far evaded analysis. Even obtaining a polynomial time algorithm for a promise problem along the lines of Theorem 1 would be rather interesting.
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Abstract

We consider the techniques behind the current best algorithms for matrix multiplication. Our results are threefold.

1. We provide a unifying framework, showing that all known matrix multiplication running times since 1986 can be achieved from a single very natural tensor - the structural tensor $T_q$ of addition modulo an integer $q$.

2. We show that if one applies a generalization of the known techniques (arbitrary zeroing out of tensor powers to obtain independent matrix products in order to use the asymptotic sum inequality of Schönhage) to an arbitrary monomial degeneration of $T_q$, then there is an explicit lower bound, depending on $q$, on the bound on the matrix multiplication exponent $\omega$ that one can achieve. We also show upper bounds on the value $\alpha$ that one can achieve, where $\alpha$ is such that $n^{\alpha} \times n^{\alpha} \times n$ matrix multiplication can be computed in $n^{2 + o(1)}$ time.

3. We show that our lower bound on $\omega$ approaches 2 as $q$ goes to infinity. This suggests a promising approach to improving the bound on $\omega$: for variable $q$, find a monomial degeneration of $T_q$ which, using the known techniques, produces an upper bound on $\omega$ as a function of $q$. Then, take $q$ to infinity. It is not ruled out, and hence possible, that one can obtain $\omega = 2$ in this way.
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1 Introduction

One of the most fundamental questions in computer science asks how quickly one can multiply two matrices. Since the surprising subcubic algorithm for $n \times n \times n$ matrix multiplication by Strassen in 1969 [26], there has been a long line of work on improving and refining the techniques and speeding up matrix multiplication algorithms (e.g. [19, 20, 2, 24, 8, 23, 25, 10, 11, 27, 16]). Progress on this problem is typically measured in terms of $\omega$, the smallest constant such that, for any $\delta > 0$, one can design an algorithm for $n \times n \times n$ matrix multiplication running in time $O(n^{2+\delta})$. The biggest open question is whether one can achieve $\omega = 2$. The best bound we currently know, due to Le Gall [16], is $\omega \leq 2.3728639$. 
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A related line of work [10, 9, 15, 13] focuses on rectangular matrix multiplication instead of square matrix multiplication. Here, progress is measured in terms of $\alpha$, the largest constant such that for any $\delta > 0$, one can design an algorithm for $n \times n^\alpha \times n$ matrix multiplication running in time $O(n^{2+\delta})$. Recent work [13] improved the best known bound to $\alpha > 0.31389$.

The two values $\omega$ and $\alpha$ are very related, as $\omega = 2$ if and only if $\alpha = 1$.

All of the aforementioned bounds on $\omega$ and $\alpha$ follow a particular approach, which works as follows.\(^1\) The key is to cleverly select a trilinear form (third-order tensor) $T$ which needs to have two properties. First, there must be an efficient way to compute large tensor powers $T^\otimes n$ of $T$. This is done by finding a low border rank expression for $T$, which implies (via Schönhage’s asymptotic sum inequality) that for sufficiently large $n$, the power $T^\otimes n$ has low rank. Second, $T$ must be useful for actually performing matrix multiplication. Multiplying matrices corresponds in a precise way to evaluating a certain matrix multiplication tensor, and so to use $T$ for this task, one needs to show that there is a ‘degeneration’ transforming $T$ into a disjoint sum of matrix multiplication tensors. Combining these two properties of $T$ yields an algorithm for matrix multiplication (see Lemma 4 below for the precise formula).

Of course, the resulting runtime depends on the choice of the tensor $T$ as well as the bounds one can prove for the two desired properties. Strassen’s original algorithm picked $T$ to be the tensor for $2 \times 2 \times 2$ matrix multiplication itself. Later work used more and more elaborate tensors and corresponding border rank expressions, culminating with the most recent algorithms using the now-famous Coppersmith-Winograd tensor. All these tensors seem to come ‘out of nowhere’, and in particular, come up with seemingly ‘magical’ border rank identities to show that they have low border rank. We make some progress demystifying the tensors and their border rank expressions below.

1.1 The best known bounds on $\omega$ are actually from $T_q$

Our first result is a unifying approach to achieving all known bounds of $\omega$ ([24, 10, 11, 16]) since Strassen’s 1986 proof that $\omega < 2.48$.

A simple remark first pointed out to us by Michalek [17] is that the so called Coppersmith-Winograd tensor used in the papers on matrix multiplication since 1990 [10, 11, 16], can be replaced with an equivalent tensor, rotating the original slightly in a certain way (see the Preliminaries), without changing any of the proofs, and thus yielding the same bounds on $\omega$.

With this in mind, we consider a tensor $T_q$, the structural tensor of $\mathbb{Z}_q$, and give a very simple low rank expression for it based on roots of unity (this expression is natural and likely well-known). We then show that the tensor in [24] and the rotated Coppersmith-Winograd tensors that can be used in [10, 11, 16, 27], are all actually straightforward monomial degenerations of $T_q$. Since a monomial degeneration of a rank expression gives a border rank expression, this (for example) yields a straightforward border rank expression for the (rotated) Coppersmith-Winograd tensor, which is more intuitive than the border rank expressions from past work.

Another way to view this fact is that all the bounds on $\omega$ since [10] can be viewed as using $T_q$ (in fact for $q = 7$ or $8$) as the underlying tensor $T$! This also suggests a potential way to improve the known bounds on $\omega$: study other monomial degenerations of $T_q$.

\(^1\) We give a very high level overview here. More precise definitions are given in Section 2. For a more gentle introduction, we recommend the notes by Markus Bläser [3].
Lower bound on $\omega$ that one can achieve using $T_q$ when $q$ is a power of a prime. The bound approaches 2 as $q \to \infty$.

Upper bound on $\alpha$ that one can achieve using $T_q$ when $q$ is a power of a prime. The bound approaches 1 as $q \to \infty$.

Figure 1 Bounds on $\omega$ and $\alpha$ that follow from Theorem 1 when $q$ is a prime power

1.2 Limitations on monomial degenerations of $T_p$

Our second and main result is a lower bound on how fast a matrix multiplication algorithm designed in this way can be whenever $T$ is a monomial degeneration of $T_p$:

**Theorem 1 (Informal).** For every $p$, and for every $\varepsilon \in (0, 1]$, there is an explicit constant $\nu_{p,\varepsilon} > 1$ such that any algorithm for $n \times n^2 \times n$ matrix multiplication designed in the above way using $T_p$, or a monomial degeneration of $T_p$, runs in time $\Omega(n^{(1+\varepsilon)\nu_{p,\varepsilon}})$. (See Theorem 7 below for the precise statement).

The constant $\nu_{p,\varepsilon}$ is defined as follows. Consider first when $p$ is a fixed prime or power of a prime. Let $z$ be the unique real number in $(0, 1)$ such that $3 \sum_{j=1}^{p-1} z^j = (p-1)(1-2z^p)$; then

$$\nu_{p,\varepsilon} := (1+\varepsilon) \ln \left[ \frac{1-z^p}{(1-z)z^{(p-1)/3}} \right].$$

There is also a variant of Theorem 1 that holds for $T_p$ when $p$ is not necessarily a prime power, but the constant $\nu_{p,\varepsilon} > 1$ is slightly different.

In particular, this shows that:
- This approach yields a square matrix multiplication algorithm with runtime at best $\Omega(n^{2\nu_{p,1}})$, with exponent $2\nu_{p,1} > 2$. Hence, this approach for a fixed $p$ cannot yield $\omega = 2$.
- Let $\varepsilon_p \in (0, 1)$ be such that $(1+\varepsilon_p)\nu_{p,\varepsilon} = 2$. Then, this approach for a fixed $p$ cannot yield a value of $\alpha$ bigger than $\varepsilon_p$.

For modest values of $p$, the value $\nu_p := \nu_{p,1}$ is a fair bit larger than 1. For instance, $\nu_7 \approx 1.07065$. As we will show shortly, the best known algorithms for matrix multiplications use the approach above with a (rotated) Coppersmith-Winograd tensor which is a monomial degeneration of $T_7$. Our theorem implies among other things that using the approach with $T_7$ as the starting tensor cannot yield a bound on $\omega$ better than 2.14, no matter how one zeroes out the tensor powers of $T_7$ or its monomial degenerations. We plot the resulting bounds on $\omega$ and $\alpha$ for varying $p$, in Figures 1 and 2 (for technical reasons we discuss below, we get different bounds depending on whether $q$ is a power of a prime).

1.3 A potential idea for improving $\omega$

It should be noted that, despite our lower bounds, not all hope is lost for achieving $\omega = 2$ using $T_q$ tensors. Indeed, in the limit as $q \to \infty$, our $\omega$ lower bound approaches 2, and our
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(a) Lower bound on \( \omega \) that one can achieve using \( T_q \).

The bound approaches 2 as \( q \to \infty \).

(b) Upper bound on \( \alpha \) that one can achieve using \( T_q \).

The bound approaches 1 as \( q \to \infty \).

Figure 2: Bounds on \( \omega \) and \( \alpha \) that follow from Theorem 1 for any \( q \).

\( \alpha \) upper bound approaches 1 (see Lemma 9 in Appendix A for a proof). Hence, our lower bound does not rule out achieving a runtime for \( n \times n \times n \) matrix multiplication of \( O(n^{2+\delta}) \) for all \( \delta > 0 \) by using bigger and bigger values of \( q \). We find this approach very exciting.

1.4 Tri-Colored Sum-Free Sets

A key component of our lower bound proof is a recent upper bound proved on the asymptotic size of a family of combinatorial objects called tri-colored sum-free sets. For an abelian group \( G \), a tri-colored sum-free set in \( G^n \) is a set of triples \( (a_i, b_i, c_i) \in (G^n)^3 \) such that \( a_i + b_j + c_k = 0 \) if and only if \( i = j = k \). In this paper we are especially interested in tri-colored sum-free sets over \( \mathbb{Z}_q^n \).

Recent work [12, 14, 4, 18, 21] has proved upper bounds on how large tri-colored sum-free sets in \( \mathbb{Z}_q^n \) can be. The bound is originally given in terms of the entropy of certain symmetric distributions, but we give a more explicit form written out by [18, 21] here.

For any integer \( q \geq 2 \) which is a power of a prime, let \( \rho \) be the unique number in \((0, 1)\) satisfying

\[
\rho + \rho^2 + \cdots + \rho^{q-1} = \frac{q-1}{3} (1 + 2\rho^q).
\]

Then, define \( \gamma_q \in \mathbb{R} \) by

\[
\gamma_q := \ln(1 - \rho^q) - \ln(1 - \rho) - \frac{q-1}{3} \ln(\rho).
\]

Theorem 2 ([14]). Let \( q \) be any prime or power of a prime. Then, any tri-colored sum-free set in \( \mathbb{Z}_q^n \) has size at most \( e^{\gamma_q n} \). Moreover, there exists a tri-colored sum-free set in \( \mathbb{Z}_q^n \) with size \( e^{\gamma_q n - o(n)} \).

One can verify (see Lemma 9 in Appendix A) that \( e^{\gamma_q} < q \), meaning in particular that there is no tri-colored sum-free set in \( \mathbb{Z}_q^n \) of size \( q^{n-o(n)} \). When \( q \) is not a prime power, one can also prove this, although the upper bound is not known to be as strong:

Theorem 3 ([4]). Let \( q \geq 2 \) be any positive integer, and let \( \kappa := \frac{1}{2} \log((2/3)^{2/3}) \approx 0.02831 \). Then, any tri-colored sum-free set in \( \mathbb{Z}_q^n \) has size at most \( q^{n(1-\kappa/q + o(1))} \).

For notational simplicity in our main results in Section 6, define \( \gamma_q := (1 - \kappa/q) \log(q) \) when \( q \geq 2 \) is not a power of a prime.
1.5 Proof Outline

In Section 2 we formally define all the notions related to tensors which are necessary for the rest of the paper, and in Section 3 we give our simple rank expression for $T_q$ and straightforward monomial degenerations of $T_{q+2}$ into $CW_q$ as well as other tensors $T$ from past work on matrix multiplication algorithms. The remainder of the paper gives the proof of Theorem 1, which proceeds in four main steps:

- In Section 3, we give a simple rank expression for $T_q$, and show that the rotated Coppersmith-Winograd tensor can be found as a simple monomial degeneration of $T_q$.
- In Section 4, we show that every matrix multiplication tensor has a zeroing out into a large number of independent triples. This generalizes a classical result that matrix multiplication tensors have monomial degenerations into a large number of independent triples.
- In Section 5, we show that if tensor $A$ is a monomial degeneration of tensor $B$, and large powers of $A$ can be zeroed out into many independent triples, then large powers of $B$ can as well.
- Finally, in Section 6, we combine the above to show that if any tensor $T$ is a monomial degeneration of $T_q$, and yields a fast matrix multiplication algorithm (meaning it can be zeroed out into many independent triples), then $T_q$ can be zeroed out into many independent triples as well. By noticing that independent triples in $T_q$ correspond to tri-colored sum-free sets, and combining with the upper bounds on the size of such a set, we get our lower bound.

1.6 Comparison with Past Work

There are two papers which have proved lower bounds on the value of $\omega$ that one can achieve using certain techniques.

The first is a work by Ambainis et al. [1]. They show a lower bound of $\Omega(n^{2.3078})$ for any algorithm for $n \times n \times n$ matrix multiplication one can design using the ‘laser method with merging’ using the Coppersmith-Winograd tensor and its relatives. The laser method is a technique proposed by Strassen [24] and used by all recent work [10, 11, 27, 16, 13] in order to show that the Coppersmith-Winograd tensor has a zeroing out into many big disjoint matrix multiplication tensors (the second property of the two properties of a tensor $T$ we described earlier). While the bound that Ambainis et al. get is better than ours, our result is much more general: First, the Ambainis et al. bound is for algorithms which use the Coppersmith-Winograd tensor and some tensors like it, whereas ours applies to any tensor which is an arbitrary monomial degeneration of $T_q$. Second, their bound only applies when the laser method with merging is used to zero out the tensor into matrix multiplication tensors, whereas ours applies to any possible monomial degeneration into matrix multiplication tensors.

The second prior work is by Blasiak et al. [4]. Like us, the authors also use recent bounds on the size of certain tri-colored sum-free sets in order to prove lower bounds. However, rather than the tensor-based approach to matrix multiplication algorithms which we have been discussing, and which has been used in all of the improvements to $\omega$ and $\alpha$ to date, they instead focus on the ‘group-theoretic approach’ to matrix multiplication [7, 6]. This approach has been designed around formulating approaches that would imply $\omega = 2$ rather than on attempting any small improvement to the bounds on $\omega$, and this paper refutes some earlier...
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conjectures along these lines. The work of Blasiak et al. implies that certain approaches to achieving $\omega = 2$ are impossible, similar to our work here.

In personal communication, Cohn [5] stated that the Coppersmith-Winograd tensor $CW_q$ leads to a STPP (simultaneous triple product property) construction in $\mathbb{Z}_m^n$ with $m = q$ and $n$ tending to infinity. Blasiak et al. present lower bounds on what can be proved about $\omega$ using the group theoretic approach using STPP constructions in $\mathbb{Z}_m^n$ for any fixed $m$, and hence their results imply that the group-theoretic variant of the Coppersmith-Winograd approach cannot yield $\omega = 2$ using a fixed $q$. It is not clear exactly what lower bounds this result implies for the original laser method approach, or for arbitrary monomial degenerations of $T_q$. Thus, we consider our results complementary to those of Blasiak et al. Furthermore, our results include limitations for rectangular matrix multiplication, which the prior work does not mention.

2 Preliminaries

In this section we introduce all the notions related to tensors which are used in the rest of the paper.

2.1 Tensor Definitions

Let $X = \{x_1, \ldots, x_n\}$, $Y = \{y_1, \ldots, y_m\}$, and $Z = \{z_1, \ldots, z_p\}$ be three sets of formal variables. A tensor over $X,Y,Z$ is a trilinear form

$$T = \sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{k=1}^{p} T_{ijk} x_i y_j z_k,$$

where the $T_{ijk}$ terms are elements of a field $F$. The size of a tensor $A$, denoted $|A|$, is the number of nonzero coefficients $A_{ijk}$. There are three particular tensors we will focus on in this paper. The matrix multiplication tensor $\langle n, m, p \rangle$ is given by

$$\langle n, m, p \rangle = \sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{k=1}^{p} x_{ij} y_k z_{ki}.$$

For a positive integer $q$, the structural tensor of $\mathbb{Z}_q$, denoted $T_q$, is given by

$$T_q = \sum_{i=0}^{q-1} \sum_{j=0}^{q-1} x_i y_j z_{i-j \mod q}.$$

For any positive integer $q$, the $q$th Coppersmith-Winograd tensor $C_q$ [10] is given by

$$C_q = x_0 y_0 z_{q+1} + x_0 y_{q+1} z_0 + x_{q+1} y_0 z_0 + \sum_{k=1}^{q} (x_0 y_k z_{q+1-k} + x_k y_0 z_{q+1-k} + x_k y_{q+1-k} z_0).$$

The main reason why $CW_q$ works just as well as the original Coppersmith-Winograd tensor $C_q$ is because they both have border rank $q + 2$ and because of the following other structural reason which is what is used in the prior work on fast matrix multiplication:
Let \( X_0 = \{ x_0 \}, \ X_1 = \{ x_1, \ldots, x_q \}, \ X_2 = \{ x_{q+2} \} \). Similarly, let \( Y_0 = \{ y_0 \}, \ Y_1 = \{ y_1, \ldots, y_q \}, \ Y_2 = \{ y_{q+2} \} \), and \( Z_0 = \{ z_0 \}, \ Z_1 = \{ z_1, \ldots, z_q \}, \ Z_2 = \{ z_{q+2} \} \). When you restrict \( C_q \) and \( CW_q \) to \( X_0 \times Y_2 \times Z_0 \), or \( X_2 \times Y_0 \times Z_0 \), or \( X_0 \times Y_0 \times Z_2 \), both of them are isomorphic to \( (1, 1, 1) \). When you restrict them to \( X_0 \times Y_1 \times Z_1 \), both are isomorphic to \( (1, 1, q) \), and when you restrict them to \( X_1 \times Y_1 \times Z_0 \), both are isomorphic to \( (q, 1, 1) \). The Coppersmith-Winograd approach only looks at products of these blocks in higher tensor powers, which are hence isomorphic to the same matrix multiplication tensors and give the same bounds on \( \omega \).

2.2 Subsets and Degenerations

For two tensors \( A, B \), we say that \( A \subseteq B \) if \( A_{ijk} \) is always either \( B_{ijk} \) or 0. For instance, we can see that \( CW_q \subseteq T_{q+2} \). We furthermore say that \( A \) is a monomial degeneration of \( B \) if \( A \subseteq B \) and there are functions \( a : X \to \mathbb{Z} \), \( b : Y \to \mathbb{Z} \), and \( c : Z \to \mathbb{Z} \) such that whenever \( B_{ijk} \neq 0 \),

- we have \( a(x_i) + b(y_j) + c(z_k) \geq 0 \), and
- furthermore, \( a(x_i) + b(y_j) + c(z_k) = 0 \) if and only if \( A_{ijk} \neq 0 \) as well.

We note that in prior work, degenerations are defined via polynomials in a variable \( \varepsilon \), however when the degenerations are single monomials, the above definition is equivalent, where \( a, b, c \) give the corresponding exponents of \( \varepsilon \).

Finally, we say that \( A \) is a zeroing out of \( B \) if \( A \) is a monomial degeneration of \( B \) such that \( a(x_i) \geq 0 \) for all \( x \in X \), \( b(y_j) \geq 0 \) for all \( y \in Y \), and \( c(z_k) \geq 0 \) for all \( z \in Z \). One can think of this as substituting 0 for any variable which \( a, b, c \) maps to a positive value.

2.3 Tensor Product

Let \( X, X', Y, Y', Z, Z' \) be sets of formal variables. If \( A \) is a tensor over \( X, Y, Z \), and \( B \) is a tensor over \( X', Y', Z' \), then the tensor product of \( A \) and \( B \), denoted \( A \circ B \), is a tensor over \( X \times X', Y \times Y', Z \times Z' \) given by

\[
A \circ B = \sum_{(x_i, x'_i) \in X \times X'} A_{ijk} B_{i'j'k'} (x_i, x'_i) (y_j, y'_j) (z_k, z'_k).
\]

The \( n \)th tensor power of a tensor \( A \), denoted \( A^{\circ n} \), is the result of tensoring \( n \) copies of \( A \) together. In other words, \( A^{\circ 1} = A \), and \( A^{\circ n} = A \circ A^{\circ (n-1)} \).

Tensor products preserve many key properties of tensors. For instance, if \( A \subseteq C \) and \( B \subseteq D \), then \( A \circ B \subseteq C \circ D \), and this is also true if subset is replaced by monomial degeneration, or by zeroing out.

For a nonnegative integer \( k \), if \( A \) is a tensor over \( X, Y, Z \), and if \( X_1, \ldots, X_k \) are \( k \) disjoint copies of \( X \), and similar for \( Y \) and \( Z \), then \( k \circ A \) denotes the (disjoint) sum of \( k \) copies of \( A \), one over \( X_i, Y_i, Z_i \) for each \( 1 \leq i \leq k \).

2.4 Independent Triples

Two triples \( (x, y, z), (x', y', z') \in X \times Y \times Z \) are independent if \( x \neq x' \), \( y \neq y' \), and \( z \neq z' \). A tensor \( A \) is independent if, whenever \( A_{ijk} \neq 0 \) and \( A_{ij'k'} \neq 0 \), and \( (i, j, k) \neq (i', j', k') \), then the triples \( (x_i, y_j, z_k) \) and \( (x_{i'}, y_{j'}, z_{k'}) \) are independent.
2.5 Tensor Rank

A tensor $T$ over $X, Y, Z$ is a rank-one tensor if there are coefficients $a_x$ for each $x \in X$, $b_y$ for each $y \in Y$, and $c_z$ for each $z \in Z$ in the underlying field $F$ such that

$$T = \left( \sum_{x \in X} a_x \cdot x \right) \left( \sum_{y \in Y} b_y \cdot y \right) \left( \sum_{z \in Z} c_z \cdot z \right) = \sum_{(x,y,z) \in X \times Y \times Z} a_x b_y c_z \cdot x y z.$$ 

More generally, $T$ is a rank-$k$ tensor if it can be written as the sum of $k$ rank-one tensors. The rank of $T$, denoted $R(T)$, is the smallest $k$ such that $T$ is a rank-$k$ tensor.

We can generalize this notion slightly to define the border rank of a tensor. We will now define tensor rank, which allows the calculation of the border rank. We will now define tensor rank, which allows the calculation of the border rank. We will now define tensor rank, which allows the calculation of the border rank.

We can also define $\omega$ as the largest real such that $R(\langle n, n^\alpha, n \rangle) \leq n^{2+o(1)}$. It is known that $\alpha \in [0.31, 1]$, and clearly $\alpha = 1$ if and only if $\omega = 2$.

3 The mod-p tensor and its degenerations

In this section, we give a rank expression for $T_p$, and then a monomial degeneration of $T_{q+2}$ into $CW_q$.

Proof. By Schönhage [23] (see also [3, Lemma 7.7]), we have that $R(\langle n, n^\omega, n \rangle) \leq \log_n \left( \lceil g/f \rceil \right)$. If $R(\langle f \circ \langle n, n^\omega, n \rangle \rangle) \leq g$, then $\omega \leq \log_n(\lceil g/f \rceil)$.

Lemma 4. If $R(\langle f \circ \langle n, n^\omega, n \rangle \rangle) \leq g$, then $\omega \leq \log_n(\lceil g/f \rceil)$.

Proof. By Schönhage [23] (see also [3, Lemma 7.7]), we have that $R(\langle f \circ \langle n, n^\omega, n \rangle \rangle) \leq g$ implies that for all integers $s \geq 1$, $R(\langle f \circ \langle n, n^s, n^s \rangle \rangle) \leq f \left( \lceil g/f \rceil \right)^s$. Hence, multiplying an $n^s \times (n^s)^s$ by an $(n/s)^s \times n^s$ matrix can be done in $O(f \left( \lceil g/f \rceil \right)^s)$ time. Thus $\omega \leq \lim_{s \to \infty} \log \left( f \left( \lceil g/f \rceil \right)^s / (n^s) \right) = \log_n(\lceil g/f \rceil)$.
### 3.1 The rank of $T_p$

Let us consider the tensor $T_p$ of addition modulo $p$ for any integer $p \geq 2$; recall that in trilinear notation, $T_p$ is defined as

$$T_p = \sum_{i,j,k \in \{0, ..., p-1\}, i+j+k \equiv 0 \pmod{p}} x_i y_j z_k.$$

The rank of $T_p$ is $p$, as can be seen by the expression below. Let $w_1, \ldots, w_p \in \mathbb{C}$ be the $p$th roots of unity, meaning that $\sum_{i=1}^{p} w_i = 0$, and that for each $i$, $w_i^p = 1$. Then,

$$T_p = \frac{1}{p} \sum_{\ell=1}^{p} \left( \sum_{i=0}^{p-1} w_i^\ell x_i \right) \left( \sum_{j=0}^{p-1} w_j^{\ell^2} y_j \right) \left( \sum_{k=0}^{p-1} w_k^{\ell^3} z_k \right).$$

The above gives a rank expression for $T_q$ over $\mathbb{C}$, which is sufficient for the approaches for matrix multiplication algorithms discussed above. That said, one can easily modify it to get an expression over some other fields as well. For instance, suppose $p + 1$ is an odd prime. Then, we know that $\sum_{a=1}^{a} a \equiv 0 \pmod{p + 1}$, and that $a^p \equiv 1 \pmod{p + 1}$ for any $1 \leq a \leq p$, so we similarly get the following rank expression over $GF(p+1)$:

$$T_p = - \sum_{\alpha=1}^{p} \left( \sum_{i=0}^{p-1} \alpha^i x_i \right) \left( \sum_{j=0}^{p-1} \alpha^{j^2} y_j \right) \left( \sum_{k=0}^{p-1} \alpha^{k^3} z_k \right).$$

### 3.2 Monomial degeneration of $T_{q+2}$ into $CW_q$

Here we will show that the rotated CW tensor $CW_q$ for integer $q \geq 1$ is a degeneration of $T_{q+2}$. Recall that

$$CW_q = x_0 y_0 z_{q+1} + x_0 y_{q+1} z_0 + x_{q+1} y_0 z_0 + \sum_{k=1}^{q} (x_0 y_k z_{q+1-k} + x_k y_0 z_{q+1-k} + x_k y_{q+1-k} z_0).$$

For ease of notation, we will change the indexing of the $z$ variables in $T_{q+2}$ (i.e. rename the variables) from our original definition\(^\text{2}\) to write

$$T_{q+2} = \sum_{i,j,k \in \{0, ..., q+1\}, i+j+k \equiv q+1 \pmod{q+2}} x_i y_j z_k.$$

In this form, one can see that $CW_q$ is the subset of $T_{q+2}$ consisting of all the terms containing at least one of $x_0$, $y_0$, or $z_0$. With this in mind, our degeneration of $T_{q+2}$ is as follows. We will pick:

- $a(x_0) = 0$, $a(x_{q+1}) = 2$, and $a(x_i) = 1$ for $1 \leq i \leq q$, similarly,
- $b(y_0) = 0$, $b(y_{q+1}) = 2$, and $b(y_j) = 1$ for $1 \leq j \leq q$, and,
- $c(z_0) = -2$, $c(z_{q+1}) = 0$, and $c(z_k) = -1$ for $1 \leq k \leq q$.

We need to verify that for every term $x_i y_j z_k$ in (3) we have $a(x_i) + b(y_j) + c(z_k) \geq 0$, and moreover that for such $x_i y_j z_k$, $a(x_i) + b(y_j) + c(z_k) = 0$ if and only if $x_i y_j z_k$ also appears in (2). This is quite straightforward, but we do it here for completeness. Consider any term $x_i y_j z_k$ in (3). We consider three cases based on $k$:

\(^\text{2}\) For every index $k \in \{0, 1, \ldots, q+1\}$, we will rename $z_k$ to $z_{k-1} \pmod{q+2}$.
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3.3 Monomial degeneration of \( T_{q+1} \) into Strassen’s 1986 tensor.

Strassen’s 1986 tensor is defined for any integer \( q \geq 1 \) and is given by \( S_q := \sum_{i=1}^{q} x_0 y_1 z_{q+1-i} + x_i y_0 z_{q+1-i} \).

Similar to before, we will show that \( S_q \) is a degeneration of \( T_{q+1} \), which we can write as

\[
T_{q+1} = \sum_{i,j,k \in \{0, \ldots, q\}} x_i y_j z_k. \tag{4}
\]

Our degeneration is as follows: \( a(x_0) = b(x_0) = 0 \), \( a(x_i) = b(y_i) = 1 \) for all \( i \geq 1 \), \( c(z_0) = 0 \) and \( c(z_k) = -1 \) for all \( k \geq 1 \). Simple casework shows again that the possible values for \( a(x_i) + b(y_j) + c(z_k) \) are 0, 1, 2, and that 0 is only achieved for the terms in \( S_q \). Among other things, this degeneration gives a simple proof that the border rank of \( S_q \) is \( q + 1 \).

Since a monomial degeneration of a rank expression gives a border rank expression, this shows in particular that the border rank of CW\(_q\) is \( q + 2 \). Furthermore, it shows that the best known bounds for \( \omega \) [10, 27, 16] can be obtained from \( T_7 \). Finally, since we only used monomial degenerations, we will be able to obtain lower bounds on what bounds on \( \omega \) one can achieve via zeroing out powers of the CW\(_q\) tensor.

4 Independent Triples in Matrix Multiplication Tensors

In this section we show that there is a zeroing out of any matrix multiplication tensor into a fairly large independent tensor. This strengthens a classic result (see eg. [3, Lemma 8.6]) that any matrix multiplication tensor has a monomial degeneration into a fairly large independent tensor.

\begin{lemma}
For every positive integer \( q \), and \( \epsilon \in (0, 1] \), there is a zeroing out of \( (q, q^\epsilon, q)^{\otimes n} \) into \( q^{(1+\epsilon)n-o(n)} \) independent triples.
\end{lemma}

\begin{proof}
Recall that \( (q, q^\epsilon, q) = \sum_{i=1}^{q} \sum_{j=1}^{q^\epsilon} \sum_{k=1}^{q} x_{ijk} y_{jk} z_{ki} \). Hence,

\[
\langle q, q^\epsilon, q \rangle^{\otimes n} = \sum_{i, k \in [q]^n, j \in [q^\epsilon]^n} x_{ijk} y_{jk} z_{ki}^{q^\epsilon}.
\]

We will zero out variables in three phases, and after the third phase we will have a sufficiently large independent tensor as desired.
4.1 Phase one

For vectors $\vec{i}, \vec{k} \in [q]^n$, and values $a, b \in [q]$, let $t_{ab}(\vec{i}|\vec{k})$ denote the number of $1 \leq \alpha \leq n$ such that $\vec{i}_\alpha = a$ and $\vec{k}_\alpha = b$. We say that $\vec{i}|\vec{k}$ is balanced if, for all $a, b, c, d \in [q]$, we have $t_{ab}(\vec{i}|\vec{k}) = t_{cd}(\vec{i}|\vec{k})$. We similarly say that $ij$ is balanced if $t_{ab}(ij) = t_{cd}(ij)$ for every $a, c \in [q]$ and $b, d \in [q]$, and say that $jk$ is balanced similarly. In the first phase, we zero out every variable $x_{ij}$ such that $ij$ is not balanced. We similarly zero out $y_{jk}$ such that $jk$ is not balanced, and $z_{ki}$ such that $ki$ is not balanced.

Note that if $\vec{i}|\vec{k}$ is balanced, then for each $a, b \in [q]$, we have $(\vec{i}_\alpha, \vec{k}_\alpha) = (a, b)$ for exactly $n/q^2$ choices of $\alpha \in [n]$. Hence, the number of choices of $\vec{i}, \vec{k} \in [q]^n$ such that $\vec{i}|\vec{k}$ is balanced is exactly $L_2 := \left(\frac{n}{q^2}, \frac{n}{q^2}, \ldots, \frac{n}{q^2}\right) = q^{2n-o(n)}$. If $\vec{i}|\vec{k}$ is balanced, then notice that the number $K_\varepsilon$ of choices of $j \in [q']^n$ such that $ij$ and $jk$ are also balanced is independent of what $\vec{i}$ and $\vec{k}$ are, and satisfies $K_\varepsilon = q^{O(n)}$.

Similarly, the number of choices of $\vec{i} \in [q]^n$ and $\vec{j} \in [q]^n$ such that $\vec{i}|\vec{j}$ is balanced is $L_{1+\varepsilon} := \left(\frac{n}{q^{1+\varepsilon}}, \frac{n}{q^{1+\varepsilon}}, \ldots, \frac{n}{q^{1+\varepsilon}}\right) = q^{(1+\varepsilon)n-o(n)}$. Moreover, when $ij$ is balanced, the number $K_1$ of choices of $\vec{k}$ such that $\vec{i}|\vec{k}$ and $jk$ are balanced satisfies $K_1 = q^{O(n)}$. Let that $L_2K_\varepsilon = L_{1+\varepsilon}K_1$, since both count the number of triples remaining after phase one, and in particular, $K_1 \geq K_\varepsilon$.

4.2 Phase two

Let $M$ be an odd prime number to be determined. Pick $w_0, w_1, \ldots, w_n \in [M]$ independently and uniformly at random, then define the hash functions $h_X : X \to [M]$, $h_Y : Y \to [M]$, and $h_Z : Z \to [M]$, by:

$$h_X(x_{ij}) = 2 \sum_{\alpha=1}^{n} w_\alpha \cdot (\vec{i}_\alpha - \vec{j}_\alpha) \pmod{M},$$

$$h_Y(y_{jk}) = 2w_0 + 2 \sum_{\alpha=1}^{n} w_\alpha \cdot (\vec{j}_\alpha - \vec{k}_\alpha) \pmod{M},$$

$$h_Z(z_{ki}) = w_0 + \sum_{\alpha=1}^{n} w_\alpha \cdot (\vec{i}_\alpha - \vec{k}_\alpha) \pmod{M}.$$

Notice that, for every choice of $\vec{i}, \vec{j}, \vec{k} \in [q]^n$, we have that $h_X(x_{ij}) + h_Y(y_{jk}) = 2h_Z(z_{ki}) \pmod{M}$. Now, let $H \subseteq [M]$ be a subset of size $|H| \geq M^{1-o(1)}$ which does not contain any nontrivial three-term arithmetic progressions mod $M$; in other words, if $a, b, c \in H$ such that $a + b = 2c \pmod{M}$, then $a = b = c$. Such a set is constructed by Salem and Spencer [22]. In the second phase, we zero out all $x_{ij}$ such that $h_X(x_{ij}) \notin H$, and similarly for the $y$ and $z$ variables. As a result, every term $x_{ij}y_{jk}z_{ki}$ remaining in our tensor satisfies:

- $ij$, $jk$, and $ki$ are balanced, and

$$h_X(x_{ij}) = h_Y(y_{jk}) = h_Z(z_{ki}).$$

4.3 Phase three

In the third phase we zero out some remaining variables to ensure that our resulting tensor is independent. First, however, we will compute some expected values.

For $h \in H$, let $S_h$ be the set of terms $x_{ij}y_{jk}z_{ki}$ remaining in our tensor after stage two such that $h_X(x_{ij}) = h_Y(y_{jk}) = h_Z(z_{ki}) = h$. For a given term $x_{ij}y_{jk}z_{ki}$ which was not
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Then, let \( B \) again, there are \( \text{Proof. Let} \ a \in X \rightarrow \mathbb{Z}, b : Y \rightarrow \mathbb{Z}, \) and \( c : Z \rightarrow \mathbb{Z} \) be the functions for the monomial degeneration such that

\[
\sum_{h \in H} |S_h| - 2|P_h| - 2|Q_h| - 2|R_h|. \]

Let us pick \( M \) to be an odd prime number in the range \([12K_1, 24K_1]\). Hence, using our expected value calculations from before, we see that the expected number of remaining terms is at least

\[
|H| \cdot \left( \frac{L_{1+\varepsilon}K_1}{M^2} - 6L_{1+\varepsilon}K_1^2 \right) \geq \frac{|H|L_{1+\varepsilon}K_1}{M^2} \left( 1 - 6 \frac{K_1}{M} \right) \geq \frac{L_{1+\varepsilon}}{K_1^{\frac{1}{12}}} \geq q^{(1+\varepsilon)n-o(n)},
\]

where the last step follows since \( L_{1+\varepsilon} = q^{(1+\varepsilon)n-o(n)} \) and \( K_1 = q^{O(n)} \). By the probabilistic method, there is a choice of hash functions which achieves this expected number of independent triples, as desired.

5  Monomial Degenerations

\[ \begin{align*}
\text{Lemma 6. Suppose } & A \text{ and } B \text{ are two tensors over } X, Y, Z \text{ such that } A \text{ is a monomial degeneration of } B. \text{ Further suppose that } A^{\otimes n} \text{ has zeroing out into } f(n) \text{ independent triples}. \\
& \text{Then, } B^{\otimes n} \text{ has a zeroing out into } \Omega(f(n)/n^2) \text{ independent triples.} \\
\text{Proof. Let } & a : X \rightarrow \mathbb{Z}, b : Y \rightarrow \mathbb{Z}, \text{ and } c : Z \rightarrow \mathbb{Z} \text{ be the functions for the monomial degeneration such that} \\
& a(x_i) + b(y_j) + c(z_k) \geq 0 \text{ for all } x_iy_jz_k \in B, \text{ and} \\
& \text{furthermore } a(x_i) + b(y_j) + c(z_k) = 0 \text{ if and only if } x_iy_jz_k \in A. \\
\text{Let } & a^- := \min_{x \in X} a(x) \text{ and } a^+ := \max_{x \in X} a(x), \text{ and define } b^-, b^+, c^-, \text{ and } c^+ \text{ similarly. Now,} \\
& B^{\otimes n} \text{ is a tensor over } X^n, Y^n, Z^n. \text{ Define } a^n : X^n \rightarrow \mathbb{Z}, \text{ by } a^n(x_1, \ldots, x_n) = \sum_{a(x_1)} a^n(x_i), \text{ and define } b^n : Y^n \rightarrow \mathbb{Z} \text{ and } c^n : Z^n \rightarrow \mathbb{Z} \text{ similarly. It follows that}
\end{align*} \]
\textit{suppose that} \( T \) \textit{we have that}\n
\[
\text{The range of } f \text{ in } X = \{ x_1, \ldots, x_n \} \text{ such that } a^n(\prod_{i=1}^n x_i) = p. \text{ Define } Y^n = \{ y_i \in \prod_{i=1}^n x_i \text{ for integers } q \in [b^{-n}, b^+n] \}, \text{ and } Z^n = \{ z_i \in \prod_{i=1}^n x_i \text{ for integers } r \in [c^{-n}, c^+n] \}. \text{ Let } B^n_{p,q,r} = \text{ the tensor one gets from } B^n \text{ by zeroing out all the } X^n \text{ variables not in } X^n_p, \text{ all the } Y^n \text{ variables not in } Y^n_q, \text{ and all the } Z^n \text{ variables not in } Z^n_r. \text{ Then, letting } W \text{ be the sum of independent triples in } [a^{-n}, a^+n] \times [b^{-n}, b^+n] \times [c^{-n}, c^+n], \text{ we see that}\n
A^n = \sum_{(p,q,r) \in W} B_{p,q,r}^{n},\n\text{ and each term of } A^n \text{ appears in exactly one of the summands. Now, let } A^n_{\emptyset} = \text{ the zeroing out of } A^n \text{ into } f(n) \text{ independent triples. Let } B^n_{p,q,r} = \text{ the zeroing out of } B^n_{p,q,r} \text{ in which we zero out those same variables. Hence,}\n
A^n_{\emptyset} = \sum_{(p,q,r) \in W} B_{p,q,r}^{n},\n\text{ where the sum is hence a disjoint sum of independent triples. The number of terms on the right is } O(n^2), \text{ and so at least one of the terms on the right must have size at least } |A^n_{\emptyset}|/O(n^2) = \Omega(f(n)/n^2), \text{ as desired.} \]

\section{Main Theorem}

In this section, we will combine our results above with bounds on the sizes of tri-colored sum-free sets from past work in order to prove our main theorem. Recall the definition of \( \gamma_p \) from Section 1.4, and define \( c_p := \gamma_p \).

\textbf{Theorem 7.} Let \( \varepsilon \in (0, 1] \). Let \( T \) be a tensor that is a monomial degeneration of \( T_p \) and suppose that \( T^n \) can be zeroed out into \( F \otimes (G, G', G) \), giving a bound \( \omega'_e \leq \omega'_e \) where \( G^{\infty} = [p^n/F] \). Then \( \omega'_e \geq (1 + \varepsilon) \log_{c_p} p. \)

\textit{Proof.} Let \( g = G^{1/N} \) so that \( G = g^{1/N} \), and let \( f = F^{1/N} \) so that \( F = f^{1/N} \). Since \( T^n \) can be zeroed out into \( F \otimes (G, G', G) \), via Lemma 5, \( T^n \) can be zeroed out into \( f^{1/N} \cdot g^{1/N} = (1 + \varepsilon)N-o(N) \) independent triples. Hence by Lemma 6 this means that \( T^n \) can also be zeroed out into \( D \cdot \gamma_p^{(1 + \varepsilon)N-o(N)/N^2} \) independent triples. Now, let \( S = \{(a_1, b_1, c_1), \ldots, (a_D, b_D, c_D)\} \) be the indices of the \( D \) independent triples obtained from \( T^n \). Because they are obtained by zeroing out \( T^n \), for every \( i, a_i + b_i + c_i \equiv 0 \) in \( Z^N_p \). Now suppose that for some \( i, j, k \), \( a_i + b_j + c_k \equiv 0 \) in \( Z^N_p \). If \( i, j, k \) are not all the same, then \( (a_i, b_j, c_k) \) cannot be in \( S \) as the triples in \( S \) are independent. However, the only way for a triple of \( T^n \) to be removed is if \( X_{a_n} \) or \( Y_{b_n} \) or \( Z_{c_n} \) is set to zero. Suppose that \( X_{a_n} \) is set to 0 (the other two cases are symmetric). Then there can be no triple in \( S \) sharing \( a_i \) as its first index. Thus in fact \( S \) forms a tri-colored sum-free set. Hence \( D \leq c_p^{N} \).

From our earlier bound on \( D \) we get that \( f^{1} \cdot g^{(1 + \varepsilon)N-o(N)/N^2} \leq c_p^{N} \), and taking the \( N \)th root of both sides yields \( f^{1+\varepsilon-o(1)}/N^2 \leq c_p \).

Recall that \( G^\omega_e = [p^N/F] \), so that \( g = (|p|/f)|1/\omega_e' \). Plugging in above, we get that \( f(|p|/f)|1/\omega_e' - 1 \leq c_p \). Hence, \( f(1+\varepsilon)/\omega_e' = c_p \). Since \( \omega_e' \geq (1 + \varepsilon) \), we have that \( f(1+\varepsilon)/\omega_e' \leq (1 + \varepsilon) \omega_e' \leq \log_{c_p} p + o(1) \) and \( \omega_e' \geq (1 + \varepsilon - o(1)) \log_{c_p} p. \)
Further Limitations of the Known Approaches for Matrix Multiplication

As a corollary we obtain the following upper bound on what $\alpha$ can be achieved by zeroing out.

**Corollary 8.** Let $T$ be a tensor that is a monomial degeneration of $T_p$. If one can prove $\alpha \leq \alpha'$ using the zeroing-out approach then, $\alpha' \leq \frac{2}{\log_{cp} p} - 1$.

---
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### A Supporting Calculations

We recall some definitions from earlier in the paper. For any integer $q \geq 2$, let $\rho$ be the unique number in $(0, 1)$ satisfying
\[
\rho + \rho^2 + \cdots + \rho^{q-1} = \frac{q-1}{3} (1 + 2\rho^q).
\]
Then, define $\gamma_q \in \mathbb{R}$ by
\[
\gamma_q := \frac{\ln(1 - \rho^q)}{\ln(1 - \rho)} - \frac{q-1}{3} \ln(\rho).
\]

Then, the lower bound on $\omega$ we get from using $T_q$ is $2 \ln(q)/\gamma_q$. Here we show that this approaches 2 as $q \to \infty$:

**Lemma 9.** $\lim_{q \to \infty} \frac{\gamma_q}{\ln(q)} = 1$.

**Proof.** Note that, since $\rho \in (0, 1)$, we have
\[
\frac{1}{1-\rho} = 1 + \rho + \rho^2 + \cdots > \rho + \rho^2 + \cdots + \rho^{q-1} = \frac{q-1}{3} (1 + 2\rho^q) > \frac{q-1}{3}.
\]

Rearranging, we see that $\rho > 1 - 3/(q - 1)$. Hence,
\[
\frac{\gamma_q}{\ln(q)} = \frac{\ln \left( \frac{1-\rho^q}{1-\rho} \right)}{\ln(q)} + \frac{(q-1)\ln(\rho)}{3\ln(q)} > \frac{\ln \left( 1 + \rho + \cdots + \rho^{q-1} \right)}{\ln(q)} + \frac{(q-1)\ln(1 - \frac{3}{q-1})}{3\ln(q)}
\]
\[
> \frac{\ln \left( (q-1)/3 \right)}{\ln(q)} + \frac{(q-1)\ln(1 - \frac{3}{q-1})}{3\ln(q)}.
\]

As $q \to \infty$, we have that $\ln_q((q-1)/3) \to 1$ and $(q-1)\ln_q(1 - 3/(q-1)) \to 0$, as desired. ▶
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Abstract

The well-known DeMillo-Lipton-Schwartz-Zippel lemma says that $n$-variate polynomials of total degree at most $d$ over grids, i.e. sets of the form $A_1 \times A_2 \times \cdots \times A_n$, form error-correcting codes (of distance at least $2^{-d}$ provided $\min_i |A_i| \geq 2$). In this work we explore their local decodability and local testability. While these aspects have been studied extensively when $A_1 = \cdots = A_n = \mathbb{F}_q$ are the same finite field, the setting when $A_i$’s are not the full field does not seem to have been explored before.

In this work we focus on the case $A_i = \{0,1\}$ for every $i$. We show that for every field (finite or otherwise) there is a test whose query complexity depends only on the degree (and not on the number of variables). In contrast we show that decodability is possible over fields of positive characteristic (with query complexity growing with the degree of the polynomial and the characteristic), but not over the reals, where the query complexity must grow with $n$. As a consequence we get a natural example of a code (one with a transitive group of symmetries) that is locally testable but not locally decodable.

Classical results on local decoding and testing of polynomials have relied on the 2-transitive symmetries of the space of low-degree polynomials (under affine transformations). Grids do not possess this symmetry: So we introduce some new techniques to overcome this handicap and in particular use the hypercontractivity of the (constant weight) noise operator on the Hamming cube.
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1 Introduction

Low-degree polynomials have played a central role in computational complexity. (See for instance [27, 8, 5, 21, 23, 19, 28, 3, 2] for some of the early applications.) One of the key properties of low-degree $n$-variate polynomials underlying many of the applications is the “DeMillo-Lipton-Schwartz-Zippel” distance lemma [10, 26, 30] which upper bounds the number of zeroes that a non-zero low-degree polynomial may have over “grids”, i.e., over domains of the form $A_1 \times \cdots \times A_n$. This turns the space of polynomials into an
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error-correcting code (first observed by Reed [24] and Muller [20]) and many applications are built around this class of codes. These applications have also motivated a rich collection of tools including polynomial time (global) decoding algorithms for these codes, and “local decoding” [4, 18, 9] and “local testing” [25, 1, 15] procedures for these codes.

Somewhat strikingly though, many of these tools associated with these codes don’t work (at least not immediately) for all grid-like domains, but work only for the specific case of the domain being the vector space $\mathbb{F}^n$ where $\mathbb{F}$ is the field over which the polynomial is defined and $\mathbb{F}$ is finite. The simplest example of such a gap in knowledge was the case of “global decoding”. Here, given a function $f : \prod_{i=1}^{n} A_i \to \mathbb{F}$ as a truth-table, the goal is to find a nearby polynomial (up to half the distance of the underlying code) in time polynomial in $|\prod_{i} A_i|$. When the domain equals $\mathbb{F}^n$ then such algorithms date back to the 1950s. However the case of general $A_i$ remained open till 2016 when Kim and Kopparty [17] finally solved this problem.

In this paper we initiate the study of local decoding and testing algorithms for polynomials when the domain is not a vector space. As a first step towards this we consider the case of general $A_i$ — see more on this at the end of Section 1.1. The setting of $|A_i| > 2$ seems to offer new challenges that we don’t explore in this paper.) We describe the problems formally next and then describe our results.

### 1.1 Distance, Local Decoding and Local Testing

We start with some brief notation. For finite sets $A_1, \ldots, A_n \subseteq \mathbb{F}$ and functions $f, g : A_1 \times \cdots \times A_n \to \mathbb{F}$, let the distance between $f$ and $g$, denoted $\delta(f, g)$ be the quantity $\Pr_a[f(a) \neq g(a)]$ where $a$ is drawn uniformly from $A_1 \times \cdots \times A_n$. We say $f$ is $\delta$-close to $g$ if $\delta(f, g) \leq \delta$, and $\delta$-far otherwise. For a family of functions $\mathcal{F} \subseteq \{h : A_1 \times \cdots \times A_n \to \mathbb{F}\}$, let $\delta(\mathcal{F}) = \min_{f \neq g \in \mathcal{F}} \{\delta(f, g)\}$.

To set the context for some of the results on local decoding and testing, we first recall the distance property of polynomials. If $|A_i| \geq 2$ for every $i$, the polynomial distance lemma asserts that the distance between any two distinct degree $d$ polynomials is at least $2^{-d}$. Of particular interest is the fact that for fixed $d$ this distance is bounded away from 0, independent of $n$ or $|\mathbb{F}|$ or the structure of the sets $A_i$. In turn this behavior effectively has led to “local decoding” and “local testing” algorithms with complexity depending only on $d$ — we define these notions and elaborate on this sentence next.

Given a family of functions $\mathcal{F}$ from the domain $A_1 \times \cdots \times A_n$ to $\mathbb{F}$, we say $\mathcal{F}$ is $(\delta, q)$-locally decodable if there exists a probabilistic algorithm that, given $a \in A_1 \times \cdots \times A_n$ and oracle access to a function $f : A_1 \times \cdots \times A_n \to \mathbb{F}$ that is $\delta$-close to some function $p \in \mathcal{F}$, makes at most $q$ oracle queries to $f$ and outputs $p(a)$ with probability at least $3/4$. (The existence of a $(\delta, q)$-local decoder for $\mathcal{F}$ in particular implies that $\delta(\mathcal{F}) \geq 28\delta$.) We say that $\mathcal{F}$ is $(\delta, q)$-locally testable if there exists a probabilistic algorithm that makes $q$ queries to an oracle for $f : A_1 \times \cdots \times A_n \to \mathbb{F}$ and accepts with probability at least $3/4$ if $f \in \mathcal{F}$ and rejects with probability at least $3/4$ if $f$ is $\delta$-far from every function in $\mathcal{F}$.

When $A_1 = \cdots = A_n = \mathbb{F}$ (and so $\mathbb{F}$ is finite) it was shown by Kaufman and Ron [15] (with similar results in Jutla et al. [13]) that the family of $n$-variate degree $d$ polynomials over $\mathbb{F}$ is $(\delta, q)$-locally decodable and $(\delta, q)$-locally testable for some $\delta = \exp(-d)$ and $q = \exp(d)$.

---

1 Throughout this paper we only consider the functions represented by degree $d$ polynomials. So, without loss of generality, these may be viewed as polynomials of degree at most $|A_i| - 1$ in the $i$th variable, and specifically multilinear polynomials when $|A_i| = 2$. 
In particular both $q$ and $1/\delta$ are bounded for fixed $d$, independent of $n$ and $F$. Indeed in both cases $\delta$ is lower bounded by a constant factor of $\delta(F(n,d))$ and $q$ is upper bounded by a polynomial in the inverse of $\delta(F(n,d))$ where $F(n,d)$ denotes the family of functions corresponding to degree $d$ $n$-variate polynomials over $F$, seemingly suggesting that the testability and decodability may be consequences of the distance. If so does this phenomenon should extend to the case of other sets $A_i \neq F$ - does it? We explore this question in this paper.

In what follows we say that the family of degree $d$ $n$-variate polynomials is locally decodable (resp. testable) if there is bounded $q = q(d)$ and positive $\delta = \delta(d)$ such that $F(n,d)$ is $(\delta, q)$-locally decodable (resp. testable) for every $n$. The specific question we address below is when are the family of degree $d$ $n$-variate polynomials locally decodable and testable when the domain is $\{0,1\}^n$. (We stress that the choice of $\{0,1\}^n$ as domain is for simplicity and is equivalent to the setting of $|A_i| = 2$ for all $i$. Working with domains of other (and varying) sizes would lead to qualitative changes and we do not consider that setting in this paper.)

### 1.2 Main Results

Our first result (Theorem 3.2) shows that even the space of degree 1 polynomials is not locally decodable over fields of zero characteristic or over fields of large characteristic. This statement already stresses the main difference between the vector space setting (domain being $\mathbb{F}^n$) and the “grid” setting (domain $= \{0,1\}^n$). One key reason underlying this difference is that the domain $\mathbb{F}^n$ has a rich group of symmetries that preserve the space of degree $d$ polynomials, where the space of symmetries is much smaller when the domain is $\{0,1\}^n$. Specifically the space of degree $d$ polynomials over $\mathbb{F}^n$ is “affine-invariant” (invariant under all affine maps from $\mathbb{F}^n$ to $\mathbb{F}^n$). The richess of this group of symmetries is well-known to lead to local decoding algorithms (see for instance [1]) and this explains the local decodability of $F(n,d)$ over the domain $\mathbb{F}^n$. Of course the absence of this rich group of symmetries does not rule out local decodability — and so some work has to be done to establish Theorem 3.2. We give an overview of the proof in Section 1.3 and then give the proof in Section 5.

Our second result (Theorem 3.3) shows, in contrast, that the class of degree $d$ polynomials over fields of small characteristic are locally decodable. Specifically, we show that there is a $q = q(d,p) < \infty$ and $\delta = \delta(d,p) > 0$ such that $F(n,d)$ over the domain $\{0,1\}^n$ over a (possibly infinite) field $F$ of characteristic $p$ is $(\delta, q)$-locally decodable. This is perhaps the first local-decodability result for polynomials over infinite fields. A key technical ingredient that leads to this result, which may be of independent interest, is that when $n = 2p^d$ (twice a power of the characteristic of $F$) and $g$ is a degree $d$ polynomial for $d < n/2$ then $g(0)$ can be determined from the value of $g$ on the ball on Hamming weight $n/2$ (see Lemma 6.1). Again, we give an overview of the proof in Section 1.3 and then give the actual proof in Section 6.

Our final, and main technical, result (Theorem 3.1) shows somewhat surprisingly that $F(n,d)$ is always (i.e., over all fields) locally testable. This leads to perhaps the simplest natural example of a locally testable code that is not locally decodable. We remark there are of course many examples of such codes (see, for instance, the locally testable codes of Dinur [11]) but these are results of careful constructions and in particular not very symmetric. On the other hand $F(n,d)$ over $\{0,1\}^n$ does possess moderate symmetry and in particular the automorphism group is transitive. We remark that for both our positive results (Theorems 3.3 and 3.1), the algorithms themselves are not obvious and the analysis leads to further interesting questions. We elaborate on these in the next section.
1.3 Overview of proofs

1.3.1 Impossibility of local decoding over fields of large characteristic

In Section 5 we show that even the family of affine functions over \( \{0, 1\}^n \) is not locally decodable. The main idea behind this construction and proof is to show that the value of a affine function \( \ell : \{0, 1\}^n \rightarrow \mathbb{F} \) at \( 1^n \) can not be determined from its values on any set \( S \) if \( |S| \) is small (specifically \( |S| = o(\log n / \log \log n) \)) and \( S \) contains only “balanced” elements (i.e., \( x \in S \Rightarrow |\sum_i x_i - (n/2)| = O(\sqrt{n}) \)). Since the space of affine functions from \( \{0, 1\}^n \) to \( \mathbb{F} \) forms a vector space, this in turn translates to showing that no set of up to \( |S| \) balanced vectors contain the vector \( 1^n \) in their affine span (over \( \mathbb{F} \)) and we prove this in Lemma 5.2.

Going from the above statement to Theorem 3.2 is relatively standard in the case of finite fields. We show that if one picks a random linear function and simply erase its values on imbalanced inputs, this leads to only a small fraction of error, but its value at \( 1^n \) is not decodable with \( o(\log n / \log \log n) \) queries. (Indeed many of the ingredients go back to the work of [6], who show that a canonical non-adaptive algorithm is effectively optimal for linear codes, though their results are stated in terms of local testing rather than local decoding.) In the case of infinite fields one has to be careful since one can not simply work with functions that are chosen uniformly at random. Instead we work with random linear functions with bounded coefficients. The bound on the coefficients leads to mild complications due to border effects that need care. In the proof of Theorem 5.3, we show how to overcome these complications using a counting (or encoding) argument.

The technical heart of this part is thus the proof of Lemma 5.2 and we give some idea of this proof next. Suppose \( S = \{x^1, \ldots, x^t\} \) contained \( x^0 = 1^n \) in its affine span and suppose \( |\sum_{j=1}^n x^j_j - (n/2)| \leq n/s \) for all \( i \). Let \( a_1, \ldots, a_t \in \mathbb{F} \) be coefficients such that \( x^0 = \sum_i a_i x^i \) with \( \sum_i a_i = 1 \). Our proof involves reasoning about the size of the coefficients \( a_1, \ldots, a_t \). To get some intuition why this may help, note that

\[
\frac{n}{2} = \sum_{j=1}^n x^0_j - \frac{n}{2} = \sum_{i=1}^t a_i \cdot \left( \sum_{j=1}^n x^j_i - \frac{n}{2} \right) \leq \sum_{i=1}^t |a_i| \cdot \left( \sum_{j=1}^n x^j_i - \frac{n}{2} \right) \leq \frac{n}{s} \cdot \sum_j |a_j|.
\]

So in particular if the \( a_j \)'s are small, specifically if \( |a_j| \leq 1 \) then we conclude \( t = \Omega(s) \). But what happens if large \( a_j \)'s are used? To understand this, we first show that the coefficients need not be too large (as a function of \( t \)) - see Lemma 5.1, and then use this to prove Lemma 5.2. The details are in Section 5.1.

1.3.2 Local decodability over fields of small characteristic

The classical method to obtain a \( q \)-query local decoder is to find, given a target point \( x^0 \in \mathbb{F}^n \), a distribution on queries \( x^1, \ldots, x^q \in \mathbb{F}^n \) such that (1) \( P(x^0) \) is determined by \( P(x^1), \ldots, P(x^q) \) for every degree \( d \) polynomial \( P \), and (2) the query \( x^i \) is independent of \( x^0 \) (so that an oracle \( f \) that usually equals \( P \) will satisfy \( P(x^i) = f(x^i) \) for all \( i \), with probability at least \( 3/4 \)). Classical reductions used the “2-transitivity” of the underlying space of automorphisms to guarantee that \( x^i \) is independent of \( x^j \) for every pair \( i \neq j \in \{0, \ldots, q\} \) — a stronger property than required! Unfortunately, our automorphism space is not “2-transitive” but it turns out we can still find a distribution that satisfies the minimal needs.

Specifically, in our reduction we identify a parameter \( k = k(p, d) \) and map each variable \( x_i \) to either \( y_j \) or \( 1 - y_j \) for some \( j = j(i) \in [k] \). This reduces the \( n \)-variate decoding task with oracle access to \( f(x_1, \ldots, x_k) \) to a \( k \)-variate decoding task with access to the function \( g(y_1, \ldots, y_k) \). Since there are only \( 2^k \) distinct inputs to \( g \), decoding can solved with at most
2^k queries (if it can be solved at all). The choice of whether \( x_\ell \) is mapped to \( y_j \) or \( 1 - y_j \) is determined by \( x^0_\ell \) so that \( f(x^0) = g(0^k) \). Thus given \( x^0 \), the only randomness is in the choice of \( j(\ell) \). We choose \( j(\ell) \) uniformly and independently from \([k]\) for each \( \ell \). For \( y \in \{0,1\}^k \), \( x^y \) denote the corresponding query in \([0,1]^n \) (i.e., \( g(y) = f(x^y) \)). Given our choices, \( x^y \) is not independent of \( x^0 \) for every choice of \( y \). Indeed if \( y \) has Hamming weight 1, then \( x^y \) is very likely to have Hamming distance \( \approx n/k \) from \( x^0 \) which is far from independent. However if \( y \in \{0,1\}^k \) is a balanced vector with exactly \( k/2 \) 1s (so in particular we will need \( k \) to be even), then it turns out \( x^y \) is indeed independent of \( x^0 \). So we query only those \( x^y \) for which \( y \) is balanced. But this leads to a new challenge: can \( P(0^k) \) be determined from the values of \( P(y) \) for balanced \( y \)? It turns out that for a careful choice of \( k \) (and this is where the small characteristic plays a role) the value of a degree \( d \) polynomial at \( 0 \) is indeed determined by its values on balanced inputs (see Lemma 6.1) and this turns out to be sufficient to build a decoding algorithm over fields of small characteristic. Details may be found in Section 6.

1.3.3 Local testability over all fields

We now turn to the main technical result of the paper, namely the local testability of polynomials over grids. All previous analyses of local testability of polynomials with query complexity independent of the number of variables have relied on symmetry either implicitly or explicitly. (See for example [16] for further elaboration.) Furthermore many also depend on the local decodability explicitly: and in our setting we seem to have insufficient symmetry and definitely no local decodability. This forces us to choose the test and analysis quite carefully.

It turns out that among existing approaches to analyses of local tests, the one due to Bhattacharyya et al [7] (henceforth BKSSZ) seems to make the least use of local decodability and our hope is to be able to simulate this analysis in our case — but the question remains: “which tester should we use?”. This is a non-trivial question since the BKSSZ test is a natural one in a setting with sufficient symmetry; but their analysis relies crucially on the ability to view their test as a sequence of restrictions: Given a function \( f : \mathbb{F}^n \rightarrow \mathbb{F} \) they produce a sequence of functions \( f = f_n, f_{n-1}, \ldots, f_k \), where the function \( f_r \) is an \( r \)-variate function obtained by restricting \( f_{r+1} \) to a codimension one affine subspace. Their test finally checks to see if \( f_k \) is a degree \( d \) polynomial. To emulate this analysis, we design a somewhat artificial test: We also produce a sequence of functions \( f_n, f_{n-1}, \ldots, f_k \) with \( f_r \) being an \( r \)-variate function. Since we do not have the luxury to restrict to arbitrary subspaces, we instead derive \( f_r \) from \( f_{r+1}(z_1, \ldots, z_{r+1}) \) by setting \( z_i = z_j \) or \( z_i = 1 - z_j \) for some random pair \( i, j \) (since these are the only simple affine restrictions that preserve the domain). We stop when the number of variables \( k \) is small enough (and hopefully a number depending on \( d \) alone and not on \( n \) or \( \mathbb{F} \)). We then test that the final function has degree \( d \).

The analysis of this test is not straightforward even given previous works, but we are able to adapt the analyses to our setting. Two new ingredients that appear in our analyses are the hypercontractivity of hypercube with the constant weight noise operator (analyzed by Polyanskiy [22]) and the intriguing stochastics of a random set-union problem. We explain our analysis and where the above appear next.

We start with the part which is more immediate from the BKSSZ analysis. This corresponds to a key step in the BKSSZ analysis where it is shown that if \( f_{r+1} \) is far from degree \( d \) polynomials then, with high probability, so also is \( f_r \). This step is argued via contradiction. If \( f_r \) is close to the space of degree \( d \) polynomials for many restrictions, then from the many polynomials that agree with \( f_r \) (for many of the restrictions) one can glue together an \( r+1 \)-variate polynomial that is close to \( f_{r+1} \). This step is mostly algebraic and works out in our case also; though the actual algebra is different and involves more cases.
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The new part in our analysis is in the case where \( f_n \) is moderately close to some low-degree polynomial \( P \). In this case we would still like to show that the test rejects \( f_n \) with positive probability. In both BKSSZ and in our analysis this is shown by showing the the \( 2^k \) queries into \( f_k \) (that given the entire truth table of the function \( f_k \)) satisfy the property that exactly \( f_k \) is not equal to \( P \) on exactly one of the queried points. Note that the value of \( f_k(y) \) is obtained by querying \( f \) at some point, which we denote \( x^i \). In the BKSSZ analysis \( x^a \) and \( x^b \) are completely independent given \( a \neq b \in \{0,1\}^k \). (Note that the mapping from \( y \) to \( x^k \) is randomized and depends on the random choices of the tester.) In our setting the behavior of \( x^a \) and \( x^b \) is more complex and depends on both the set of coordinates \( j \) such that where \( a_j \neq b_j \) and on the number of indices \( i \in [n] \) such that the variable \( x_i \) is mapped to variable \( y_j \). Our analysis ends up depending on two new ingredients: (1) The number of variables \( x_j \) that map to any particular variable \( y_j \) is \( \Omega(n/k) \) with probability at least \( 2^{-O(k)} \). This part involves the analysis of a random set-union process elaborated on below. (2) Once the exact number of indices \( i \) such that \( x_i \) maps to \( y_j \) is fixed for every \( j \in [k] \) and none of the sets is too small, the distribution of \( x^a \) and \( x^b \) is sufficiently independent to ensure that the events \( f(x^a) = P(x^a) \) and \( f(x^b) = P(x^b) \) co-occur with probability much smaller than the individual probabilities of these events. This part uses the hypercontractivity of the hypercube but under an unusual noise operator corresponding to the “constant weight operator”, fortunately analyzed by Polyanskiy [22]. Invoking his theorem we are able to conclude the proof of this section.

We now briefly expand on the “random set-union” process alluded to above. Recall that our process starts with \( n \) variables, and at each stage a pair of remaining variables is identified and given the same name. (We may ignore the complications due to the complementation of the form \( z_i = 1 - z_j \) for this part.) Equivalently we start with \( n \) sets \( X_1, \ldots, X_n \) with \( X_i = \{i\} \) initially. We then pick two random sets and merge them. We stop when there are \( k \) sets left and our goal is to understand the likelihood that one of the sets turn out to be too tiny. (The expected size of a set is \( n/k \) and too tiny corresponds to being smaller than \( n/(4k) \).) It turns out that the distribution of set sizes produced by this process has a particularly clean description as follows: Randomly arrange the elements 1 to \( n \) on a cycle and consider the partition into \( k \) sets generated by the set of elements that start with a special element and end before the next special element as we go clockwise around the cycle, where the elements in \( \{1, \ldots, k\} \) are the special ones. The sizes of these partitions are distributed identically to the sizes of the sets \( S_j \)! For example, when \( k = 2 \) the two sets have sizes distributed uniformly from 1 to \( n - 1 \). In particular the sets size are not strongly concentrated around \( n/k \) - but nevertheless the probability that no set is tiny is not too small and this suffices for our analysis.

Details of this analysis may be found in Section 4.

Organization

In Section 2 we start with some preliminaries including the main definitions and some of the tools we will need later. In Section 3 we give a formal statement of our results. In Section 4 we present the local tester over all fields. In Section 5 we sketch our proof that over fields of large (or zero) characteristic, local decoding is not possible. Finally in Section 6 we give a local decoder over fields of small characteristic. Most analysis is omitted from this version and included in the full version of this paper [29].
2 Preliminaries

2.1 Basic notation

Fix a field $\mathbb{F}$ and an $n \in \mathbb{N}$. We consider functions $f : \{0,1\}^n \to \mathbb{F}$ that can be written as multilinear polynomials of total degree at most $d$. We denote this space by $\mathcal{F}(n,d;\mathbb{F})$. The space of all functions from $\{0,1\}^n$ to $\mathbb{F}$ will be denoted simply as $\mathcal{F}(n;\mathbb{F})$. (We will simplify these to $\mathcal{F}(n,d)$ and $\mathcal{F}(n)$ respectively, if the field $\mathbb{F}$ is clear from context.)

Given $f,g \in \mathcal{F}(n)$, we use $\delta(f,g)$ to denote the fractional Hamming distance between $f$ and $g$. I.e.,

$$\delta(f,g) := \Pr_{x \in \{0,1\}^n} [f(x) \neq g(x)]$$

For a family $\mathcal{F}' \subseteq \mathcal{F}(n)$, we use $\delta(f,\mathcal{F}')$ to denote $\min_{g \in \mathcal{F}'} \{\delta(f,g)\}$. Given an $f \in \mathcal{F}(n)$ and $d \geq 0$, we use $\delta_d(f)$ to denote $\delta(f,\mathcal{F}(n,d))$.

2.2 Local Testers and Decoders

Let $\mathbb{F}$ be any field. We define the notion of a local tester and local decoder for subspaces of $\mathcal{F}(n)$. These notions go back at least to the works of Goldreich and Sudan [12] and Katz and Trevisan [14], though the exact definitions and parameters may differ here.

Definition 2.1 (Local tester). Fix $q \in \mathbb{N}$ and $\delta \in (0,1)$. Let $\mathcal{F}'$ be any subspace of $\mathcal{F}(n)$.

We say that a randomized algorithm $T$ is a $(\delta,q)$-local tester for $\mathcal{F}'$ if on an input $f \in \mathcal{F}(n)$, the algorithm does the following.

- $T$ makes at most $q$ queries to $f$ and either accepts or rejects.
- (Completeness) If $f \in \mathcal{F}'$, then $T$ accepts with probability at least $3/4$.
- (Soundness) If $\delta(f,\mathcal{F}') \geq \delta$, then $T$ rejects with probability at least $3/4$.

We say that a tester is adaptive if the queries it makes to the input $f$ depend on the answers to its earlier queries. Otherwise, we say that the tester is non-adaptive.

Definition 2.2 (Local decoder). Fix $q \in \mathbb{N}$ and $\delta \in (0,1)$. Let $\mathcal{F}'$ be any subspace of $\mathcal{F}(n)$.

We say that a randomized algorithm $T$ is a $(\delta,q)$-local decoder for $\mathcal{F}'$ if on an input $f \in \mathcal{F}(n)$ and $x \in \{0,1\}^n$, the algorithm does the following.

- $T$ makes at most $q$ queries to $f$ and outputs $b \in \mathbb{F}$.
- If $\delta(f,\mathcal{F}') \leq \delta$, then the output $b = f(x)$ with probability at least $3/4$.

We say that a decoder is adaptive if the queries it makes to the input $f$ depend on the answers to its earlier queries. Otherwise, we say that the tester is non-adaptive.

2.3 Some basic facts about binomial coefficients

Fact 2.3. For integer parameters $0 \leq b \leq a$, let $\binom{a}{\leq b}$ denote the size of a Hamming ball of radius $b$ in $\{0,1\}^a$; equivalently, $\binom{a}{\leq b} = \sum_{j \leq b} \binom{a}{j}$. Then, we have

$$\binom{a}{\leq b} \leq 2^{b H(b/a)}$$

where $H(\cdot)$ is the binary entropy function.
2.4 Hypercontractivity theorem for spherical averages.

In this section, let $\mathbb{R}$ be the underlying field. Let $\eta \in (0,1)$ be arbitrary. We define a smoothing operator $T_{\eta}$, which maps $F(r) = \{ f : \{0,1\}^r \rightarrow \mathbb{R}\}$ to itself. For $F \in F(r)$, we define $T_{\eta}F$ as follows

$$T_{\eta}F(x) = \mathbb{E}_{J \in \binom{\mathbb{Z}^r}{\eta}} [F(x \oplus J)]$$

where $x \oplus J$ is the point $y \in \{0,1\}^r$ obtained by flipping $x$ at exactly the coordinates in $J$.

Recall that for any $F \in F(r)$ and any $p \geq 1$, $\|F\|_p$ denotes $\mathbb{E}_{x \in \{0,1\}^r} |F(x)|^p^{1/p}$.

We will use the following hypercontractivity theorem of Polanskiy [22].

\textbf{Theorem 2.4} (Follows from Theorem 1 in [22]). Assume that $\eta \in [1/20, 19/20]$ and $\eta_0 = 1/20$. For any $F \in F(r)$, we have

$$\|T_{\eta}F\|_2 \leq C \cdot \|F\|_p$$

for $p = 1 + (1 - 2\eta_0)^2$ and $C$ is an absolute constant.

\textbf{Corollary 2.5.} Assume that $\eta_0, \eta$ are as in the statement of Theorem 2.4 and let $\delta \in (0,1)$ be arbitrary. Say $E \subseteq \{0,1\}^r$ s.t. $|E| \leq \delta \cdot 2^r$. Assume that $(x'', x') \in \{0,1\}^r$ are chosen as follows: $x' \in \{0,1\}^r$ and $I' \in \binom{[p]}{\eta'}$ are chosen i.u.a.r., and we set $x'' = x' \oplus I'$. Then we have

$$\Pr_{x', I'}[x' \in E \land x'' \in E] \leq C \cdot \delta^{1+(1/40)}$$

where $C$ is the constant from Theorem 2.4.

\textbf{Proof.} Let $F : \{0,1\}^n \rightarrow \{0,1\} \subseteq \mathbb{R}$ be the indicator function of the set $E$. Note that we have

$$\Pr_{x', I'}[x' \in E \land x'' \in E] = \mathbb{E}_{x', I'}[F(x')F(x' \oplus I')] = \mathbb{E}_{x'}[F(x')T_{\eta}F(x')]$$

By the Cauchy-Schwarz inequality and Theorem 2.4 we get

$$\mathbb{E}_{x'}[F(x')T_{\eta}F(x')] \leq \|F\|_2 \cdot C \cdot \|F\|_p$$

for $p = 1 + (1 - 2\eta_0)^2$. Note that we have

$$\|F\|_p \leq \delta^{1/p} = \delta^{1/1+(1-2\eta_0)^2}$$

$$= \delta \cdot (1 + \min\{\eta_0, 1 - \eta_0\})^2 \leq (\sqrt{3})^{1+(1-2\eta_0)^2} \leq \sqrt{3}$$

where for the last inequality we have used the fact that for $\eta_0 \in [0,1]$ we have

$$\frac{1}{1 - 2\eta_0(1 - \eta_0)} \geq 1 + 2\eta_0(1 - \eta_0) \geq 1 + \min\{\eta_0, 1 - \eta_0\}.$$  

Putting the upper bound on $\|F\|_p$ together with the fact that $\|F\|_2 \leq \sqrt{3}$ and (1), we get the claim. □
3 Results

We show upper and lower bounds for testing and decoding polynomial codes over grids. All our upper bounds hold in the non-adaptive setting, while our lower bounds hold in the stronger adaptive setting.

Our first result is that for any choice of the field $F$ (possibly even infinite), the space of functions $F(n, d)$ is locally testable. More precisely, we show the following.

**Theorem 3.1** ($F(n, d)$ has a local tester for any field). There exists a constant $c < \infty$ and polynomial $p_0(x)$ such that the following holds for every field $F$, every non-negative integer $d$, every positive integer $n$ and every real number $\varepsilon > 0$: The space $F(n, d; F)$ has a non-adaptive $(\varepsilon, q)$-local tester for $q \leq 2^{n\cdot d\cdot p_0(1/\varepsilon)}$.

In contrast, we show that the space $F(n, d)$ is not locally decodable over fields of large characteristic, even for $d = 1$.

**Theorem 3.2** ($F(n, d)$ does not have a local decoder for large characteristic). For every $\varepsilon > 0$ there exists $c_{\varepsilon} > 0$ such that the following holds: Let $n \in \mathbb{N}$ and let $F$ be a field such that either $\text{char}(F) = 0$ or $\text{char}(F) \geq n^2$. Then any adaptive $(\varepsilon, q)$-local decoder for $F(n, 1; F)$ must satisfy $q \geq c_{\varepsilon} \cdot \log n / \log \log n$.

Complementing the above result, we can show that if $\text{char}(F)$ is a constant, then in fact the space $F(n, d)$ does have a local decoding procedure.

**Theorem 3.3** ($F(n, d)$ has a local decoder for constant characteristic). There exists a constant $c < \infty$ such that for every field $F$ of characteristic $p$, every non-negative integer $d$ and every positive integer $n$, the space $F(n, d; F)$ has a non-adaptive $(2^{-c \cdot p \cdot d}, 4^d)$-local decoder.

4 A local tester for $F(n, d)$ over any field

We now present our local tester and its analysis. The reader may find the overview from Section 1.3 helpful while reading the below.

We start by introducing some notation for this section. Throughout, fix any field $F$. We consider functions $f : \{0, 1\}^I \rightarrow F$ where $I$ is a finite set of positive integers and indexes into the set of variables $\{X_i \mid i \in I\}$. We denote this space as $F(I)$. Similarly, $F(I, d)$ is defined to be the space of functions of degree at most $d$ over the variables indexed by $I$.

The following is the test we use to check if a given function $f : \{0, 1\}^I \rightarrow F$ is close to $F(I, d)$.

**Test** $T_{k, I}(f_I)$

**Notation.** Given two variables $X$ and $Y$ and $a \in \{0, 1\}$, “replacing $X$ by $a \oplus Y$” refers to substituting $X$ by $Y$ if $a = 0$ and by $1 - Y$ if $a = 1$.

- If $|I| > k$, then
  - Choose a random $a \in \{0, 1\}$ and distinct $i_0, j_0 \in I$ at random and replace $X_{j_0}$ by $a \oplus X_{i_0}$. Let $f'_I$ denote the resulting restriction of $f_I$.
  - Run $T_{k, I\setminus \{j_0\}}(f'_I)$ and output what it outputs.
- If $|I| = k$ then
  - Choose a uniformly random bijection $\sigma : I \rightarrow [k]$. 


Choose an \( a \in \{0,1\}^k \) uniformly at random.

Replace each \( X_i \) \((i \in I)\) with \( Y_{a(i)} \oplus a_i \).

Check if the restricted function \( g(Y_1, \ldots, Y_k) \in \mathcal{F}(k, d) \) by querying \( g \) on all its inputs.

Accept if so and reject otherwise.

▶ Remark. It is not strictly necessary to choose a random bijection \( \sigma \) in the test \( T_{k,I} \) and a fixed bijection \( \sigma : I \to [k] \) would do just as well. However, the above leads to a cleaner reformulation of the test.

▶ Observation 4.1. Test \( T_{k,I} \) has query complexity \( 2^k \).

▶ Observation 4.2. If \( f_I \in \mathcal{F}(I, d) \), then \( T_{k,I} \) accepts with probability \( 1 \).

The following theorem is the main result of this section and implies Theorem 3.1 from Section 3.

▶ Theorem 4.3. For each positive integer \( d \), there is a \( k = O(d) \) and \( \varepsilon_0 = 1/2^{O(d)} \) such that for any \( I \) of size at least \( k + 1 \) and any \( f_I \in \mathcal{F}(I) \),

\[
\Pr [\text{Test } T_{k,I} \text{ rejects } f_I] \geq \frac{1}{2^{O(d)}} \cdot \min\{\delta_d(f_I), \varepsilon_0\}.
\]

Theorem 3.1 immediately follows from Theorem 4.3 since to get an \( (\varepsilon, 2^{O(d)}) \)-tester, we repeat the test \( T_{k,[n]} \) \( t = 2^{O(d)} \cdot \text{poly}(1/\varepsilon) \) many times and accept if and only if each iteration of the test accepts. If the input function \( f \in \mathcal{F}(n) \) is of degree at most \( d \), this test accepts with probability \( 1 \). Otherwise, this test rejects with probability at least \( 3/4 \) for suitably chosen \( t \) as above. The number of queries made by the test is \( 2^k \cdot t = 2^{O(d)} \cdot \text{poly}(1/\varepsilon) \).

5 Impossibility of local decoding when \( \text{char}(\mathbb{F}) \) is large

In this section, we prove Theorem 5.3 which is a more detailed version of Theorem 3.2. Again we remind the reader that an overview may be found in Section 1.3.

Let \( n \) be a growing parameter and \( \mathbb{F} \) a field of characteristic 0 or positive characteristic greater than \( n^2 \). For the results in this section, it will be easier to deal with the domain \( \{-1,1\}^n \) rather than \( \{0,1\}^n \). Since there a natural invertible linear map that maps \( \{0,1\} \) to \( \{-1,1\} \) (i.e. \( a \mapsto 1 - 2a \)), this change of input space is without loss of generality.

5.1 Local linear spans of balanced vectors

Let \( u \in \mathbb{F}_n \) and \( U \subseteq \mathbb{F}_n \). For any integer \( t \in \mathbb{N} \), we say that \( u \) is in the \( t \)-span of \( U \) if it can be written as a linear combination of at most \( t \) elements of \( U \). For \( x \in \{-1,1\}^n \), we use \(|x|\) to denote the sum of the entries of \( x \) over \( \mathbb{Z} \). In this section, we wish to show that if the vector \( 1^n \) is in the \( t \)-span of balanced vectors, i.e., vectors \( x \) with \(|x| \leq n/s \) then \( t \) is must be growing as a function of \( s \).

As explained earlier we first establish a bound on the size of the solutions of linear equations in systems over \( \mathbb{Q} \) with few variables or few constraints. This fact is well-known, but we prove it here for completeness.

▶ Lemma 5.1. Let \( r, s \in \mathbb{N} \) and let \( t = \min\{r, s\} \). Let \( Mx = u \) be a system of linear equations with \( M \in \{-1,0,1\}^{r \times s} \) and \( u \in \{-1,0,1\}^r \).

If \( \mathbb{F} \) is a field of characteristic zero and the system has a solution in \( \mathbb{F}^s \), then there exist integers \( a_1, \ldots, a_s, b \in \mathbb{Z} \) with \(|a_i|, |b| \leq t! \) such that \( x_i = a_i/b \) is a solution to \( Mx = u \). In particular, there is a solution in \( \mathbb{Q}^s \).
If $\mathbb{F}$ is a field of characteristic $p$ and if the system has a solution in $\mathbb{F}^t$, then there exist integers $a_1, \ldots, a_t, b \in \mathbb{Z}$ with $|a_i|, |b| \leq t!$ such that $x_i = a_i/b \,(\text{mod } p)$ is a solution to $Mx = u$. In particular, there is a solution in $\mathbb{F}_p^t$.

Proof omitted from this version.

We now turn to the main technical lemma of this section showing that $1^n$ is not in linear span of a small number of nearly balanced elements of $\{-1,1\}^n$.

\textbf{Lemma 5.2.} Let $n, s = s(n) \in \mathbb{N}$ with $s(n) \leq n$. Let $S = \{x \in \{-1,1\}^n \mid |x| \leq n/s\}$. Then $x^0 = 1^n$ is not in the $t$-span of $S$ unless $t \geq \log s/\log \log s$ provided $\mathbb{F}$ is field of zero characteristic or of characteristic $p \geq 2n^2$.

\textbf{Proof.} We first consider the case when $\mathbb{F}$ is of zero characteristic. Note that in this case $\mathbb{Q} \subseteq \mathbb{F}$. Suppose $x^0 \in \text{Span}\{x^1, \ldots, x^t\}$ with $x^0 = \sum_{i=1}^{n} c_i x^i$. Note that the $c_i$’s are expressible as the solution to a linear system whose $Mz = u$ where $M$ and $u$ have entries in $\{-1,0,1\}$ and $M$ is a $n \times t$ matrix. By Lemma 5.1 we have that $c_i \in \mathbb{Q}$ with $|c_i| \leq t!$ (more specifically we have $c_i = a_i/b$ with $|a_i| \leq t!$ and this implies $|c_i| \leq t!$). We thus have

$$n = \sum_{j=1}^{n} x^0_j = \sum_{i=1}^{t} c_i \sum_{j=1}^{n} x^j_i \leq \sum_{i=1}^{t} |c_i| \sum_{j=1}^{n} x^j_i \leq \sum_{i=1}^{t} (t!) \cdot (n/s) \leq (t+1)! \cdot (n/s).$$

We thus conclude that $(t+1)! \geq s$ and thus $t \geq \log s/\log \log s$.

In the case of finite field $\mathbb{F}$, we proceed as above and let $x^0 = \sum_{i=1}^{t} c_i x^i$. By Lemma 5.1 we have that there are integers $a_i, b$ with $|a_i|, |b| \leq t!$ such that $c_i = a_i/b \,(\text{mod } p)$ is a solution to $x^0 = \sum_{i=1}^{t} c_i x^i$. Now consider $b \cdot n$ and we get $b \cdot n = \sum_{i=1}^{t} a_i \sum_{j=1}^{n} x^j_i \,(\text{mod } p)$. We now show that this implies $(t+1)! \geq \min[p/(2n), s] = s$ (where the equality follows from $p \geq 2n^2$ and $s \leq n$). Assume $(t+1)! \leq p/(2n)$. Then we have $n \leq |b \cdot n| \leq t! \cdot n < p/2$ over the integers, and $\sum_{i=1}^{t} a_i \sum_{j=1}^{n} x^j_i \leq (t+1)! (n/s) < p/2$ also over the integers. We again conclude that $n \leq (t+1)! (n/s)$ and so $(t+1)! \geq s$ as claimed. The lemma follows. \hfill $\blacksquare$

We now state the main result of this section which immediately implies Theorem 3.2.

\textbf{Theorem 5.3.} Let $n \in \mathbb{N}$ be a growing parameter and $\varepsilon \in (0,1)$ such that $\varepsilon \geq 2 \exp(-n/2s^2)$ for some $s \in \mathbb{N}$ with $100 \leq s \leq \sqrt{n}/100$. Let $\mathbb{F}$ be any field such that either $\text{char}(\mathbb{F}) = 0$ or $\text{char}(\mathbb{F}) \geq n^2$. Then any adaptive $(\varepsilon, q)$-local decoder for $\mathcal{F}(n,1)$ that corrects an $\varepsilon$ fraction of errors must satisfy $q = \Omega(\log s/\log \log s)$.

Proof omitted from this version.

6 Local decoding when $\text{char}(\mathbb{F})$ is small

In this section, we give a local decoder over fields of small characteristic. An overview of this construction may be found in Section 1.3.

Let $p$ be a prime of constant size and let $\mathbb{F}$ be any (possibly infinite) field of characteristic $p$. Let $d$ be the degree parameter and $k$ be the smallest power of $p$ that is strictly greater than $d$. Note that $k \leq pd$. We show that the space $\mathcal{F}(n,d)$ has a $(1/(4 \cdot \binom{k}{k}), \binom{k}{k})$-local decoder, hence proving Theorem 3.3.

The main technical tool we use is a suitable linear relation on the space $\mathcal{F}(2k,d)$, which we describe now. We say that a set $S \subseteq \{0,1\}^{2k}$ is useful if for every polynomial $G \in \mathcal{F}(2k,d)$, $G(0^{2k})$ is determined by the restriction of the function $G$ to the inputs in $S$. Let $B \subseteq \{0,1\}^{2k}$ denote the set of all balanced inputs (i.e. inputs of Hamming weight exactly $k$).
Lemma 6.1. Fix $d, k$ as above. Then the set $B \subseteq \{0,1\}^{2k}$ of balanced inputs is useful.

The proof of the above lemma will use Lucas’ theorem, which we recall below.

Theorem 6.2 (Lucas’ theorem). Let $p$ be any prime and $a, b \in \mathbb{N}$. Let $a_1, \ldots, a_t \in \{0, \ldots, p - 1\}$ and $b_1, \ldots, b_t \in \{0, \ldots, p - 1\}$ be the digits in the $p$-ary expansion of $a$ and $b$, i.e., $a = \sum_{j \in [t]} a_j p^{j-1}$ and $b = \sum_{j \in [t]} b_j p^{j-1}$. Then, we have

$$
\binom{a}{b} \equiv \prod_{i \leq t} \frac{a_i}{b_i} \pmod{p}$$

where $\binom{a_i}{b_i}$ is defined to be 0 if $a_i < b_i$.

Corollary 6.3. For $i \in \{0, \ldots, d\}$, we have $\binom{d+k-i}{k-i} \neq 0 \pmod{p}$ if and only if $i = 0$.

Proof omitted from this version.

Proof of Lemma 6.1. Fix any $G \in \mathcal{F}(2k, d)$. Assume that

$$G(Y_1, \ldots, Y_{2k}) = \sum_{I \subseteq [2k]: |I| \leq d} \alpha_I Y^I$$

where $Y^I$ denotes $\prod_{i \in I} Y_i$.

Let $B'$ denote all those inputs in $B$ where the last $k - d$ bits are set to 0. We will compute the sum of $G$ on inputs from $B'$. But let us first consider a monomial $Y^I$ and see what its sum over $y \in B'$ looks like. The monomial evaluates to 1 on $y \in B'$ if $y_i = 1$ for every $i \in I$, and evaluates to 0 otherwise. There are exactly $\binom{d+k-|I|}{k-|I|}$ choices of $y \in B'$ that satisfy $y_i = 1$ for every $i \in I$. Thus summing over all monomials we get:

$$\sum_{y \in B'} G(y) = \sum_{I \subseteq [2k]: |I| \leq d} \alpha_I \sum_{y \in B'} Y^I = \sum_{I \subseteq [2k]: |I| \leq d} \alpha_I \cdot \binom{d+k-|I|}{k-|I|} \quad (2)$$

By Corollary 6.3, it follows that for $i \in \{0, \ldots, d\}$, we have

$$\binom{d+k-i}{k-i} \neq 0 \pmod{p}$$

if and only if $i = 0$ and so $\sum_{y \in B'} G(y) = \binom{d+k}{k} \cdot \alpha_0$. Let $c = \binom{d+k}{k} \pmod{p}$. We have $c \in \mathbb{F}_p^*$ and in particular $c$ is invertible in $\mathbb{F}$, and $\sum_{y \in B'} G(y) = c \cdot \alpha_0 = c \cdot G(0^{2k})$. Hence, we get $G(0^{2k}) = c^{-1} \cdot \sum_{y \in B'} G(y)$. Therefore, $G(0^{2k})$ is determined by the restriction of $G$ to $B'$ and hence also by its restriction to $B$.

We now show that $\mathcal{F}(n, d)$ has a $(1/(4 \cdot \binom{2k}{k}), \binom{2k}{k})$-local decoder.

The decoder. We now give the formal description of the decoder. Let the decoder be given oracle access to $f$ with the promise that $f$ is $1/(4 \cdot \binom{2k}{k})$-close to some $F \in \mathcal{F}(n, d)$. Let the input to the decoder be $x \in \{0,1\}^n$. The problem is to find $F(x)$.

We describe the decoder below:
Decoder $D_k^n(x)$.

- Partition $[n]$ into $2k$ parts by choosing a uniformly random map $h : [n] \to [2k]$. I.e. each $h(j)$ is chosen i.u.r. from $[2k]$.
- For $i \in [2k]$ and $j \in [n]$ such that $h(j) = i$, identify $X_j$ with $Y_i \oplus x_j$.
- Let $g(1, \ldots, Y_{2k})$ and $G(0, \ldots, Y_{2k})$ be the restrictions of $f$ and $F$ respectively. Assuming $g|B = G|B$, query $g$ at all inputs in $B$ and decode $G(0^{2k})$ from $G|B$. Output the value decoded.

The main theorem of this section is the following. Note that this implies Theorem 3.3.

\begin{itemize}
  \item \textbf{Theorem 6.4.} Let $F$ be a field of characteristic $p$. For integer $d \geq 0$, let $k$ be the smallest power of $p$ greater than $d$. Then the decoder $D_k$ is a $(1/(4 \cdot \binom{2k}{k}), \binom{2k}{k})$-local decoder for $F(n,d;F)$.
\end{itemize}

Proof omitted from this version.
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Abstract
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1 Introduction

Dating back to the seminal works of Shannon [24] and Hamming [17], error correcting codes are used to reliably transmit data over noisy channels and store data. Roughly speaking, error correcting codes are injective functions that take a message and output a codeword, in which the message is encoded with extra redundancy, with the property that even if some of the symbols in the codeword are corrupted, the message is still recoverable.

Locally decodable codes (LDCs) and locally correctable codes (LCCs) are error correcting codes that admit highly efficient procedures for recovering small amounts of data. More specifically, in an LDC, a single symbol of the message can be recovered by only reading a few bits from a noisy codeword. An LCC has the same property but with respect to recovering bits of the codeword itself (rather than the message).

Locally decodable codes and locally correctable codes have had a profound impact various areas of theoretical computer science including cryptography, PCPs, hardness of approximation, interactive proofs, private information retrieval, program checking, and databases (see [26] and the more recent [20] for a survey on local decodable and correctable codes). While these codes have found numerous uses in theory and practice, one significant downside is that current constructions require adding a large amount of redundancy. Specifically, to decode or correct with a constant number of queries, the current state of the art LDCs have super polynomial blocklength [25, 10] (by blocklength we refer to the length of the codeword as a function of the message length) and the current best LCC, which has sub-exponential blocklength.

Motivated by this, Ben-Sasson et al. [5] defined a natural relaxation of locally decoding, for which they could achieve a dramatically better blocklength. Roughly speaking, their relaxation allows the decoder to abort in case of failure, while still requiring the decoder to successfully decode non-corrupted codewords (in particular, this prevents the decoder from always aborting). Moreover, in the constant query regime, such codes can be transformed to codes, with similar parameters, that are guaranteed to successfully decode on the majority of message bits.

Thus, a relaxed local decoder for a code $C$ gets oracle access to a string $w$ that is relatively close to some codeword $c = C(x)$ and an index $i \in |x|$. The decoder should make only few queries to $w$ and satisfy the following:

1. If the string $w = c$ (i.e., $w$ is an uncorrupted codeword), the relaxed decoder must always output $x_i$.
2. Otherwise, with high probability, the decoder should either output $x_i$ or a special “abort” symbol ⊥ (indicating the decoder detected an error and is unable to decode).

The additional freedom introduced by allowing the decoder to abort turns out to be extremely useful. Using the notion of PCPs of proximity (PCPP), which they also introduce and construct, Ben-Sasson et al. obtain relaxed locally decodable codes (RLDCs) with constant query complexity and almost-linear blocklength.

In this work we extend the relaxation of Ben-Sasson et al. to LCCs and define the analogous notion of relaxed LCCs as follows: We say that a code $C : \Sigma^k \to \Sigma^n$ is a relaxed

---

1 These are Reed-Muller codes over a constant-size alphabet and with constant degree (but large dimension).
2 The actual definition in [5] also requires that for a constant fraction of the coordinates, the decoder decodes correctly (i.e., does not output ⊥) with high probability. However, they later show that this additional condition follows from Conditions (1) and (2) above. See further discussion in the full version.
3 The equivalent notion of assignment tester was introduced independently by Dinur and Reingold [9].
LCC with query complexity $q$, if there exists a corrector that has oracle access to a string $w \in \Sigma^n$, which is close to some codeword $c \in C$, and also gets as explicit input an index $i \in [n]$. The algorithm makes at most $q$ queries to the string $w$, and satisfies the following:

1. If $w = c$ (i.e., $w$ was not corrupted), then the corrector always outputs $c_i$.
2. Otherwise, with high probability, the corrector either outputs $c_i$, or a special “abort” symbol $\perp$.

The remarkable savings achieved by Ben-Sasson et al. begs the question: can relaxed locally correctable codes achieve similar savings in blocklength over current constructions of locally correctable codes? We answer this question in the affirmative by constructing relaxed LCCs with significantly better parameters than that of the state-of-the-art (full-fledged) LCCs.

2 Our Results

In this work, we construct relaxed locally correctable codes in two different parameter regimes: the first, which we view as our main technical contribution, focuses on the constant query complexity regime, whereas the second, which is easier to prove given previous work, focuses on constant rate.

Constant Query RLCC

Our first result is a relaxed LCC which requires only $O(1)$ queries and has a polynomial blocklength.

\textbf{Theorem 1 (Constant Query Relaxed LCC, Informally Stated).} There exists a relaxed LCC $C : \{0,1\}^k \rightarrow \{0,1\}^n$ with constant relative distance, constant query complexity, and blocklength $n = \text{poly}(k)$. Furthermore, $C$ is a linear code.

Theorem 1 yields a sub-exponential improvement compared to the best known (full-fledged) LCCs with constant query complexity, which have sub-exponential blocklength. This result heavily relies on a certain type of PCPs of proximity (PCPPs) that we construct. We elaborate on our PCPP constructions in Section 2.1 below.

We remark that the specific blocklength in Theorem 1 is roughly quartic (i.e., fourth power) in the message length. Constructing a constant-query RLCC with a shorter blocklength (let alone an (almost) linear one, as known for relaxed LDCs) is an interesting open problem.

Constant Rate RLCC

Our second main result is a construction of a relaxed LCC with constant rate\(^4\) and almost polylogarithmic query complexity.

\textbf{Theorem 2 (Constant Rate Relaxed LCC, Informally Stated).} There exists a relaxed LCC $C : \{0,1\}^k \rightarrow \{0,1\}^n$ with constant relative distance, query complexity $(\log n)^{O(\log \log n)}$, and constant rate (i.e., blocklength $n = O(k)$). Furthermore, $C$ is a linear code and has distance-rate tradeoff approaching the Zyablov bound [27].

\(^4\) Recall that the rate of a code $C : \Sigma^k \rightarrow \Sigma^n$ is defined as $k/n$. We use the terms “constant rate” and “linear blocklength” interchangeably.
This is a nearly sub-exponential improvement in query complexity over the best constant rate (full-fledged) LCCs, due to Kopparty et al. [19], which requires $2^{\tilde{O}(\sqrt{\log n})}$ queries for correction. As a matter of fact, our construction is essentially identical to one of the constructions of [19]. Our main insight in proving Theorem 2 is that their code allows for relaxed local correction with much better parameters. As a secondary contribution, we also provide a modular presentation for the distance amplification step, which is the main step in [19] (and is originally due to Alon, Edmonds and Luby [1]).

Remark. As mentioned in Footnote 2, the original definition of RLDC [5] includes a third condition, which requires that the decoder must successfully decode a constant fraction of the coordinates. More precisely, for every $w \in \Sigma^n$ that is close to some codeword $c = C(x)$, there exists a set $I_w \subseteq [k]$ of size $\Omega(k)$ such that for every $i \in I_w$ with high probability the decoder $D$ outputs $x_i$ (rather than outputting $\perp$).

Ben-Sasson et al. showed that every RLDC with constant query complexity that satisfies the first two conditions, can be transformed into an RLDC with similar parameters that satisfies the third condition as well. We remark that this transformation also applies to RLCCs with constant query complexity. However, for super-constant query complexity (as in Theorem 2) the same transformation only guarantees successful decoding of a constant fraction of coordinates, if the codeword is corrupted on a sub-constant fraction of its coordinates (i.e., the fraction roughly corresponds to the reciprocal of the query complexity).

Remark. Both our constant-query and constant-rate RLCCs are systematic. Hence they are automatically also relaxed locally decodable codes (i.e., RLDCs). In particular, the code from Theorem 2 is also the first construction of a relaxed locally decodable code in the constant-rate regime, with query complexity $(\log n)^{O(\log \log n)}$.

2.1 PCP Constructions

PCPs of proximity (PCPP), first studied by Ben-Sasson et al. [5] and by Dinur and Reingold [9] were originally introduced to facilitate PCP composition. Beyond their usefulness in PCP constructions, of PCPPs have proved to be extremely useful in coding theory as well. Indeed, PCPPs lie at the heart of several constructions of LTCs [14], relaxed LDCs [5, 13], universal LTCs [11, 12], as well as in our construction of relaxed LCCs (specifically in Theorem 1).

Loosely speaking, a PCPP is a proof system that allows for probabilistic verification of approximate decision problems by querying only a small number of locations in both the statement and the proof. (In contrast, a standard PCP verifier reads the entire statement, and probabilistically verifies an exact decision problem, by querying only a small number of locations in the proof.) Similarly to the scenario in property testing, the soundness guarantee provided by PCPPs is that the PCPP verifier is only required to reject statements that are “far” (in Hamming distance) from being correct.

In this work, we provide new constructions of PCPPs that play a crucial role in our constant-query relaxed LCC construction. The PCPPs that we construct are for verifying membership in affine subspaces (rather than general languages in P or NP), since this is all that we need for our RLCC constructions. More specifically, we shall construct PCPPs that

---

5 Interestingly, our construction is inspired by the [19] construction of a locally testable code, rather than their locally correctable code.

6 We were informed that a similar observation about the [19] code has been made recently and independently in an unpublished work of Hemenway, Ron-Zewi, and Wootters [18].

7 Recall that a code is systematic if the first part of every codeword is the original message.
are: linear, robust, self-correctable, and admit strong canonical soundness. We discuss these properties in more detail next (see full version for precise definitions). We remark that our PCPP construction is inspired by the construction of linear-inner proof-systems (LIPS) by Goldreich and Sudan [14].

**Linearity**

We call a PCPP proof-system linear if it satisfies two conditions. First, the prescribed proof $\pi$ for any statement $x$ must be a linear function of the statement. Second, to decide whether to accept, the PCPP verifier only checks that the values that it reads from the input and PCPP proof lie in an affine subspace. Put differently, the verifier's decision predicate is computable by a linear circuit. We remark that in the literature [6, 22], the term “linear PCPP” sometimes refers only to the latter of the two requirements but here we also insist that the proof be a linear function of the statement.

We use linearity both to assure that our resulting codes are linear codes, as well as to facilitate composition with other PCPPs. We note that standard PCPs are typically inherently non-linear (since they are designed for general languages in P or in NP). However, in our context we are only trying to verify membership in affine spaces and so it is reasonable to expect to have linear PCPPs.

**Robustness**

The notion of robust PCPPs, introduced by Ben Sasson et al. [5], refers to PCPP systems whose verifier, roughly speaking, is not only required to reject statements that are far from valid but also that the local view of the verifier (i.e., the answers to the queries made by verifier) is far from any local view that would have caused the verifier to accept. Robustness plays a key role in enabling PCP composition. While this condition holds trivially for verifiers with constant query complexity, in our construction we will also consider verifiers with super-constant query complexity, for which achieving robustness is non-trivial.

**Self-Correctability**

In a self-correctable PCPP system, the proof oracle admits a local correction procedure that allows for local recovery of individual bits of a moderately corrupted PCPP proof. The self-correctability of the PCPP oracles allows us to include them as part of an RLCC’s codeword.

**Strong Canonical Soundness**

The notion of PCPPs with strong canonical soundness, introduced by Goldreich and Sudan [14], requires that correct inputs (i.e., that reside in the target language) have a canonical proof and the PCPP verifier is required to reject “wrong” (i.e., non-canonical) proofs, even for correct statements. In more detail, these PCPPs satisfy two additional requirements: (1) canonicity: for every true statement there exists a unique canonical proof that the verifier is required to always accept, and (2) strong canonical soundness: the verifier is required to reject any pair $(x, \pi)$ of statement and proof with probability that is roughly proportional to its distance from a true statement and its corresponding canonical proof.

We are now ready to state our results on PCPs of proximity with the aforementioned properties. The first construction has exponential length and constant query complexity,
whereas the second construction, whose proof is significantly more involved, has polynomial length and poly-logarithmic query complexity.

Our first result is a variant of the Hadamard PCPP, with exponential length but constant query complexity.

**Theorem 3** (Informally stated, see full version). There exists a linear, self-correctable, strong canonical PCPP for membership in affine subspaces, with query complexity $O(1)$ and exponential length (in the size of the statement).

Our second result is a variant of the [4] PCP, which has poly-logarithmic query complexity and polynomial length.

**Theorem 4** (Informally stated, see full version). There exists a linear, self-correctable, $\Omega(1)$-robust, strong canonical PCPP for membership in affine subspaces, with query complexity polylog($n$) and poly($n$) length, for statements of length $n$.

### 3 Technical Overview

The techniques used for our two constructions are quite different. We first outline the constant-query result, which is more complex, in Section 3.1 and then outline the constant-rate result in Section 3.2.

#### 3.1 Constant-Query Relaxed LCC

The starting point for our construction is the [5] construction of relaxed locally decodable codes (RLDC), which we review next. In their construction, each codeword has two parts: the first part provides the distance, and the second enables relaxed local decodability. More specifically, they construct an RLDC $C'$ whose codewords consist of the following two equal-length parts: (1) repetitions of a codeword $C(x)$, where $C : \{0, 1\}^k \rightarrow \{0, 1\}^n$ is some systematic code with constant distance and rate, (2) for every message bit in $C(x)$, they add a PCPP, which is a proof that $x_i$ is indeed the $i$th bit of $C(x)$.

We remark that the repetitions in the first part of the code are simply meant to ensure distance (as the PCPP proof strings are not necessarily a code with good distance). To decode, the relaxed decoder for $C'$ invokes the PCPP verifier to check that the $i$th bit of the first part is indeed $C(x)_i$ and outputs it, unless the verifier rejects, in which case the relaxed decoder may return ⊥.

Ben-Sasson et al. show that this code is indeed a relaxed LDC. However, in general, it will not necessarily be a relaxed LCC. Specifically, it is unclear how to correct bits that are part of the PCPP proof strings. Simply appending even more PCPPs to deal with the original ones will not do since we will also need to correct those. Moreover, it is worth pointing out that even if the PCPP proof strings had some internal self-correction mechanism, this would still not suffice since each PCPP proof string by itself is very short (as compared to the entire codeword) and could therefore be entirely corrupted.

Before proceeding to cope with this difficulty, we first suggest a different perspective on the [5] construction, which is inspired by the highly influential and useful notion of PCP

---

8 We describe the simpler variant of the [5] construction, which achieves nearly quadratic blocklength.

9 We remark that [5] also present a more involved construction that achieves nearly linear blocklength.

9 Actually, our presentation differs slightly from that of [5]. Their construction contains an additional part that consists of repetitions of the original message. However, when using a systematic code $C$, this addition is not necessary.
composition [3]. Specifically, we think of the [5] construction as a composition of the code $C$, which is trivially locally decodable with $n$ queries, with a constant-query PCPP. This composition yields a relaxed LDC with query complexity $O(1)$, at a moderate increase in blocklength (which comes from appending all of the PCPP proof strings).

We shall adopt the composition perspective, and use it to construct a relaxed locally correctable code, by introducing a technique for composing a (possibly relaxed) LCC $C$ with a special type of PCP of proximity (PCPP). The result of the composition is a relaxed LCC $C'$ which basically inherits the query complexity of the PCPP (and with a moderate overhead in blocklength).

Similarly to the relaxed LDCs of [5], the codewords of $C'$ are constructed by taking repetitions of a codeword of a (possibly relaxed) robust RLCC $C$ and concatenating it with many PCPP proof strings. Specifically, for each set of queries that the relaxed local corrector for $C$ would like to make, we write down a PCPP proof that this set of queries would be answered correctly. We shall refer to the first part of $C'$, which contains repetitions of $C$, as the core of $C'$, and refer to the second as the PCPP part.

Observe that the foregoing approach allows us to locally correct bits of the core of $C'$. The relaxed corrector for the composed RLCC takes the queries made by the old corrector as input, and uses the PCPP verifier to test if the old corrector would have accepted. However, we shall need a more sophisticated machinery to correct the PCPP part of $C'$ (indeed this is exactly the challenge that we faced when trying to follow the [5] approach). This will be achieved by ensuring that the PCPPs that we use have strong properties.

In particular, we shall employ the foregoing composition strategy while using the PCPPs of Section 2.1, which admit canonical proofs, strong canonical soundness, and self-correctability. Recall that a PCPP is said to have strong canonical soundness if every valid input has a canonical proof that it accepts, and any pair of statement and proof are rejected with probability proportional to their distance from a true statement and its corresponding canonical proof. In addition, recall that a canonical PCPP is said to be self-correctable if the canonical proof strings form a locally correctable code (i.e., if it is possible to locally recover individual bits of a noisy PCPP oracle).

Suppose that we want to correct a bit that lies in the PCPP part of a purported codeword of $C'$. If this bit is in a PCPP oracle that is not too corrupted, we can simply use the PCPP’s self-corrector to recover the bit. However, as pointed out before, this naive attempt to self-correct fails when the entire proof string is corrupted. This can easily happen when the proof strings, each of which refers to a single possible query set of the original corrector, are short relative to the size of the entire codeword.

Thus, our main challenge is to detect whether the given PCPP proof string was (possibly entirely) corrupted. We observe that if on the one hand, the PCPP oracle we wish to correct is heavily corrupted, while on the other hand, the statement to which the PCPP refers (i.e., the queries that the corrector for $C$ makes) is not heavily corrupted, then the proof is far from the prescribed canonical proof. The strong canonical soundness guarantees that in such case the PCPP verifier will detect the corruption and reject. Thus, we are left with the case that both the PCPP oracle and the statement that it refers to are heavily corrupted.

To detect this deviation, we choose a random point in the foregoing statement and read it directly. Since that point is in the core of the code, and we have already described the

---

10 Even for this to work, we need to ensure that the original RLCC is robust, in the sense that with high probability the corrector’s view (i.e., the answers to its queries) are far from answers that would make it output an incorrect value. Otherwise, we have no guarantee that the PCPP verifier will see the error.
procedure for correcting in the core, we can also correct this point and compare the corrected value with the symbol that we read directly. Since we have assumed that the statement was heavily corrupted, the value that we read directly will likely be different than what the corrector returns, in which case we can reject.

Equipped with this composition theorem, we can now construct our code. By applying the composition theorem to the low-degree extension code, of suitable parameters, and the PCPP given in Theorem 3, we can already construct a constant-query RLCC with quasi-polynomial blocklength. We note that this is already a significant improvement over the current best (full-fledged) LCCs. However, to obtain polynomial blocklength, we shall perform two compositions with different PCPPs (in direct analogy to the first proof of the PCP theorem [2]).

As in the quasi-polynomial result mentioned above, our starting point is the low-degree extension code. Under a suitable parameterization, this code is known to be a robust (full-fledged) LCC with almost linear blocklength and polylogarithmic query complexity. We shall first compose it with the polynomial length, polylogarithmic query, strong canonical, self-correctable and robust PCPP of Theorem 4. Since the foregoing PCPP is robust, this composition yields a robust RLCC with polynomial blocklength and slightly sub-logarithmic query complexity. Finally, we compose yet again with the exponential length, constant query, strong canonical, self-correctable PCPP from Theorem 3, which yields an RLCC with constant query complexity.

Each of our two composition steps introduces at least a quadratic overhead to the blocklength. This is because our composition of an RLCC with a PCPP appends a PCPP proof-string for every pair \((i, \rho)\) of coordinate \(i\) to be corrected from the base code and random string \(\rho\) of the underlying corrector with respect to the point \(i\). When we apply two such composition steps, we get a code with roughly \(n \approx k^4\) blocklength.

3.2 Constant-Rate RLCC

For the constant rate construction, we build on the recent breakthrough construction of locally testable and correctable codes of Kopparty et al. [19]. Interestingly, we will actually focus on the [19] construction of locally testable codes (rather than correctable ones), even though our own goal is to construct (relaxed) locally correctable codes.

Kopparty et al. construct locally testable codes with query complexity \(O(\log \log(n))\) by taking an iterative approach, similar to that of Meir [21]. They start off with a code of dimension \(\log \log(n)\) (which is trivially locally testable, by reading the entire codeword) and gradually increase its blocklength, while (almost) preserving the local testability and maintaining the rate of the code close to 1. This amplification step is achieved by combining two transformations on codes:

1. **Code tensoring:** this transformation squares the block-length (which is good since we want to obtain blocklength \(n\) and rate (which is not too bad since our rate is close to 1).

The main negative affect is that this transformation also squares the distance.

---

11 In contrast, in standard PCP composition, one only appends an inner PCP proof-string for every random string \(\rho\) of the outer PCP. Thus, as long as the randomness complexity of the outer PCP is minimal, it is possible to achieve close to constant multiplicative overhead when composing.

12 Recall that a locally testable code [14] is a code for which one can test, using a sub-linear number of queries, whether a given string is a codeword or far from such.

13 This may not be surprising, since the notions of relaxed correctability and testability are closely related. In particular, as observed in [11], every RLDC (analogously, RLCC) is roughly equivalent to a code \(C\) such that for every coordinate \(i\) and value \(b\), the subcode obtained by fixing the \(i\)’th bit to \(b\) (i.e., \(\{C(x) : C(x)_i = b\}\)) is locally testable.
2. *Distance amplification:* remarkably, this transformation fixed the loss in distance caused by the tensoring step, without harming the rate or local testability too much.

As noted above, in their work, Kopparty *et al.* also construct a locally correctable code, albeit only with query complexity $2^{O(\sqrt{\log(n)})}$. The reason why their LCC construction does not match the parameters of their LTC construction is that the tensoring step, used in their construction of locally *testable* codes, is not known to preserve local correctability.\(^{14}\)

Our key observation is that tensoring does preserve relaxed local correctability. Recall that the tensor of a code $C : \mathbb{F}^k \rightarrow \mathbb{F}^n$ is the code $C^2 : \mathbb{F}^k \rightarrow \mathbb{F}^{n^2}$ that consists of all strings $c \in \mathbb{F}^{n^2}$, viewed as $n \times n$ matrices, that consist of rows and columns that are each codewords of $c$.

Suppose that $C$ is a (relaxed) LCC with query complexity $q$. We want to show that $C^2$ is also a (relaxed) LCC with query complexity roughly $q$. Let $w \in \mathbb{F}^{n^2}$ be a (possibly) corrupt codeword of $C^2$. Thus, $w$ which we also view as an $n \times n$ matrix, is close to some codeword $c \in \mathbb{F}^{n^2}$. Given an index $(i, j) \in [n] \times [n]$ to correct, a natural approach is apply the (relaxed) local corrector of $C$ on the $i^{th}$ row of $w$, with respect to the index $j$.

If it were the case that the $i^{th}$ row of $w$ were close to the $i^{th}$ row of $c$, we would be done. However, the $i^{th}$ row of $w$ only constitutes a $1/n$ fraction of $w$ and so it could potentially be entirely corrupt. Let us assume that it is indeed the case that $i^{th}$ rows of $c$ and $w$ (almost) entirely disagree.

To detect that this is the case, our corrector chooses at random a few columns $J \subset [n]$. On the one hand, since the $i^{th}$ rows of $w$ and $c$ disagree almost everywhere, with high probability for some $j^\prime \in J$ it will be the case that $w_{i,j^\prime} \neq c_{i,j^\prime}$. On the other hand, since $j^\prime$ is just a random column, with high probability the $j^{th}$ columns of $w$ and $c$ are close.

Given this, a natural approach is to have our corrector read the $(i, j^\prime)$-th entries of $w$ for every $j^\prime \in J$, by applying the (relaxed) local corrector of $C$. In the likely case that it chooses a $j^\prime$ such that the $j^{th}$ column of $w$ and $c$ are close, with high probability the corrector will either return $c_{i,j^\prime}$ or $\bot$. If our corrector sees $\bot$ it can immediately reject (since this would never happen for an exact codeword). Otherwise, if our corrector sees the value $c_{i,j^\prime}$, it can compare this value with $w_{i,j^\prime}$ (by explicitly reading the $(i, j^\prime)$-th entry of $w$). By the above analysis, these values will be different (with high probability), in which case our corrector can also reject.

To calculate the overall query complexity of the resulting code, we need to account for the overhead introduced by both the tensoring and distance amplification steps. Assuming that $C$ is (relaxed) locally correctable up to distance $\delta R$, the tensoring step only increases the query complexity by $O(1/\delta R)$. Each distance amplification increases the query complexity by roughly a polylog($n$) factor. Thus, since we need roughly log log($n$) iterations to reach blocklength $n$, the overall query complexity is $(\log n)^{O(\log \log n)}$.

4 Related Works

A similar notion to RLDCs called Locally Decode/Reject Codes (LDRCs) arose in the beautiful work of Moshkovitz and Raz [23] on constructing two-query PCPs with sub-constant error. These are similar to RLDCs in that they are codes with a decoder that is permitted to reject if it sees errors. However, it is important to note that the two notions differ in a few significant ways and are overall incomparable. First, LDRCs decode a $k$-tuple of coordinates jointly,

\[^{14}\]It can be shown that tensoring at most *squares* the query complexity for local correcting. However, the [19] iterative approach cannot afford such an overhead in each iteration.
rather than a single coordinate. Second, LDRCs have a “list-decoding” guarantee – namely, that the decoding agrees with one message in a small list of messages – as opposed to RLDCs, which provide unique decoding (but up to a smaller radius). Finally, LDRCs only need to work with high probability over the choice of $k$-tuple, while RLDCs must decode or reject with high probability for every coordinate. See [23, Section 2] for the formal definition of LDRCs and a comparison to RLDCs.

Another related notion is that of decodable PCPs (dPCP), first introduced by Dinur and Harsha [8] to the end of obtaining a modular and simpler proof of the the [23] result. A dPCP is a PCP oracle, encoding an NP-witness, which allows for list decoding of individual bits of the NP witness it encodes. Dinur and Harsha provided constructions of such dPCPs as well as a composition theorem for dPCPs.

Additionally, in a recent work, Goldreich and Gur [11] introduced the notion of universal locally testable codes (universal-LTC), which can be thought of as generalizing the notion of relaxed LDCs. A universal-LTC $C : \{0,1\}^k \rightarrow \{0,1\}^n$ for a family of functions $F = \{f_i : \{0,1\}^k \rightarrow \{0,1\}\}_{i \in [M]}$ is a code such that for every $i \in [M]$ and $b \in \{0,1\}$, membership in the subcode $\{C(x) : f_i(x) = b\}$ can be locally tested. As was shown in [11], universal-LTCs with respect to the family of dictators functions (i.e., of the form $f(x) = x_i$) are roughly equivalent to RLDCs. We remark that their formulation can be naturally generalized to also capture the notion of RLCC.

Finally, we remark that the relaxed LDCs have been used in the context of interactive proofs of proximity [16] and property testing [7].
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Abstract

With any hypothesis class one can associate a bipartite graph whose vertices are the hypotheses $H$ on one side and all possible labeled examples $X$ on the other side, and an hypothesis is connected to all the labeled examples that are consistent with it. We call this graph the hypotheses graph.

We prove that any hypothesis class whose hypotheses graph is mixing cannot be learned using less than $\Omega(\log^2 |H|)$ memory bits unless the learner uses at least a large number $|H|^{\Omega(1)}$ labeled examples. Our work builds on a combinatorial framework that we suggested in a previous work for proving lower bounds on space bounded learning. The strong lower bound is obtained by defining a new notion of pseudorandomness, the entropy sampler. Raz obtained a similar result using different ideas.
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1 Introduction

Let $H$ be a family of Boolean hypotheses. One can learn an hypothesis from $H$ after seeing $O(\log |H|)$ random labeled examples. Intuitively, this is true since a typical labeled example cuts the number of possible hypotheses by a factor of two. However, learning with so few examples requires enough memory to store $\Theta(\log |H|)$ examples in memory. If $X$ is the family of possible labeled examples, then such a learner uses $\Theta(|X| \cdot \log |H|)$ memory bits. It is also possible to learn $H$ using many fewer memory bits: enumerate the hypotheses one by one, moving to the next hypothesis only after encountering a new labeled example that is inconsistent with the current hypothesis. Such a brute force learner uses only $\log |H|$ memory bits but requires an extravagant number $\Theta(|H| \log |H|)$ of labeled examples. A natural question is whether one can learn with both $\ll \Theta(|X| \cdot \log |H|)$ memory bits and $\ll |H|$ labeled examples.

* A preliminary version of this work appeared as ECCC TR17-116.
† A full version of the paper is available at https://eccc.weizmann.ac.il/report/2017/116/.
‡ This material is based upon work supported by the National Science Foundation under grants number 1218547 and 1648712.
§ This work is partially supported by the Gatsby Charitable Foundation, The Israel Science Foundation, and Intel ICRI-CI center. M.M. is grateful to the Harry and Sylvia Hoffman Leadership and Responsibility Program.
Perhaps surprisingly, Raz [8] showed that parities \( (X = \{0,1\}^n \times \{0,1\} \) and \( H = \{D_{\in \mathcal{D}_n}, I \subseteq \{1, \ldots , n\}\} \) cannot be learned unless the learner uses either \( \Omega(\log |X|^2 \log |H|^2) = \Omega(n^2) \) memory bits or \( |H|^{\Omega(1)} = 2^{\Omega(n)} \) labeled examples. Until recently, parities gave the only hypothesis classes known with strong lower bounds on space-bounded learning\(^1\).

In this work we show that strong lower bounds hold for any hypothesis class that satisfies a natural combinatorial condition about the mixing of a graph associated with the class. This subsumes the result on parities and shows similar results for random classes and classes that correspond to error correcting codes [6]. Many other applications follow using the large body of research on combinatorial mixing (see, e.g., [2]). More details will appear in the full version of this paper.

An hypothesis class can be described by a bipartite graph whose vertices are the hypotheses \( H \) and the labeled examples \( X \), and whose edges connect every hypothesis \( h \in H \) to the labeled examples \((x,y) \in X\) that are consistent with it, i.e., \( h(x) = y \). We say that the hypothesis class is \( d \)-mixing if for any set of hypotheses \( A \subseteq H \) and any set \( B \subseteq X \) of labeled examples it holds that \(|E(A,B)| - |A||B|/2 \leq d\sqrt{|A||B|}\), where \( E(A,B) \) is the set of edges between \( A \) and \( B \) in the hypotheses graph. For instance, for parities, \( d = \Theta(\sqrt{|X|}) \) (see, e.g., [6]). We prove that mixing hypothesis classes admit strong lower bounds on space-bounded learning.

\textbf{Theorem 1 (main theorem).} If the hypotheses graph is \( d \)-mixing, \( r := |H|/|X| \) and \( |H| \) are at least some constants, then any learning algorithm that outputs the underlying hypothesis with probability at least \( r^{-\Theta(1)} \) must use at least \( \Omega(\log^2 r) \) memory bits or \( r^{\Omega(1)} \) labeled examples.

A similar theorem holds if the learner only approximately learns the underlying hypothesis [6].

### 1.1 Related Work

In this work we rely on a combinatorial framework – henceforth referred to as the \textit{low certainty framework} – that we introduced in a previous work for analyzing space-bounded learning [6]. In [6] the bound on the number of memory states was only \( |H|^{1.25} \) (the bound on the number of labeled examples was the optimal \( |H|^{\Omega(1)} \)). In between those two works (the current work and [6]) Raz [9] showed a lower bound of \( \Omega(\log^2 |H|) \) on the number of memory bits (as in the current paper), relying on a spectral mixing condition instead of a combinatorial mixing condition. In a subsequent work, Garg, Raz and Tal [3], and, independently, Beame, Gharan and Yang [1], improved the lower bound to the optimal \( |X|^{\Omega(\log |H|)} \).

### 1.2 Entropy Sampler

The key idea in the current work is a new notion of pseudorandomness, which we call the entropy sampler. Fix a probability distribution \( \mathcal{M} \) over a space \( \mathcal{M} \). For every element \( m \in \mathcal{M} \) let its “entropy level” be \( k_m = \log(1/p(m)) \). The min-entropy of \( p \) is \( \min_m k_m \). A sampler with multiplicative error is defined as follows:

---

\(^1\) Kol, Raz and Tal [4] generalized Raz’s work to parities on \( l \) variables out of \( n \), showing that either \( \Omega(n^l) \) memory bits or \( 2^{\Omega(l)} \) examples are needed, and for \( l \leq n^{0.9} \), either \( \Omega(n^{0.99}) \) memory bits or \( n^{\Omega(l)} \) examples are needed. Note: (1) For small \( l \) there are learners with both \( \ll |X|^{\Omega(\log |H|)} = n^{\Omega(n)} \) memory states and \( \ll |H|^{\Omega(1)} = n^{\Omega(l)} \) examples [4]. (2) The work [4] implies lower bounds for classes that contain parities on \( l \) out of \( n \) variables. To get a result for interesting classes, like DNFs or decision trees, one can pick \( l \approx \log n \), but then the lower bounds are weak.
Definition 2 (Sampler). A bipartite graph $(\mathcal{M}, \mathcal{H}, E)$ is a sampler with multiplicative factor $L$, min-entropy $k$ and error $\varepsilon$, if for every distribution $p$ over $\mathcal{M}$ of min-entropy at least $k$, for every $H \subseteq \mathcal{H}$, $|H| \geq \varepsilon|\mathcal{H}|$,
\[
\sum_{m \in \mathcal{M}} p(m) \cdot \frac{|E(m, H)|}{|E(m, \mathcal{H})|} \leq L \cdot \frac{|H|}{|\mathcal{H}|},
\]
where $E(\cdot, \cdot)$ denotes the set of edges between given memories and hypotheses in the knowledge graph.

The parameters of the sampler $L$, $\varepsilon$, are typically related to the min-entropy $k$. The higher the min-entropy $k$ is, the lower the sampling parameters are. However it’s possible, e.g., that all elements are at high entropy levels, except for one, for the min-entropy to be low and for the sampling parameters to be high. An entropy sampler benefits from elements of all entropy levels starting $k$; higher entropy levels contribute to better sampling. Formally:

Definition 3 (entropy sampler). A bipartite graph $(\mathcal{M}, \mathcal{H}, E)$ is an entropy sampler with multiplicative factor $L$, min-entropy $k$, error $\varepsilon$ and benefit $\alpha$ if for every distribution $p$ of min-entropy $k$, for every $H \subseteq \mathcal{H}$, $|H| \geq \varepsilon|\mathcal{H}|$,
\[
\sum_{m \in \mathcal{M}} p(m) \cdot \frac{|E(m, H)|}{|E(m, \mathcal{H})|} \cdot 2^{-\alpha \cdot k_m} \leq L \cdot \frac{|H|}{|\mathcal{H}|}.
\]

Typically, pseudorandom objects can only be defined with respect to min-entropy, and therefore the notion of an entropy sampler is unusual and may have other applications.

1.3 Proof Outline

The proof of Theorem 1 builds on the low certainty framework of [6]. A key object in the framework is the knowledge graph of the algorithm at various time steps. The knowledge graph at a certain time step is a bipartite graph, where one side corresponds to memory states of the learning algorithm and the other side corresponds to the possible hypotheses in $\mathcal{H}$. There is an edge $(m, h)$ between a memory state $m$ and an hypothesis $h$ for every sequence of labeled examples that is consistent with $h$ and leads to $m$ at the relevant time step. Note that when an hypothesis is picked uniformly at random, the neighborhood of a memory state corresponds to the probability distribution over the possible hypotheses conditioned on landing in the memory state at the relevant time step. In this respect, the knowledge graph captures exactly the knowledge of the algorithm about the underlying hypothesis at the time step.

In order to prove lower bounds, the work [6] shows that when the hypotheses graph is mixing and the space is sufficiently bounded, the knowledge graph remains “pseudorandom” throughout the execution of the algorithm. Unfortunately, the pseudorandomness property of [6] (analogous to an extractor property) no longer holds when we wish to rule out learners that can store whole labeled examples in memory. The main idea of the current work is to prove that the knowledge graph is instead an entropy sampler (or, rather, a version of Definition 3 that is suitable for the knowledge graph). We show this by induction on the time $t$ in the execution of the algorithm. Every probability distribution over memories at time $t + 1$ corresponds to a probability distribution over memories at time $t$. This distribution depends on the likelihood of transitions to the time $t + 1$ memories. Roughly speaking, less likely transitions from time $t$ to time $t + 1$ may give a lot of information about the underlying hypothesis. The notion of an entropy sampler guarantees that even after taking the new information into account sampling still holds (the actual analysis is quite involved, partly because it takes irregularity into account).
2 Preliminaries

log(⋅) always means log₂(⋅). The following claims were proven in [6]:

- **Claim 4.** Let \( p \) be a probability distribution over a set \( A \) with \( \sum_{i \in A} p(i)^2 \leq r \). Then, for every \( A' \subseteq A \) it holds that \( \sum_{i \in A'} p(i) \leq \sqrt{|A'|r} \).

- **Claim 5** (generalized law of total probability). For any events \( A, B \) and a partition of the sample space \( C_1, \ldots, C_n \),
  \[
  \Pr(A|B) = \sum_i \Pr(A|B, C_i) \Pr(C_i|B).
  \]

- **Claim 6** (generalized Bayes’ theorem). For any three events \( A, B, C \),
  \[
  \Pr(A|B, C) = \frac{\Pr(A|C) \Pr(B|A, C)}{\Pr(B|C)} \Pr(B|C).
  \]

- **Claim 7.** Suppose \( B_1, \ldots, B_n \) are some disjoint events. Then,
  \[
  \Pr(A|B_1 \cup \ldots \cup B_n) = \sum_{i=1}^n \Pr(A|B_i) \frac{\Pr(B_i)}{\Pr(B_1 \cup \ldots \cup B_n)}.
  \]

2.1 Mixing

For a bipartite graph \((A, B, E)\), \( A \) are the left vertices and \( B \) are the right vertices. For sets \( S \subseteq A, T \subseteq B \) let

\[
E(S, T) = \{(a, b) \in E|a \in S, b \in T\}.
\]

For \( a \in A \) (and similarly for \( b \in B \)) the neighborhood of \( a \) is \( \Gamma(a) = \{b \in B|(a, b) \in E\} \), and the degree of \( a \) is \( d_a = |\Gamma(a)| \). If all \( d_a \) are equal, we say that the graph is \( d \)-left regular or just left regular. We similarly define right regularity.

- **Definition 8** (mixing). We say that a bipartite graph \((A, B, E)\) with average left degree \( \bar{d}_A \) is \( \bar{d} \)-mixing if for any \( S \subseteq A, T \subseteq B \) it holds that
  \[
  |E(S, T)| = |S||T|/|B|/\bar{d}_A \leq \bar{d} \sqrt{|S||T|}
  \]

- **Definition 9** (sampler). A bipartite graph \((A, B, E)\) is an \((\epsilon, \epsilon')\)-sampler if for every \( T \subseteq B \) it holds that
  \[
  \Pr_{a \in A} \left( \frac{|\Gamma(a) \cap T|}{d_a} - \frac{|T|}{|B|} \geq \epsilon \right) < \epsilon',
  \]
  where \( a \) is sampled uniformly.

We say that a vertex \( a \in A \) samples \( T \) correctly if \( \frac{|\Gamma(a) \cap T|}{d_a} - \frac{|T|}{|B|} \leq \epsilon \). The sampler property implies that there are only a few vertices \( S \subseteq A \) that do not sample \( T \) correctly.

- **Claim 10** (Mixing implies sampler). If a bipartite graph \((A, B, E)\) is \( \bar{d} \)-mixing and \( \bar{d}_A \)-left regular then it is also an \((\epsilon, 2\bar{d}^2|B|^2/|A|)\)-sampler for any \( \epsilon > 0 \). Specifically, if \( d_A = |B|/2 \) then the graph is an \((\epsilon, 8\epsilon^2|B|^2/|A|^2)\)-sampler for any \( \epsilon > 0 \).

**Proof.** See Claim 13 in [6].
3 The Low Certainty Framework

In this section we will summarize the main components of the combinatorial framework presented in our earlier work [6].

3.1 Hypotheses Graph

The hypotheses graph associated with an hypothesis class \( \mathcal{H} \) and labeled examples \( \mathcal{X} \) is a bipartite graph whose vertices are hypotheses in \( \mathcal{H} \) and labeled examples in \( \mathcal{X} \), and whose edges connect every hypothesis \( h \in \mathcal{H} \) to the labeled examples \((x,y) \in \mathcal{X}\) that are consistent with \( h \), i.e., \( h(x) = y \).

Let us explore a few examples of hypothesis classes with mixing property.

parity. The hypotheses in \( \text{PARITY}(n) \) are all the vectors in \( \{0,1\}^n \), and the labeled examples are \( \{0,1\}^n \times \{0,1\} \) (i.e., \(|H| = 2^n \) and \(|X| = 2 \cdot 2^n\)).

Lemma 11 (Lindsey’s Lemma). Let \( H \) be a \( n \times n \) matrix whose entries are 1 or \(-1\) and every two rows are orthogonal. Then, for any \( S,T \subseteq [n] \),

\[
\left| \sum_{i \in S, j \in T} H_{i,j} \right| \leq \sqrt{|S||T||n|}.
\]

Lindsey’s Lemma and Claim 11 from [6] imply that the hypotheses graph of \( \text{PARITY}(n) \) is \( O(\sqrt{|X|}) \)-mixing.

random class. For each hypothesis \( h \) and an example \( x \), we have \( h(x) = 1 \) with probability \( 1/2 \). The hypotheses graph is a random bipartite graph. It is well known that this graph is mixing (see [5]).

We can rephrase Claim 10 for the hypotheses graph and get

Proposition 12. If a graph \( (\mathcal{H}, \mathcal{X}, E) \) is \( \delta \)-mixing then it is also \((\epsilon, \frac{8\delta^2}{|\mathcal{H}||\mathcal{X}|})\)-sampler for any \( \epsilon > 0 \).

3.2 H-expander

The main notion of expansion we will use for the hypotheses graph is H-expander, as we define next (\( H \) stands for Hypotheses graph). This notion follows from mixing (Definition 8).

Definition 13 (H-expander). A left regular bipartite graph \( (A,B,E) \) with left degree \( d_A \) is an \((\alpha,\beta,\epsilon)\)-H-expander if for every \( T \subseteq B, S \subseteq A \), with \(|S| \geq \alpha |A|, |T| \geq \beta |B| \) it holds that

\[
\left| E(S,T) - \frac{|S||T|}{|B|/d_A} \right| \leq \epsilon |S||T|.
\]

For example, the hypotheses graph \( (\mathcal{H}, \mathcal{X}, E) \) is left regular with left degree \(|X|/2\), so in this case the denominator \(|B|/d_A\) will be equal to 2.

Note the following simple observation that relates mixing and H-expander.

Proposition 14. If a graph \( (\mathcal{H}, \mathcal{X}, E) \) is \( \delta \)-mixing then it is also \((\alpha,\beta, \frac{2\delta}{\sqrt{\alpha |\mathcal{H}||\mathcal{X}|}})\)-H-expander, for any \( \alpha, \beta \in (0,1) \).
3.3 Knowledge Graph

Definition 15 (knowledge graph). The knowledge graph at time $t$ of a learning algorithm with memory states $\mathcal{M}$ for an hypothesis class $\mathcal{H}$ is a bipartite multigraph $G_t = (\mathcal{H}, \mathcal{M}, E_t)$ where an edge $(h, m) \in E_t$ corresponds to a series of labeled examples $(x_1, y_1), \ldots, (x_t, y_t)$ with $h(x_i) = y_i$ for every $1 \leq i \leq t$ and the algorithm ends up in memory state $m$ after receiving these $t$ examples.

At each step we will remove a tiny fraction of the edges from the knowledge graph and we focus only on the memories $M_t$ — denote this graph by $G'_t$. We can read off from this graph the probability $q_t(h, m)$ which indicates the probability that the algorithm reached memory $m$ after $t$ steps and all examples are labeled by $h$. The probability $q_t(h, m)$ is proportional to the number of edges $E'_t(m, h)$ between a memory $m$ and an hypothesis $h$ in the graph $G'_t$. We can also observe the conditional probability $q_t(m|h)$ which is the probability that the algorithm reached memory state $m$ given that all the examples observed after $t$ steps are consistent with hypothesis $h$. We can deduce the probability of a memory $m$: $q_t(m) = \sum_h q_t(m|h)q_t(h)$. We can also find the probability of a set of memories $M \subseteq \mathcal{M}$, $q_t(M) = \sum_{m \in M} q_t(m)$. If the algorithm, after $t$ steps, is in memory state $m$, we can deduce the probability that the true hypothesis is $h$, $q_t(h|m) = \frac{q_t(m|h)q_t(h)}{q_t(m)}$.

3.4 Certainty

Throughout the analysis we will maintain a substantial set of memories $M_t \subseteq \mathcal{M}$ and a set of hypotheses $H_t \subseteq \mathcal{H}$. At time $t$ we pick the underlying hypothesis uniformly from $H_t$ and only consider memories in $M_t$. Initially, before any labeled example is received, $H_0 = \mathcal{H}$ and $M_0$ contains all the memories. At later times, $H_t$ and $M_t$ will exclude certain bad hypotheses and memories.

Certainty is a progress measure for the learning algorithm defined as follows:

Definition 16 (certainty). The certainty of a memory $m$ at time $t$ is defined as

$$\sum_h q_t(h|m)^2.$$ 

The average certainty of a set of memories $M$ at time $t$ is defined as

$$\text{cer}^t(M) := \sum_{m \in M} q_t(m) \sum_h q_t(h|m)^2.$$ 

To simplify the notation we write $\text{cer}^t(m)$ when we mean $\text{cer}^t(\{m\}) = q_t(m) \sum_h q_t(h|m)^2$, i.e., the average certainty with the set $\{m\}$ of memories. We also define a weighted certainty using a weight vector $w$ of length $|\mathcal{M}|$ and each coordinate in $w$ is some value in $[0, 1]$ by

$$\text{cer}^t_w(M) = \sum_{m \in M} q_t(m)w_m \cdot q_t^2(h|m).$$

Note that if $w$ is the all 1 vector then $\text{cer}^t_w(M) = \text{cer}^t(M)$.

At each time $t$ we will focus only on memories that are not too certain, i.e., whose certainty is not much more then the average certainty. Using Markov’s inequality we will prove that with high probability the algorithm only reaches these not-too-certain memories. Let us define this set more formally,

$$\text{Bad}^t_M = \left\{ m \in M \mid \sum_h q_t^2(h|m) > c \cdot \text{cer}^t(M_t) \right\},$$

where $c$ is a fixed constant.
There is an equivalent definition of certainty in terms of the certainty of the hypothesis, rather than the memory.

▶ Claim 18. For each memory $m$, hypothesis $h$ and time $t$
\[ q_t(m)q_t(h|m)^2 = q_t(h)q_t(h|m)q_t(m|h) \]

In particular we can prove

▶ Claim 19. The average certainty is also equal to
\[ \text{cer}^t(M) = \sum_{h \in H} q_t(h) \sum_{m \in M} q_t(h|m)q_t(m|h). \]

We can therefore define the certainty of an hypothesis $h$, when focusing on a set of memories $M$ as
\[ \sum_{m \in M} q_t(h|m)q_t(m|h) \]

Given the last claim in mind we define
\[ \text{Bad}_H^t = \{ h \in H \mid \sum_{m \in M_t} q_t(m|h)q_t(h|m) > c \cdot \text{cer}^t(M_t) \}. \]

Oftentimes, we will omit $c$ when it is clear from the context.

Define $H_1 = H$ and for $t > 1$, $H_{t+1} = H_t \setminus \text{Bad}_H^t$. We will define the distribution over the hypotheses at time $t$ by $q_t(h) = \frac{1}{|H_t|}$ if $h \in H_t$, else $q_t(h) = 0$. The next claim proves that $H_t$ is large.

▶ Claim 20. For any $c > 0$, $|H_{t+1}| \geq (1 - 1/c)|H_t|$. 

In the rest of the paper we will prove that the average certainty of $M_t$, even for a large $t \sim \log c$, will be at most $\frac{c}{|H|}$, and later we choose $c \sim \log \frac{|H||X|}{d^2}$.

▶ Claim 21. Suppose that the learning algorithm ends after $t$ steps, $|H_t| \geq 3$ and at most $\gamma$ fraction of the edges were removed from the knowledge graph. Then, there is an hypothesis $h$ such that the probability to correctly return it is at most
\[ 3\sqrt{c \cdot \text{cer}^t(M_t)} + 3(1 - q_t(M_t)) + \gamma \]

3.5 Representative Labeled Examples

For each memory $m$ at time $t$, a representative labeled example $x$ is one with $q_t(x|m)$ equal roughly to $\frac{1}{|X|}$. In particular, given $m$ and the unlabeled example, the probability to guess the label is roughly $1/2$. 

Definition 22. Let $m$ be a memory state at time $t$, and let $\epsilon^{rep} > 0$. We say that a labeled example $x$ is $\epsilon^{rep}$-representative at $m$ if

$$1 - \frac{\epsilon^{rep}}{|X|} \leq q_{t+1}(x|m) \leq 1 + \frac{\epsilon^{rep}}{|X|}$$

We denote the set of labeled examples that are not $\epsilon^{rep}$-representative at $m$ by $NRep(m, \epsilon^{rep})$.

In [6] a weaker notion of $NRep$ with some specific constant $\epsilon^{rep}$ was used.

Claim 23. Let $m$ be a memory in the knowledge graph at time $t$ with certainty bounded by $r$, i.e., $\sum_h q_h(h|m)^2 \leq r$, assuming the hypotheses graph is an $(\alpha, \beta, \epsilon)$ - $H$-expander, $|NRep(m, 4\sqrt{\alpha|H|r + 4\epsilon})| \leq 2\beta$.

We prove this claim in Section 3.5.1.

### 3.5.1 Auxiliary Claims

The next claim will imply an equivalent definition for $NRep$.

Claim 24. For any set of labeled examples $S \subseteq X$ and a memory $m$ it holds that

$$q_{t+1}(S|m) = \sum_h \Pr(S|h)q_h(h|m).$$

Proof. Using Claim 5 we know that

$$q_{t+1}(S|m) = \sum_h q_{t+1}(S|m, h)q_h(h|m)$$

$$= \sum_h \Pr(S|h)q_h(h|m)$$

Using Claim 24, we know that the not-representative set $NRep(m, \epsilon^{rep})$ is also equal to

$$\left\{ x \in X \mid \sum_{h \in H} \Pr(x|h)q_h(h|m) < 1 - \frac{\epsilon^{rep}}{|X|} \right\} \cup \left\{ x \in X \mid \sum_{h \in H} \Pr(x|h)q_h(h|m) > 1 + \frac{\epsilon^{rep}}{|X|} \right\}.$$

We would like to prove that $NRep(m, \epsilon^{rep})$ is small for any memory with small certainty. Note that

$$q_h(h|m, x) \propto q_h(h|m)I_{(x,h) \in E},$$

where $I_{(x,h) \in E}$ means that $x$ and $h$ are connected in the hypotheses graph (this follows from Claim 6 with $A = \{h\}, B = \{x\}, C = \{m\}$ and $q_h(x|h, m) = q_h(x|h) = \frac{1}{|X|}I_{(x,h) \in E}$). This probability distribution can be imagined as if it were constructed by taking the hypotheses graph and adding weight $q_h(h|m)$ to every hypothesis $h$. Keeping this observation in mind we need some new notation.

Suppose there is a weight $w_h$ for each hypothesis in the hypotheses graph $(H, X, E)$. Then, define the weights between sets $S \subseteq H$ and $T \subseteq X$ by $w(S, T) := \sum_{s \in S, t \in T} w(s)I_{(s,t) \in E}$ and $w(S) := \sum_{s \in S} w(s)$. We would like to prove that even if there are weights on the hypotheses the hypotheses graph is still pseudo-random. More formally, we will use the following definition.
Assume by a way of contradiction that where the left inequality follows from the definition of where the equality follows from the fact that the next claim proves that any $H$-expander is a also a weighted-expander assuming low weights.

Claim 26. [see [6]] If the hypotheses graph $(H, X, E)$ is an $(\alpha, \beta, \epsilon) - H$-expander and $\sum_{i=1}^{\|H\|} w_i^2 \leq r$ then the hypotheses graph is a $(\beta, 2\epsilon + 2\sqrt{\alpha|H|r}) - \text{weighted-expander}$ with weights $w_1, \ldots, w_{\|H\|}$.

Next we will prove our main claim in this section.

Proof of Claim 23. Denote $\epsilon^* = 4\sqrt{\alpha|H|r} + 4\epsilon$. Define $T_1 = \{x \mid \sum_{h \in H} \Pr(x|h)q_t(h|m) < \frac{1 - \epsilon^*}{|X|}\}$ and define weights to hypotheses $w(h) = q_t(h|m)$. From the definition of $T_1$ we know that

$$\sum_{h \in H, x \in T_1} \Pr(x|h)q_t(h|m) < \frac{|T_1|(1 - \epsilon^*)}{|X|}.$$ 

The left term is equal to

$$\sum_{h \in H, x \in T_1} \frac{2}{|X|} I(x,h)q_t(h|m) = w(H, T_1) \frac{2}{|X|}.$$

Assume by a way of contradiction that $|T_1| \geq \beta |X|$, then Claim 26 implies that

$$w(H, T_1) \frac{2}{|X|} \geq \left( \frac{w(H)}{2} |T_1| - 2(\sqrt{\alpha|H|r} + \epsilon)|T_1|\right) \frac{2}{|X|}$$

$$= \frac{|T_1|}{|X|} - 2\sqrt{\alpha|H|r} \frac{2|T_1|}{|X|} - 2\epsilon \frac{2|T_1|}{|X|},$$

where the equality follows from the fact that $w(H) = 1$.

Thus

$$\frac{|T_1|(1 - \epsilon^*)}{|X|} > \frac{|T_1|}{|X|} - 2\sqrt{\alpha|H|r} \frac{2|T_1|}{|X|} - 2\epsilon \frac{2|T_1|}{|X|},$$

$$\Rightarrow 4\sqrt{\alpha|H|r} + 4\epsilon > \epsilon^*.$$ 

But the latter contradicts the definition of $\epsilon^*$. Hence we can deduce that $|T_1| < \beta |X|$.

Similarly, define $T_2 = \{x \mid \sum_{h \in H} \Pr(x|h)q_t(h|m) > \frac{1 + \epsilon^*}{|X|}\}$. Assume by a way of contradiction that $|T_2| \geq \beta |X|$ then

$$\frac{(1 + \epsilon^*) |T_2|}{|X|} < \sum_{h \in H} \Pr(T_2|h)q_t(h|m) \leq \frac{|T_2|}{|X|} + 2\sqrt{\alpha|H|r} \frac{2|T_2|}{|X|} + 2\epsilon \frac{2|T_2|}{|X|},$$

where the left inequality follows from the definition of $T_2$ and the right inequality follows from Claim 26. So again we conclude that $|T_2| < \beta |X|$.
3.6 Decomposition to Heavy and Many Steps

We show that the certainty does not increase much with a single step of the algorithm. To this end, we decompose almost all the transitions of the bounded space algorithm to two kinds: either a heavy-sourced or many-sourced. A heavy-sourced memory state at time $t+1$ is one to which the algorithm moves from a memory state at time $t$ via any labeled example from a large family of labeled examples. A many-sourced memory state at time $t+1$ is one that has many possible time-$t$ sources. We analyze each kind of transition separately using H-expansion and K-expansion. For more details see [6].

4 Knowledge Graph Remains Pseudorandom

In this section we define a pseudorandomness property for the knowledge graph and prove that the knowledge graph maintains it throughout the execution of the algorithm, provided that the certainty is low and the hypotheses graph is mixing. To complete the proof we use the pseudorandomness of the knowledge graph to deduce the main theorem by adapting the low certainty framework [6]. For details see [7].

▶ Definition 27 (enlarging distribution). We say that a distribution $p$ over the memories is $(\beta, \gamma)$-enlarging with respect to a probability distribution $q$ if for every memory $m$ it holds that $p(m) \leq \frac{q(m)}{\beta}$ and if $p(m) > 0$ then $p(m) \geq \frac{q(m)}{\beta} \cdot \gamma$.

$\beta$ and $\gamma$ provide a certain measure of the entropy in $p$. As usual, it is useful to use a logarithmic scale to measure the entropy and our log scale will be with respect to a parameter $\gamma_0$ associated with the hypothesis class.

▶ Definition 28 (entropy-level). The $(p, q, \beta, \gamma_0)$-entropy-level of an element $m$ is defined as

$$e_{\gamma_0}(m) = \log_{\gamma_0} \frac{p(m) \beta}{q(m)}.$$ 

In other words, if $p(m) = \frac{q(m)}{\beta} \cdot \gamma_0$, then $e_{\gamma_0}(m) = i$.

▶ Definition 29 (entropy sampler). We say that the knowledge graph $G'_t$ is an $(\alpha', \beta', \ell, \gamma_0, k)$-entropy sampler if for every $H \subseteq \mathcal{H}$ with $|H| \geq \alpha|\mathcal{H}|$ and every $(\beta, \gamma_0)$-enlarging distribution $p$ it holds that

$$\sum_m \Pr(H|m)p(m)2^{e_{\gamma_0}(m)} \leq \ell \cdot \frac{|H|}{|\mathcal{H}|}.$$ 

The usual definition of sampler with multiplicative error is

$$\sum_m \Pr(H|m)p(m) \leq \ell \cdot \frac{|H|}{|\mathcal{H}|}.$$ 

Our definition requires more and seeks to benefit from memory states whose probability is much lower than $q(m)/\beta$.

Denote by $S^{m_t, m_{t+1}} \subseteq \mathcal{X}$ the examples that cause the memory to change from $m_t$ to $m_{t+1}$.

▶ Claim 30. Let $t \geq 1$. Assume that the following conditions hold:
1. The hypotheses graph is $d$-mixing.
2. The graph $G'_t$ is an $(\alpha', \beta', \ell, \gamma_0, k)$ - entropy sampler.
3. All the edges \((m^t, m^{t+1})\) with labeled example \(x\) in \(G^t\) are representative, i.e., \(q_{t+1}(x|m^t) \notin \text{NRep}(m^t, e^{\text{rep}})\).

4. All memories have low certainty, i.e., for all \(m^t\) in \(G^t\), \(\text{cer}(m^t) \leq c \cdot \text{cer}^t(M_t)\) and \(\text{cer}^t(M_t) \leq c/|\mathcal{H}|\).

5. \(\beta' \geq \frac{k-1}{10}\) and \(\alpha' \geq 2^{k+2} \sqrt{|\mathcal{H}|} + 2^{k+2} \cdot c \cdot \sqrt{\frac{16}{\beta_0^2} \cdot d^2}\).

6. \(e^{\text{rep}} \leq 1/2\), and \(\gamma_0 \leq 1/16\).

Then, \(G^t_{t+1}\) is an \((\alpha', \beta', (1 + 10 \sqrt{\gamma_0} + 2e^{\text{rep}}) \ell, \gamma_0, k\) \text{ -- entropy sampler}

**Proof.** We can define a distribution \(q_{t+1}\) over pairs \((m^t, S^{m^t, m^{t+1}})\) where \(m^t\) is a memory at time \(t\) and \(S^{m^t, m^{t+1}} \subseteq \mathcal{X}\) is the set of labeled examples that lead from \(m^t\) to \(m^{t+1}\), in the following way

\[
q_{t+1}(m^t, S^{m^t, m^{t+1}}) := q_t(m^t) q_{t+1}(S^{m^t, m^{t+1}} | m^t).
\]

Fix a \(\beta'\)-enlarging distribution \(p\) (with respect to \(q_{t+1}\)) over memories at time \(t+1\) and denote its support by \(M_{t+1}\). For each \(m^{t+1} \in M_{t+1}\), denote \(p(m^{t+1}) = \frac{q_{t+1}(m^{t+1})}{\beta_m^{t+1}}\), for \(\beta_m^{t+1} \geq \beta'\).

This induces the distribution \(p(m^t, S^{m^t, m^{t+1}}) := \frac{q_t(m^t) q_{t+1}(S^{m^t, m^{t+1}} | m^t)}{\beta_m^{t+1}}\). Indeed,

\[
p(m^{t+1}) = \frac{q_{t+1}(m^{t+1})}{\beta_m^{t+1}} = \sum_{m^t} q_{t+1}(m^t, S^{m^t, m^{t+1}}) \frac{\beta_m^{t+1}}{\beta_m^{t+1}} = \sum_{m^t} p(m^t, S^{m^t, m^{t+1}}).
\]

The probability that \(p\) induces on memories at time \(t\) is

\[
p(m^t)_m := \sum_{m^{t+1}} p(m^t, S^{m^t, m^{t+1}}) = q_t(m^t) \sum_{m^{t+1}} q_{t+1}(S^{m^t, m^{t+1}} | m^t).
\]

Fix \(H \subseteq \mathcal{H}\) with \(|H| \geq \alpha' |\mathcal{H}|\). In order to prove the claim, we would like to bound the expression

\[
\sum_{m^{t+1} \in M_{t+1}} q_{t+1}(H|m^{t+1}) p(m^{t+1}) 2^c \gamma_0 (m^{t+1})^2
\]

\[
= \sum_{m^{t+1} \in M_{t+1}} q_{t+1}(H|m^{t+1}) p(m^{t+1}) 2^\log_2 \frac{1}{q_{t+1}(m^{t+1})^2 + 1}
\]

The proof consists of five steps:
Step 1: Rewrite Expression 1 in terms of memories at time $t$:

Since $p(m_t^{t+1}) = \frac{q_t(m_t^{t+1})}{\beta_{m_t+1}^t}$, Expression (1) is equal to

$$
\sum_{m_t^{t+1} \in M_{t+1}} q_{t+1}(H|m_t^{t+1})p(m_t^{t+1})2^{\log_{\gamma_0} \frac{\beta_{m_t+1}^t}{m_t+1}}
$$

(dfn. of $m_t^{t+1}$) =

$$
\sum_{m_t^{t+1} \in M_{t+1}} q_{t+1}(H|\forall m_t^{t} (m_t^{t},S_{m_t^{t},m_t^{t+1}}))p(m_t^{t+1})2^{\log_{\gamma_0} \frac{\beta_{m_t+1}^t}{m_t+1}}
$$

(Claim 7) =

$$
\sum_{m_t^{t+1} \in M_{t+1}} q_{t+1}(H|m_t^{t},S_{m_t^{t},m_t^{t+1}})q_{t+1}(m_t^{t},S_{m_t^{t},m_t^{t+1}}) \frac{\log_{\gamma_0} \frac{\beta_{m_t+1}^t}{m_t+1}}{q_{t+1}(m_t^{t+1})} =
\sum_{m_t^{t+1} \in M_{t+1}} q_{t+1}(h|m_t^{t},S_{m_t^{t},m_t^{t+1}})q_t(m_t^{t})q_{t+1}(S_{m_t^{t},m_t^{t+1}}|m_t^{t}) \frac{\log_{\gamma_0} \frac{\beta_{m_t+1}^t}{m_t+1}}{q_{t+1}(m_t^{t+1})}
$$

(dfn. of $p$) =

$$
\sum_{m_t^{t+1} \in M_{t+1}} q_t(h|m_t^{t})
$$

$$
\frac{q_{t+1}(S_{m_t^{t},m_t^{t+1}}|m_t^{t},h)}{q_{t+1}(S_{m_t^{t},m_t^{t+1}}|m_t^{t})} q_t(m_t^{t})q_{t+1}(S_{m_t^{t},m_t^{t+1}}|m_t^{t}) \frac{\log_{\gamma_0} \frac{\beta_{m_t+1}^t}{m_t+1}}{q_{t+1}(m_t^{t+1})} \sum_{m_t^{t+1} \in M_{t+1}} \frac{\Pr(S_{m_t^{t},m_t^{t+1}}|h)}{\beta_{m_t+1}^t}2^{\log_{\gamma_0} \frac{\beta_{m_t+1}^t}{m_t+1}}
$$

(2)

In the next steps we will prove that for most memories $m_t^{t}$ and for most hypotheses $h$ the term inside the outer sum in (2) is bounded, that is,

$$
q_t(h|m_t^{t})q_t(m_t^{t}) \sum_{m_t^{t+1} \in M_{t+1}} \frac{\Pr(S_{m_t^{t},m_t^{t+1}}|h)}{\beta_{m_t+1}^t}2^{\log_{\gamma_0} \frac{\beta_{m_t+1}^t}{m_t+1}} \leq q_t(h|m_t^{t})p(m_t^{t})2^{\gamma_0(m_t^{t})}
$$

(3)

Moreover, the effect of the other memories and hypothesis is negligible. Proving the latter will finish the proof since $G_t^i$ is an entropy sampler.

1. In step 2 we show that memories $m_t^{t}$ with low $p(m_t^{t})$ do not add much to Expression (2).
2. In step 3 we focus on a memory $m_t^{t}$ whose $p(m_t^{t})$ is now low. To show that Inequality (3) holds for most hypotheses $h$ we first recall that since

$$
p(m_t^{t}) = q_t(m_t^{t}) \sum_{m_t^{t+1}} q_{t+1}(S_{m_t^{t},m_t^{t+1}}|m_t^{t}) \frac{\beta_{m_t+1}^t}{q_{t+1}(m_t^{t+1})},
$$

we need to prove that

$$
\sum_{m_t^{t+1}} \frac{\Pr(S_{m_t^{t},m_t^{t+1}}|h)}{\beta_{m_t+1}^t}2^{\log_{\gamma_0} \frac{\beta_{m_t+1}^t}{m_t+1}} \leq \sum_{m_t^{t+1}} q_{t+1}(S_{m_t^{t},m_t^{t+1}}|m_t^{t})2^{\gamma_0(m_t^{t})}
$$

(4)
In step 3 we show that for most hypotheses $h$ it holds that
\[
\Pr(S^{m^t, m^{t+1}} | h) \sim \frac{|S^{m^t, m^{t+1}}|}{|X|} \sim q_{t+1}(S^{m^t, m^{t+1}} | m^t).
\]

3. In step 4 we show that the hypotheses that are not considered in the previous step do not add much to Expression (2).

4. In step 5 we would like to show that Inequality (4) holds. After step 3 and the definition of $e_{\gamma_0}(m)$ this is merely showing that
\[
\beta' \frac{p(m^{t+1})}{\beta_{m^{t+1}}} \leq \gamma_0^k, \quad (4)
\]
This is proved in step 5 using Jensen’s inequality.

5. In step 6 we sum everything up.

**Step 2: getting rid of low $p$-weight memories at time $t$:** In order to use the assumption in the claim regarding the entropy sampler property of $G_t$, we need to make sure that for each memory $m^t$ at time $t$, $p(m^t) = 0$ or $p(m^t) \geq \frac{q_t(m^t)}{\beta' \gamma_0}$. Denote by $Low$ the set of all memories $m^t$ at time $t$ with $0 < p(m^t) < \frac{q_t(m^t)}{\beta' \gamma_0}$. Note that this set has low $p$-weight
\[
p(Low) = \sum_{m^t \in Low} p(m^t) < \sum_{m^t \in Low} q_t(m^t) \frac{\gamma_0}{\beta'} \leq \frac{\gamma_0}{\beta'} \leq \gamma_0, \quad (5)
\]
where the last inequality is true since $\beta' \geq \frac{1}{\gamma_0}$. Thus, by setting the probability of the memories in $Low$ to 0, the remaining memories need to be multiplied by a factor of at most $1/(1 - \gamma_0)$ (i.e., by a factor that is close to 1) so as to make it a distribution again. More formally, we divide the sum that we want to bound, Expression (2), into two sums depending on the membership in $Low$:
\[
\sum_{m^t \in Low, h \in H} q_t(h|m^t) q_t(m^t) \sum_{m^{t+1} \in M_{t+1}} \Pr(S^{m^t, m^{t+1}} | h) \frac{\log \frac{\alpha'}{\beta_{m^{t+1}}}}{\beta_{m^{t+1}}} + \\
+ \sum_{m^t \in M_t \setminus Low, h \in H} q_t(h|m^t) q_t(m^t) \sum_{m^{t+1} \in M_{t+1}} \Pr(S^{m^t, m^{t+1}} | h) \frac{\log \frac{\alpha'}{\beta_{m^{t+1}}}}{\beta_{m^{t+1}}} 
\]
For $m^t \in Low$, the expression $2^{\log \frac{\alpha'}{\beta_{m^{t+1}}}}$ is at most $2^k$ (since $\frac{q_{t+1}(m^{t+1})}{\beta_{m^{t+1}}} = p(m^{t+1}) \geq \gamma_0$).
for any \( m^{t+1} \). Thus, the first term in Expression (6) is at most
\[
\sum_{m^t \in \text{Low}, h \in H} q_t(h|m^t)q_t(m^t) \sum_{m^{t+1} \in M_{t+1}} \frac{\Pr(S_{m^t,m^{t+1}} | h)}{\beta_{m^{t+1}}^t} \cdot 2^k
\]
(see Claim 32) \leq \sum_{m^t \in \text{Low}, h \in H} q_t(h|m^t)q_t(m^t) \sum_{m^{t+1} \in M_{t+1}} 2(1 + 2\epsilon_{\text{rep}})q_{t+1}(S_{m^t,m^{t+1}} | m^t) \cdot 2^k
(definition of \( p(m^t) \)) = \sum_{m^t \in \text{Low}} q_t(H|m^t)2^{k+1}(1 + 2\epsilon_{\text{rep}})p(m^t)
(see Inequality (5)) \leq 2^{k+2}\gamma_0

Denote \( s = p(\text{Low}) \). The second term in Expression (6) is equal to
\[
(1 - s) \sum_{m^t \in M_t \setminus \text{Low}, h \in H} q_t(h|m^t)q_t(m^t) \sum_{m^{t+1} \in M_{t+1}} \frac{\Pr(S_{m^t,m^{t+1}} | h)}{(1 - s)\beta_{m^{t+1}}^t} \cdot 2^{\log_{\gamma_0} \frac{\beta_{m^{t+1}}^t}{(1 - s)\beta_{m^{t+1}}^t}} \cdot 2^{\log_{\gamma_0} 1 - s}
\]
which is at most
\[
\sum_{m^t \in M_t \setminus \text{Low}, h \in H} q_t(h|m^t)q_t(m^t) \sum_{m^{t+1} \in M_{t+1}} \frac{\Pr(S_{m^t,m^{t+1}} | h)}{(1 - s)\beta_{m^{t+1}}^t} \cdot 2^{\log_{\gamma_0} \frac{\beta_{m^{t+1}}^t}{(1 - s)\beta_{m^{t+1}}^t}} \cdot 2^{\log_{\gamma_0} 1 - s}
\]
Using Claim 34, \( \gamma_0 \leq 1/16 \), and Inequality (5), it is at most
\[
(1 + \sqrt{\gamma_0}) \sum_{m^t \in M_t \setminus \text{Low}, h \in H} q_t(h|m^t)q_t(m^t) \sum_{m^{t+1} \in M_{t+1}} \frac{\Pr(S_{m^t,m^{t+1}} | h)}{(1 - s)\beta_{m^{t+1}}^t} \cdot 2^{\log_{\gamma_0} \frac{\beta_{m^{t+1}}^t}{(1 - s)\beta_{m^{t+1}}^t}} \cdot 2^{\log_{\gamma_0} 1 - s}
(8)
\]

**Step 3:** \( \Pr(S_{m^t,m^{t+1}} | h) \sim \frac{|S_{m^t,m^{t+1}} |}{|X|} \sim q_{t+1}(S_{m^t,m^{t+1}} | m^t) \): Focus on a memory \( m^t \notin \text{Low} \). In this step we will prove that for most hypotheses \( h \) the term \( \Pr(S_{m^t,m^{t+1}} | h) \) can be replaced by \( \Pr(S_{m^t,m^{t+1}} | m^t) \). We would like to rewrite the inner sum,
\[
\sum_{m^{t+1} \in M_{t+1}} \frac{\Pr(S_{m^t,m^{t+1}} | h)}{\beta_{m^{t+1}}^t} \cdot 2^{\log_{\gamma_0} \frac{\beta_{m^{t+1}}^t}{\beta_{m^{t+1}}^t}}
\]
in Expression (2). For this purpose we first sort all the memories in \( m^{t+1} \in M_{t+1} \) according to ascending order of \( 2^{\log_{\gamma_0} \frac{\beta_{m^{t+1}}^t}{\beta_{m^{t+1}}^t}} \). Denote by \( \beta_{m^{t+1}}^i \) the value \( \beta_{m^{t+1}}^t \) for \( m^{t+1} \) that is the \( i \)-th member in the sorted order. Then we get that the inner sum in Expression (2) is equal
\[
\sum_{m^t_i \in M_{t+1}} \Pr(S^{m^t_i,m^t_j|h}) \frac{2^{\log_2 \beta'_1}}{\beta'_1} = \sum_{j \geq 1} \Pr(S^{m^t_i,m^t_j|h}) \frac{2^{\log_2 \beta'_1}}{\beta'_1} + \\
+ \sum_{j \geq 2} \Pr(S^{m^t_i,m^t_j|h}) \left( \frac{2^{\log_2 \beta'_1}}{\beta'_2} - \frac{2^{\log_2 \beta'_1}}{\beta'_1} \right) + \\
+ \sum_{j \geq 3} \Pr(S^{m^t_i,m^t_j|h}) \left( \frac{2^{\log_2 \beta'_1}}{\beta'_3} - \frac{2^{\log_2 \beta'_1}}{\beta'_2} \right) + \ldots
\]

Denote by \(S^{m^t_{i,i}}\) all the examples that lead from the memory \(m^t\) to any of the time-\((t + 1)\) memories that are not the first \(i - 1\) memories. For convenience, define \(1/\beta'_0 := 0\). Thus, it holds that

\[
\sum_{m_i \in M_{t+1}} \Pr(S^{m^t_i,m^t_j|h}) \frac{2^{\log_2 \beta'_1}}{\beta'_1} = \sum_{i \geq 1} \Pr(S^{m^t_i_{i,i}}|h) \left( \frac{2^{\log_2 \beta'_1}}{\beta'_1} - \frac{2^{\log_2 \beta'_1}}{\beta'_1} \right).
\]

We divide this sum into two, using index \(i_{(m^t)}\) which is the largest \(i\) such that \(|S^{m^t_{i,i}}| \geq \epsilon'|X|\), for \(\epsilon'\) to be determined later.

\[
\sum_{i=1}^{i_{(m^t)}} \Pr(S^{m^t_{i,i}}|h) \left( \frac{2^{\log_2 \beta'_1}}{\beta'_1} - \frac{2^{\log_2 \beta'_1}}{\beta'_1} \right) + \\
\sum_{i=(i_{(m^t)})+1}^{\lfloor M_{t+1} \rfloor} \Pr(S^{m^t_{i,i}}|h) \left( \frac{2^{\log_2 \beta'_1}}{\beta'_1} - \frac{2^{\log_2 \beta'_1}}{\beta'_1} \right)
\]

Let us start with bounding the first term in Equation (9). From Claim 33, we know that except for a fraction of \(\frac{1}{\epsilon^2} \cdot \frac{|S^{m^t_{i,i}}|}{|X|}\) hypotheses \(h \in H\) for each \(i \leq (1 - \epsilon')|X|\),

\[
\Pr(S^{m^t_{i,i}}|h) \leq \left( 1 + \epsilon' + \frac{4\epsilon}{(\epsilon')^2} \right) \frac{|S^{m^t_{i,i}}|}{|X|},
\]

for \(\epsilon > 0\) to be determined later. From Claim 32 we know that the RHS is at most

\[
\left( 1 + \epsilon' + \frac{4\epsilon}{(\epsilon')^2} \right) (1 + 2\epsilon^{rep})q_{t+1}(S^{m^t_{i,i}}|m^t)
\]

Denote the set of hypotheses that the bound in Inequality (10) does not apply to by \(Err(m^t)\). We know that

\[
\frac{|Err(m^t)|}{|H|} \leq \frac{1}{\epsilon^2} \cdot \frac{|X|}{|H|}
\]

Let us now bound the second term in Expression (9). For each \(i > i_{(m^t)}\) we use the simple bound given in Claim 32:

\[
\Pr(S^{m^t_{i,i}}|h) \leq 2(1 + 2\epsilon^{rep})q_{t+1}(S^{m^t_{i,i}}|m^t).
\]
We can now rewrite Expression (9) using Inequalities 10 and 12. Namely, for \( m^t \notin \text{Low} \) and \( h \notin \text{Err}(m^t) \) Expression (9) is at most

\[
\left(1 + \epsilon' + \frac{4\epsilon}{(\epsilon')^2}\right)(1 + 2\epsilon^{\text{rep}}) \sum_{i=1}^{\lceil i(m_t) \rceil} \sum_{m^t = \text{M}_{t+1}}^{|M_{t+1}|} 2 \cdot q_{t+1}(S^m, \gamma_{t} m_t \leq t \cdot |m_t|) \left( \frac{2^{\log_{\gamma_0} \frac{\beta'}{\beta}}}{\beta'_i} - \frac{2^{\log_{\gamma_0} \frac{\beta'}{\beta}}}{\beta'_{i-1}} \right) + \\
\sum_{i=(i(m_t)) + 1}^{|M_{t+1}|} 2 \cdot q_{t+1}(S^m, \gamma_{t} m_t \leq t \cdot |m_t|) \left( \frac{2^{\log_{\gamma_0} \frac{\beta'}{\beta}}}{\beta'_i} - \frac{2^{\log_{\gamma_0} \frac{\beta'}{\beta}}}{\beta'_{i-1}} \right)
\]

Which is equal to

\[
\left(1 + \epsilon' + \frac{4\epsilon}{(\epsilon')^2}\right)(1 + 2\epsilon^{\text{rep}}) \sum_{i=1}^{\lceil i(m_t) \rceil} \sum_{m^t = \text{M}_{t+1}}^{|M_{t+1}|} q_{t+1}(S^m, m_t \leq t \cdot |m_t|) \frac{\beta'}{\beta'_i} + \sum_{i=(i(m_t)) + 1}^{|M_{t+1}|} q_{t+1}(S^m, m_t \leq t \cdot |m_t|) \frac{\beta'}{\beta'_{i-1}} \left( \frac{2^{\log_{\gamma_0} \frac{\beta'}{\beta}}}{\beta'} - \frac{2^{\log_{\gamma_0} \frac{\beta'}{\beta}}}{\beta'_{i-1}} \right)
\]

(13)

**Step 4: getting rid of “bad” hypotheses:** We would like to bound the portion of Expression (2) that involves \( h \in \text{Err}(m^t) \) for some \( m^t \). Namely, we would like to bound

\[
\sum_{m^t \in \text{M}_t, h \in \text{Err}(m^t)} q_t(h|m^t) q_t(m^t) \sum_{m^t = \text{M}_{t+1}}^{|M_{t+1}|} \frac{\Pr(S^m, m_{t+1}^t | h)}{\beta m_{t+1}^t} 2^{\log_{\gamma_0} \frac{\beta'}{\beta}} \]

For any \( m^t+1 \), from the definition of \( p \) we know that \( \frac{q_{t+1}(m^t+1)}{\beta m_{t+1}^t} \geq \frac{q_{t+1}(m^t+1)}{\beta m_{t+1}^t} \), hence \( 2^{\log_{\gamma_0} \frac{\beta'}{\beta}} \leq 2^k \). Hence Expression (14) is at most

\[
\sum_{m^t \in \text{M}_t, h \in \text{Err}(m^t)} q_t(h|m^t) q_t(m^t) \sum_{m^t = \text{M}_{t+1}}^{|M_{t+1}|} \frac{\Pr(S^m, m_{t+1}^t | h)}{\beta m_{t+1}^t} 2^k.
\]

From Claim 32 we know that \( \frac{\Pr(S^m, m_{t+1}^t | h)}{\beta m_{t+1}^t} \leq \frac{4q_{t+1}(S^m, m_{t+1}^t | m_t)}{\beta m_{t+1}^t} \). Hence, Expression (14) is at most

\[
\sum_{m^t \in \text{M}_t, h \in \text{Err}(m^t)} q_t(h|m^t) q_t(m^t) \sum_{m^t = \text{M}_{t+1}}^{|M_{t+1}|} \frac{q_{t+1}(S^m, m_{t+1}^t | m_t)}{\beta m_{t+1}^t} 2^{k+2} = \sum_{m^t \in \text{M}_t, h \in \text{Err}(m^t)} q_t(h|m^t) p(m^t) 2^{k+2} \leq 2^{k+2} \sum_{m^t \in \text{M}_t, h \in \text{Err}(m^t)} p(m^t) q_t(\text{Err}(m^t)|m^t).
\]

From Claim 4 and Inequality (11) we know that

\[
q_t(\text{Err}(m^t)|m^t) \leq \sqrt{|\text{Err}(m^t)| \cdot \epsilon \cdot \text{cer}^t(M_t)} \leq c \cdot \sqrt{\frac{1}{\epsilon^2} \cdot \frac{d^2}{|X||H|}},
\]

where the second inequality follows from Inequality (11) and the assumption in the claim regarding the bound on cer^t(M_t). To sum up this step, Err(m^t) adds only a small additive error of \( 2^{k+2} \cdot c \cdot \sqrt{\frac{1}{\epsilon^2} \cdot \frac{d^2}{|X||H|}} \) to Expression (2).
Step 5: towards using the entropy sampler property of $G_t^i$: Recall that according to our plan at step 1 we want to prove now that for $m^t \notin \text{Low}_h \notin \text{Err}(m^t)$ it holds that

$$\sum_{m_j \in M_{t+1}} \Pr(S^{m^t, m_j} | m^t) \frac{\log \gamma}{\beta_{m_j}}$$

is at most

$$\left( \sum_{m_j} q_{t+1}(S^{m^t, m_j} | m^t) \frac{\log \gamma}{\beta_{m_j}} \right) 2^{\log \gamma \beta_{m_j} \sum_{m_j} q_{t+1}(S^{m^t, m_j} | m^t) \frac{\log \gamma}{\beta_{m_j}}} (1 + \epsilon'_4)$$

for some small $\epsilon'_4 \in (0, 1)$ to (implicitly) be determined in the next step. To this end we first prove, having in mind the expression in 13, that the following inequality holds

$$\sum_{i=1}^{\ell(m^t)} q_{t+1}(S^{m^t, m_i} | m^t) 2^{\log \gamma \beta_{m_i} \sum_{m_j} q_{t+1}(S^{m^t, m_j} | m^t) \frac{\log \gamma}{\beta_{m_j}}} \leq 2^{\log \gamma \beta_{m_i} \sum_{m_j} q_{t+1}(S^{m^t, m_j} | m^t) \frac{\log \gamma}{\beta_{m_j}}} (1 + \epsilon_4)$$

(15)

for some small $\epsilon_4 \in (0, 1)$ to be determined later.

Define the function $f(x) = 2^{\log \gamma \beta_{m_i}}$ and the following distribution over memories at time $t + 1$: $\bar{p}(m^t) \propto 2^{\log \gamma \beta_{m_i}}$ and divide both sides by $2^{\log \gamma \beta_{m_i}}$ then Inequality (15) can be rewritten as

$$\sum_{m_i} \bar{p}(m_i) f \left( \beta_{m_i} \left( \frac{1}{70} \right)^{I_{t > i}(m^t)} \right) \leq f \left( \left( \frac{1}{70} \right)^{\log(1+\epsilon_4)} / \sum_{m_j} q_{t+1}(S^{m^t, m_j} | m^t) \frac{\log \gamma}{\beta_{m_j}} \right),$$

where $I$ is the indicator function. Use Jensen’s inequality with the concave function $f$ (see Claim 31) and get that the LHS is at most

$$f \left( \sum_{m_i} q_{t+1}(S^{m^t, m_i} | m^t) \beta_{m_i} \frac{\log \gamma}{\beta_{m_i}} \right) \left( \frac{1}{70} \right)^{I_{t > i}(m^t)}$$

Since $f$ is monotonically increasing (see Claim 31), to prove Inequality (15) it is enough to show that

$$\sum_{m_i} q_{t+1}(S^{m^t, m_i} | m^t) \left( \frac{1}{70} \right)^{I_{t > i}(m^t)} \leq \left( \frac{1}{70} \right)^{\log(1+\epsilon_4)}$$

Using the inequality $x/2 \leq \log(1 + x)$ (which follows from Fact 35 and $\epsilon_4 < 1$) it is enough to prove that

$$\sum_{m_i} q_{t+1}(S^{m^t, m_i} | m^t) \left( \frac{1}{70} \right)^{I_{t > i}(m^t)} \leq \left( \frac{1}{70} \right)^{\epsilon_4/2}.$$  

(16)
Note that by separating the LHS into two and the definition of $\epsilon'$ we have that
\[
\sum_{m_i} q_{t+1}(S^{m^t,m_i|m^t}) \cdot \left( \frac{1}{\gamma_0} \right)^{I_{i>1}(m^t)} \leq 1 + \sum_{i>1}(m^t) q_{t+1}(S^{m^t,m_i|m^t}) \left( \frac{1}{\gamma_0} \right) \leq 1 + \epsilon' \left( \frac{1}{\gamma_0} \right)
\]
Thus, to show that Inequality (16) holds, it suffices to show that
\[
1 + \epsilon' \left( \frac{1}{\gamma_0} \right) \leq \left( \frac{1}{\gamma_0} \right)^{\epsilon_1/2}
\]
Which is true if and only if
\[
\ln \left( 1 + \epsilon' \left( \frac{1}{\gamma_0} \right) \right) \leq \frac{\epsilon_1}{2} \ln \left( \frac{1}{\gamma_0} \right)
\]
Using Fact 35 it is enough to show that
\[
\epsilon' \left( \frac{1}{\gamma_0} \right) \leq \frac{\epsilon_1}{2} \ln \left( \frac{1}{\gamma_0} \right).
\]
We choose $\epsilon_1 = 2\sqrt{\epsilon}$. If $\sqrt{\epsilon} \leq \gamma_0$ then the inequality will hold since $\gamma_0 \leq 1/16 < 1/e$.

**Step 6:** Summing up: Using Expressions (8), (13), (15) (recall that $\epsilon_1 = 2\sqrt{\epsilon}$), the assumption is the claim regarding the entropy sampler of $G'_i$, Expression (7), and the conclusion of step 4 we have proven that Expression (1) is bounded by
\[
(1 + \sqrt{\gamma_0}) \left( 1 + \epsilon' + \frac{4\epsilon}{(\epsilon')^2} \right) \left( 1 + 2\epsilon^{rep}(1 + 2\sqrt{\epsilon}) \right) \cdot \frac{|H|}{|H|} + 2^{k+2}\gamma_0 + 2^{k+2} \cdot \frac{\epsilon}{\sqrt{\gamma_0}} \cdot \frac{d^2}{|X||H|}
\]
We choose $\epsilon' = \gamma_0^2$ (note that indeed $\sqrt{\epsilon} \leq \gamma_0$) and $\epsilon = \gamma_0/4$. From the assumption in the claim we know that $\alpha' \sqrt{\gamma_0} \geq 2^{k+2}\gamma_0 + 2^{k+2} \cdot \frac{\epsilon}{\sqrt{\gamma_0}} \cdot \frac{d^2}{|X||H|}$. Hence, Expression (1) is at most
\[
((1 + \sqrt{\gamma_0}) (1 + \gamma_0^2 + \gamma_0) (1 + 2\epsilon^{rep}(1 + 2\gamma_0) + \sqrt{\gamma_0}) \cdot \frac{|H|}{|H|}) \leq (1 + 10\sqrt{\gamma_0} + 2\epsilon^{rep}) \cdot \frac{|H|}{|H|}
\]
(in the RHS the constant 10 near $\sqrt{\gamma_0}$ was chosen arbitrarily)

**4.1 Auxiliary Claims**

**Claim 31.** For any $\epsilon \leq 1/2$, the function $f(x) = 2^{\log_e \frac{x}{\epsilon}}$ for $x > 0$ is monotonically increasing and concave.

In the next claim we lower bound $q_{t+1}(S|m^t)$ in terms of $\Pr(S|h)$ via the term $|S|/|X|$.

**Claim 32.** Let $S \subseteq X$. Let $h \in H$.

1. $\Pr(S|h) \leq \frac{2|S|}{|X|}$
2. Let $m^t$ be a memory at time $t$. Assume $S \cap NRep(m^t, \epsilon^{rep}) = \emptyset$ and $\epsilon^{rep} \leq 1/2$. Then $|S|/|X| \leq (1 + 2\epsilon^{rep})q_{t+1}(S|m^t)$.

**Proof.** The first inequality follows from the fact that if $(x,h) \in E$ (i.e., hypothesis $h$ and labeled example $x$ are consistent) then $\Pr(x|h) = 2/|X|$ and if $(x,h) \notin E$ then $\Pr(x|h) = 0$. To prove the second inequality, we use the definition of $NRep$ (see Definition 22) to deduce that
\[
\frac{1 - \epsilon^{rep}}{|X|} \cdot |S| \leq q_{t+1}(S|m^t) \Rightarrow \frac{|S|}{|X|} \leq \frac{1}{1 - \epsilon^{rep}} q_{t+1}(S|m^t) \Rightarrow \frac{|S|}{|X|} \leq (1 + 2\epsilon^{rep})q_{t+1}(S|m^t),
\]
where the last inequality is true for $\epsilon^{rep} \leq 1/2$.  

\[
\square
\]
Suppose that the labeled examples are sorted in some way and denote by $S^{2^i}$ all the examples except the first $i - 1$ examples.

**Claim 33.** If the hypotheses graph $(H, X, E)$ is $d$-mixing, then for any $\epsilon, \epsilon' > 0$ except for a fraction of $\frac{1}{4} \frac{d^2}{|X||H|}$ of the hypotheses $h \in H$, for each $i \leq (1 - \epsilon') |X|$, 

$$\Pr(S^{2^i}|h) \leq \left(1 + \epsilon' + \frac{4\epsilon}{(\epsilon')^2} \right) \frac{|S^{2^i}|}{|X|}. $$

**Proof.** We will pick $\epsilon_1, \epsilon_2, \epsilon_3 > 0$ at the end. Divide all the labeled examples into $1/\epsilon_2$ consecutive equal parts, each of size $\epsilon_2 |X|$ (without loss of generality the integer $\epsilon_2 |X|$ divides $|X|$). Focus on now on some part $S$. First we would like to show that for each part $S \subseteq X$ most hypotheses $h$ do not over-sample $S$, i.e., 

$$\Pr(S|h) \leq (1 + \epsilon_1) \frac{|S|}{|X|}.$$ 

Denote by $T \subseteq H$ all the hypotheses $h \in H$ such that $\Pr(S|h) > \frac{|S|}{|X|}(1 + \epsilon_1)$. Then $E(S, T) > \frac{|S|}{|X|}(1 + \epsilon_1) \frac{|X|}{2} |T|$. From the $d$-mixing property we know that $E(S, T) \leq |S||T|/2 + d \sqrt{|S||T|}$. Combining these two inequalities we get that 

$$\epsilon_1 \frac{|S||T|}{2} < d \sqrt{|S||T|} \Rightarrow |T| < \frac{4d^2}{\epsilon_1^2 |S|} = \frac{4d^2}{\epsilon_1^2 \epsilon_2 |X|}.$$ 

Denote by $\text{Err} \subseteq H$ all the hypotheses that over-sample at least one part, i.e., hypothesis $h \notin \text{Err}$ if and only if for each of the $1/\epsilon_2$ parts, $S$, it holds that $\Pr(S|h) \leq (1 + \epsilon_1) \frac{|S|}{|X|}$. We can easily deduce, using a union bound, that the fraction of this set is at most $\frac{|\text{Err}|}{|H|} \leq \frac{4d^2}{\epsilon_1^2 \epsilon_2^2 |X||H|}.$

Let us go back to the expressions that we want to bound, namely $\Pr(S^{2^i}|h)$ for each $i$. We will show that for each $h \notin \text{Err}$, and for each $i$, the probability 

$$\Pr(S^{2^i}|h) \leq (1 + \epsilon_3) \frac{|S^{2^i}|}{|X|}. $$

(17)

For each $i$ denote by $i^*$ the largest index that is smaller than $i$ and divides $\epsilon_2 |X|$. We have that $\Pr(x|h) \leq \frac{2}{\epsilon_1}$ for each labeled example $x$ and hypothesis $h$, thus $\Pr(S^{2^i} \setminus S^{2^i^*}|h) \leq 2 \epsilon_2$. Hence, the LHS of Inequality (17) is bounded by 

$$\Pr(S^{2^i}|h) \leq \Pr(S^{2^i^*}|h) + 2 \epsilon_2 \leq (1 + \epsilon_1) \frac{|S^{2^i^*}|}{|X|} + 2 \epsilon_2,$$

So we need to make sure that 

$$(1 + \epsilon_1) \frac{|S^{2^i^*}|}{|X|} + 2 \epsilon_2 \leq (1 + \epsilon_3) \frac{|S^{2^i}|}{|X|},$$

which will happen only if $\epsilon_1 \frac{|S^{2^i^*}|}{|X|} + 2 \epsilon_2 \leq \epsilon_3 |S^{2^i}|/|X|$, or equivalently $\frac{2 \epsilon_2}{\epsilon_3 - \epsilon_1} \leq \frac{|S^{2^i}|}{|X|}$ (assuming $\epsilon_3 > \epsilon_1$ as we will choose later). Thus, except for a fraction of $\frac{4d^2}{\epsilon_1^2 \epsilon_2^2 |X||H|}$ hypotheses $h \in H$ for each $i \leq (1 - \frac{2 \epsilon_2}{\epsilon_3 - \epsilon_1}) |X|$, 

$$\Pr(S^{2^i}|h) \leq (1 + \epsilon_3) \frac{|S^{2^i}|}{|X|}.$$ 

Choose $\epsilon_1 = \epsilon'$ and $\epsilon_2 = \frac{2 \epsilon}{\epsilon_1}$ and $\epsilon_3 = \epsilon_1 + \frac{2 \epsilon}{\epsilon_1}$.

**Claim 34.** For any $0 < x \leq 1/16$ it holds that $2^{\log_2(1-x)} \leq 1 + \sqrt{x}$.

**Fact 35.** For any $x > -1$ it holds that $\frac{x}{1 + x} \leq \ln(1 + x) \leq x$. 
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Abstract

A Boolean function is said to have maximal sensitivity s if s is the largest number of Hamming neighbors of a point which differ from it in function value. We initiate the study of pseudorandom generators fooling low-sensitivity functions as an intermediate step towards settling the sensitivity conjecture. We construct a pseudorandom generator with seed-length $2^{O(\sqrt{s})} \cdot \log(n)$ that fools Boolean functions on n variables with maximal sensitivity at most s. Prior to our work, the (implicitly) best pseudorandom generators for this class of functions required seed-length $2^{O(s)} \cdot \log(n)$.
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Introduction

The sensitivity of a Boolean function $f : \{-1,1\}^n \rightarrow \{-1,1\}$ at a point $x \in \{-1,1\}^n$, denoted $s(f, x)$, is the number of neighbors of $x$ in the Hypercube whose $f$-value is different than $f(x)$. The maximal sensitivity of $f$, denoted $s(f)$, is the maximum over $s(f, x)$ for all $x \in \{-1,1\}^n$. The sensitivity conjecture by Nisan and Szegedy [10, 11] asserts that low-sensitivity functions (also called “smooth” functions) are “easy”. More precisely, the conjecture states that any Boolean function whose maximal sensitivity is s can be computed by a decision tree of depth $\text{poly}(s)$. The conjecture remains wide open for several decades now, and the state-of-the-art upper bounds on decision tree complexity are merely $\exp(\tilde{O}(s))$.

Assuming the sensitivity conjecture, low-sensitivity functions are not any stronger than low-depth decision trees, which substantially limits their power. Hence, towards settling the conjecture, it is natural to inspect how powerful low-sensitivity functions are. One approach that follows this idea aims to prove limitations of low-sensitivity functions, which follow from the sensitivity conjecture, unconditionally. This line of work was initiated recently by Gopalan et al. [7], who considered low-sensitivity functions as a complexity class. Denote by $\text{Sens}(s)$ the class of Boolean functions with sensitivity at most s. The sensitivity conjecture
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asserts that $\text{Sens}(s) \subseteq \text{DecTree-depth}(\text{poly}(s))$, which then implies

$$\text{Sens}(s) \subseteq \text{DecTree-depth}(\text{poly}(s)) \subseteq \text{DNF-size}(2^{\text{poly}(s)}) \subseteq \text{AC}^0\text{-size}(2^{\text{poly}(s)})$$

$$\subseteq \text{Formula-depth}(\text{poly}(s)) \subseteq \text{Circuit-size}(2^{\text{poly}(s)})$$

whereas Gopalan et al. [7] proved that $\text{Sens}(s) \subseteq \text{Formula-depth}(\text{poly}(s))$ unconditionally. It remains open to prove that $\text{Sens}(s)$ is contained in smaller complexity classes such as $\text{AC}^0\text{-size}(2^{\text{poly}(s)})$ or even $\text{TC}^0\text{-size}(2^{\text{poly}(s)})$.

One consequence of the sensitivity conjecture is the existence of pseudorandom generators (PRGs) with short seeds fooling low-sensitivity functions. This is since a depth $A$ function does not fool its $r$-wise independence for some $r$. (See more details in Appendix A).

**Our Results**

We note an unusual phenomenon in the hardness vs randomness paradigm with respect to the class $\text{Sens}(s)$. The paradigm of Hardness vs Randomness, initiated by Nisan and Wigderson [12], asserts that PRGs and average-case lower bounds are essentially equivalent, for almost all reasonable complexity classes. For example, the average-case lower bound of Håstad [9] for the parity function by $\text{AC}^0$ circuits implies a pseudorandom generator fooling $\text{AC}^0$ circuits with poly-logarithmic seed-length. This general transformation of hardness to randomness is achieved via the NW-generator, which constructs a PRG based on the hard function. In [8], it was proved that low-sensitivity functions can be $\varepsilon$-approximated by real polynomials of degree $O(s \cdot \log(1/\varepsilon))$, which implies that the parity function on $n$ variables can only have agreement $1/2 + 2^{-O(n/s)}$ with Boolean functions of sensitivity $s$. In other words, the parity function on $n$ variables is average-case hard for the class $\text{Sens}(s)$. It thus seems very tempting to use the parity function in the NW-generator to construct a PRG fooling $\text{Sens}(s)$, however, the proof does not follow through since the class of low-sensitivity functions is not closed under the transformations made by the analysis of the NW-generator (in particular it is not closed under identifying a set of the input variables with one variable). We do not claim that the NW-generator with the parity function does not fool $\text{Sens}(s)$, but we point out that the argument in the standard proof breaks. (See more details in Appendix A).

### 1.1 Our Results

A function $G : \{-1, 1\}^r \rightarrow \{-1, 1\}^n$ is said to be a pseudorandom generator with seed-length $r$ that $\varepsilon$-fools a class of Boolean functions $\mathcal{C}$ if for every $f \in \mathcal{C}$:

$$\left| \mathbf{E}_{x \in \{-1, 1\}^n} [f(G(x))] - \mathbf{E}_{x \in \{-1, 1\}^r} [f(x)] \right| \leq \varepsilon.$$  

---

1 Even under the weaker conjecture $\text{Sens}(s) \subseteq \text{AC}^0\text{-size}(n^{\text{poly}(s)})$, we would get that $\text{poly}(s, \log n)$-wise independence fools $\text{Sens}(s)$ via the result of [6].
In other words, any \( f \in C \) cannot distinguish (with advantage greater than \( \varepsilon \)) between an input sampled according to the uniform distribution over \( \{-1, 1\}^n \) and an input sampled according to the uniform distribution over \( \{-1, 1\}^r \) and expanded to an \( n \)-bit string using \( G \).

The main contribution of this paper is the first pseudorandom generator for low-sensitivity Boolean functions with subexponential seed length in the sensitivity.

**Theorem 1.** There is a distribution \( D \) on \( \{-1, 1\}^n \) with seed-length \( 2^{O(\sqrt{s}+\log(1/\varepsilon))} \cdot \log(n) \) that \( \varepsilon \)-fools every \( f : \{-1, 1\}^n \to \{-1, 1\} \) with \( s(f) = s \).

We prove the following strengthening of Friedgut’s Theorem for low-sensitivity functions that is essential to our construction. (In the following, we denote by \( W^{2^k}[f] = \sum_{S \subseteq [n], |S| \geq k} f(S)^2 \).)

**Lemma 2.** Let \( f : \{-1, 1\}^n \to \{-1, 1\} \) with \( s(f) \leq s \). Let \( 1 \leq k \leq s/10 \). Assume \( W^{2^k}[f] \leq 2^{-6s} \), and that at most \( 2^{-6s} \) fraction of the points in \( \{-1, 1\}^n \) have sensitivity at least \( k \). Then, \( f \) is a \( 2^{20k} \)-junta.

### 1.2 Proof Outline

Below we give a sketch of our proof of Theorem 1.

Similar to a construction of Ajtai and Wigderson [1], and more recent examples [14, 17], our pseudorandom generator involves repeated applications of “pseudorandom restrictions”. Using Lemma 2 and studying the behavior of the Fourier spectrum of low-sensitivity functions under pseudorandom restrictions, we are able to prove the following. Let \( f : \{-1, 1\}^n \to \{-1, 1\} \) be a Boolean function, let \( S \subseteq [n] \) be randomly selected according to a \( k \)-wise independent distribution such that \( |S| \approx pm \), and let \( x_S = (x_i)_{i \in S} \in \{-1, 1\}^{|S|} \) be selected uniformly at random. Then

\[
\Pr_{S,x_S}[f(x_S) \neq 0] \leq O(ps)^k \cdot 2^{6s}.
\]

Since every \( 2^{20k} \)-junta is fooled by an almost \( 2^{20k} \)-wise independent distribution, we will fill the \( x_S \) coordinates according to efficient constructions of such distributions due to [3]. The final distribution involves applying the above process repeatedly over the remaining unset variables (i.e., \( x_{\overline{S}} \)) until all the coordinates are set, observing that for every \( J \subseteq [n] \) and \( x, J \), \( f(., x, J) \) has sensitivity at most \( s \). The subexponential seed-length is achieved by optimizing the parameters \( k \) and \( p \) from (1) while making sure that the overall error does not exceed \( \varepsilon \).

### Discussion

Our overall construction involves a combination of several samples from any \( k \)-wise independent distribution for an appropriate \( k \). It is not clear whether simply one sample from a \( k \)-wise independent distribution suffices to fool low-sensitivity functions (recall that this is a consequence of the sensitivity conjecture with \( k = \text{poly}(s) \)). If this were true for all \( k \)-wise independent distributions, then via LP Duality (see the work of Bazzi [5]) we would get that every Boolean function \( f \) with sensitivity \( s \) has sandwiching real polynomials \( f_\ell, f_u \) of degree \( k \) such that \( \forall x : f_\ell(x) \leq f(x) \leq f_u(x) \) and \( E_x[f_u(x) - f_\ell(x)] \leq \varepsilon \). We ask if a similar characterization can be obtained for the class of functions fooled by our construction.

### 2 Preliminaries

We denote by \([n] = \{1, \ldots, n\}\). We denote by \( U_n \) the uniform distribution over \( \{-1, 1\}^n \). We denote by \( \log \) and \( \ln \) the logarithms in bases 2 and \( e \), respectively. For \( f : \{-1, 1\}^n \to \mathbb{R} \), we
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Denote by \( \| f \|_p = \left( \mathbb{E}_{x \in \{-1,1\}^n} [\| f(x) \|_p^p] \right)^{1/p} \). For \( x \in \{-1,1\}^n \), denote by \( x \oplus e_i \) the vector obtained from \( x \) by changing the sign of \( x_i \).

For a Boolean function \( f : \{-1,1\}^n \to \{-1,1\} \), denote by \( S(f) \), the set of sensitive coordinates of \( f \) at \( y \), i.e.,

\[
S(f,y) \triangleq \{ i \in [n] : f(y) \neq f(y \oplus e_i) \}.
\]

The sensitivity of \( f \), denoted \( s(f,x) \), is defined to be the number of sensitive coordinates of \( f \), namely \( s(f,x) = |S(f,x)| \). For example if \( f(x_1,x_2,x_3) = x_1x_2 \), then \( s(f,111) = 2 \) and \( S(f,111) = \{1,2\} \). The sensitivity of a Boolean function \( f \), denoted \( s(f) \) is the maximum \( s(f,x) \) over all choices of \( x \).

2.1 Harper’s Inequality and Simon’s Theorem

- **Theorem 3** (Harper’s Inequality). Let \( G = (V,E) \) be the \( n \)-dimensional hypercube, where \( V = \{-1,1\}^n \). Let \( A \subseteq V \) be a non-empty set. Then,

\[
\frac{|E(A,A^c)|}{|A|} \geq \log_2 \left( \frac{2^n}{|A|} \right).
\]

We will use the following simple corollary of Harper’s inequality on multiple occasions. (This inequality was used in several previous works regarding the sensitivity conjecture, e.g. [15, 4].)

- **Corollary 4.** Let \( f : \{-1,1\}^n \to \{-1,1\} \) be a non-constant function with \( s^1(f) \leq s \). Then,

\[
|f^{-1}(1)| \geq 2^{n-s}.
\]

**Proof.** Let \( A = f^{-1}(1) \). Since \( f \) is non-constant, \( |A| > 0 \). By Harper’s inequality the average sensitivity of \( f \) on \( A \) is at least \( \log(2^n/|A|) \). However the average sensitivity of \( f \) on \( A \) is at most \( s \), hence \( \log(2^n/|A|) \leq s \), or equivalently, \( |A| \geq 2^{n-s} \).

We will also need the following result due to Simon [15].

- **Theorem 5** (Simon [15]). For every Boolean function \( f : \{-1,1\}^n \to \{-1,1\} \) we have

\[
s(f)4^{s(f)} \geq n',
\]

where \( n' \leq n \) is the number of variables on which \( f \) depends.

2.2 Restrictions

- **Definition 6** (Restriction). Let \( f : \{-1,1\}^n \to \{-1,1\} \) be a Boolean function. A restriction is a pair \((J,z)\) where \( J \subseteq [n] \) and \( z \in \{-1,1\}^J \). We denote by \( f_{J,z} : \{-1,1\}^n \to \{-1,1\} \) the function \( f \) restricted according to \((J,z)\), defined by

\[
f_{J,z}(x) = f(y), \quad \text{where} \quad y_i = \begin{cases} x_i , & i \in J \\ z_i , & \text{otherwise} \end{cases}.
\]

- **Definition 7** (Random Valued Restriction). Let \( n \in \mathbb{N} \). A random variable \((J,z)\), distributed over restrictions of \( \{-1,1\}^n \) is called random-valued if conditioned on \( J \), the variable \( z \) is uniformly distributed over \( \{-1,1\}^J \).

- **Definition 8** ((\(k,p\))-wise Random Selection). A random variable \( J \subseteq [n] \) is said to be a (\(k,p\))-wise random selection if the events \((\{1 \in J\},\{2 \in J\},\ldots,\{n \in J\})\) are \( k \)-wise independent, and each one of them happens with probability \( p \).

A \((k,p)\)-wise independent restriction is a random-valued restriction in which \( J \) is chosen using a \((k,p)\)-wise random selection.
2.3 Fourier Analysis of Boolean Functions

Any function $f : \{-1, 1\}^n \to \mathbb{R}$ has a unique Fourier representation:

$$f(x) = \sum_{S \subseteq [n]} \hat{f}(S) \cdot \prod_{i \in S} x_i,$$

where the coefficients $\hat{f}(S) \in \mathbb{R}$ are given by $\hat{f}(S) = E_x[f(x) \cdot \prod_{i \in S} x_i]$. Parseval’s identity states that $\sum_S \hat{f}(S)^2 = \mathbb{E}_x[f(x)^2] = \|f\|_2^2$, and in the case that $f$ is Boolean (i.e., $f : \{-1, 1\}^n \to \{-1, 1\}$), all are equal to 1. The Fourier representation is the unique multilinear polynomial which agrees with $f$ on $\{-1, 1\}^n$. We denote by $\deg(f)$ the degree of this polynomial, which also equals $\max\{|S| : \hat{f}(S) \neq 0\}$. We denote by

$$\mathcal{W}^k[f] \triangleq \sum_{S : |S| = k} \hat{f}(S)^2$$

the Fourier weight at level $k$ of $f$. Similarly, we denote $\mathcal{W}^{\geq k}[f] \triangleq \sum_{S : |S| \geq k} \hat{f}(S)^2$. For $k \in \mathbb{N}$ we denote the $k$-th Fourier moment of $f$ by

$$\text{Inf}^k[f] \triangleq \sum_{S \subseteq [n]} \hat{f}(S)^2 \cdot \binom{|S|}{k} = \sum_{d=1}^n \mathcal{W}^d[f] \cdot \binom{d}{k}.$$

We will use the following result of Gopalan et al. [8].

► **Theorem 9** ([8, Lemma 5.6]). Let $f$ be a Boolean function with sensitivity at most $s$. Then, for all $k$, $\text{Inf}^k[f] \leq (32 \cdot s)^k$.

For more about Fourier moments of Boolean functions see [16, 8]. The following fact relates the Fourier coefficients of $f$ and $f_{J,z}$, where $(J, z)$ is a random valued restriction.

► **Fact 10** (Proposition 4.17, [13]). Let $f : \{-1, 1\}^n \to \mathbb{R}$, let $S \subseteq [n]$, and let $D$ be a distribution of random valued restrictions. Then,

$$E_{(J, z) \sim D} [f_{J,z}(S)] = \hat{f}(S) \cdot \Pr_{(J, z) \sim D} [S \subseteq J]$$

and

$$E_{(J, z) \sim D} [f_{J,z}(S)^2] = \sum_{U \subseteq [n]} \hat{f}(U)^2 \cdot \Pr_{(J, z) \sim D} [J \cap U = S].$$

We include the proof of this fact for completeness.

**Proof.** Let $(J, z) \sim D$. Then, by definition of random valued restriction, given $J$ we have that $z$ is a random string in $\{-1, 1\}^T$. Fix $J$, and rewrite $f$’s Fourier expansion by splitting the variables to $(J, \overline{J})$.

$$f(x) = \sum_{S \subseteq [n]} \hat{f}(S) \cdot \prod_{i \in S} x_i \cdot \prod_{T \subseteq J} \hat{f}(T) \cdot \prod_{j \in T'} x_j$$

Hence,

$$f_{J,z}(x) = \sum_{T \subseteq J} \prod_{i \in T} x_i \cdot \prod_{T' \subseteq \overline{J}} \hat{f}(T \cup T') \cdot \prod_{j \in T'} z_j$$
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So the $S$-Fourier coefficient of $f_{J,z}$ is 0 if $S \not\subseteq J$ and it is $\sum_{T' \subseteq J} \hat{f}(S \cup T') \cdot \prod_{j \in T'} z_j$ otherwise. In other words,

$$\hat{f}_{J,z}(S) = \mathbb{1}_{S \subseteq J} \cdot \sum_{T' \subseteq J} \hat{f}(S \cup T') \cdot \prod_{j \in T'} z_j,$$

and its expectation in $z$ in the case $S \subseteq J$ is $\hat{f}(S)$. As for the second moment,

$$E_{J,z}[\hat{f}_{J,z}(S)^2] = E_j[E_{z}[\hat{f}_{J,z}(S)^2]] = E_j[\mathbb{1}_{S \subseteq J} \cdot (\sum_{T' \subseteq J} \hat{f}(S \cup T') \cdot \prod_{j \in T'} z_j)^2]$$

$$= E_j[\mathbb{1}_{S \subseteq J} \cdot \sum_{T' \subseteq J} \hat{f}(T \cup T')^2] = \sum_{U \subseteq [n]} \hat{f}(U)^2 \cdot \Pr[J \cap U = S]. \quad \diamondsuit$$

### 3 PRGs for Low-Sensitivity Functions

In this section we prove our main theorem.

> **Theorem 1.** There is a distribution $\mathcal{D}$ on $\{-1,1\}^n$ with seed-length $2^{O(\sqrt{s+\log(1/\varepsilon)})} \cdot \log(n)$ that $\varepsilon$-fools every $f : \{-1,1\}^n \to \{-1,1\}$ with $s(f) = s$.

Our main tool will be the following theorem stating that under $k$-wise independent random restrictions every low-sensitivity function becomes a junta with high probability. We postpone the proof of Theorem 11 to Section 4.

> **Theorem 11.** Let $f : \{-1,1\}^n \to \{-1,1\}$ with $s(f) = s$. Let $1 \leq k \leq s/10$, and let $\mathcal{D}$ be a distribution of $(k, p)$-wise independent restrictions. Then,

$$\Pr_{(J,z) \sim \mathcal{D}}[f_{J,z} \text{ is not a } (2^{20k})\text{-junta}] \leq O(p^s) \cdot 2^{6s}$$

Theorem 11 allows us to employ the framework of Trevisan and Xue [17] who used a derandomized switching lemma to construct pseudorandom generators for $AC_0$ circuits. In what follows we will make the following choices of parameters

i. $k := O(\sqrt{s+\log(1/\varepsilon)})$.

ii. $p := 2^{-k/s} = 2^{-O(\sqrt{s+\log(1/\varepsilon)})}$

iii. $m := O(p^{-1} \cdot \log(s \cdot 4^s/\varepsilon)) = 2^{O(\sqrt{s+\log(1/\varepsilon)})}$

We select a sequence of disjoint sets $J_1, \ldots, J_m$ as follows. We pick $J_i \subseteq [n] \setminus (J_1 \cup \cdots \cup J_{i-1})$ by letting $J_i := K_i \setminus (J_1 \cup \cdots \cup J_{i-1})$ where $K_i \subseteq [n]$ is drawn from a $(p, k)$-wise random selection. For each $i$, we pick $x_{J_i} \in \{-1,1\}^{|J_i|}$ according to an $\frac{1}{4m}$-almost $2^{20k}$-wise independent distribution. Finally, we will fix $x_i := 0$ for any $i \in [n] \setminus (J_1 \cup \cdots \cup J_m)$.

To account for the seed-length:

- By a construction of [2] each $K_i$ can be selected using $O(k \cdot \log n)$ random bits, and

- By constructions of [3] each $x_{J_i} \in \{-1,1\}^{|J_i|}$ can be selected using $O(2^{20k} + \log \log(n) + \log(1/\varepsilon))$ random bits.

Thus, the total seed-length is

$$O\left(m \cdot (2^{20k} + \log \log(n) + \log(1/\varepsilon) + k \cdot \log(n))\right) \leq 2^{O(\sqrt{s+\log(1/\varepsilon)})} \cdot \log(n).$$

To conclude the proof, we show that the above distribution fools sensitivity $s$ Boolean functions. Denote by $\mathcal{D}$ the distribution described above, and suppose $f : \{-1,1\}^n \to \{-1,1\}$ satisfies $s(f) = s$. We first note that by Theorem 5, $f$ depends on at most $s \cdot 4^s$ variables,
denote this set $S$, so that $|S| \leq s \cdot 4^n$. By our choice of $m$, with probability at least $1 - \frac{\epsilon}{7}$, $S \subseteq J_1 \cup \cdots \cup J_m$.

We use $x$ to denote a vector drawn from $\mathcal{D}$ and $y$ to denote a vector drawn according to the uniform distribution over $\{-1, 1\}^n$. Moreover, for every $i = 0, 1, \ldots, m$, we let $z_i := (x_{J_1}, \ldots, x_{J_i}, y_{[n \setminus (J_1 \cup \cdots \cup J_i)]})$. Note that $z_0 = y$. We first prove that for every $i = 0, 1, \ldots, m - 1$,

$$|\mathbf{E}_{x \sim \mathcal{D}, y \sim \mathcal{D}} f(z_i) - \mathbf{E}_{x \sim \mathcal{D}, y \sim \mathcal{D}} f(z_{i+1})| \leq \frac{\epsilon}{2m}. \quad (2)$$

This holds since by Theorem 11, for every fixed choice of $J_1, \ldots, J_i$ and $x_{J_1}, \ldots, x_{J_i}$, we have

$$\mathbf{Pr}_{J_{i+1}, y \sim \mathcal{D}}[f(x_{J_i}, \ldots, x_{J_i}, \cdot, y_{[n \setminus (J_1 \cup \cdots \cup J_{i+1})])} \text{ is not a } 2^{20k}-\text{junta}] \leq O(ps)^k \cdot 2^{6s} \leq \frac{\epsilon}{4m},$$

and that every $2^{20k}$-junta is $\epsilon/4m$-fooled by any $\epsilon/4m$-almost $2^{20k}$-wise independent distribution. By triangle inequality and summing up (2) for all $i$ we get

$$|\mathbf{E}_{y \sim \mathcal{D}} f(y) - \mathbf{E}_{x \sim \mathcal{D}, y \sim \mathcal{D}} f(z_m) - \sum_{i=0}^{m-1} |\mathbf{E}_{x \sim \mathcal{D}, y \sim \mathcal{D}} f(z_i) - \mathbf{E}_{x \sim \mathcal{D}, y \sim \mathcal{D}} f(z_{i+1})| \leq \frac{\epsilon}{2}. \quad (3)$$

To finish the proof of Theorem 1, note that with probability at least $1 - \epsilon/2$, $f(x_{J_1}, \ldots, x_{J_m}, \cdot)$ is a constant function (which follows from $S \subseteq J_1 \cup \cdots \cup J_m$), and thus $|\mathbf{E}_{x,y} f(z_m) - \mathbf{E}_x f(x)| \leq \epsilon/2$. Combining this with Eq. (3) gives $|\mathbf{E}_{y \sim \mathcal{D}} f(y) - \mathbf{E}_{x \sim \mathcal{D}} f(x)| \leq \epsilon/2 + \epsilon/2$.

4 Measures of Boolean Functions under $k$-Wise Independent Random Restrictions

\begin{lemma}
Let $f : \{-1, 1\}^n \to \{-1, 1\}$. Let $\mathcal{D}$ be a distribution of $(k, p)$-wise independent restrictions. Then,

$$\mathbf{E}_{(J, z) \sim \mathcal{D}}[W^{\geq k}[f|_{J_z}]] \leq p^k \cdot \text{Inf}^k[f]. \quad (4)$$

**Proof.** Using Fact 10, we have

$$\mathbf{E}_{J, z \sim \mathcal{D}}[W^{\geq k}[f|_{J_z}]] = \sum_{U \subseteq [n]} \hat{f}(U)^2 \cdot \mathbf{Pr}_J[|U \cap J| \geq k]$$

Fix $U$. Let us upper bound $\mathbf{Pr}_J[|U \cap J| \geq k]$. It is at most $\binom{|U|}{k} \cdot p^k$ by taking a union bound over all $\binom{|U|}{k}$ subsets of size $k$ of $U$ and observing that $\mathbf{Pr}_J[S \subseteq J] = p^k$ by the fact that $J$ is a $(k, p)$-wise random selection. We thus have

$$\mathbf{E}_{J, z \sim \mathcal{D}}[W^{\geq k}[f|_{J_z}]] \leq \sum_{U \subseteq [n]} \hat{f}(U)^2 \cdot \binom{|U|}{k} \cdot p^k = \text{Inf}^k[f] \cdot p^k. \quad \blacksquare$$

Very analogously, we have the following statement with respect to sensitivity moments.

\begin{lemma}
Let $f : \{-1, 1\}^n \to \{-1, 1\}$. Let $\mathcal{D}$ be a distribution of $(k, p)$-wise independent restrictions. Then,

$$\mathbf{E}_{(J, z) \sim \mathcal{D}}[\mathbf{Pr}_x[s(f|_{J_z}, x) \geq k]] \leq p^k \cdot \mathbf{E}_{x \sim \{-1, 1\}^n}[\binom{s(f, x)}{k}]$$

\end{lemma}
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Proof. We expand $\mathbb{E}_{(J,z) \sim D} \left[ \Pr_{x} [s(f_{J,z}, x) \geq k] \right]$:  
\[
\mathbb{E}_{J,z} \left[ \Pr_{x} [s(f_{J,z}, x) \geq k] \right] = \mathbb{E}_{J} \mathbb{E}_{z} \mathbb{E}_{x} \left[ \mathbb{I} (s(f(z, x), z) \geq k) \right] = \mathbb{E}_{J} \mathbb{E}_{y} \mathbb{E}_{x} \left[ \mathbb{I} (s(f(y, x), y) \geq k) \right] \leq \mathbb{E}_{y} \left[ \Pr \left[ |J \cap S(f, y)| \geq k \right] \right] \leq \mathbb{E}_{y} \left[ \left( \frac{s(f, y)}{k} \right) \cdot p^{k} \right] \]
where the last inequality is due to the following observation. We observe that for a given $y$ and a set $S = \{i_{1}, \ldots, i_{k} \}$ of $k$ sensitive directions of $f$ at $y$, the probability that $S \subseteq J$ is $p^{k}$. We then union-bound over all subsets $S$ of cardinality $k$ of $S(f, y)$. □

We are now ready to prove the main theorem of this section (restated next).

\begin{itemize}
    
    \item[$\blacktriangleright$] Theorem 11. Let $f : \{-1,1\}^{n} \to \{-1,1\}$ with $s(f) = s$. Let $1 \leq k \leq s/10$, and let $D$ be a distribution of $(k, p)$-wise independent restrictions. Then,
    \[
    \Pr_{(J,z) \sim D} [f_{J,z} \text{ is not a } (2^{20}k)-junta] \leq O(ps)^{k} \cdot 2^{6s}
    \]
\end{itemize}

Proof. We upper and lower bound the value of
\[
(*) = \mathbb{E}_{(J,z) \sim D} \left[ \mathbb{W}^{k}[f_{J,z}] + \Pr_{x} [s(f_{J,z}, x) \geq k] \right].
\]

For the upper bound we use Lemma 13 to get
\[
\mathbb{E}_{(J,z) \sim D} \left[ \Pr_{x} [s(f_{J,z}, x) \geq k] \right] \leq (ps)^{k},
\]
and Lemma 12 and Theorem 9 to get
\[
\mathbb{E}_{(J,z) \sim D} \left[ \mathbb{W}^{k}[f_{J,z}] \right] \leq O(ps)^{k},
\]
which gives $(*) \leq O(ps)^{k}$.

For the lower bound we use the following lemma, the proof of which we defer to Section 5.

\begin{itemize}
    
    \item[$\blacktriangleright$] Lemma 14. Let $f : \{-1,1\}^{n} \to \{-1,1\}$ with $s(f) \leq s$. Let $1 \leq k \leq s/10$. Assume $\mathbb{W}^{k}[f] \leq 2^{-6s}$, and that at most $2^{-6s}$ fraction of the points in $\{-1,1\}^{n}$ have sensitivity at least $k$. Then, $f$ is a $2^{20k}$-junta.
\end{itemize}

Let $\mathcal{E}$ be the event that $f_{J,z}$ is not a $2^{20k}$-junta. Whenever $\mathcal{E}$ occurs, Lemma 2 implies that either $\Pr_{x} [s(f_{J,z}, x) \geq k] \geq 2^{-6s}$ or $\mathbb{W}^{k}[f_{J,z}] \geq 2^{-6s}$. In both cases, $\Pr_{x} [s(f_{J,z}, x) \geq k] + \mathbb{W}^{k}[f_{J,z}] \geq 2^{-6s}$. Thus, we get the lower bound
\[
(*) \geq \Pr[\mathcal{E}] \cdot \mathbb{E}_{(J,z)} \left[ \mathbb{W}^{k}[f_{J,z}] + \Pr_{x} [s(f_{J,z}, x) \geq k] \mid \mathcal{E} \right] \geq \Pr[\mathcal{E}] \cdot 2^{-6s}
\]
Comparing the upper and lower bound gives
\[
\Pr_{(J,z) \sim D} [f_{J,z} \text{ is not a } (2^{20}k)-junta] = \Pr[\mathcal{E}] \leq 2^{6s} \cdot (*) \leq 2^{6s} \cdot O(ps)^{k}. \quad \blacktriangleright
\]
5 A Strengthening of Friedgut’s Theorem for Low-Sensitivity Functions

Theorem 15 (Friedgut’s Junta Theorem - [13, Thm 9.28]). Let $f : \{-1, 1\}^n \rightarrow \{-1, 1\}$. Let $0 < \varepsilon \leq 1$ and $k \geq 0$. If $W^k[f] \leq \varepsilon$, then $f$ is $2\varepsilon$-close to a $(9^k \cdot \text{Inf}[f]/\varepsilon^2)$-junta.

Lemma 16. Let $f : \{-1, 1\}^n \rightarrow \{-1, 1\}$ with $s(f) \leq s$. Let $1 \leq k \leq s/10$. Assume $W^k[f] \leq 2^{-ks}$, and that at most $2^{-ks}$ fraction of the points in $\{-1, 1\}^n$ have sensitivity at least $k$. Then, $f$ is a $2^{20k}$-junta.

Proof. We first show that $\text{Inf}[f] \leq k$. By Theorem 5, $f$ depends on at most $4^s \cdot s$ variables. Thus, $\text{Inf}[f] \leq (k - 1) + W^k[f] \cdot (4^s \cdot s) \leq (k - 1) + 1 = k$. Apply Friedgut’s theorem with $\varepsilon = 2^{-6k-1} \geq W^k[f]$. We get a $K$-junta $h$, for

$$K = 9^k \cdot \text{Inf}[f]^{3/2} \leq 9^k \cdot k^3 \cdot 2^{12k+2} < 2^{20k},$$

that $2\varepsilon = 2^{-6k}$ approximates $f$. Let $C_1, \ldots, C_N$ be the subcubes corresponding to the $N = 2^K$ different assignments to the junta variables. Without loss of generality, under each $C_i$, $h$ attains the constant value that is the majority-vote of $f$ on $C_i$. In other words, $f$ and $h$ agree on at least $1/2$ of the points in each subcube $C_i$.

Let $p_i = |\{x \in C_i : f(x) \neq h(x)\}|/|C_i|$, for $i \in [N]$. By the above discussion, $0 \leq p_i \leq 1/2$. In addition, since $f|_{C_i}$ has sensitivity at most $s$, if $p_i > 0$, then $p_i \geq 2^{-s}$ using Corollary 4.

Assume towards contradiction that $h \neq f$. We will think of the hamming cube $\{-1, 1\}^n$ as an outer cube of dimension $K$, and an inner cube of dimension $n - K$. Each subcube $C_i$ is an instance of the inner cube $\{-1, 1\}^{n-K}$. The graph of subcubes is an instance of the outer cube $\{-1, 1\}^K$. Call a subcube $C_i$:

- **decisive** if $p_i = 0$;
- **confused** if $2^{-s} \leq p_i < 2^{-k-1}$, or
- **indecisive** if $p_i \geq 2^{-k-1}$.

Denote by $\alpha, \beta, \gamma$ the fraction of decisive, confused and indecisive subcubes correspondingly.

Since we assumed (towards contradiction) that $h \neq f$, at least one subcube is confused or indecisive. Consider the graph $G$ of subcubes, which is isomorphic to $\{-1, 1\}^K$, in which each vertex represents either a decisive, confused or indecisive subcube, and two vertices are adjacent if and only if their corresponding subcubes are adjacent in $\{-1, 1\}^n$. First, we show that at least $2^{-2s}$ fraction of the subcubes are confused or indecisive. Assume otherwise, then by Harper’s inequality (Thm. 3) there is a confused or indecisive cube $C_i$ with at least $2s + 1$ decisive subcubes as neighbors. As there are points with both $\{-1, 1\}$ values in $C_i$, we may pick a point $x \in C_i$ whose value is the opposite of the majority of the decisive neighbor subcubes of $C_i$, which gives $s(f, x) \geq s + 1$, a contradiction. We thus have

$$\alpha + \gamma \geq 2^{-2s}$$

Next, we show that $\beta$ is very small and in particular much smaller than $\gamma$. Towards this end, we shall analyze the sensitivity within confused subcubes. If $C_i$ is confused (i.e., $2^{-s} \leq p_i < 2^{-k-1}$), then by Harper’s inequality (inside $C_i$) the average sensitivity on the minority of $f|_{C_i}$ is greater than $k + 1$. Since sensitivity ranges between 0 to $s$, at least $1/s$ of the points with minority value in $f|_{C_i}$ have sensitivity at least $k$ (otherwise the average

---

Note that our final goal will be to show that $f$ actually depends on $2^{20k}$ variables, and that $k$ can be significantly smaller than $s$. 
sensitivity among them will be less than \( (1/s) \cdot s + k \leq k + 1 \). As there are at least \( 2^{-s} \) points with the minority value on the subcube \( C_i \), we get that at least \( 2^{-s}/s \geq 2^{-2s} \) fraction of the points in \( C_i \) have sensitivity at least \( k \).

If the fraction of confused subcubes is more than \( 2^{-2s}/(K+1) \), then more than \( 2^{-4s}/(K+1) \geq 2^{-6s} \) fraction of the points in \( \{-1,1\}^n \) has sensitivity at least \( k \), which contradicts one of the assumptions. Thus,

\[
\beta \leq 2^{-2s}/(K+1).
\]

Furthermore, combining Eq. (5) and (6), we have that the fraction of indecisive subcubes, \( \gamma \), is at least

\[
\gamma \geq 2^{-2s} \cdot \frac{K}{K+1} \geq K \cdot \beta.
\]

Consider again the graph \( G \) of subcubes (which is isomorphic to \( \{-1,1\}^K \)). Recall that each vertex in the graph \( G \) corresponds to a subcube which is either decisive, confused or indecisive. Call \( A \) the set of vertices that correspond to indecisive subcubes. Then, \( |A| = \gamma \cdot 2^K \). By the fact that \( h \) approximates \( f \) with error at most \( 2^{-6k} \), the size of \( A \) is at most \( 2^{-6k} \cdot 2^{K+1} \cdot 2^K \leq 2^{-4k} \cdot 2^K \), i.e., \( \gamma \leq 2^{-4k} \). By Harper’s inequality, \( |E(A, \overline{A})| \geq |A| \cdot (4k) \).

There are at most \( \beta \cdot 2^k \cdot K \leq \gamma \cdot 2^k = |A| \) edges touching confused nodes, hence there are at least \( |A| \cdot (4k - 1) \) edges from \( A \) to decisive nodes. As before, the maximal number of edges from a node in \( A \) to decisive nodes is at most \( 2s \), otherwise we get a contradiction to \( s(f) \leq s \). This implies that at least 1/2s fraction of the nodes in \( A \) have at least 4k - 2 edges to decisive subcubes. For each indecisive subcube \( C_i \), with at least 4k - 2 edges to decisive subcubes, let \( b \in \{-1,1\} \) be the majority-vote among these decisive subcubes. All points with value \( -b \) in \( C_i \) have sensitivity at least \( (4k-2)/2 \geq 2k - 1 \geq k \), and the fraction of such points in \( C_i \) is at least \( 2^{-k-1} \). Using Eq. (7) we get that

\[
\gamma \cdot \frac{1}{2s} \cdot 2^{-k-1} \geq 2^{-2s} \cdot \frac{K}{K+1} \cdot \frac{1}{2s} \cdot 2^{-k-1} \geq 2^{-6s}
\]

of the points in \( \{-1,1\}^n \) have sensitivity at least \( k \), which yields a contradiction.  
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A Does the NW-Generator Fool Low-Sensitivity Functions?

In this section we recall the construction and analysis of the NW-Generator [12]. For ease of notation, we treat Boolean functions here as \( f : \{0,1\}^n \rightarrow \{0,1\} \). Suppose we want to construct a pseudorandom function fooling a class of Boolean functions \( \mathcal{C} \). Nisan and Wigderson provide a generic way to construct such PRGs based on the premise that there is some explicit function \( f \) which is average-case hard for a class \( \mathcal{C}' \) that slightly extends \( \mathcal{C} \). Recall that \( \text{Sens}(s) \) is the class of all Boolean functions with sensitivity at most \( s \). In the case \( \mathcal{C} = \text{Sens}(s) \), the argument may fail, because \( \mathcal{C}' \) is not provably similar to \( \mathcal{C} \). The difficulty comes from the fact that low-sensitivity functions are not closed under projections as will be explained later.

Let \( f : \{0,1\}^r \rightarrow \{0,1\} \) be a function that is average-case hard for class \( \mathcal{C} \). Let \( S_1, \ldots, S_n \subseteq [r] \) be a design over a universe of size \( r \) where \( |S_i| = \ell \), and \( |S_i \cap S_j| \leq \alpha \) for all \( i \neq j \in [n] \) (think of \( \alpha \) as much smaller than \( \ell \)). The NW-generator \( G_f : \{0,1\}^r \rightarrow \{0,1\}^n \) is defined as

\[
G_f(x_1, \ldots, x_r) = (f(x_{S_1}), f(x_{S_2}), \ldots, f(x_{S_n}))
\]

where \( x_{S_i} \) is the restriction of \( x \) to the coordinates in \( S_i \), for any set \( S_i \subseteq [n] \).
The proof that the NW-generator fools $\mathcal{C}$ goes via a contrapositive argument. We assume that there is a distinguisher $c \in \mathcal{C}$ such that

$$\left| \mathbb{E}_{z \in \{0,1\}^n}[c(G_f(z))] - \mathbb{E}_{x \in \{0,1\}^n}[c(x)] \right| \geq \varepsilon,$$

and prove that $f$ can be computed on more than $\frac{1}{2} + \Omega(\varepsilon)/n$ fraction of the inputs by some function $c''$, which is not much more complicated than $c$. First, by Yao’s next-bit predictor lemma, there exists an $i \in [n]$ and constants $a_1, \ldots, a_n, b \in \{0,1\}$ such that

$$\Pr_{x \in \{0,1\}^n}[c'(f(x_{S_1}), f(x_{S_2}), \ldots, f(x_{S_{i-1}}), a_i, \ldots, a_n) \oplus b = f(x_{S_i})] \geq \frac{1}{2} + \frac{\Omega(\varepsilon)}{n}.$$ 

Since the class of function with sensitivity $s$ is closed under restrictions (i.e., fixing the input variables to constant values) and negations we have that $c'(z_1, \ldots, z_{i-1}) := c(z_1, \ldots, z_{i-1}, a_i, \ldots, a_n) \oplus b$ is of sensitivity at most $s$. We get

$$\Pr_{x \in \{0,1\}^S_i}[c'(f(x_{S_1}), f(x_{S_2}), \ldots, f(x_{S_{i-1}})) = f(x_{S_i})] \geq \frac{1}{2} + \frac{\Omega(\varepsilon)}{n}.$$ 

Next, we wish to fix all values in $[r] \setminus S_i$. By averaging there exists an assignment $y$ to the variables in $[r] \setminus S_i$ such that

$$\Pr_{x \in \{0,1\}^S_i}[c'(f((x \circ y)_{S_1}), f((x \circ y)_{S_2}), \ldots, f((x \circ y)_{S_{i-1}})) = f(x_{S_i})] \geq \frac{1}{2} + \frac{\Omega(\varepsilon)}{n}.$$ 

Note that for $j = 1, \ldots, i - 1$, the value of $f((x \circ y)_{S_j})$ depends only on the variables in $S_j \cap S_i$ and there aren’t too many such variables (at most $\alpha$). The next step is to consider $c'' : \{0,1\}^{S_i} \to \{0,1\}$, defined by $c''(x) = c'(f((x \circ y)_{S_1}), f((x \circ y)_{S_2}), \ldots, f((x \circ y)_{S_{i-1}}))$, that have agreement at least $1/2 + \Omega(\varepsilon)/n$ with $f(x_{S_i})$. If $c''$ is a “simple” function then we get a contradiction as $f$ is average-case hard.

It seems that $c''$ is simple, since it is the composition of $c'$ with $\alpha$-juntas. However, the point that we want to make is that even if $c''$ is low-sensitivity and even if $\alpha = 1$, we are not guaranteed that $c''$ is of low-sensitivity.

To see this, suppose that $\alpha = 1$, i.e., all $|S_j \cap S_i| \leq 1$ for $j < i$. This means that as a function of $x$, each $f((x \circ y)_{S_j})$ depends on at most one variable, i.e., $f((x \circ y)_{S_j}) = a_j \cdot x_{k_j} \oplus b_j$ for some index $k_j \in S_i$ and some constants $a_j, b_j \in \{0,1\}$. We get that

$$c''(x) = c'(a_1 \cdot x_{k_1} \oplus b_1, a_2 \cdot x_{k_2} \oplus b_2, \ldots, a_\ell \cdot x_{k_\ell} \oplus b_\ell).$$

Next, we argue that $c''$ could potentially have very high sensitivity. To see that, observe that flipping one bit $x_i$ in the input to $c''$ results in changing a block of variables in the input to $c'$, as there may be several $j$ for which $k_j = i$. In the worst-case scenario, the sensitivity of $c''$ could be as big as the block sensitivity of $c'$. However, the best known bound is only $bs(f) \leq 2^{s(f)\cdot \Omega(1)}$ for any Boolean function $f$ [4]. This means that we can only guarantee that $s(c'') \leq bs(c') \leq 2^{\frac{1}{2} + \Omega(1)}$, and we do not have average-case hardness for such high-sensitivity functions.

\textbf{Remark.} The above argument shows that the standard analysis of the Nisan-Wigderson generator applied to low-sensitivity Boolean functions breaks, but it does not mean that the generator does not ultimately fool $\text{Sens}(s)$. Indeed, assuming the sensitivity conjecture, the argument will follow through.
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Abstract

We introduce a novel model for scheduling with explorable uncertainty. In this model, the processing time of a job can potentially be reduced (by an a priori unknown amount) by testing the job. Testing a job \( j \) takes one unit of time and may reduce its processing time from the given upper limit \( \bar{p}_j \) (which is the time taken to execute the job if it is not tested) to any value between 0 and \( \bar{p}_j \). This setting is motivated e.g. by applications where a code optimizer can be run on a job before executing it. We consider the objective of minimizing the sum of completion times on a single machine. All jobs are available from the start, but the reduction in their processing times as a result of testing is unknown, making this an online problem that is amenable to competitive analysis. The need to balance the time spent on tests and the time spent on job executions adds a novel flavor to the problem. We give the first and nearly tight lower and upper bounds on the competitive ratio for deterministic and randomized algorithms. We also show that minimizing the makespan is a considerably easier problem for which we give optimal deterministic and randomized online algorithms.
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1 Introduction

Uncertainty in scheduling has been modeled and investigated in many different ways, particularly in the frameworks of online optimization, stochastic optimization, and robust optimization. All these different approaches have the common assumption that the uncertain information, e.g., the processing time of a job, cannot be explored before making scheduling
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decisions. However, in many applications there is the opportunity to gain exact or more precise information at a certain additional cost, e.g., by investing time, money, or bandwidth.

In this paper, we introduce a novel model for scheduling with explorable uncertainty. Given a set of $n$ jobs, every job $j$ can optionally be tested prior to its execution. A job that is executed without testing has processing time $\bar{p}_j \in Q^+$, while a tested job has processing time $p_j$ with $0 \leq p_j \leq \bar{p}_j$. Testing a job takes one unit of time on the same resource (machine) that processes jobs. Initially the algorithm knows for each job $j$ only the upper limit $\bar{p}_j$, and gets to know the time $p_j$ only after a test. Tested jobs can be executed at any time after their test. An algorithm must carefully balance testing and execution of jobs by evaluating the benefit and cost for testing.

We focus on scheduling on a single machine. Unless otherwise noted, we consider the sum of completion times as the minimization objective. We use competitive analysis to assess the performance of algorithms.

For the standard version of this single-machine scheduling problem, i.e., without testing, it is well known that the Shortest Processing Time (SPT) rule is optimal for minimizing the sum of completion times. The addition of testing, combined with the fact that the processing times $p_j$ are initially unknown to the algorithm, turns the problem into an online problem with a novel flavor. An algorithm must decide which jobs to execute untested and which jobs to test. Once a job has been tested, the algorithm must decide whether to execute it immediately or to defer its execution while testing or executing other jobs. At any point in the schedule, it may be difficult to choose between testing a job (which might reveal that it has a very short processing time and hence is ideally suited for immediate execution) and executing an untested or previously tested job. Testing a job yields information that may be useful for the scheduler, but may delay the completion times of many jobs. Finding the right balance between tests and executions poses an interesting challenge.

If the processing times $p_j$ that jobs have after testing are known, an optimal schedule is easy to determine: Testing and executing job $j$ takes time $1 + p_j$, so it is beneficial to test the job only if $1 + p_j < \bar{p}_j$. In the optimal schedule, jobs are therefore ordered by non-decreasing $\min\{1 + p_j, \bar{p}_j\}$. In this order, the jobs with $1 + p_j < \bar{p}_j$ are tested and executed while jobs with $1 + p_j \geq \bar{p}_j$ are executed untested. (For jobs with $1 + p_j = \bar{p}_j$ it does not matter whether the job is tested and executed, or executed untested.)

**Motivation and applications.** Scheduling with testing is motivated by a range of application settings where an operation that corresponds to a test can be applied to jobs before they are executed. We discuss some examples of such settings. First, consider the execution of computer programs on a processor. A test could correspond to a code optimizer that takes unit time to process the program and potentially reduces its running-time. The upper limit of a job describes the running-time of the program if the code optimizer is not executed.

As another application, consider the transmission of files over a network link. It is possible to run a compression algorithm that can reduce the size of a file by an *a priori* unknown amount. If a file is incompressible (e.g., if it is already compressed), its size cannot be reduced at all. Running the compression algorithm corresponds to a test.

In some systems, a job can be executed in two different modes, a *safe* mode and an *alternative* mode. The safe mode is always possible. The alternative mode may have a shorter processing time, but is not possible for every job. A test is necessary to determine whether the alternative mode is possible for a job and what the processing time in the alternative mode would be.
As a final application area, consider settings where a diagnosis can be carried out to determine the exact processing time of a job. For example, a fault diagnosis can determine the time needed for a repair job, or a medical diagnosis can determine the time needed for a consultation and treatment session with a patient. Assume that the resource that carries out the diagnosis is the same resource that executes the job (e.g., an engineer or a medical doctor), and that the resource must be allocated to a job for an uninterruptible period that is guaranteed to cover the actual time needed for the job. If the diagnosis takes unit time, we arrive at our problem of scheduling with testing.

Depending on the application under consideration, it may appear more natural to speak about ‘compressing’ or ‘optimizing’ rather than ‘testing’ a job, but for the sake of simplicity we use the term ‘testing’ throughout this paper.

In some applications, it may be appropriate to allow the time for testing a job to be different for different jobs (e.g., proportional to the upper limit of a job). We leave the consideration of such generalizations of the problem to future work.

Related work. Scheduling with testing can be viewed as a problem in the area of explorable (or queryable) uncertainty, where additional information about the input can be learned using a query operation (in our case, a test). The line of research on optimization with explorable uncertain data has been initiated by Kahan [8] in 1991. His work concerns selection problems with the goal of minimizing the number of queries that are necessary to find the optimal solution. Later, other problems studied in this uncertainty model include finding the $k$-th smallest value in a set of uncertainty intervals [8, 7, 5] (also with non-uniform query cost [5]), caching problems in distributed databases [12], computing a function value [9], and classical combinatorial optimization problems, such as shortest path [4], finding the median [5], the knapsack problem [6], and the MST problem [3, 11]. While most work aims for minimal query sets to guarantee exact optimal solutions, Olsten and Widom [12] initiate the study of trade-offs between the number of queries and the precision of the found solution. They are concerned with caching problems. Further work in this vein can be found in [9, 4, 5].

In all this previous work, the execution of queries is separate from the actual optimization problem being solved. In our case, the tests are executed by the same machine that runs the jobs. Hence, the tests are not considered separately, but they directly affect the objective value of the actual problem (by delaying the completion of other jobs while a job is being tested). Hence, instead of minimizing the number of tests needed until an optimal schedule can be computed (which would correspond to the standard approach in the work on explorable uncertainty discussed above), in our case the tests of jobs are part of the schedule, and we are interested in the sum of completion times as the single objective function.

Our adversarial model is inspired by (and draws motivation from) recent work on a stochastic model of scheduling with testing introduced in [10, 13]. They consider the problem of minimizing the weighted sum of completion times on one machine for jobs whose processing times and weights are random variables with a joint distribution, and are independent and identically distributed across jobs. In their model, testing a job does not make its processing time shorter, it only provides information for the scheduler (by revealing the exact weight and processing time for a job, whereas initially only the distribution is known). They present structural results about optimal policies and efficient optimal or near-optimal solutions based on dynamic programming.

Our contribution. A scheduling algorithm in the model of explorable uncertainty has to make two types of decisions: which jobs should be tested, and in what order should job executions and tests be scheduled. There is a subtle compromise to be found between
investing time to test jobs and the benefit one can gain from these tests. We design scheduling algorithms that address this exploration-exploitation question in different ways and provide nearly tight bounds on the competitive ratio. In our analysis, we first show that worst-case instances have a particular structure that can be described by only a few parameters. This goes hand in hand with analyzing also the structure of both, an optimal and an algorithm’s schedule. Then we express the total cost of both schedules as functions of these few parameters. It is noteworthy that, under the assumptions made, we typically characterize the exact worst-case ratio. Given the parameterized cost ratio, we analyze the worst-case parameter choice. This technical part involves second order analysis which can be performed with computer assistance. We use the algebraic solver Mathematica.

Our results are the following. For scheduling with testing on a single machine with the objective of minimizing the sum of completion times, we present a 2-competitive deterministic algorithm and prove that no deterministic algorithm can achieve competitive ratio less than 1.8546. We then present a 1.7453-competitive randomized algorithm, showing that randomization provably helps for this problem. We also give a lower bound of 1.626 on the best possible competitive ratio of any randomized algorithm. Both lower bounds hold even for instances with uniform upper limits where every processing time is either 0 or equal to the upper limit. We call such instances extreme uniform instances. For such instances we give a 1.8668-competitive algorithm. In the special case where the upper limit of all jobs is \( \approx 1.9896 \), the value used in our deterministic lower bound construction, that algorithm is even 1.8552-competitive. For the case of uniform upper limits and arbitrary processing times, we give a deterministic 1.9338-competitive algorithm. An overview of these results is shown in Table 1. Finally, we also mention some results for the simpler problem of minimizing the makespan in scheduling with testing.

Omitted proofs can be found in a full version of the paper; see the preprint [2]. Computations performed with the support of Mathematica are provided as notebook- and pdf-files at a companion webpage.\(^1\)

### Table 1

<table>
<thead>
<tr>
<th>competitive ratio</th>
<th>lower bound</th>
<th>upper bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>deterministic algorithms</td>
<td>1.8546</td>
<td>2</td>
</tr>
<tr>
<td>randomized algorithms</td>
<td>1.6257</td>
<td>1.7453</td>
</tr>
<tr>
<td>det. alg. on uniform instances</td>
<td>1.8546</td>
<td>1.9338*</td>
</tr>
<tr>
<td>det. alg. on extreme uniform instances</td>
<td>1.8546</td>
<td>1.8668</td>
</tr>
<tr>
<td>det. alg. on extreme uniform inst. with ( \bar{p} \approx 1.9896 )</td>
<td>1.8546</td>
<td>1.8552</td>
</tr>
</tbody>
</table>

\(^1\) [http://cslog.uni-bremen.de/nmegow/public/mathematica-SwT.zip](http://cslog.uni-bremen.de/nmegow/public/mathematica-SwT.zip)
Performance analysis. We compare the performance of an algorithm ALG to the optimal schedule using competitive analysis [1]. We denote by ALG(I) the objective value (cost) of the schedule produced by ALG for an instance I, and by Opt(I) the optimal cost. An algorithm ALG is \( \rho \)-competitive or has competitive ratio at most \( \rho \) if \( \frac{\text{ALG}(I)}{\text{Opt}(I)} \leq \rho \) for all instances \( I \) of the problem. For randomized algorithms, ALG(I) is replaced by \( E[\text{ALG}(I)] \) in this definition.

When we analyze an algorithm or the optimal schedule, we will typically first argue that the schedule has a certain structure with different blocks of tests or job completions. Once we have established that structure, the cost of the schedule can be calculated by adding the cost for each block taken in isolation, plus the effect of the block on the completion times of later jobs. For example, assume that we have \( n \) jobs with upper limit \( \bar{p} \), that \( \alpha n \) of these jobs are short, with processing time 0, and \( (1 - \alpha)n \) jobs are long, with processing time \( \bar{p} \). If an algorithm (in the worst case) first tests the \( (1 - \alpha)n \) long jobs, then tests the \( \alpha n \) short jobs and executes them immediately, and finally executes the \( (1 - \alpha)n \) long jobs that were tested earlier (see also Figure 1), the total cost of the schedule can be calculated as

\[
(1 - \alpha)n^2 + \frac{\alpha n(\alpha n + 1)}{2} + \alpha n(1 - \alpha)n + \frac{(1 - \alpha)n((1 - \alpha)n + 1)}{2} \bar{p}
\]

where \( (1 - \alpha)n^2 \) is the total delay that the \( (1 - \alpha)n \) tests of long jobs add to the completion times of all \( n \) jobs, \( \frac{\alpha n(\alpha n + 1)}{2} \) is the sum of completion times of a block with \( \alpha n \) short jobs that are tested and executed, \( \alpha n(1 - \alpha)n \) is the total delay that the block of short jobs with total length \( \alpha n \) adds to the completion times of the \( (1 - \alpha)n \) jobs that come after it, and \( \frac{(1 - \alpha)n((1 - \alpha)n + 1)}{2} \bar{p} \) is the sum of completion times for a block with \( (1 - \alpha)n \) job executions with processing time \( \bar{p} \) per job.

Lower limits. A natural generalization of the problem would be to allow each job \( j \) to have, in addition to its upper limit \( \bar{p}_j \), also a lower limit \( \ell_j \), such that the processing time after testing satisfies \( \ell_j \leq p_j \leq \bar{p}_j \). We observe that the presence of lower limits has no effect on the optimal schedule, and can only help an algorithm. As we are interested in worst-case analysis, we assume in the remainder of the paper that every job has a lower limit of 0. Any algorithm that is \( \rho \)-competitive in this case is also \( \rho \)-competitive in the case with arbitrary lower limits (the algorithm can simply ignore the lower limits).

Jobs with small \( \bar{p}_j \). We will consider several algorithms and prove competitiveness for them. We observe that any \( \rho \)-competitive algorithm may process jobs with \( \bar{p}_j < \rho \) without testing in order of increasing \( \bar{p}_j \) at the beginning of its schedule.

\[\textbf{Lemma 1.} \text{ Without loss of generality any algorithm ALG (deterministic or randomized) claiming competitive ratio } \rho \text{ starts by scheduling untested all jobs } j \text{ with } \bar{p}_j < \rho \text{ in increasing order of } \bar{p}_j. \text{ Also worst-case instances for ALG consist solely of jobs } j \text{ with } \bar{p}_j \geq \rho.\]
Increasing or decreasing Alg and Opt. Throughout the paper we sometimes consider worst-case instances consisting of only a few different job types. The following proposition allows us to do so in some cases.

**Proposition 2.** Fix some algorithm Alg and consider a family of instances described by some parameter \( x \in [\ell, u] \), which could represent \( p_j \) or \( \bar{p}_j \) for some job \( j \) or for some set of jobs. Suppose that both Opt and Alg are linear in \( x \) for the range \([\ell, u]\). Then the ratio \( \text{Alg/Opt} \) does not decrease for at least one of the two choices \( x = \ell \) or \( x = u \). Moreover, if Opt and Alg are increasing in \( x \) with the same slope, then this holds for \( x = \ell \).

We can make successive use of this proposition in order to show useful properties on worst-case instances. For this purpose we say that a schedule is insensitive to changes of the processing times, if the order of tests and job executions does not change, even though some completion times could be shifted.

**Lemma 3.** Suppose that there is an interval \([\ell', u']\) such that Opt schedules all jobs \( j \) with \( p_j \in [\ell', u'] \) either all tested or all untested, independently of the actual processing time in \([\ell', u']\). Suppose that this holds also for Alg. Moreover suppose that both Opt and Alg are insensitive to changes of the processing times in \([\ell', u']\) which maintain the ordering of processing times. Then there is a worst-case instance for Alg where every job \( j \) with \( p_j \in [\ell', u'] \) satisfies \( p_j \in \{\ell', u'\} \).

**Proof sketch.** The proof consists of fixing some set of jobs \( S \) of the same processing time and identifying an interval \([\ell, u]\) around it with \([\ell, u] \subseteq [\ell', u']\). Then we can show that both costs Opt and Alg are linear in \( x \) when changing the processing times of the jobs in \( S \) to any value \( x \in [\ell, u] \). Proposition 2 implies that choosing \( x \in \{\ell, u\} \) does not decrease the competitive ratio. This argument can be repeated until the number of distinct processing times in the open interval \((\ell', u')\) decreases to zero.

3 Deterministic Algorithms

3.1 Algorithm Threshold

We show a competitive ratio of 2 for a natural algorithm that uses a threshold to decide whether to test a job or execute it untested.

**Algorithm (Threshold).** First jobs with \( \bar{p}_j < 2 \) are scheduled in order of non-decreasing upper limits without testing. Then all remaining jobs are tested. If the revealed processing time of job \( j \) is \( p_j \leq 2 \) (short jobs), then the job is executed immediately after its test. After all pending jobs (long jobs) have been tested, they are scheduled in order of increasing processing time \( p_j \).

By Lemma 1 we may restrict our analysis w.l.o.g. to instances with \( \bar{p}_j \geq 2 \). Note, that on such instances Threshold tests all jobs. From a simple interchange argument it follows that the structure of the algorithm’s solution in a worst-case instance is as follows.

- The algorithm tests all jobs that have \( p_j > 2 \), and defers them.
- The algorithm tests short jobs \( (p_j \leq 2) \) and executes each of them right away. The jobs are tested in order of non-increasing processing time.
- The algorithm executes all deferred long jobs in order of non-decreasing processing times.

An optimal solution will not test jobs with \( p_j + 1 \geq \bar{p}_j \). It sorts jobs in non-decreasing order of values \( \min\{1 + p_j, \bar{p}_j\} \).

First, we analyze and simplify worst-case instances.
Lemma 4. There is a worst-case instance for Threshold in which all short jobs with \( p_j \leq 2 \) have processing time either 0 or 2.

Lemma 5. There is a worst-case instance in which long jobs with \( p_j > 2 \) satisfy \( p_j = \bar{p}_j = 2 + \epsilon \) for infinitesimally small \( \epsilon > 0 \).

Now we are ready to prove the main result.

Theorem 6. Algorithm Threshold has competitive ratio at most 2.

Proof. We consider worst-case instances given by Lemmas 4 and 5. Let \( a \) be the number of short jobs with \( p_j = 0 \), let \( b \) be the number of short jobs with \( \bar{p}_j = p_j = 2 \), and let \( c \) be the number of long jobs with \( \bar{p}_j = 2 + \epsilon \), see Figure 2.

Threshold’s solution for a worst-case instance first tests all long jobs, then tests and executes the short jobs in decreasing order of processing times, and completes with the executions of long jobs. The total objective value \( ALG \) is

\[
ALG = (a + b + c)c + b(b + 1)/2 \cdot 3 + 3b(a + c) + a(a + 1)/2 + a \cdot c + c(c + 1)/2 \cdot (2 + \epsilon).
\]

An optimum solution tests and schedules first all 0-length jobs and then executes the remaining jobs without tests. The objective value is

\[
OPT = a(a + 1)/2 + a(b + c) + b(b + 1)/2 \cdot 2 + 2bc + c(c + 1)/2 \cdot (2 + \epsilon).
\]

Simple transformation shows that \( ALG \leq 2 \cdot OPT \) is equivalent to

\[
2ab + 2c^2 \leq a^2 + b^2 + a + b + c(c + 1)(2 + \epsilon) \iff 0 \leq (a - b)^2 + a + b + c^2 \epsilon + c(2 + \epsilon),
\]

which is obviously satisfied and the theorem follows.

3.2 Deterministic lower bound

In this section we give a lower bound on the competitive ratio of any deterministic algorithm. The instances constructed by the adversary have a very special form: All jobs have the same upper limit \( \bar{p} \), and the processing time of every job is either 0 or \( \bar{p} \).

Consider instances of \( n \) jobs with uniform upper limit \( \bar{p} > 1 \), and consider any deterministic algorithm. We say that the algorithm touches a job when it either tests the job or executes it untested. We re-index jobs in the order in which they are first touched by the algorithm, i.e., job 1 is the first job touched by the algorithm and job \( n \) is the last. The adversary fixes a fraction \( \delta \in [0, 1] \) and sets the processing time of job \( j \), \( 1 \leq j \leq n \), to:

\[
p_j = \begin{cases} 
0 & \text{if } j \text{ is executed by the algorithm untested, or } j > \delta n \\
\bar{p} & \text{if } j \text{ is tested by the algorithm and } j \leq \delta n
\end{cases}
\]
A job \( j \) is called short if \( p_j = 0 \) and long if \( p_j = \bar{p} \). Let \( j_0 \) be the smallest integer that is greater than \( \delta n \). Job \( j_0 \) is the first of the last \( (1 - \delta) n \) jobs, which are short no matter whether the algorithm tests them or not.

We assume the algorithm knows \( \bar{p} \) and \( \delta \), which can only improve the performance of the best-possible deterministic algorithm. Note that with \( \delta \) and \( \bar{p} \) known to the algorithm, it has full information about the actions of the adversary. Nevertheless, it is still non-trivial for an algorithm to decide for each of the first \( \delta n \) jobs whether to test it (which makes the job a long job, and hence the algorithm spends time \( \bar{p} + 1 \) on it while the optimum executes it untested and spends only time \( \bar{p} \)) or to execute it untested (which makes it a short job, and hence the algorithm spends time \( \bar{p} \) on it while the optimum spends only time 1).

Let us first determine the structure of the schedule produced by an algorithm that achieves the best possible competitive ratio for instances created by this adversary, as displayed in Figure 3.

**Lemma 7.** The schedule of a deterministic algorithm with best possible competitive ratio has the following form, where \( \lambda, \nu \geq 0 \) and \( \nu + \lambda \leq \delta \): The algorithm first executes \( \nu n \) jobs untested, then tests and executes \( \lambda n \) long jobs, then tests and executes \( (\delta - \nu - \lambda)n \) long jobs and delays their execution, then tests and executes the remaining \( (1 - \delta)n \) short jobs, and finally executes the \( (\delta - \nu - \lambda)n \) delayed long jobs that were tested earlier.

The cost of the algorithm in dependence on \( \nu, \lambda, \delta \) and \( \bar{p} \) can now be expressed as:

\[
\text{ALG}(\nu, \lambda, \delta, \bar{p}) = n^2 \left( \frac{\nu^2}{2} \bar{p} + \nu \bar{p} (1 - \nu) + \frac{\lambda^2}{2} (1 + \bar{p}) + \lambda (1 + \bar{p}) (1 - \nu - \lambda) \right) + (\delta - \nu - \lambda) (1 - \nu - \lambda) + \frac{(\delta - \nu - \lambda)^2}{2} \bar{p} + O(n)
\]

The optimal schedule first tests and executes the \( (\nu + 1 - \delta)n \) short jobs and then executes the \( (\delta - \nu)n \) long jobs untested. Hence, the optimal cost, which depends only on \( \nu, \delta \) and \( \bar{p} \), is:

\[
\text{OPT}(\nu, \delta, \bar{p}) = n^2 \left( \frac{(\nu + 1 - \delta)^2}{2} + (\nu + 1 - \delta)(\delta - \nu) + \frac{(\delta - \nu)^2}{2} \bar{p} \right) + O(n)
\]

Let \( \text{ALG}'(\nu, \lambda, \delta, \bar{p}) = \lim_{n \to \infty} \frac{1}{n^2} \text{ALG}(\nu, \lambda, \delta, \bar{p}) \) and \( \text{OPT}'(\nu, \delta, \bar{p}) = \lim_{n \to \infty} \frac{1}{n} \text{OPT}(\nu, \delta, \bar{p}) \). As the adversary can choose \( \delta \) and \( \bar{p} \), while the algorithm can choose \( \nu \) and \( \lambda \), the value

\[
R = \max_{\delta, \bar{p}} \min_{\nu, \lambda} \frac{\text{ALG}'(\nu, \lambda, \delta, \bar{p})}{\text{OPT}'(\nu, \delta, \bar{p})}
\]
gives a lower bound on the competitive ratio of any deterministic algorithm in the limit for \( n \to \infty \). By making \( n \) sufficiently large, the adversary can create instances with finite \( n \) that give a lower bound that is arbitrarily close to \( R \).

The exact optimization of \( \delta \) and \( \bar{p} \) is rather technical as it involves the optimization of rational functions of several variables. The choices \( \delta = 0.6306655 \) and \( \bar{p} = 1.9896202 \) give a lower bound of 1.854628. (The fully optimized value of \( R \) is less than \( 1.1 \cdot 10^{-7} \) larger.)

\[ \text{Theorem 8.} \quad \text{No deterministic algorithm can achieve a competitive ratio below } 1.854628. \]

This holds even for instances with uniform upper limit where each processing time is either 0 or equal to the upper limit.

### 4 Randomized Algorithms

#### 4.1 Algorithm Random

\[ \text{Algorithm (Random).} \quad \text{The algorithm has parameters } 1 \leq T \leq E \text{ and works in 3 phases.} \]

First, it executes all jobs with \( \bar{p}_j < T \) without testing in order of increasing \( \bar{p}_j \). Then, it tests all jobs with \( \bar{p}_j \geq T \) in uniform random order. Each tested job \( j \) is executed immediately after its test if \( p_j \leq E \) and is deferred otherwise. Finally, all deferred jobs are executed in order of increasing processing time.

We analyze the competitive ratio of Random, and optimize the parameters \( T, E \) such that the resulting competitive ratio is \( T \).

\[ \text{Theorem 9.} \quad \text{The competitive ratio of the algorithm Random is at most } 1.7453. \]

**Proof sketch.** By Lemma 1 we restrict to instances with \( \bar{p}_j \geq T \) for all jobs. Then, the schedule produced by Random can be divided into two parts, see Figure 4. Part (1) contains all tests, of which those that yield processing time \( p_j \) at most \( E \) are immediately followed by the job’s execution. Part (2) contains all jobs that are tested and have processing time larger than \( E \). These jobs are ordered by increasing processing time. Jobs in the first part are completed in an arbitrary order.

Furthermore, we can assume \( \bar{p}_j = \max \{ p_j, T \} \) for all jobs. Reducing \( \bar{p}_j \) to this value does not change the cost or behavior of Random, but may decrease the cost of Opt. We make extensive use of Proposition 2 to show that the worst-case instance consists of only 4 types of jobs. As a result, the adversary chooses fractions \( \alpha, \beta, \gamma \geq 0 \) (of total sum at most 1) describing the following instance.

- A \( 1 - \alpha - \beta - \gamma \) fraction of the jobs have \( \bar{p}_j = T \) and \( p_j = 0 \).
- An \( \alpha \) fraction of the jobs have \( \bar{p}_j = T \) and \( p_j = T \).
- A \( \beta \) fraction of the jobs have \( \bar{p}_j = E \) and \( p_j = E \).
- A \( \gamma \) fraction of the jobs have \( \bar{p}_j = E + \epsilon \) and \( p_j = E + \epsilon \) for some arbitrarily small \( \epsilon > 0 \).

In this setting the cost of Random as well as the optimal cost can be expressed as a function in \( \alpha, \beta, \gamma, T, E, n \) each consisting of two parts: one multiple of \( n^2 \) and the other multiple of \( n \). We start to analyze the ratio only for the first part, and verify that the ratio also holds for the second part.

For the analysis we consider the expression \( g := T \cdot \text{OPT} - \text{ALG} \) which is non-negative iff the ratio is at most \( T \). Hence the adversary chooses fractions \( \alpha, \beta, \gamma \) which minimize \( g \). Our general approach is therefore to identify local minima for \( g \) inside the polytope \( \{ (\alpha, \beta, \gamma) | \alpha, \beta, \gamma \geq 0, \alpha + \beta + \gamma \leq 1 \} \). This is done by standard second order analysis with the help of Mathematica, distinguishing the cases when such a minimum lies in the inner region.
of the polytope, or on one of the 4 triangular shaped facets or on one of the 6 one-dimensional edges. Each of these minima generates inequalities for $T, E$, generated by $g \geq 0$, which the algorithm needs to respect if the ratio is to be at most $T$ in all cases. Our proof identifies the critical inequalities, and optimizes $T, E$ for them, obtaining algebraic values, which are approximately $T \approx 1.7453$ and $E \approx 2.8609$.

4.2 Lower bound for randomized algorithms

In this section we give a lower bound on the best possible competitive ratio of any randomized algorithm against an oblivious adversary. We do so by specifying a probability distribution over inputs and proving a lower bound on $E[\text{Alg}]/E[\text{Opt}]$ that holds for all deterministic algorithms Alg. By Yao’s principle [14, 1] this gives the desired lower bound.

The probability distribution over inputs with $n$ jobs has a constant parameter $0 < q < 1$ and is defined as follows: Each job $j$ has upper limit $\bar{p}_j = 1/q > 1$, and its processing time $p_j$ is set to 0 with probability $q$ and to $1/q$ with probability $1 - q$. We show the expected optimal cost is

$$E[\text{Opt}] = \frac{n^2}{2} \left( \frac{1}{q} + 3q - 2 - q^2 \right) + O(n).$$

We determine the algorithm cost by induction. With a case distinction on how the algorithm handles the first job, if it tests or executes it, we show the expected algorithm cost is at least $E[\text{Alg}(n)] \geq \frac{n^2}{2q}$. For $q = 1 - 1/\sqrt{3} \approx 0.4227$, this yields a lower bound of 1.6257 by Yao’s principle.

Theorem 10. No randomized algorithm can achieve a competitive ratio less than 1.6257.

5 Deterministic Algorithms for Uniform Upper Limits

5.1 An improved algorithm for uniform upper limits

In this section we present an algorithm for instances with uniform upper limit $\bar{p}$ that achieves a ratio strictly less than 2. We present a new algorithm Beat that performs well on instances with upper limit roughly 2, but its performance becomes worse for larger upper limits. Thus, in this case we employ the algorithm Threshold presented in Section 3.1.

To simplify the analysis, we consider the limit of $\text{Alg}(I)/\text{Opt}(I)$ when the number $n$ of jobs approaches infinity. We say that an algorithm Alg is asymptotically $\rho_\infty$-competitive or has asymptotic competitive ratio at most $\rho_\infty$ if $\lim_{n \to \infty} \sup I \text{Alg}(I)/\text{Opt}(I) \leq \rho_\infty$.

Algorithm (Beat). The algorithm Beat balances the time testing jobs and the time executing jobs while there are untested jobs. A job is called short if its running time is at
most $E = \max\{1, \bar{p} - 1\}$, and long otherwise. Let TotalTest denote the time we spend testing long jobs and let TotalExec be the time long jobs are executed. We iterate testing an arbitrary job and then execute the job with smallest processing time either, if it is a short job, or if TotalExec + $p_k$ is at most TotalTest. Once all jobs have been tested, we execute the remaining jobs in order of non-decreasing processing time.

We make a structural observation about the algorithm schedule for a worst-case instance.

▶ Lemma 11. The adversary gives jobs with $p_j \in \{0, E, \bar{p}\}$ and at most one job with $p_j \in (E, \bar{p})$ in order of decreasing $p_j$.

Consequently, the schedule produced by Beat and the optimal schedule display a clear structure, which we depict in Figure 5.

We prove that the asymptotic competitive ratio of Beat for $\bar{p} < 3$ is at most

$$\rho_{\infty}^{\text{BEAT}} = \frac{1 + 2(-2 + \bar{p})\bar{p} + \sqrt{(1 - 2\bar{p})^2(-3 + 4\bar{p})}}{2(-1 + \bar{p})\bar{p}},$$

which is a function decreasing in $\bar{p}$.

For small upper limit we can execute each job without test. Then there is a worst-case instance where all jobs have processing time $p_j = 0$. The optimal schedule tests each job only if the upper limit $\bar{p}$ is larger than 1 and executes it immediately. For $\bar{p} < 1$ this means the competitive ratio is 1 and otherwise it is $\bar{p}$, which monotonically increases. Thus, we choose a threshold $T_1 \approx 1.9338$ for $\bar{p}$, deciding if we run jobs untested or apply Beat. $T_1$ is the fixpoint of the function $\rho_{\infty}^{\text{BEAT}}$.

For upper limit $\bar{p} > 3$, the performance behavior of Beat changes and the asymptotic competitive ratio increases. Thus, we employ the algorithm Threshold for large upper limits. Recall that for $\bar{p} > 2$ Threshold tests all jobs, executes those with $p_j \leq 2$ immediately and defers the other jobs. By Lemma 4, there is a worst-case instance with short jobs that have processing time either 0 or 2. Moreover, we argue that in a worst case long jobs have processing time $\bar{p}_j = \bar{p}$ and that no long job is tested in an optimal solution. This allows us to prove

$$\rho_{\infty}^{\text{THRESH}} = \begin{cases} \frac{-3 + \bar{p} + \sqrt{-15 + \bar{p}(18 + \bar{p})}}{2(\bar{p} - 1)} \quad &\text{if } \bar{p} \in (2, 3) \\ \sqrt{3} \approx 1.73 \quad &\text{if } \bar{p} \geq 3. \end{cases}$$

The function for small $\bar{p}$ is a monotone function decreasing from 2 to $\sqrt{3}$ in the limits for $\bar{p} \in (2, 3)$. We choose a threshold for $\bar{p}$, where we change from applying Beat to employing Threshold at $T_2 \approx 2.2948$, the crossing point of the two functions describing the competitive ratio of Beat and Threshold in $(2, 3)$.

▶ Algorithm. Execute all jobs without test, if the upper limit $\bar{p}$ is less than $T_1 \approx 1.9338$. Otherwise, if the upper limit $\bar{p}$ is greater than $T_2 \approx 2.2948$, execute the algorithm Threshold. For all upper limits between $T_1$ and $T_2$, execute the algorithm Beat.
The function describing the asymptotic competitive ratio depending on $\bar{p}$ is displayed in Figure 6. Its maximum is attained at $T_1$, which is a fixpoint. Thus we have

\begin{itemize}
  \item Theorem 12. The asymptotic competitive ratio of our algorithm is $\rho_\infty = T_1 \approx 1.9338$, which is the only real root of $2\bar{p}^3 - 4\bar{p}^2 + 4\bar{p} - 1 - \sqrt{(1-2\bar{p})^2(4\bar{p} - 3)}$.
\end{itemize}

5.2 Nearly tight deterministic algorithm for extreme uniform instances

We present a deterministic algorithm for the class of extreme uniform instances, that is almost tight for the instance that yields the deterministic lower bound. An extreme uniform instance consists of jobs with uniform upper limit $\bar{p}$ and processing times in $\{0, \bar{p}\}$. Our algorithm $\text{UTE}$ attains asymptotic competitive ratio $\rho_\infty \approx 1.8668$ for this class of instances.

\begin{itemize}
  \item Algorithm (UTE). If the upper limit $\bar{p}$ is at most $\rho$, then all jobs are executed without test. Otherwise, all jobs are tested. The first $\max\{0, \beta\}$ fraction of the jobs are executed immediately after their test. The remaining fraction of the jobs are executed immediately after their test if they have processing time 0 and are delayed otherwise, see Figure 7. The parameter $\beta$ is defined as

$$\beta = \frac{1 - \bar{p} + \bar{p}^2 - \rho + 2\bar{p}\rho - \bar{p}^2\rho}{1 - \bar{p} + \bar{p}^2 - \rho + \bar{p}\rho}.$$  \hspace{1cm} (1)

  \item Theorem 13. The competitive ratio of $\text{UTE}$ is at most $\rho = \frac{1+\sqrt{3}+2\sqrt{3}}{2} \approx 1.8668$.
\end{itemize}
Proof sketch. An instance is defined by the job number \( n \), an upper limit \( \bar{p} \) and a fraction \( \gamma \) such that the first \( 1 - \gamma \) fraction of the jobs tested by UTE have processing time \( \bar{p} \), while the jobs in the remaining \( \gamma \) fraction have processing time 0. The algorithm chooses \( \beta \) so as to have the smallest ratio \( \rho \).

First we observe that there is a value \( p^* \) such that \( \beta \geq 0 \) only when \( \bar{p} \leq p^* \). Then we analyze the competitive ratio of UTE, distinguishing the cases \( \bar{p} \leq \rho \) (covered by Lemma 1), \( \bar{p} \geq p^* \) and \( \bar{p} \leq p^* \). The last case is furthermore subdivided into cases \( \gamma \geq 1 - \beta \) and \( \gamma \leq 1 - \beta \). For each of these cases we use first and second order analysis to determine the worst values \( \bar{p} \) and \( \gamma \) for the ratio, and the best response \( \beta \) the algorithm can choose, optimizing \( \beta \) and \( \rho \) on the way, and obtaining the claimed values. ▶

Remark. The deterministic lower bound 1.8546 in Theorem 8 uses the upper limit \( \bar{p} \approx 1.9896 \). Plugging this choice of \( \bar{p} \) into a precise form of the competitive ratio which we obtained in the proof of the theorem, we can show that UTE has asymptotic competitive ratio \( \rho_{\infty} \approx 1.8552 \) on this instance. This is almost tight.

6 Optimal Testing for Minimizing the Makespan

We consider scheduling with testing with the objective of minimizing the makespan, i.e., the completion time of the last job. For this problem we give the best possible competitive ratio for deterministic and randomized algorithms. The key insight is that for any algorithm that treats each job independent of its position in the schedule, there is a worst-case instance containing only a single job. The reason is that the execution of a job (possibly including testing) has a linear contribution to the makespan.

▶ Theorem 14. Let \( \varphi \approx 1.618 \) be the golden ratio. Testing each job \( j \) if and only if \( \bar{p}_j > \varphi \) is an algorithm with competitive ratio \( \varphi \). This is best possible for deterministic algorithms.

▶ Theorem 15. The randomized algorithm that tests each job with \( \bar{p}_j > 1 \) with probability \( 1 - 1/(\bar{p}_j^2 - \bar{p}_j + 1) \) has competitive ratio 4/3. No randomized algorithm can achieve a better competitive ratio against an oblivious adversary.

7 Conclusion

In this paper we have introduced an adversarial model of scheduling with testing where a test can shorten a job but the time for the test also prolongs the schedule, thus making it difficult for an algorithm to find the right balance between tests and executions. We have presented upper and lower bounds on the competitive ratio of deterministic and randomized algorithms for a single-machine scheduling problem with the objective of minimizing the sum of completion times or the makespan. An immediate open question is whether it is possible to achieve competitive ratio below 2 for minimizing the sum of completion times with a deterministic algorithm for arbitrary instances. Further interesting directions for future work include the consideration of job-dependent test times or other scheduling problems such as parallel machine scheduling or flow shop problems. More generally, the study of problems with explorable uncertainty in settings where the costs for querying uncertain data directly contribute to the objective value is a promising direction for future work.
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Abstract

In the \textit{Steiner Forest} problem, we are given a graph and a collection of source-sink pairs, and the goal is to find a subgraph of minimum total length such that all pairs are connected. The problem is APX-Hard and can be 2-approximated by, e.g., the elegant primal-dual algorithm of Agrawal, Klein, and Ravi from 1995.

We give a local-search-based constant-factor approximation for the problem. Local search brings in new techniques to an area that has for long not seen any improvements and might be a step towards a combinatorial algorithm for the more general survivable network design problem. Moreover, local search was an essential tool to tackle the dynamic MST/Steiner Tree problem, whereas dynamic Steiner Forest is still wide open.

It is easy to see that any constant factor local search algorithm requires steps that add/drop many edges together. We propose natural local moves which, at each step, either (a) add a shortest path in the current graph and then drop a bunch of inessential edges, or (b) add a set of edges to the current solution. This second type of moves is motivated by the potential function we use to measure progress, combining the cost of the solution with a penalty for each connected component. Our carefully-chosen local moves and potential function work in tandem to eliminate bad local minima that arise when using more traditional local moves.

Our analysis first considers the case where the local optimum is a single tree, and shows optimality w.r.t. moves that add a single edge (and drop a set of edges) is enough to bound the locality gap. For the general case, we show how to “project” the optimal solution onto the different trees of the local optimum without incurring too much cost (and this argument uses optimality w.r.t. both kinds of moves), followed by a tree-by-tree argument. We hope both the potential function, and our analysis techniques will be useful to develop and analyze local-search algorithms in other contexts.
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1 Introduction

The Steiner Forest problem is the following basic network design problem: given a graph $G = (V, E)$ with edge-lengths $d_e$, and a set of source-sink pairs $\{\{s_i, t_i\}\}_{i=1}^k$, find a subgraph $H$ of minimum total length such that each $\{s_i, t_i\}$ pair lies in the same connected component of $H$. This problem generalizes the Steiner Tree problem, and hence is APX-hard. The Steiner Tree problem has a simple $2$-approximation, namely the minimum spanning tree on the terminals in the metric completion; however, the forest version does not have such obvious algorithms.

Indeed, the first approximation algorithm for this problem was a sophisticated and elegant primal-dual $2$-approximation due to Agrawal, Klein, and Ravi [1]. Subsequently, Goemans and Williamson streamlined and generalized these ideas to many other constrained network design problems [15]. These results prove an integrality gap of $2$ for the natural cut-covering LP. Other proofs of this integrality gap were given in [21, 7]. No better LP relaxations are currently known (despite attempts in, e.g., [24, 25]), and improving the approximation guarantee of $2$ remains an outstanding open problem. Note that all known constant-factor approximation algorithms for Steiner Forest were based on linear programming relaxations, until a recent greedy algorithm [18]. In this paper, we add to the body of techniques that give constant-factor approximations for Steiner Forest. The main result of this paper is the following:

Theorem 1. There is a (non-oblivious) local search algorithm for Steiner Forest with a constant locality gap. It can be implemented to run in polynomial time.

The Steiner Forest problem is a basic network problem whose approximability has not seen any improvements in some time. We explore new techniques to attacking the problem, with the hope that these will give us more insights into its structure. Moreover, for many problems solved using the constrained forest approach of [15], the only constant factor approximations known are via the primal-dual/local-ratio approach, and it seems useful to bring in new possible techniques. Another motivation for our work is to make progress towards obtaining combinatorial algorithms for the survivable network design problem. In this problem, we are given connectivity requirements between various source-sink pairs, and we need to find a minimum cost subset of edges which provide this desired connectivity. Although we know a $2$-approximation algorithm for the survivable network design problem [21] based on iterative rounding, obtaining a combinatorial constant-factor approximation algorithm for this problem remains a central open problem [34]. So far, all approaches of extending primal-dual or greedy algorithms to survivable network design have only had limited success. Local search algorithms are more versatile in the sense that one can easily propose algorithms based on local search for various network design problems. Therefore, it is important to understand the power of such algorithms in such settings. We take a step towards this goal by showing that such ideas can give constant-factor approximation algorithms for the Steiner Forest problem.

Finally, we hope this is a step towards solving the dynamic Steiner Forest problem. In this problem, terminal pairs arrive online and we want to maintain a constant-approximate Steiner Forest while changing the solution by only a few edges in each update. Several of the
approaches used for the Steiner Tree case (e.g., in [30, 16, 27]) are based on local-search, and we hope our local-search algorithm for Steiner Forest in the offline setting will help solve the dynamic Steiner Forest problem, too.

1.1 Our Techniques

One of the challenges with giving a local-search algorithm for Steiner Forest is to find the right set of moves. Indeed, it is easy to see that simpler approaches like just adding and dropping a constant number of edges at each step is not enough. E.g., in the example of Figure 1, the improving moves must add an edge and remove multiple edges. (This holds even if we take the metric completion of the graph.) We therefore consider a natural generalization of simple edge swaps in which we allow to add paths and remove multiple edges from the induced cycle.

Local Moves: Our first task is to find the “right” moves that add/remove many edges in each “local” step. At any step of the algorithm, our algorithm has a feasible forest, and performs one of these local moves (which are explained in more detail in Section 3):

- edge/set swaps: Add an edge to a tree in the current forest, and remove one or more edges from the cycle created.
- path/set swaps: Instead of one edge, add a set of edges to connect two vertices from the same tree \( T \) in the current forest, creating exactly one cycle, then remove edges from the cycle. The set of edges shall be a shortest path in the graph where all trees except \( T \) are contracted.
- connecting moves: Connect some trees of the current forest by adding edges between them.

At the end of the algorithm, we apply the following post-processing step to the local optimum:

- clean-up: Delete all inessential edges. (An edge is inessential if dropping it does not alter the feasibility of the solution.)

Given these local moves, the challenge is to bound the locality gap of the problem: the ratio between the cost of a local optimum and that of the global optimum.

The Potential. The connecting moves may seem odd, since they only increase the length of the solution. However, a crucial insight behind our algorithm is that we do not perform local search with respect to the total length of the solution. Instead we look to improve a different potential \( \phi \). (In the terminology of [3, 23], our algorithm is a non-oblivious local search.) The potential \( \phi(T) \) of a tree \( T \) is the total length of its edges, plus the distance between the furthest source-sink pair in it, which we call its width. The potential of the forest \( A \) is the sum of the potentials of its trees. We only perform moves that cause the potential of the resulting solution to decrease.
In Section A.2 we give an example where performing the above moves with respect to the total length of the solution gives us local optima with cost $\Omega(\log n) \cdot \text{OPT}$ — this example is useful for intuition for why using this potential helps. Indeed, if we have a forest where the distance between two trees in the forest is much less than both their widths, we can merge them and reduce the potential (even though we increase the total length). So the trees in a local optimum are “well-separated” compared to their widths, an important property for our analysis.

**The Proof.** We prove the constant locality gap in two conceptual steps.

As the first step, we assume that the local optimum happens to be a single tree. In this case we show that the essential edges of this tree $T$ have cost at most $O(\text{OPT})$—hence the final removal of inessential edges gives a good solution. To prove this, we need to charge our edges to OPT’s edges. However, we cannot hope to charge single edges in our solution to single edges in OPT—we need to charge multiple edges in our solution to edges of OPT. (We may just have more edges than OPT does. More concretely, this happens in the example from Figure 1, when $\ell = \Theta(k)$ and we are at the black tree and OPT is the blue forest.) So we consider edge/set swaps that try to swap some subset $S$ of $T$’s edges for an edge $f$ of OPT. Since such a swap is non-improving at a local optimum, the cost of $S$ is no more than that of $f$. Hence, we would like to partition $T$’s edges into groups and find an $O(1)$-to-1 map of groups to edges of OPT of no less cost. Even if we cannot find an explicit such map, it turns out that Hall’s theorem is the key to showing its existence.

Indeed, the intuition outlined above works out quite nicely if we imagine doing the local search with respect to the total length instead of the potential. The main technical ingredient is a partitioning of our edges into equivalence classes that behave (for our purposes) “like single edges”, allowing us to apply a Hall-type argument. This idea is further elaborated in Section 4.1. However, if we go back to considering the potential, an edge/set swap adding $f$ and removing $S$ may create multiple components, and thus increase the width part of the potential. Hence we give a more delicate argument showing that similar charging arguments work out: basically we now have to charge to the width of the globally optimal solution as well. A detailed synopsis is presented in Section 4.2.

The second conceptual step is to extend this argument to the case where we can perform all possible local moves, and the local optimum is a forest $A$. If OPT’s connected components are contained in those of $A$, we can do the above analysis for each $A$-component separately. So imagine that OPT has edges that go between vertices in different components of $A$. We simply give an algorithm that takes OPT and “projects” it down to another solution $\text{OPT}'$ of comparable cost, such that the new projected solution $\text{OPT}'$ has connected components that are contained in the components of $A$. We find the existence of a cheap projected solution quite surprising; our proof crucially uses the optimality of the algorithm’s solution under both path/set swaps and connecting moves. A summary of our approach is in Section 5.

**Polynomial-time Algorithm.** The locality gap with respect to the above moves is at most 46. The swap moves can be implemented in polynomial time, and connecting moves can be approximated to within constant factors. Indeed, a $c$-approximation for weighted $k$-MST gives a $23(1 + c) + \epsilon$-guarantee for the local search algorithm. Applying a weighted version of Garg’s 2-approximation [13, 14] yields $c = 2$. The resulting approximation guarantee is 69 (compared to 96 for [18]).
1.2 Related Work

Local search techniques have been very successful for providing good approximation guarantees for a variety of problems: e.g., network design problems such as low-degree spanning trees [12], min-leaf spanning trees [29, 33], facility location and related problems, both uncapacitated [26, 4] and capacitated [31], geometric k-means [22], mobile facility location [2], and scheduling problems [32]. Other examples can be found in, e.g., the book of Williamson and Shmoys [34]. More recent are applications to optimization problems on planar and low-dimensional instances [10, 6]. In particular, the new PTAS for low dimensional k-means in is based on local search [9, 11].

Local search algorithms have also been very successful in practice – e.g., the widely used Lin-Kernighan heuristic [28] for the travelling salesman problem, which has been experimentally shown to perform extremely well [19].

Imase and Waxman [20] defined the dynamic Steiner tree problem where vertices arrive/depart online, and a few edge changes are performed to maintain a near-optimal solution. Their analysis was improved by [30, 16, 17, 27], but extending it to Steiner Forest remains wide open.

2 Preliminaries

Let $G = (V, E)$ be an undirected graph with non-negative edge weights $d_e \in \mathbb{R}_{\geq 0}$. Let $n := |V|$. For $W \subseteq V$, let $G[W] = (W, E[W])$ be the vertex-induced subgraph, and for $F \subseteq E$, $G[F] = (V[F], F)$ the edge-induced subgraph, namely the graph consisting of the edges in $F$ and the vertices contained in them. A forest is a set of edges $F \subseteq E$ such that $G[F]$ is acyclic.

For a node set $W \subseteq V$ and an edge set $F \subseteq E$, let $\delta_F(W)$ denote the edges of $F$ leaving $W$. Let $\delta_F(A : B) := \delta_F(A) \cap \delta_F(B)$ for two disjoint node sets $A, B \subseteq V$ be the set of edges that go between $A$ and $B$. For forests $F_1, F_2 \subseteq E$ we use $\delta_F(F_1 : F_2) := \delta_F(V[F_1] : V[F_2])$. We may drop the subscript if it is clear from the context.

Let $\Xi \subseteq \{\{v, \bar{v}\} \mid v, \bar{v} \in V\}$ be a set of terminal pairs. Denote the shortest-path distance between $u$ and $\bar{u}$ in $(G, d)$ by $\text{dist}_d(u, \bar{u})$. Let $n_t$ be the number of terminal pairs. We number the pairs according to non-decreasing shortest path distance (ties broken arbitrarily). Thus, $\Xi = \{\{u_1, \bar{u}_1\}, \ldots, \{u_{n_t}, \bar{u}_{n_t}\}\}$ and $i < j$ implies $\text{dist}_d(u_i, \bar{u}_i) \leq \text{dist}_d(u_j, \bar{u}_j)$. This numbering ensures consistent tie-breaking throughout the paper. We say that $G = (V, E)$, the weights $d$ and $\Xi$ form a Steiner Forest instance. We often use $\mathcal{A}$ to denote a feasible Steiner forest held by our algorithm and $\mathcal{F}$ to denote an optimal/good feasible solution to which we compare $\mathcal{A}$.

**Width.** Given a connected set of edges $E'$, the *width* $w(E')$ of $E'$ is the maximum distance (in the original graph) of any terminal pair connected by $E'$: i.e., $w(E') = \max_{\{u, \bar{u}\} \in \Xi, u, \bar{u} \in V[E']} \text{dist}_d(u, \bar{u})$. Notice that $w(E')$ is the width of the pair $\{u_i, \bar{u}_i\}$ with the largest $i$ among all pairs in $V[E']$. We set $\text{ind}_{\mathcal{E}}(E') := \max \{i \mid u_i, \bar{u}_i \in V[E'], \}$, i.e., $w(E') = \text{dist}_d(u_{\text{ind}_{\mathcal{E}}(E')}, \bar{u}_{\text{ind}_{\mathcal{E}}(E')})$.

For a subgraph $G[F] = (V[F], F)$ given by $F \subseteq E$ with connected components $E_1, \ldots, E_{t} \subseteq F$, we define the *total width* of $F$ to be the sum $w(F) := \sum_{i=1}^{t} w(E_i)$ of the widths of its connected components. Let $d(F) := \sum_{e \in F} d_e$ be the sum of edge lengths of edges in $F$ and define $\phi(F) := d(F) + w(F)$. By the definition of the width, it follows that $d(F) \leq \phi(F) \leq 2d(F)$. 
In fact, we only need five different swaps.

Swaps are moves that start with a cycle-free feasible solution $A$, and remove others to get to another cycle-free feasible solution $A'$. Instead of looking at the actual edge cost $d(A)$, we work with the potential $\phi(A)$ and decrease it over time.

In the rest of the paper, we say a move changing $A$ into $A'$ is improving if $\phi(A') < \phi(A)$. A solution $A$ is $<\text{move}>$-optimal with respect to a certain kind of move and with respect to a set of edges $F$ if no move of that kind consisting of edges from $F$ is improving.

**Swaps.** Swaps are moves that start with a cycle-free feasible solution $A$, add some edges and remove others to get to another cycle-free feasible solution $A'$.

- The most basic swap is: add an edge $e$ creating a cycle, remove an edge $f$ from this cycle. This is called an edge/edge swap $(e,f)$.
- We can slightly generalize this: add an edge $e$ creating a cycle, and remove a subset $S$ of edges from this cycle $C(e)$. This is called the edge/set swap $(e,S)$. Edge/edge swaps are a special case of edge/set swaps, so edge/set swap-optimality implies edge/edge swap-optimality.

There may be many different subsets of $C(e)$ we could remove. A useful fact is that if we fix some edge $f \in C(e)$ to remove, this uniquely gives a maximal set $R(e,f) \subseteq C(e)$ of edges that can be removed along with $f$ after adding $e$ without violating feasibility. Indeed, $R(e,f)$ contains $f$, and also all edges on $C(e)$ that can be removed in $A \cup \{e\} \setminus \{f\}$ without destroying feasibility. (See Lemma 13 in the full version for a formalization.) Moreover, given a particular $R(e,f)$, we could remove any subset $S \subseteq R(e,f)$. If we were doing local search w.r.t. $d(A)$, there would be no reason to remove a proper subset. But since the local moves try to reduce $\phi(A)$, removing a subset of $R(e,f)$ may be useful. If $e_1, \ldots, e_f$ are the edges in $R(e,f)$ in the order they appear on $C(e)$, we only need swaps where $S$ consists of edges $e_i, \ldots, e_j$ that are consecutive in the above order. There are $O(n^2)$ sets $S \subseteq R(e,f)$ that are consecutive.\(^1\) Moreover, there are at most $n - 1$ choices for $e$ and $O(n)$ choices for $f$, so the number of edge/set swaps is polynomial.

- A further generalization: we can pick two vertices $u, v$ lying in some component $T$, add a shortest-path between them (in the current solution, where all other components are shrunk down to single points, and the vertices/edges in $T \setminus \{u, v\}$ are removed). This creates a cycle, and we want to remove some edges. We now imagine that we added a “virtual” edge $\{u, v\}$, and remove a subset of consecutive edges from some

---

\(^1\) In fact, we only need five different swaps $(e,S)$ for the following choices of consecutive sets $S$: The set $S = \{f\}$, the complete set $S = R(e,f)$, and three sets of the form $S = \{e_1, \ldots, e_i\}$, $S = \{e_{i+1}, \ldots, e_j\}$ and $S = \{e_{i+1}, \ldots, e_k\}$ for specific indices $i$ and $j$. How to obtain the values for $i$ and $j$ is explained in Section 4.1.
Some subtleties: Firstly, the current solution $A$ may already contain an edge $\{u,v\}$, but the $uv$-shortest-path we find may be shorter because of other components being shrunk. So this move would add this shortest-path and remove the direct edge $\{u,v\}$—indeed, the cycle $C(\{u,v\})$ would consist of two parallel edges, and we’d remove the actual edge $\{u,v\}$. Secondly, although the cycle contains edges from many components, only edges within $T$ are removed. Finally, there are a polynomial number of such moves, since there are $O(n^2)$ choices for $u,v$, $O(n)$ choices for $f$, and $O(n^2)$ consecutive removal sets $S$.

Note that edge/set swaps never decrease the number of connected components of $A$, but path/set swaps may increase or decrease the number of connected components.

**Connecting moves.** Connecting moves reduce the number of connected components by adding a set of edges that connect some of the current components. Formally, let $G^\text{all}_A$ be the (multi)graph that results from contracting all connected components of $A$ in $G$, deleting loops and keeping parallel edges. A connecting move (denoted $\text{conn}(T)$) consists of picking a tree in $G^\text{all}_A$, and adding the corresponding edges to $A$. The number of possible connecting moves can be large, but we can show that an approximation for $k$-MST is sufficient to obtain an approximate connecting move that works appropriately (see full version).

Note that connecting moves cause $d(A') > d(A)$, but since our notion of improvement is with respect to the potential $\phi$, such a move may still cause the potential to decrease.

In addition to the above moves, the algorithm runs the following post-processing step at the end.

**Clean-up.** Remove the unique maximal edge set $S \subseteq A$ such that $A \setminus S$ is feasible, i.e., erase all unnecessary edges. This might increase $\phi(A)$, but it will never increase $d(A)$.

Checking whether an improving move exists is polynomial except for connecting moves, which we can do approximately. Thus, the local search algorithm can be made to run in polynomial time by using standard methods (see full version).

### 4 In Which the Local Optimum is a Single Tree

We want to bound the cost of a forest that is locally optimal with respect to the moves defined above. To start, let us consider a simpler case: suppose we were to find a single tree $T$ that is optimal with respect to just the edge/edge and edge/set swaps. (Recall that edge/set swaps add an edge and remove a consecutive subset of the edges on the resulting cycle, while maintaining feasibility. Also, recall that optimality means that no such moves cause the potential $\phi$ to decrease.) Our main result of this section is the following:

**Corollary 2.** Let $G = (V,E)$ be a graph, let $d_e$ be the cost of edge $e \in E$ and let $\Xi \subseteq V \times V$ be a set of terminal pairs. Let $A,F \subseteq E$ be two feasible Steiner forests for $(G,d,\Xi)$ with $V[A] = V[F]$. Assume that $A$ is a tree and that $A$ is swap-optimal with respect to $F$ and $\phi$ under edge/edge and edge/set swaps. Denote by $A'$ the modified solution where all inessential edges have been dropped from $A$. Then,

$$d(A') \leq 10.5 \cdot d(F) + w(\Xi) \leq 11.5 \cdot d(F).$$

The actual approximation guarantee is 42 for this case: indeed, Corollary 2 assumes $V[A] = V[F]$, which can be achieved (by taking the metric completion on the terminals) at the cost of a factor 2.
The intuition here comes from a proof for the optimality of edge/edge swaps for the Minimum Spanning tree problem. Let $A$ be the tree produced by the algorithm, and $F$ the reference (i.e., optimal or near-optimal) solution, with $V[A] = V[F]$. Suppose we were looking for a minimum spanning tree instead of a Steiner forest: one way to show that edge/edge swaps lead to a global optimum is to build a bipartite graph whose vertices are the edges of $A$ and $F$, and which contains edge $(e, f)$ when $f \in F$ can be swapped for $e \in A$ and $d_e \leq d_f$. Using the fact that all edge/edge swaps are non-improving, we can show that there exists a perfect matching between the edges in $A$ and $F$, and hence the cost of $A$ is at most that of $F$.

Our analysis is similar in spirit. Of course, we now have to (a) consider edge/set swaps, (b) do the analysis with respect to the potential $\phi$ instead of just edge-lengths, and (c) we cannot hope to find a perfect matching because the problem is NP-hard. These issues make the proofs more complicated, but the analogies still show through.

## 4.1 An approximation guarantee for trees and $d$

In this section, we conduct a thought-experiment where we imagine that we get a connected tree on the terminals which is optimal for edge/set swaps with respect to just the edge lengths, not the potential. In very broad strokes, we define an equivalence relation on the edges of $A$, and show a constant-to-1 cost-increasing map from the resulting equivalence classes to edges of $F$—again mirroring the MST analysis—and hence bounding the cost of $A$ by a constant times the cost of $F$. The analysis of the real algorithm in Section 4.2 builds on the insights we develop here.

### Some Definitions.

The crucial equivalence relation is defined as follows: For edges $e, f \in A$, let $T_{e,f}$ be the connected component of $A \setminus \{e, f\}$ that contains the unique $e$-$f$-path in $A$. We say $e$ is compatible in $F$ if $e = f$ or if there are no $F$-edges leaving $T_{e,f}$, and denote it by $e \sim_{cp} f$. One can show that $\sim_{cp}$ is an equivalence relation (see full version). We denote the set of its equivalence classes by $\mathcal{S}$.

An edge is essential if dropping it makes the solution infeasible. If $T_1, T_2$ are the connected components of $A \setminus \{e\}$, then $e$ is called safe if at least one edge from $F$ crosses between $T_1$ and $T_2$. Observe that any essential edge is safe, but the converse is not true: safe edges can be essential or inessential. However, it turns out that the set $S_u$ of all unsafe edges in $A$ forms an equivalence class of $\sim_{cp}$. Hence, all other equivalence classes in $\mathcal{S}$ contain only safe edges. Moreover, these equivalence classes containing safe edges behave like single edges in the sense of the following lemma. For a proof of the lemma, see Lemma 14 in the full version.

**Lemma 3.** Let $S \in \mathcal{S} \setminus \{S_u\}$ be an equivalence class of safe edges. It holds that:

1. $S$ lies on a path in $A$.
2. For any edge $f \in F$, either $S$ is completely contained in the fundamental cycle $C_A(f)$ obtained by adding $f$ to $A$, or $S \cap C_A(f) = \emptyset$.
3. If $(A \setminus \{e\}) \cup \{f\}$ is feasible, and $e$ belongs to equivalence class $S$, then $(A \setminus S) \cup \{f\}$ is feasible. (This last property also trivially holds for $S = S_u$.)

### Charging.

We can now give the bipartite-graph-based charging argument sketched above.

**Theorem 4.** Let $I = (V, E, \mathcal{F}, d)$ be a Steiner Forest instance and let $F$ be a feasible solution for $I$. Furthermore, let $A \subseteq E$ be a feasible tree solution for $I$. Assume that $V[F] = V[A]$. Let $\Delta : \mathcal{S} \to \mathbb{R}$ be a cost function that assigns a cost to all $S \in \mathcal{S}$. Suppose that $\Delta(S) \leq d_f$
for all pairs of \( S \in \mathcal{G} \setminus \{ S_u \} \) and \( f \in \mathcal{F} \) such that the cycle in \( A \cup \{ f \} \) contains \( S \). Then,

\[
\sum_{S \in \mathcal{G}\setminus\{S_u\}} \Delta(S) \leq \frac{7}{2} \sum_{f \in \mathcal{F}} d_f.
\]

**Proof.** Construct a bipartite graph \( H = (A \cup B, E(H)) \) with nodes \( A := \{ a_S \mid S \in \mathcal{G}\setminus\{S_u\} \} \) and \( B := \{ b_f \mid f \in \mathcal{F} \} \). Add an edge \( \{a_S, b_f\} \) whenever \( f \) closes a cycle in \( A \) that contains \( S \). By our assumption, if \( \{a_S, b_f\} \in E(H) \) then \( \Delta(S) \leq d_f \). Suppose that we can show that \( \frac{7}{2} \cdot |N(X)| \geq |X| \) for all \( X \subseteq A \), where \( N(X) \subseteq B \) is the set of neighbors of nodes in \( X \).

By a generalization of Hall’s Theorem, this condition implies that there is an assignment \( \alpha : E \to \mathbb{R}_+ \) such that for all \( a \in A \) and \( \sum_{e \in \delta_H(a)} \alpha(e) \leq \frac{7}{2} \) for all \( b \in B \). Hence

\[
\sum_{S \in \mathcal{G}\setminus\{S_u\}} \Delta(S) \leq \sum_{S \in \mathcal{G}\setminus\{S_u\}} \sum_{e \in \delta_H(a)} \alpha(e) \Delta(S) = \sum_{f \in \mathcal{F}} \sum_{e \in \delta_H(b_f)} \alpha(e) \Delta(S) \leq \frac{7}{2} \sum_{f \in \mathcal{F}} d_f.
\]

It remains to show that \( \frac{7}{2} \cdot |N(X)| \geq |X| \) for all \( X \subseteq A \). To that aim, fix \( X \subseteq A \) and define \( \mathcal{G}' := \{ S \mid a_S \in X \} \). In a first step, contract all \( e \in U := \bigcup_{S \in \mathcal{G}' \setminus \{S_u\}} S \) in \( A \), and denote the resulting tree by \( A' := A/U \).\(^3\) Note that edges in each equivalence class are either all contracted or none are contracted. Also note that all unsafe edges are contracted, as \( S_u \notin \mathcal{G}' \).

Apply the same contraction to \( \mathcal{F} \) to obtain \( \mathcal{F}' := \mathcal{F}/U \), from which we remove all loops and parallel edges. Notice that \( A' \) does not contain loops and parallel edges, since we contracted a subset of \( A \). Furthermore, \( A' \) is a tree, while \( \mathcal{F}' \) can contain cycles.

Let \( f \in \mathcal{F}' \). Since \( A' \) is a tree, \( f \) closes a cycle \( C \) in \( A' \) containing at least one edge \( e \in A' \). Denoting the equivalence class of \( e \) by \( S_e \), observing that all edges in \( A' \) are safe, and using Lemma 3, statement 2, we get that cycle \( C \) contains \( S_e \). Hence the node \( b_f \in B \) corresponding to \( f \) belongs to \( N(a_{S_e}) \subseteq N(X) \). Thus, \( |N(X)| \geq |\mathcal{F}'| \) and it remains to show that \( \frac{7}{2} |\mathcal{F}'| \geq |X| \).

We want to find a unique representative for each \( a_S \in X \). So we select an arbitrary root vertex \( r \in V[A'] \) and orient all edges in \( A' \) away from \( r \). Every non-root vertex now has exactly one incoming edge. Every equivalence class \( S \in \mathcal{G}' \) consists only of safe edges, so it lies on a path. Consider the two well-defined endpoints which are the outermost vertices of \( S \) on this path. For at least one of them, the unique incoming edge must be an edge in \( S \). We represent \( S \) by one of the endpoints which has this property and call this representative \( r_S \). Let \( R \subseteq V[A'] \) be the set of all representative nodes. Since every vertex has an unique incoming edge, \( S \neq S' \) implies that \( r_S \neq r_{S'} \). Hence \( |R| = |\mathcal{G}'| = |X| \).

Moreover, let \( R_1 \) and \( R_2 \) be the representatives with degrees 1 and 2 in \( A' \), and \( L \) be the set of leaves of \( A' \). As the number of vertices of degree at least 3 in a tree is bounded by the number of its leaves, the number of representatives of degree at least 3 in \( A' \) is bounded by \( |L| \). So \( |X| \leq |R_1| + |R_2| + |L| \).

We now show that every \( v \in R_2 \cup L \) is incident to an edge in \( \mathcal{F}' \). First, consider any \( v \in L \) and let \( e \) be the only edge in \( A' \) incident to \( v \). As \( e \) is safe, there must be an edge \( f \in \mathcal{F}' \)

---

\(^2\) Notice that \( N(X) \) is a set of nodes, in contrast to \( \delta(X) \), which is the set of edges leaving \( X \).

\(^3\) Formally, we define the graph \( G(T)/e = (V[T]/e, T/e) \) for a tree \( T \) by \( V[T]/e := V[T] \cup \{ u, v \} \setminus \{ u, v \} \) and \( T/e := T \setminus \{ \delta(u,v) \} \cup \{ u, w \} \setminus \{ u, w \} \setminus \{ v \} \setminus \{ u, w \} \) for \( U = \{ e_1, \ldots, e_k \} \) and let \( T/U \) be the edge set of this graph. If \( U \subseteq T \), then the contraction causes no loops or parallel edges, otherwise, we delete all loops or parallel edges.
incident to \( v \). Now consider any \( r_S \in R_2 \) and let \( e_1, e_2 \in A' \) be the unique edges incident to \( r_S \). Because \( r_S \) is the endpoint of the path corresponding to the equivalence class \( S \), the edges \( e_1 \) and \( e_2 \) are not compatible. Hence there must be an edge \( f \in F' \) incident to \( r_S \). Because \( R_2 \) and \( L \) are disjoint and every edge is incident to at most two vertices, we conclude that \( |F'| \geq (|R_2| + |L|)/2 \). This implies that \(|X| \leq |R_1| + |R_2| + |L| \leq 2|L| + |R_2| \leq 4|F'| \). We can get a slightly better bound below by showing that \(|F'| \geq \frac{3}{4}|R_1| \).

Let \( C \) be the set of connected components of \( F' \) in \( G/U \). Let \( C' := \{ T \in C \mid |V(T) \cap R_1| \leq 2 \} \) and \( C'' := \{ T \in C \mid |V(T) \cap R_1| > 2 \} \). Note that no representative \( r_S \in R_1 \) is a singleton as every leaf of \( A' \) is incident to an edge of \( F' \). We claim that \( |T| \geq |V(T) \cap R_1| \) for every \( T \in C' \). Assume by contradiction that this was not true and let \( T \in C' \) with \(|T| < |V(T) \cap R_1|\). This means that \( V[T] \cap R_1 \) contains exactly two representatives \( r_S, r_{S'} \in R_1 \) and \( T \) contains only the edge \( \{r_S, r_{S'}\} \). Let \( e \in S \) and \( e' \in S' \) be the edges of \( A' \) incident to \( r_S \) and \( r_{S'} \), respectively. As \( e \) and \( e' \) are not compatible, there must be an edge \( f \in F \) with exactly one endpoint in \( \{r_S, r_{S'}\} \), a contradiction as this edge would be part of the connected component \( T \). We conclude that \(|T| \geq |V(T) \cap R_1| \) for every \( T \in C' \). Additionally, we have that \(|T| \geq |V(T)| - 1 \geq \frac{2}{3}|V(T)| \) for all \( T \in C'' \) as \(|V(T)| > 2 \). Therefore,

\[
|F'| = \sum_{T \in C'} |T| \geq \sum_{T \in C'} |V(T) \cap R_1| + \sum_{T \in C'} \frac{2}{3}|V(T) \cap R_1| \geq \frac{2}{3}|R_1|.
\]

The three bounds together imply \(|X| \leq |R_1| + |R_2| + |L| \leq \frac{3}{4}|F'| + 2|F'| = \frac{7}{4}|F'|. \)

We obtain the following corollary of Theorem 4.

\[ \text{Corollary 5. } \text{Let } l = (V, E, \Sigma, d) \text{ be a Steiner Forest instance and let } \text{OPT be a solution for } l \text{ that minimizes } d(OPT) = \sum_{e \in OPT} d_e. \text{ Let } A \subseteq E \text{ be feasible tree solution for } l \text{ that does not contain inessential edges. Assume } V[A] = V[OPT]. \text{ If } A \text{ is edge/edge and edge/set swap-optimal with respect to OPT and } d, \text{ then it holds that } \sum_{e \in A} d_e \leq \frac{7}{4} |OPT|. \]

\[ \text{Proof. } \text{Since there are no inessential edges, } S_u = \emptyset. \text{ We set } \Delta(S) := \sum_{e \in S} d_e \text{ for all } S \in \mathcal{S}. \text{ Let } f \in OPT \text{ be an edge that closes a cycle in } A \text{ that contains } S. \text{ Then, } (A \setminus \{e\}) \cup \{f\} \text{ is feasible for any single edge } e \in S \text{ because it is still a tree. Statement 3 of Lemma 3 implies that } (A \setminus S) \cup \{f\} \text{ is also feasible. Thus, we consider the swap that adds } f \text{ and deletes } S. \text{ It was not improving with respect to } d, \text{ because } A \text{ is edge/set swap-optimal with respect to edges from OPT and } d. \text{ Thus, } \Delta(S) = \sum_{e \in S} d_e \leq d_f, \text{ and we can apply Theorem 4 to obtain the result.} \]

4.2 An approximation guarantee for trees and \( \phi \)

We now consider the case where a connected tree \( A \) is output by the algorithm when considering the edge/set swaps, but now with respect to the potential \( \phi \) (instead of just the total length as in the previous section). These swaps may increase the number of components, which may have large widths, and hence edge/set swaps that are improving purely from the lengths may not be improving any more. This requires a more nuanced analysis, though relying on ideas we have developed in the previous section.

Here is the high-level summary of this section. Consider some equivalence class \( S \in \mathcal{S} \setminus \{S_u\} \) of safe edges, let \( \ell(S) \) be the number of edges in \( S \). The edges lie on a path, hence for an appropriate numbering \( e_1, \ldots, e_{\ell(S)} \), the situation looks like this:

\[
\begin{array}{cccccccccc}
\ell(S) & \ell(S) & \ell(S) & \ell(S) & \ell(S) & \ell(S) & \ell(S) & \ell(S) & \ell(S) & \ell(S) & \ell(S) & \ell(S)
\end{array}
\]
Notice that removing the \( \ell(S) \) edges forms \( \ell(S) + 1 \) connected components. We let \( \mathsf{In}_{S} \) be set of the “inner” components (the ones containing \( v_1, \ldots, v_{\ell(S)-1} \)), and \( \mathsf{In}_{S'} \) be the inner components except the two with the highest widths. Just taking the definition of \( \phi \), and adding and subtracting the widths of these “not-the-two-largest” inner components, we get

\[
\phi(A) = w(A) + \sum_{e \in S_n} d_e + \sum_{S \in \mathsf{\varnothing} \setminus \{S_n\}} \left( \sum_{i=1}^{\ell(S)} d_{e_i} - \sum_{K \in \mathsf{In}_{S'}} w(K) \right) + \sum_{S \in \mathsf{\varnothing} \setminus \{S_n\}} \sum_{K \in \mathsf{In}_{S'}} w(K). 
\]

As indicated above, the argument has two parts. For the first summation, look at the cycle created by adding edge \( f \in \mathcal{F} \) to our solution \( A \). Suppose class \( S \) is contained in this cycle. We prove that edge/set swap optimality implies that \( \sum_{i=1}^{\ell(S)} d_{e_i} - \sum_{K \in \mathsf{In}_{S'}} w(K) \) is at most \( 3d_f \). (Think of this bound as being a weak version of the facts in the previous section, which did not have a factor of 3 but did not consider weights in the analysis.) Using this bound in Theorem 4 from the previous section gives us a matching that bounds the first summation by \( 3 \cdot (7/2) \cdot d(\mathcal{F}) \). A couple of words about the proofs: the bound above follows from showing that three different swaps must be non-improving, hence the factor of 3. Basically, we break the above path into three at the positions of the two components of highest width, since for technical reasons we do not want to disconnect these high-width components. Details are in §7.1 in the full version.

For the second summation, we want to sum up the widths of all the “all-but-two-widest” inner components, over all these equivalence classes, and argue this is at most \( w(\mathcal{F}) \). This is where our notions of safe and compatible edges comes into play. The crucial observations are that (a) given the inner components corresponding to some class \( S \), the edges of some class \( S' \) either avoid all these inner components, or lie completely within some inner component; (b) the notion of compatibility ensures that these inner components correspond to distinct components of \( \mathcal{F} \), so we can get more width to charge to; and (c) since we don’t charge to the two largest widths, we don’t double-charge these widths. The details are in §7.3 in the full version.

\[\text{5 In Which the Local Optimum may be a Forest}\]

The main theorem. In the general case, both \( A \) and \( \mathcal{F} \) may have multiple connected components. We assume that the distance function \( d \) is a metric. The first thing that comes to mind is to apply the previous analysis to the components individually. Morally, the main obstacle in doing so is in the proof of Theorem 4: There, we assume implicitly that no edge from \( \mathcal{F} \) goes between connected components of \( A \).\(^4\) This is vacuously true if \( A \) is a single tree, but may be false if \( A \) is disconnected. In the following, our underlying idea is to replace \( \mathcal{F} \)-edges that cross between the components of \( A \) by edges that lie within the components of \( A \), thereby re-establishing the preconditions of Theorem 4. We do this in a way that \( \mathcal{F} \) stays feasible, and moreover, its cost increases by at most a constant factor. This allows us to prove that the local search has a constant locality gap.

Reducing to local tree optima. Suppose \( \mathcal{F} \) has no inessential edges to start. Then we convert \( \mathcal{F} \) into a collection of cycles (shortcutting non-terminals), losing a factor of 2 in

\[\text{\footnotesize\(^4\)) More precisely, we need the slightly weaker condition that for each node \( t \in V[A] \), there is an \( \mathcal{F} \)-edge incident to \( t \) that does not leave the connected component of \( A \) containing \( t \).}
the cost. Now observe that each "offending" \( F \)-edge (i.e., one that goes between different components of \( A \)) must be part of a path \( P \) in \( F \) that connects some \( s, \bar{s} \), and hence starts and ends in the same component of \( A \). This path \( P \) may connect several terminal pairs, and for each such pair \( s, \bar{s} \), there is a component of \( A \) that contains \( s \) and \( \bar{s} \). Thus, \( P \) could be replaced by direct connections between \( s, \bar{s} \) within the components of \( A \). This would get rid of these "offending" edges, since the new connections would stay within components of \( A \). The worry is, however, that this replacement is too expensive. We show how to use connecting tree moves to bound the cost of the replacement.

Consider one cycle from \( F \), regarded as a circuit \( C \) in the graph \( G_A \) where the connected components \( A_1, \ldots, A_p \) of \( A \) are shrunk to single nodes, i.e., \( C \) consists of offending edges. The graph \( G_A \) might contain parallel edges and \( C \) might have repeated vertices. So \( C \) is a circuit, meaning that it is a potentially non-simple cycle, or, in other words, a Eulerian multigraph. The left and middle of Figure 3 are an example.

Index the \( A_j \)'s such that \( w(A_1) \leq \cdots \leq w(A_p) \) and say that node \( j \) in \( G_A \) corresponds to \( A_j \). Suppose \( C \) visits the nodes \( v_1, \ldots, v_{|C|}, v_1 \) (where several of these nodes may correspond to the same component \( A_j \)) and that component \( A_j \) is visited \( n_j \) times by \( C \). In the worst case, we may need to insert \( n_j \) different \( s, \bar{s} \)'s connections into component \( A_j \) of \( A \), for all \( j \). The key observation is that the total cost of our direct connections is at most \( \sum_{i=1}^{|C|} n_i w(A_i) \). We show how to pay for this using the length of \( C \).

To do so, we use optimality with respect to all moves, in particular connecting moves. The idea is simple: We cut \( C \) into a set of trees that each define a valid connecting move. For each tree, the connecting move optimality bounds the widths of some components of \( A \) by the length of the tree. E.g., \( w(A_1) + w(A_4) \) is at most the length of the tree connecting \( A_1, A_4, A_5 \) in Figure 3. Observe that we did not list \( w(A_5) \): Optimality against a connecting move with tree \( T \) relates the length of \( T \) to the width of all the components that \( T \) connects, except for the component with maximum width. We say a tree pays for \( A_j \) if it hits \( A_j \), and also hits another \( A_j \) of higher width. So we need three properties: (a) the trees should collectively pack into the edges of the Eulerian multigraph \( C \), (b) each tree hits each component \( A_j \) at most once, and (c) the number of trees that pay for \( A_j \) is at least \( n_j \).

Assume that we found such a tree packing. For circuit \( C \), if \( A_j \) is the component with greatest width hit by \( C \), then using connecting move optimality for all the trees shows that

\[
\sum_{j: A_j \text{ hit by } C, j \neq j^*} n_j w(A_j) \leq d(C).
\]

\footnote{We also need to take care of the additional width of the modified solution, but this is the easier part.}
In fact, even if we have \( c \)-approximate connection-move optimality, the right-hand side just gets multiplied by \( c \). But what about \( n_j \cdot w(A_j) \)? We can cut \( C \) into sub-circuits, such that each subcircuit \( C' \) hits \( A_j \) exactly once. To get this one extra copy of \( w(A_j) \), we use path/set swap optimality which tells us that the missing connection cannot be more expensive than the length of \( C \). Thus, collecting all our bounds (see Lemma 36 in the full version), adding all the extra connections to \( \mathcal{F} \) increases the cost to at most \( 2(1+c)d(\mathcal{F}) \):

\[
d(\mathcal{A'}) \leq 2 \cdot 10.5d(\mathcal{F'}) + w(\mathcal{F'}) \leq 11.5d(\mathcal{F'}) \leq 23(1 + c) \cdot d(\mathcal{F}) \leq 69 \cdot d(\mathcal{F})
\]

for any feasible solution \( \mathcal{F} \). This proves Theorem 1.

**Obtaining a decomposition into connecting moves.** It remains to show how to take \( C \) and construct the set of trees. If \( C \) had no repeated vertices (it is a simple cycle) then taking a spanning subtree would suffice. And even if \( C \) has some repeated vertices, decomposing it into suitable trees can be easy: E.g., if \( C \) is the “flower” graph on \( n \) vertices, with vertex 1 having two edges to each vertex 2,...,\( n \). Even though 1 appears multiple times, we find a good decomposition (see Figure 4). Observe, however, that breaking \( C \) into simple cycles and than doing something on each simple cycle would not work, since it would only pay 1 multiple times and none of the others.

The flower graph has a property that is a generalization of a simple cycle: We say that \( C \) is minimally guarded if (a) the largest vertex is visited only once (b) between two occurrences of the same (non-maximal) vertex, there is at least one larger number. The flower graph and the circuit at the top of Figure 5 have this property. Indeed, every minimally guarded circuit can be decomposed suitably. The full algorithm is provided as Algorithm 1 in the full version. It iteratively finds trees that pay for all (non maximal) \( j \) with \( j \leq z \) for increasing \( z \). Figure 5 shows how the set of trees \( \mathcal{M}_5 \) is converted into \( \mathcal{M}_6 \) in order to pay for all occurrences of 6. Intuitively, we look where 6 falls into the trees in \( \mathcal{M}_5 \). Up to one occurrence can be included in a tree. If there are more occurrences, the tree has to be split into multiple trees appropriately. §8.1.2 in the full version contains the details of the algorithm and its correctness.

Finally, we go from minimally guarded circuits to arbitrary \( C \) by extracting subcircuits in a recursive fashion (see Lemma 35 in the full version).
A Local-Search Algorithm for Steiner Forest

![Figure 5](image-url) Two iterations of an example run of the Algorithm 1 in the full version.
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A Notes on simpler local search algorithms

A.1 Adding an edge and removing a constant number of edges

Let $\ell$ and $k < \ell$ be integers and consider Figure 6. Notice that adding a single edge and removing $k$ edges does not improve the solution. However, the current solution costs more than $\ell^2/k$ and the optimal solution costs less than $2\ell$, which is a factor of $\ell/(2k)$ better.

![Figure 6](image)

A bad example for edge/set swaps that remove a constant number of edges.

A.2 Regular graphs with high girth and low degree

Assume that $G$ is a degree-3 graph with girth $g = c \log n$ like the graph used in Chen et al. [8]. Such graphs can be constructed, see [5]. Select a spanning tree $F$ in $G$ which will be the optimal solution. Let $E'$ be the non-tree edges, notice that $|E'| \geq n/2$, and let $M$ be a maximum matching in $E'$. Because of the degrees, we know that $|M| \geq n/10$. The endpoints of the edges in $M$ form the terminal pairs $\Sigma$. Set the length of all edges in $F$ to 1 and the
length of the remaining edges to $g/4$. The solution $\mathcal{F}$ is feasible and costs $n - 1$. The solution $M$ costs $\Omega(\log n)$.

Assume we want to remove an edge $e = \{v, w\} \in M$ and our swap even allows us to add a path to reconnect $v$ and $w$ (in the graph where $M \setminus \{e\}$ is contracted). Let $P$ be such a path. Since $M$ is a matching, at most every alternating edge on $P$ is in $M$. Thus, we have to add $|P|/2 - 1 \geq g/2 - 1$ edges of length one at a total cost that is larger than the cost $g/4$ of $e$. Thus, no $d$-improving swap of this type exists (note that, in particular, path/set swaps are not $d$-improving for $M$). As a consequence, any oblivious local search with constant locality gap needs to sport a move that removes edges from multiple components of the current solution. In order to restrict to local moves that only remove edges from a single component, we therefore introduced the potential $\phi$. 
Quasipolynomial Representation of Transversal Matroids with Applications in Parameterized Complexity

Daniel Lokshtanov\textsuperscript{1}, Pranabendu Misra\textsuperscript{2}, Fahad Panolan\textsuperscript{3}, Saket Saurabh\textsuperscript{4}, and Meirav Zehavi\textsuperscript{5}

\textsuperscript{1} University of Bergen, Bergen, Norway
daniello@ii.uib.no
\textsuperscript{2} The Institute of Mathematical Sciences, HBNI, Chennai, India
pranabendu@imsc.res.in
\textsuperscript{3} University of Bergen, Bergen, Norway
fahad.panolan@ii.uib.no
\textsuperscript{4} University of Bergen, Bergen, Norway and The Institute of Mathematical Sciences, HBNI, Chennai, India
saket@imsc.res.in
\textsuperscript{5} Ben-Gurion University, Beersheba, Israel
meiravze@bgu.ac.il

Abstract
Deterministic polynomial-time computation of a representation of a transversal matroid is a longstanding open problem. We present a deterministic computation of a so-called union representation of a transversal matroid in time quasipolynomial in the rank of the matroid. More precisely, we output a collection of linear matroids such that a set is independent in the transversal matroid if and only if it is independent in at least one of them. Our proof directly implies that if one is interested in preserving independent sets of size at most \(r\), for a given \(r \in \mathbb{N}\), but does not care whether larger independent sets are preserved, then a union representation can be computed deterministically in time quasipolynomial in \(r\). This consequence is of independent interest, and sheds light on the power of union representation.

Our main result also has applications in Parameterized Complexity. First, it yields a fast computation of representative sets, and due to our relaxation in the context of \(r\), this computation also extends to (standard) truncations. In turn, this computation enables to efficiently solve various problems, such as subcases of subgraph isomorphism, motif search and packing problems, in the presence of color lists. Such problems have been studied to model scenarios where pairs of elements to be matched may not be identical but only similar, and color lists aim to describe the set of compatible elements associated with each element.
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Introduction

Matroids are widely-studied mathematical objects. In the context of computer science, these objects are of particular importance to algorithm design, combinatorial optimization and
computational complexity. Specifically, from the viewpoint of algorithm design, analysis of these objects often leads to the discovery of algorithmic meta theorems. Such theorems unify classical results such as polynomial-time solvability of a wide-variety of problems as central as Minimum Weight Spanning Tree and Perfect Matching. In fact, if a problem admits a greedy algorithm, then it can be embedded in a matroid – solutions are thus associated with maximum independent sets in the matroid. Recently, matroids also stand in the forefront of studies of approximation algorithms, parameterized algorithms and kernels.

A matroid is a pair \( M = (E, \mathcal{I}) \), where \( \mathcal{I} \) is a family of subsets of \( E \) (called independent sets), that satisfy three conditions called matroid axioms (see Section 2). As the size of \( \mathcal{I} \) can be exponential in the size of \( E \), the explicit listing of all independent sets is often rendered prohibitive. Then, it is necessary to have an independence oracle that, given a subset \( I \) of \( E \), determines (in polynomial time) whether \( I \) is present in \( \mathcal{I} \). For a wide class of matroids, known as linear matroids, such oracle is given by a matrix called a representation. Roughly speaking, the columns of the matrix are in bijection with the elements in \( E \), and a set of columns is linearly independent if and only if the set of corresponding elements is independent. Unfortunately, for several important linear matroids, efficient computations of the desired representations are not known.

Specific well-known classes of matroids are those of uniform matroids, partition matroids, graphic matroids, cographic matroids, transversal matroids and gammoids. A common property of all of these classes is that all of them are contained in the wider class of linear matroids. However, for the last two classes in this list a polynomial-time deterministic computation of a representation is not known. Developing such a computation is a longstanding open problem. In this paper, we make significant progress towards the resolution of this question. We remark that as the dual of a transversal matroid is a gammoid and vice versa, a polynomial-time computation of a representation for one also yields such a computation for the other [13]. We specifically focus on the class of transversal matroids. Formally, a transversal matroid is a matroid derived from a bipartite graph \( G \) with a fixed bipartition \((A, B)\) as follows: the ground set \( E \) is simply \( A \), and a subset \( X \subseteq A \) is independent if and only if \( G \) has a matching that saturates it. Matching constraints are ubiquitous in problems arising in all fields of research. Indeed, such constraints model scenarios where some set of objects relevant to our solution should be partitioned into pairs. Transversal matroids are precisely the translation of these constraints (in the bipartite setting) into the language of matroids.

To tackle the question above, we introduce the notion of union representation, which we believe to be worthy of independent study. For algorithmic purposes, such representation is as good as standard representation, given that the number of members in the union is small, and it may be useful also in cases where not only an efficient computation of a standard representation is not known, but a standard representation simply does not exist. Before we further discuss the power of this notion, let us first present it properly. Roughly speaking, a union representation of a matroid \( M = (E, \mathcal{I}) \) is a collection of matrices such that a subset \( X \) of \( E \) is independent in \( M \) if and only if for at least one of the matrices, the set of columns corresponding to \( X \) is linearly independent. Standard representation is precisely union representation where the size of the collection is one. While only linear matroids admit standard representations, note that all matroids admit union representations: to see this, for every base of the matroid, create one matrix with a set of linearly independent columns corresponding to the base, and vectors having only 0 entries as the rest of the columns. However, this procedure may create a huge number of matrices, and in order to make the
notion of union representation relevant to algorithmic purposes, we desire the number of matrices to be as small as possible.

In this work, we present a deterministic computation of a union representation of a transversal matroid consisting of a quasipolynomial (in the rank of the matroid) number of matrices in quasipolynomial time. Prior to our work, the fastest such computation was only slightly better than trivial brute-force. More precisely, Misra et al. [14] showed that given a bipartite graph $G$ with a fixed bipartition $(A,B)$, a representation of the transversal matroid can be computed deterministically in (exponential) time $|A|^r|A|O(1)$ where $r$ is the rank of the matroid, which equals the maximum size of a matching in $G$. In this context, it is important to note that a randomized polynomial-time algorithm to compute a representation of a transversal matroid is well known (see, e.g., [13, 17]). Here, randomization means that with some (low) probability, the algorithm may output a matrix that is not a representation of the matroid. This algorithm utilizes the Schwartz-Zippel lemma [2, 22, 25], and hence it is inherently randomized. The above mentioned trivial brute-force, which runs in time $2^O(|A|^2|B|)$ (see [14]), refers to a loop through all choices made by the randomized algorithm.

Our technique builds upon recent powerful derandomization tools, particularly a construction given by Fenner et al. [4]. This construction is essentially a (quasipolynomial-time) derandomization of a special case of the isolation lemma [15], namely, the isolation of a perfect matching (if one exists). Roughly speaking, given a positive integer $n \in \mathbb{N}$, the construction is a collection of $2^{O(\log^2 n)}$ weight functions such that for any bipartite graph $G$ on $2n$ vertices that has a perfect matching, there exists a weight function $w$ in the collection such that, when the edges of $G$ are assigned weights according to $w$, $G$ has a unique perfect matching of minimum weight. Fenner et al. [4] utilized this construction to prove that Perfect Matching on bipartite graphs is in quasi-NC. Soon after this paper was published, significant generalizations of it followed [10, 7, 24]. Briefly, Gurjar et al. [10] showed that Linear Matroid Intersection is in quasi-NC, Goldwasser et al. [7] showed that Perfect Matching on bipartite graphs is in pseudo-deterministic NC, and Svensson et al. [24] showed that Perfect Matching on general graphs is in quasi-NC.

We introduce the above derandomization tools (specifically, the construction of [4]) to the context of representation, incorporating a flavor of Parameterized Complexity to the representation itself. Indeed, the computation we derive can be viewed as a (quasipolynomial-time) fixed-parameter tractable algorithm with respect to $r$. Consequently, we also introduce these tools to Parameterized Complexity, as we observe that our union representation computation can be incorporated in the method of representative sets by Fomin et al. [5] (see below). On a high-level, our proof consists of the use of a splitter [16] to "color" vertices of the input graph $G$ using "small" integers. Then, we view a weight function not as a function that assigns weights to edges of some specific graph, but as a function that assigns weights to pairs of integers (that are simultaneously associated to a possibly exponential number of induced subgraphs of $G$). This allows us to compose splitters functions with weight functions. For each composition, we are then able to define a matrix, in the spirit of [15], that is one member of our union representation. The crux of the correctness is that both a splitter and a collection of [4] are universal in the sense that neither of them is tailored to a specific input graph to highlight structures of that graph (such as a perfect matching, in the case of the collection). Specifically, the same splitter and collection are relevant simultaneously to an exponential number of graphs that are of interest to our purpose, namely, all the induced

---

1 Informally, each weight function assigns weights to the edges of a complete bipartite graph on $2n$ vertices that has a perfect matching, and the assignment of weights to the edges of $G$ can be derived from this.
subgraphs of our input graph $G$ that are sufficient to witness the independence of all sets in $I$ (the family of independent sets of the transversal matroid at hand).

Our main theorem is in fact slightly stronger than described above. Suppose that for algorithmic purposes, we would like to obtain a union representation of a structure where all independent sets are also independent in our transversal matroid of interest (i.e., we do not introduce false independent sets), and where all independent sets of size up to $k$ in our transversal matroid are also independent in our structure. In other words, we are pleased with a structure that may “throw away” some large independent sets. For this purpose, we introduce the appropriate notion of a structure that is in fact a weakening of the well-known notion of a $k$-truncation of a matroid. Such a structure is useful for applications to problems where solution size is at most $k$, which can be significantly smaller than the rank of the matroid. Then, our computation of union representation runs in time quasipolynomial in $k$ rather than the rank, and thereby enables the design of parameterized algorithms with respect to $k$.

Applications. Our main result also has applications in Parameterized Complexity. First, it yields a fast computation of representative sets (integrated in the framework of [5, 12]). Formally, given a matroid $M = (E, I)$ and a family $S$ of subsets of $E$, a subfamily $\hat{S} \subseteq S$ is $q$-representative for $S$ if the following holds: for every set $Y \subseteq E$ of size at most $q$, if there is a set $X \in S$ disjoint from $Y$ with $X \cup Y \in I$, then there is a set $\hat{X} \in \hat{S}$ disjoint from $Y$ with $\hat{X} \cup Y \in I$. Fomin et al. [5, 12] showed that if one is given a representation of the matroid $M$, then small representative sets can be computed efficiently (see Section 4). This computation has led, since its introduction in 2013, to the development of dozens of parameterized algorithms that are the current state-of-the-art for their respective problems. We observe that our computation of a union representation of a transversal matroid can be composed with the algorithm of Fomin et al. [5, 12] to obtain small representative sets efficiently also with respect to transversal matroids. As matching constraints naturally arise in various scenarios, we find it important that the powerful tool of representative sets can now be employed to handle them as well.

To illustrate the usefulness of the computation above using a simple didactic example, we consider the LIST $k$-PATH problem, informally defined as follows. The input consists of an undirected graph $G$ such that each of its vertices has its own list of compatible colors, and the objective is to determine whether $G$ has a (simple) path on $k$ vertices such that one can assign a compatible color to each vertex on this path to make it colorful. This problem is a natural generalization of the classical $k$-PATH problem to the presence of color lists, and it was studied (in a slightly more general form) in [18] in the setting of randomized algorithms. Previously, to solve this problem using representative sets, we remark that one would have to use the direct sum of two uniform matroids, one to ensure distinctness of vertices and one to ensure distinctness of colors, which would result in running time $O(6.86^k \cdot n^{O(1)})$ – this would be, to the best of our knowledge, the state-of-the-art. We show that simply by using a transversal matroid rather than a direct sum of two uniform matroids, one obtains a running time of $O(5.18^k \cdot n^{O(1)})$.

We stress that the choice of LIST $k$-PATH is only done for illustrative purposes. Indeed, by only considering transversal matroids rather than direct sums of two uniform matroids, a wide variety of problems can now immediately be solved in time $O(5.18^k \cdot n^{O(1)})$ rather than $O(6.86^k \cdot n^{O(1)})$ in the presence of color lists. Such problems have been studied to model scenarios where pairs of elements to be matched may not be identical but only similar, and color lists aim to describe the set of compatible elements associated with each element. This
includes, for example, graph problems such as subcases of subgraph isomorphism, which are of relevance (in the presence of color lists) to bioinformatics [19, 21, 23, 3]. We remark that this approach is applicable not only to graph problems, but also to various packing and matching problems (such as those studied in [8]) in the presence of list colors. The Graph Motif problem, in particular, was extensively studied also in the presence of color lists (see [20, 1, 9, 11] and references therein), where the previous fastest deterministic algorithm run in time $O(6.86^k \cdot n^{O(1)})$ [20]. By simply using a transversal matroid rather than a direct sum of two uniform matroids in the algorithm of [20], we immediately derive an improved running time of $O(5.18^k \cdot n^{O(1)})$.

Proofs of results marked by an asterisk ('*') are omitted.

2 Preliminaries

Given $t \in \mathbb{N}$, we use $[t]$ as a shorthand for $\{1, 2, \ldots, t\}$. Given a function $f : A \to B$ and a subset $A' \subseteq A$, we denote $f(A') = \{f(a) : a \in A'\}$, and we define $f|_{A'}$ as the restriction of $f$ to $A'$. We slightly abuse notation, and given a function $g : A \to \mathbb{N}$, called a weight function, and a subset $A' \subseteq A$, we denote $g(A') = \sum_{a \in A'} g(a)$. Whenever we refer to a function that is a weight function, we use the second notation.

Given a graph $G$, we say that $(A, B)$ is a vertex bipartition of $G$ if it is a partition of $V(G)$ such that $A$ and $B$ are independent sets. Moreover, we say that $G$ is a bipartite graph if it has a vertex bipartition. A matching $\mu$ is a family of pairwise-disjoint subsets of $E(G)$.

2.1 Matroids

Let us begin by presenting the definition of an independence system.

▶ Definition 1 (Independence System). A pair $P = (I, E)$, where $E$ is a ground set and $I$ is a family of subsets of $E$ (called independent sets), is an independence system if it satisfies the following conditions:

(I1) $\phi \in I$.
(I2) If $X \subseteq Y$ and $Y \in I$, then $X \in I$.

A matroid is an independence system with an additional property, formally defined as follows.

▶ Definition 2 (Matroid). An independence system $M = (I, E)$ is a matroid if it satisfies the following condition:

(I3) If $X, Y \in I$ and $|X| < |Y|$, then there exists $e \in (Y \setminus X)$ such that $X \cup \{e\} \in I$.

The rank of $M$ is the maximum size of a set in $I$.

We remark that conditions (I1), (I2) and (I3) are called matroid axioms. We say that two independence systems $P = (E, I)$ and $P' = (E', I')$ are isomorphic if there exists a bijection $\varphi : E \to E'$ such that for every $X \subseteq E$, $X \in I$ if and only if $\varphi(X) \in I'$. In this paper, we are specifically interested in transversal matroids, defined as follows.

▶ Definition 3 (Transversal Matroid). Let $G$ be a bipartite graph with a fixed vertex bipartition $(A, B)$. The transversal matroid $M$ of $G$ is the pair $(A, I)$ where $I$ is the family that consists of every subset $X \subseteq A$ such that there exists a matching that saturates $X$. 
It is well-known that a transversal matroid is indeed a matroid [17]. Having a representation of a matroid, given by a matrix that compactly encodes the matroid, is a central component in many algorithmic applications. Matroids having a representation are called linear, as formally defined below.

**Definition 4.** Let $A$ be a matrix over an arbitrary field $\mathbb{F}$, and let $C$ be the set of columns of $A$. The matroid represented by $A$ is the pair $M = (C, I)$, where a subset $X \subseteq C$ belongs to $I$ if and only if the columns in $X$ are linearly independent over $\mathbb{F}$.

It is well-known that the pair $M = (C, I)$ in Definition 4 indeed defines a matroid [17].

**Definition 5 (Linear Matroid, Representation).** A matroid $M = (E, I)$ is a linear matroid if there exists a matrix $A$, called a representation of $M$, such that $M$ and the matroid represented by $A$ are isomorphic. Furthermore, $M$ is representable over a field $\mathbb{F}$ if it has a representation $A$ over $\mathbb{F}$.

We introduce a generalization of the concepts above, resulting in the notion of union representation, which is sufficient for many algorithmic purposes and may be of independent interest.

**Definition 6.** Let $A_1, A_2, \ldots, A_t$ be $t$ matrices over an arbitrary field $\mathbb{F}$, let $E$ be a ground set, and for all $i \in [t]$, let $\varphi_i : E \rightarrow C_i$ be a bijection, where $C_i$ is the set of columns of $A_i$. The independence system represented by $(E, \{A_i, \varphi_i\}_{i \in [t]})$ is given by $P = (E, I)$, where a subset $X \subseteq E$ belongs to $I$ if and only if there exists $i \in [t]$ such that the columns in $\varphi_i(X)$ are linearly independent over $\mathbb{F}$.

It should be clear that $P = (E, I)$ in Definition 6 is indeed an independence system, but we remark that it might not be a matroid since it may not satisfy axiom (I3) in Definition 2. If the bijective functions $\varphi_i$, $i \in [t]$, are clear from context, we do not specify them explicitly.

**Definition 7 (Union Representation).** Let $P = (E, I)$ be an independence system. Let $(E, \{A_i, \varphi_i\}_{i \in [t]})$ be defined as in Definition 6. Then, $(E, \{A_i, \varphi_i\}_{i \in [t]})$ is a $t$-union representation of $P$ if the independence system represented by $(E, \{A_i, \varphi_i\}_{i \in [t]})$ is isomorphic to $P$. Furthermore, we say that $(E, \{A_i, \varphi_i\}_{i \in [t]})$ is defined over $\mathbb{F}$ if $\mathbb{F}$ is the field over which $A_1, A_2, \ldots, A_t$ are defined.

Finally, we present the definition of a $k$-truncation of a matroid, which comes in handy in various algorithmic applications. Our main result directly captures structures that we call weak $k$-truncations of transversal matroids rather than only transversal matroids, and hence we present it in this context (see Section 3). Let us first present the standard definition of truncation.

**Definition 8 (Truncation).** Let $M = (E, I)$ be a matroid, and let $k \in \mathbb{N}$. The $k$-truncation of $M$ is the matroid $M' = (E, I')$ where $I' = \{I \in I : |I| \leq k\}$.

We now turn the present the definition with whom we will be working. This definition is sufficient for our algorithmic purposes, since the motivation underlying the use of a $k$-truncation is to obtain a matrix of small rank (i.e., $k^{O(1)}$), which is also attainable by a weak $k$-truncation.

**Definition 9 (Weak Truncation).** Let $M = (E, I)$ be a matroid, and let $k \in \mathbb{N}$. A weak $k$-truncation of $M$ is an independence system $P' = (E, I')$ where $\{I \in I : |I| \leq k\} \subseteq I' \subseteq I$. 

2.2 Isolation

For the sake of clarity, let us first introduce the following notation. Given $n \in \mathbb{N}$, let $G$ be a bipartite graph with a fixed bipartition $(A, B)$ such that $|A|, |B| \leq n$, and fixed injective functions $\gamma_A : A \to [n]$ and $\gamma_B : B \to [n]$. Given a weight function $w : [n] \times [n] \to \mathbb{N}$, we define the weight of an edge $(a, b) \in E(G)$, where $a \in A$ and $b \in B$, by $\tilde{w}((a, b)) = w(\gamma_A(a), \gamma_B(b))$. Thus, $\tilde{w}$ can be thought of as a function from $E(G)$ to $\mathbb{N}$. Let us remind that for a subset $U \subseteq E(G)$, $\tilde{w}(U) = \sum_{e \in U} \tilde{w}(e)$.

We remark that we need to define a weight function via injective functions of the form $\gamma$ and $\tilde{w}$ as above (rather than letting the domain directly be an edge set) in order to prove the correctness of our main result, particularly in its general form. Now, for perfect matchings, isolating weight functions are defined as follows.

Definition 10 (Isolating Weight Function). Let $G$ be a bipartite graph with a fixed bipartition $(A, B)$ such that $|A|, |B| \leq n$, and fixed injective functions $\gamma_A : A \to [n]$ and $\gamma_B : B \to [n]$. A weight function $w : [n] \times [n] \to \mathbb{N}$ is isolating if it satisfies the following condition: If $G$ has a perfect matching, then $G$ also has a unique perfect matching $\rho$ of minimum weight (i.e. for every perfect matching $\rho' \neq \rho$, $\tilde{w}(\rho) < \tilde{w}(\rho')$).

Such isolating weight functions are particularly relevant to the detection of a perfect matching. To see this, we first need to define the matrix associated with a isolating weight function.

Definition 11. Let $G$ be a bipartite graph with a fixed bipartition $(A, B)$ such that $|A|, |B| \leq n$, and fixed injective functions $\gamma_A : A \to [n]$ and $\gamma_B : B \to [n]$. In addition, let $w : [n] \times [n] \to \mathbb{N}$ be a weight function. Then, $W_{G,w}$ is the matrix on $|A|$ columns indexed by the vertices in $A$ and $|B|$ rows indexed by the vertices in $B$, where

$$W_{G,w}[b,a] = \begin{cases} 2\tilde{w}((b,a)) & \text{if } (b,a) \in E(G) \\ 0 & \text{otherwise} \end{cases}$$

for all $a \in A$ and $b \in B$.

The following well-known result, due to Mulmuley et al. [15], reveals a connection between isolating weight functions, determinants and perfect matchings.

Proposition 1 ([15]). Let $G$ be a bipartite graph with a fixed bipartition $(A, B)$ such that $|A|, |B| \leq n$, and fixed injective functions $\gamma_A : A \to [n]$ and $\gamma_B : B \to [n]$. In addition, let $w : [n] \times [n] \to \mathbb{N}$ be a weight function. If $\det(W_{G,w}) \neq 0$, then $G$ has a perfect matching. Moreover, if $w$ is isolating and $G$ has a perfect matching, then $\det(W_{G,w}) \neq 0$.

Fenner et al. [4] presented a (deterministic) computation of a collection of weight functions that, for any bipartite graph, has at least one isolating weight function. Formally,

Definition 12 (Isolating Collection). Let $n \in \mathbb{N}$. An $n$-isolating collection is a set $W_n$ of weight functions $w : [n] \times [n] \to \mathbb{N}$ with the following property: For any bipartite graph $G$ with a fixed bipartition $(A, B)$ such that $|A|, |B| \leq n$, and fixed bijective functions $\gamma_A : A \to [n]$ and $\gamma_B : B \to [n]$, there exists a weight function $w \in W_n$ such that $w$ is isolating.

Proposition 2 ([4]). Let $n \in \mathbb{N}$. An $n$-isolating collection $W_n$ of $2^{O(\log^2 n)}$ weight functions with the following property can be obtained in time $2^{O(\log^2 n)}$: For any weight function $w \in W_n$, every weight assigned by $w$ can be represented (in binary) using $O(\log^2 n)$ bits.
2.3 Splitters, Representative Families

Splitters are well-known tools in derandomization, formally defined as follows.

- **Definition 13 (Splitter).** Let $n, k, \ell \in \mathbb{N}$ where $k \leq \ell$. An $(n, k, \ell)$-splitter is a family $F$ of functions from $[n]$ to $[\ell]$ such that for every $S \subseteq [n]$ of size $k$, there is a function $f \in F$ that satisfies $f(i) \neq f(j)$ for all distinct $i, j \in S$.

We are specifically interested in an $(n, k, k^2)$-splitter. The following lemma asserts that such a small splitter can be computed efficiently.

- **Proposition 3 ([16]).** Given $n, k \in \mathbb{N}$, an $(n, k, k^2)$-splitter of size $k^{O(1)} \log n$ can be constructed in time $k^{O(1)} n \log n$.

The notion of a representative family (implicitly linked to that of a splitter), introduced by Fomin et al. [5], plays a central role in the design of fast deterministic parameterized algorithms.

- **Definition 14 (Representative Family).** Given a matroid $M = (E, I)$ and a family $\mathcal{S}$ of subsets of $E$, a subfamily $\hat{\mathcal{S}} \subseteq \mathcal{S}$ is $q$-representative for $\mathcal{S}$, denoted by $\hat{\mathcal{S}} \subseteq^q \mathcal{S}$, if the following holds: for every set $Y \subseteq E$ of size at most $q$, if there is a set $X \in \mathcal{S}$ disjoint from $Y$ with $X \cup Y \in I$, then there is a set $\hat{X} \in \hat{\mathcal{S}}$ disjoint from $Y$ with $\hat{X} \cup Y \in I$.

3 Representation

The purpose of this section is to compute a union representation of a transversal matroid consisting of a quasipolynomial (in the rank of the matroid) number of matrices. As our proof directly works for weak truncations of transversal matroids rather than only transversal matroids, we present the statement of our result in the following more general form, and the objective above as a corollary.

- **Theorem 15.** Let $G$ be an $n$-vertex bipartite graph with a fixed vertex bipartition $(A, B)$, and let $r \in \mathbb{N}$. A t-union representation $(E, \{A_i, \varphi_i\}_{i \in [t]})$ of some weak $r$-truncation of the transversal matroid of $G$ over $\mathbb{Q}$, where $t = 2^{O(\log^2 r)} \log n$ and every entry in $A_i$, $i \in [t]$, is an integer of bit-length $2^{O(\log^2 r)}$, can be computed in time $2^{O(\log^2 r)} n \log n$.

Let us remind that the maximum size of a matching in a graph $G$ is denoted by $\kappa(G)$, and that it upper bounds the rank of the transversal matroid of $G$. In the theorem above, if $r = \kappa(G)$, then any weak $r$-truncation of the transversal matroid of $G$ is equal to the transversal matroid of $G$. Hence, we have the following corollary.

- **Corollary 16.** Let $G$ be an $n$-vertex bipartite graph with a fixed vertex bipartition $(A, B)$, and denote $r = \kappa(G)$. A t-union representation $(E, \{A_i, \varphi_i\}_{i \in [t]})$ of the transversal matroid of $G$ over $\mathbb{Q}$, where $t = 2^{O(\log^2 r)} \log n$ and every entry in $A_i$, $i \in [t]$, is an integer of bit-length $2^{O(\log^2 r)}$, can be computed in time $2^{O(\log^2 r)} n \log n$.

For the sake of clarity, we first analyze the special case where $|A|, |B| \leq (2r)^2$. More precisely, we prove a weaker version of Corollary 16, but it is conceptually convenient to think of this proof as the above special case given that we later map integers in $[2n]$ to integers in $[(2r)^2]$. Then, we present a more involved construction that handles the general case.
3.1 Special Case

For our analysis of the special case, we introduce the following definition.

- **Definition 17.** Let $G$ be a bipartite graph with a fixed vertex bipartition $(A, B)$ such that $|A|, |B| \leq n$, and fixed injective functions $\gamma_A : A \to [n]$ and $\gamma_B : B \to [n]$. A weight function $w : [n] \times [n] \to \mathbb{N}$ is good for a subset $X \subseteq A$ if $\det(W_{(G,w)}(Y,X)) \neq 0$ for some $Y \subseteq B$.

The heart of the proof of the special case is based on the two following lemmas.

- **Lemma 18 (\textdagger).** Let $G$ be a bipartite graph with a fixed vertex bipartition $(A, B)$ such that $|A|, |B| \leq n$, and fixed injective functions $\gamma_A : A \to [n]$ and $\gamma_B : B \to [n]$. In addition, let $W_n$ be an $n$-isolating collection. For every subset $X \subseteq A$, if $X$ is independent in the transversal matroid of $G$, then there exists $w \in W_n$ that is good for $X$.

- **Lemma 19 (\textdagger).** Let $G$ be a bipartite graph with a fixed vertex bipartition $(A, B)$ such that $|A|, |B| \leq n$, and fixed injective functions $\gamma_A : A \to [n]$ and $\gamma_B : B \to [n]$. In addition, let $W_n$ be an $n$-isolating collection. For every subset $X \subseteq A$, if there exists $w \in W_n$ that is good for $X$, then $X$ is independent in the transversal matroid of $G$.

Lemmas 18 and 19 lead us to the following result.

- **Lemma 20 (\textdagger).** Let $G$ be a bipartite graph with a fixed vertex bipartition $(A, B)$ such that $|A|, |B| \leq n$, and fixed injective functions $\gamma_A : A \to [n]$ and $\gamma_B : B \to [n]$. In addition, let $W_n$ be an $n$-isolating collection. Then, $(A, \{W_{(G,w)}\}_{w \in W_n})$ is a $t$-union representation of the transversal matroid of $G$ over $\mathbb{Q}$, where $t = |W_n|$.

Due to Proposition 2, we have the following consequence of Lemma 20.

- **Lemma 21 (\textdagger).** Let $G$ be an $n$-vertex bipartite graph with a fixed vertex bipartition $(A, B)$. A $t$-union representation $(E, \{A_i, \varphi_i\}_{i \in [t]})$ of the transversal matroid of $G$ over $\mathbb{Q}$, where $t = 2^{O(\log^2 n)}$ and every entry in $A_i$, $i \in [t]$, is an integer of bit-length $2^{O(\log^2 n)}$, can be computed in time $2^{O(\log^2 n)}$.

3.2 General Case

We begin by adapting the definition of the matrix $W_{(G,w)}$ to the presence of a “splitter functions”, which is a function from $[2n]$ to $[(2r)^2]$ where $n, r \in \mathbb{N}$ will be clear from context.

- **Definition 22.** Let $G$ be a bipartite graph with a fixed bipartition $(A, B)$ such that $|A|, |B| \leq n$, and fixed injective functions $\gamma_A : A \to [n]$ and $\gamma_B : B \to [n]$. In addition, let $w : [(2r)^2] \times [(2r)^2] \to \mathbb{N}$ be a weight function and $f : [2n] \to [(2r)^2]$ be a splitter function for some $r \in \mathbb{N}$. Then, $W_{(G,w,f)}$ is the matrix on $|A|$ columns indexed by the vertices in $A$ and $|B|$ rows indexed by the vertices in $B$, where

$$W_{(G,w,f)}[b,a] = \begin{cases} 2^{w(f(\gamma_A(a)), f(n+\gamma_B(b)))} & \text{if } \{b,a\} \in E(G) \\ 0 & \text{otherwise} \end{cases}$$

for all $a \in A$ and $b \in B$.

In order to proceed, we need to generalize Definition 17 to pairs of a weight function and a splitter function.
Definition 23. Let $G$ be a bipartite graph with a fixed vertex bipartition $(A, B)$ such that $|A|, |B| \leq n$, and fixed injective functions $\gamma_A : A \rightarrow [n]$ and $\gamma_B : B \rightarrow [n]$. In addition, let $r \in \mathbb{N}$. For a weight function $w : ([2r]^2) \times ([2r]^2) \rightarrow \mathbb{N}$ and a splitter function $f_a : [2n] \rightarrow ([2r]^2)$, the pair $(w, f)$ is good for a subset $X \subseteq A$ if $\det(W_{(G,w,f)}[Y,X]) \neq 0$ for some $Y \subseteq B$.

We first need to establish the following lemma.

Lemma 24 (*). Let $G$ be a bipartite graph with a fixed vertex bipartition $(A, B)$ such that $|A|, |B| \leq n$, and fixed injective functions $\gamma_A : A \rightarrow [n]$ and $\gamma_B : B \rightarrow [n]$. In addition, let $W$ be a $(2r)^2$-isolating collection, and $F$ be a $(2n, 2r, (2r)^2)$-splitter for some $r \in \mathbb{N}$. For every subset $X \subseteq A$ of size at most $r$, if $X$ is independent in the transversal matroid of $G$, then there exist $w \in W$ and $f \in F$ such that $(w, f)$ is good for $X$.

Lemma 25 (*). Let $G$ be a bipartite graph with a fixed vertex bipartition $(A, B)$ such that $|A|, |B| \leq n$, and fixed injective functions $\gamma_A : A \rightarrow [n]$ and $\gamma_B : B \rightarrow [n]$. In addition, let $W$ be a $(2r)^2$-isolating collection, and $F$ be a $(2n, 2r, (2r)^2)$-splitter for some $r \in \mathbb{N}$. For every subset $X \subseteq A$, if there exist $w \in W$ and $f \in F$ such that $(w, f)$ is good for $X$, then $X$ is independent in the transversal matroid of $G$.

Lemmas 24 and 25 lead us to the following result.

Lemma 26 (*). Fix $r \in \mathbb{N}$. Let $G$ be a bipartite graph with a fixed vertex bipartition $(A, B)$ such that $|A|, |B| \leq n$, and fixed injective functions $\gamma_A : A \rightarrow [n]$ and $\gamma_B : B \rightarrow [n]$. In addition, let $W$ be a $(2r)^2$-isolating collection, and $F$ be a $(2n, 2r, (2r)^2)$-splitter. Then, $(A, \{W_{(G,w,f)}\}_{w \in W, f \in F})$ is a $t$-union representation of some weak $r$-truncation of the transversal matroid of $G$ over $\mathbb{Q}$, where $t = |W| \cdot |F|$.

We are now ready to prove Theorem 15.

Proof. First, we apply Proposition 2 to obtain a $(2r)^2$-isolating collection $W$ of size $2^{O(\log^2 r)}$ in time $2^{O(\log^2 r)}$. Second, we apply Proposition 13 to obtain a $(2n, 2r, (2r)^2)$-splitter $F$ of size $r^{O(1)}\log n$ in time $r^{O(1)}n\log n$. We select arbitrary bijective functions $\gamma_A : A \rightarrow |A|$ and $\gamma_B : B \rightarrow |B|$. By Lemma 26, $(A, \{W_{(G,w,f)}\}_{w \in W, f \in F})$ is a $t$-union representation of some weak $r$-truncation of the transversal matroid of $G$ over $\mathbb{Q}$, where $t = |W| \cdot |F| = 2^{O(\log^2 r)}\log n$. By Proposition 2 and Definition 11, every entry in $W_{(G,w,f)}$, $w \in W$ and $f \in F$, is an integer of bit-length $2^{O(\log^2 r)}$. Thus, the time to construct $(A, \{W_{(G,w,f)}\}_{w \in W, f \in F})$ is bounded by $2^{O(\log^2 r)}\log n$. This concludes the proof.

4 Representative Families

In this section, we give applications of Theorem 15 in the design of parameterized algorithms. First, we give a fast deterministic algorithm to compute representative families over a transversal matroid. Prior to our work, only randomized algorithms were known from the works of Fomin et al. [5] and Lokshtanov et al. [12], since no fast deterministic algorithm was known for computing a linear representation of transversal matroids. Later in this section, we will use this deterministic algorithm to give a deterministic parameterized algorithm for the List $k$-Path problem. We remind that, as explained in Introduction, we selected List $k$-Path for illustrative purposes, and that the approach described to solve it is readily applicable to problems such as Graph Motif, $d$-Dimensional $k$-Matching and $d$-Set $k$-Packing in the presence of color lists.
We begin by stating the following known results about the computation of representative families over linear matroids.

**Proposition 4 ([12]).** Let $M = (E, I)$ be a linear matroid of rank $n$, and let $S$ be a family of $\ell$ independent sets, each of size $p$. Let $A$ be an $n \times |E|$ matrix representing $M$ over a field $\mathbb{F}$, and let $\omega < 2.373$ be the exponent of matrix multiplication [6]. Then, there are deterministic algorithms computing $\tilde{S} \subseteq \mathbb{F}^\ell S$ as follows.

(i) A family $\tilde{S}$ of size $(p+q)^2$ in $O\left((p+q)^2 \ell p^3 n^2 + \ell (p+q)^{\omega} np\right) + (n + |E|)^{O(1)}$ operations over $\mathbb{F}$.

(ii) A family $\tilde{S}$ of size $np(p+q)$ in $O\left((p+q)^2 \ell p^3 n^2 + \ell (p+q)^{\omega-1} (pn)^{\omega-1}\right) + (n + |E|)^{O(1)}$ operations over $\mathbb{F}$.

**Proposition 5 ([5]).** Let $M = (E, I)$ be a matroid and $S$ be a subset of $I$. If $S' \subseteq \mathbb{F} S$ and $\tilde{S} \subseteq \mathbb{F} S'$, then $\tilde{S} \subseteq \mathbb{F} S$.

Now we will apply the above results to prove the following theorem.

**Theorem 27 (⋆).** Let $M = (E, I)$ be a transversal matroid of rank $n$ and let $S$ be a family of $\ell$ independent sets, each of size $p$. Let $q$ be a positive integer, $r = p + q$ and $\omega$ be the exponent of matrix multiplication. Then, there are deterministic algorithms computing $\tilde{S} \subseteq \mathbb{F}^\ell S$ as follows.

(i) A family $\tilde{S}$ of size $2^{O(\log^2 r)} \binom{r}{p} \log n$ in time $\left((\binom{r}{p})^2 \ell p^3 n^2 + \ell (\binom{r}{p})^{\omega} \ell p^3 n^2 + \ell (\binom{r}{p})^{\omega-1} (pn)^{\omega-1}\right) 2^{O(\log^2 r)} \log n + (n + |E|)^{O(1)} 2^{O(\log^2 r)}$.

(ii) A family $\tilde{S}$ of size $2^{O(\log^2 r)} \binom{r}{p} np \log n$ in time $\left((\binom{r}{p})^2 \ell p^3 n^2 + \ell (\binom{r}{p})^{\omega-1} (pn)^{\omega-1}\right) 2^{O(\log^2 r)} \log n + (n + |E|)^{O(1)} 2^{O(\log^2 r)}$.

Now we will use Theorem 27 to design a deterministic algorithm for LIST $k$-PATH, which is defined as follows.

**List $k$-Path**

**Parameter:** $k$

**Input:** A graph $G$, a set of colors $C$, a function $L : V(G) \rightarrow 2^C$, and $k \in \mathbb{N}$,

**Question:** Is there a path $P$ on $k$ vertices and an injective map $g : V(P) \rightarrow C$ such that $g(v) \in L(v)$ for all $v \in V(P)$?

Note that, unlike $k$-Path where the objective is to check whether there is a path $P$ on $k$ vertices in a given input graph, in List $k$-Path we must also find an injective map $g$ that assigns distinct colors to the vertices on $P$ from their respective lists of colors. Towards that, we create an auxiliary bipartite graph $H$ with bipartition $V(G) \uplus C$, such that for each $v \in V(G)$, the neighborhood $N_H(v)$ of $v$ in $H$ is $L(v)$. The following lemma states that any solution to the instance $(G, C, L, k)$ is also an independent set in the transversal matroid of $H$.

**Lemma 28 (⋆).** Let $(G, C, L, k)$ be an instance of List $k$-Path. Let $H = (V(G) \uplus C, F)$ be a bipartite graph such that $N_H(v) = L(v)$ for all $v \in V(G)$. Let $P$ be a path on $k$ vertices in $G$. Then, $P$ is a solution to List $k$-Path if and only if $V(P)$ is an independent set in the transversal matroid $M$ of $H$ over the ground set $V(G)$.

Using Lemma 28, a dynamic programming (DP) algorithm for List $k$-Path can be designed using representative families. This algorithm will follow the outline of the algorithm of Fomin et al. [5] for $k$-Path. In the rest of this section, we will present this DP algorithm.
for List $k$-Path. Recall that $(G, C, L, k)$ is the input and $M = (V(G), \mathcal{I})$ is the transversal matroid of $H$ over the ground set $V(G)$, where $H = (V(G) \cup C, F)$ is the bipartite graphs such that $N_H(v) = L(v)$ for all $v \in V(G)$. For any $i \in [k]$ and $v \in V(G)$, define the following.

$$\mathcal{P}_v^i = \{ X \mid X \subseteq V(G), v \in X, |X| = i, X \in \mathcal{I}, \text{ and } G \text{ has a path of length } i - 1 \text{ whose vertex set is precisely } X \text{ and whose end vertex is } v \}$$

The following lemma gives an efficient computation of $\widehat{\mathcal{P}}_v^i \subseteq \mathcal{P}_v^i$ for all $i \in [k]$ where the underlying matroid is $M$, i.e. the transversal matroid of $H$ over the ground set $V(G)$.

- **Lemma 29 (⋆).** For every $i \in [k]$ and $v \in V(G)$, $\widehat{\mathcal{P}}_v^i \subseteq \mathcal{P}_v^i$ of size $2^{O(\log^2 k)} n \cdot i \log n$ can be computed in time $2^{\omega k} 2^{O(\log^2 k)} n^{O(1)}$.

- **Theorem 30 (⋆).** List $k$-Path can be solved in time $2^{\omega k} 2^{O(\log^2 k)} n^{O(1)}$, where $\omega < 2.373$ is the exponent of matrix multiplication [6].

We remark that in the theorem above, $2^{\omega k} 2^{O(\log^2 k)} n^{O(1)} = 5.18 k n^{O(1)}$. If the computation in Proposition 4 is sped-up or the bound on $\omega$ is improved, then our algorithm is automatically sped-up as well.

---
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Abstract

Over the past two decades, the notion of implicit bias has come to serve as an important component in our understanding of bias and discrimination in activities such as hiring, promotion, and school admissions. Research on implicit bias posits that when people evaluate others – for example, in a hiring context – their unconscious biases about membership in particular demographic groups can have an effect on their decision-making, even when they have no deliberate intention to discriminate against members of these groups. A growing body of experimental work has demonstrated the effect that implicit bias can have in producing adverse outcomes.

Here we propose a theoretical model for studying the effects of implicit bias on selection decisions, and a way of analyzing possible procedural remedies for implicit bias within this model. A canonical situation represented by our model is a hiring setting, in which recruiters are trying to evaluate the future potential of job applicants, but their estimates of potential are skewed by an unconscious bias against members of one group. In this model, we show that measures such as the Rooney Rule, a requirement that at least one member of an underrepresented group be selected, can not only improve the representation of the affected group, but also lead to higher payoffs in absolute terms for the organization performing the recruiting. However, identifying the conditions under which such measures can lead to improved payoffs involves subtle trade-offs between the extent of the bias and the underlying distribution of applicant characteristics, leading to novel theoretical questions about order statistics in the presence of probabilistic side information.
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1 Introduction

Over the past two decades, the notion of implicit bias [12] has come to provide an important perspective on the nature of discrimination. Research on implicit bias argues that unconscious attitudes toward members of different demographic groups – for example, defined by gender, race, ethnicity, national origin, sexual orientation, and other characteristics – can have a
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non-trivial impact on the way in which we evaluate members of these groups; and this in turn may affect outcomes in employment [1, 2, 20], education [21], law [13, 14], medicine [11], and other societal institutions.

In the context of a process like hiring, implicit bias thus shifts the question of bias and discrimination to be not just about identifying bad actors who are intentionally discriminating, but also about the tendency of all of us to reach discriminatory conclusions based on unconscious application of stereotypes. An understanding of these issues also helps inform the design of interventions to mitigate implicit bias – when essentially all of us have a latent tendency toward low-level discrimination, a set of broader practices may be needed to guide the process toward the desired outcome.

### A basic mechanism: The Rooney Rule

One of the most basic and widely adopted mechanisms in practice for addressing implicit bias in hiring and selection is the Rooney Rule [6], which, roughly speaking, requires that in recruiting for a job opening, one of the candidates interviewed must come from an underrepresented group. The Rooney Rule is named for a protocol adopted by the National Football League (NFL) in 2002 in response to widespread concern over the low representation of African-Americans in head coaching positions; it required that when a team is searching for a new head coach, at least one minority candidate must be interviewed for the position. Subsequently the Rooney Rule has become a guideline adopted in many areas of business [4]; for example, in 2015 then-President Obama exhorted leading tech firms to use the Rooney Rule for hiring executives, and in recent years companies including Amazon, Facebook, Microsoft, and Pinterest have adopted a version of the Rooney Rule requiring that at least one candidate interviewed must be a woman or a member of an underrepresented minority group [17]. Earlier this year, the much-awaited set of recommendations made by Eric Holder and colleagues to address workplace bias and discrimination at Uber advocated for the use of the Rooney Rule as one of its key points [7, 18].

The Rooney Rule is the subject of ongoing debate, and one crucial aspect of this debate is the following tension. On one side is the argument that implicit (or explicit) bias is preventing deserving candidates from underrepresented groups from being fairly considered, and the Rooney Rule is providing a force that counter-balances and partially offsets the consequences of this underlying bias. On the other side is the concern that if a job search process produces a short-list of top candidates all from the majority group, it may be because these are genuinely the strongest candidates despite the underlying bias – particularly if there is a shortage of available candidates from other groups. In this case, wholesale use of the Rooney Rule may lead firms to consider weaker candidates from underrepresented groups, which works against the elimination of unconscious stereotypes. Of course, there are other reasons to seek diversity in recruiting that may involve broader considerations or longer time horizons than just the specific applicants being evaluated; but even these lines of argument generally incorporate the more local question of the effect on the set of applicants.

Given the widespread consideration of the Rooney Rule from both legal and empirical perspectives [6], it is striking that prior work has not attempted to formalize the inherently mathematical question that forms a crucial ingredient in these debates: given some estimates of the extent of bias and the prevalence of available minority candidates, does the expected quality of the candidates being interviewed by a hiring committee go up or down when the Rooney Rule is implemented? When the bias is large and there are many minority candidates, it is quite possible that the hiring committee’s bias caused it to choose a weaker candidate over a stronger minority one, and the Rooney Rule may be strengthening the pool
of interviewees by reversing this decision and forcing them to swap the stronger minority candidate in. But when the bias is small or there are few minority candidates, the Rule might be reversing a decision that in fact chose the stronger applicant.

In this paper, we propose a formalization of this family of questions, via a simplified model of selection with implicit bias, and we give a tight analysis of the consequences of using the Rooney Rule in this setting. In particular, when selecting for a fixed number of slots, we find that a sharp threshold on the effectiveness of the Rooney Rule in our model depends on three parameters: not just the extent of bias and the the prevalence of available minority candidates, but a third quantity as well – essentially, a parameter governing the heavy-tailed behavior of candidates’ expected future job performance. We emphasize that our model is deliberately stylized, to abstract the trade-offs as cleanly as possible. Moreover, in interpreting these results, we emphasize a point noted above, that there are other reasons to consider using the Rooney Rule beyond the issues that motivate this particular formulation; but an understanding of the trade-offs in our model seems informative in any broader debate about such hiring and selection measures.

We now describe the basic ingredients of our model, followed by a summary of the main results.

1.1 A Model of Selection with Implicit Bias

Our model is based on the following scenario. Suppose that a hiring committee is trying to fill an open job position, and it would like to choose the \( k \geq 2 \) best candidates as finalists to interview from among a large set of applicants. We will think of \( k \) as a small constant, and indeed most of the subtlety of the question already arises for the case \( k = 2 \).

**X-candidates and Y-candidates**

The set of all applicants is partitioned into two groups \( X \) and \( Y \), where we think of \( Y \) as the majority group, and \( X \) as a minority group within the domain that may be subject to bias. For some positive real number \( \alpha \leq 1 \) and an integer \( n \), there are \( n \) applicants from group \( Y \) and \( \alpha n \) applicants from group \( X \). If a candidate \( i \) belongs to \( X \), we will refer to them as an \( X \)-candidate, and if \( i \) belongs to \( Y \), we will refer to them as a \( Y \)-candidate. (The reader is welcome, for example, to think of the setting of academic hiring, with \( X \) as the female job applicants and \( Y \) as the male job applicants, but the formulation is general.)

Each candidate \( i \) has a (hidden) numerical value that we call their potential, representing their future performance over the course of their career. For example, in faculty hiring, we might think of the potential of each applicant in terms of some numerical proxy like their future lifetime citation count (with the caveat that any numerical measure will of course be an imperfect representation). Or in hiring executives, the potential of each applicant could be some measure of the revenue they will bring to the firm.

We assume that there is a common distribution \( Z \) that these numerical potentials come from: each potential is an independent draw from \( Z \). (Thus, the applicants can have widely differing values for their numerical potentials; they just arise as draws from a common distribution.) For notational purposes, when \( i \) is an \( X \)-candidate, we write their potential as \( X_i \), and when \( j \) is a \( Y \)-candidate, we write their potential as \( Y_j \). We note an important modeling decision in this formulation: we are assuming that all \( X_i \) and all \( Y_j \) values come from this same distribution \( Z \). While it is also of interest to consider the case in which the numerical potentials of the two groups \( X \) and \( Y \) are drawn from different group-specific distributions, we focus on the case of identical distributions for two reasons. First, there are...
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In the domains that we are considering – hiring executives, faculty members, athletes, performers – there is a natural functional form for the distribution $Z$ of potentials, and this is the family of power laws (also known as Pareto distributions), with $\Pr[Z \geq t] = t^{-(1+\delta)}$ and support $[1, \infty)$ for a fixed $\delta > 0$. Extensive empirical work has argued that the distribution of individual output in a wide range of creative professions can be approximated by power law distributions with small positive values of $\delta$ [5]. For example, the distribution of lifetime citation counts is well-approximated by a power law, as are the lifetime downloads, views, or sales by performers, authors, and other artists. In the last part of the paper, we also consider the case in which the potentials are drawn from a distribution with bounded support, but for most of the paper we will focus on power laws.

Selection with Bias

Given the set of applicants, the hiring committee would like to choose $k$ finalists to interview. The utility achieved by the committee is the sum of the potentials of the $k$ finalists it chooses; the committee’s goal is to maximize its utility.\footnote{Since our goal is to model processes like the Rooney Rule, which apply to the selection of finalists for interviewing, rather than to the hiring decision itself, we treat the choice of $k$ finalists as the endpoint rather than modeling the interviews that subsequently ensue.}

If the committee could exactly evaluate the potential of each applicant, then it would have a straightforward way to maximize the utility of the set of finalists: simply sort all applicants by potential, and choose the top $k$ as finalists. The key feature of the situation we would like to capture, however, is that the committee is biased in its evaluations; we look for a model that incorporates this bias as cleanly as possible.

Empirical work in some of our core motivating settings – such as the evaluation of scientists and faculty candidates – indicates that evaluation committees often systematically downweight female and minority candidates of a given level of achievement, both in head-to-head comparisons and in ranking using numerical scores [22]. It is thus natural to model the hiring committee’s evaluations as follows: they correctly estimate the potential of a $Y$-applicant $j$ at the true value $Y_j$, but they estimate the potential of an $X$-applicant $i$ at a reduced value $\tilde{X}_i < X_i$. They then rank candidates by these values $\{Y_j\}$ and $\{\tilde{X}_i\}$, and they choose the top $k$ according to this biased ranking.

For most of the paper, we focus on the case of multiplicative bias, in which $\tilde{X}_i = X_i/\beta$ for a bias parameter\footnote{When $\beta = 1$, the ranking has no bias.} $\beta > 1$. This is a reasonable approximation to empirical data from human-subject studies [22]; and moreover, for power law distributions this multiplicative form is in a strong sense the “right” parametrization of the bias, since biases that grow either faster or slower than multiplicatively have a very simple asymptotic behavior in the power law case.

In this aspect of the model, as in others, we seek the cleanest formulation that exposes the key underlying issues; for example, it would be an interesting extension to consider versions in which the estimates for each individual are perturbed by random noise. A line of previous work [3, 9, 10] has analyzed models of ranking under noisy perturbations; while our
scenario is quite different in that the entities being ranked are partitioned into a fixed set of
groups with potentially different levels of bias and noise, it would be natural to see if these
techniques could potentially be extended to handle noise in the context of implicit bias.

1.2 Main Questions and Results

This then is the basic model in which we analyze interventions with the structure of the
Rooney Rule: (i) a set of $n$ $Y$-applicants and an $X$-applicants each have an independent
future potential drawn from a power law distribution; (ii) a hiring committee ranks the
applicants according to a sorted order in which each $X$-applicant’s potential is divided down
by $\beta$, and chooses the top $k$ in this ordering as finalists; and (iii) the hiring committee’s
utility is the sum of the potentials of the $k$ finalists.

Qualitatively, the motivation for the Rooney Rule in such settings is that hiring committees
are either unwilling or unable to reasonably correct for their bias in performing such rankings,
and therefore cannot be relied on to interview $X$-candidates on their own. The difficulty in
removing this skew from such evaluations is a signature aspect of phenomena around implicit
bias.

The decision to impose the Rooney Rule is made at the outset, before the actual values of
the potentials $\{Y_j\}$ and $\{X_i\}$ are materialized. All that is known at the point of this initial
decision to use the Rule or not are the parameters of the domain: the bias $\beta$, the relative
abundance of $X$-candidates $\alpha$, the power law exponent $1 + \delta$, and the number of finalists
to be chosen $k$. The question is: as a function of these four parameters, will the use of the
Rooney Rule produce a positive or negative expected change in utility, where the expectation
is taken over the random draws of applicant values? We note that one could instead ask
about the probability that the Rooney Rule produces a positive change in utility as opposed
to the expected change; in fact, our techniques naturally generalize to characterize not only
the expected change, but the probability that this change is positive, as we will show in
Section 2.

Our model lets us make precise the trade-off in utility that underpins the use of the
Rooney Rule. If the committee selects an $X$-candidate on its own – even using its biased
ranking – then their choice already satisfies the conditions of the Rule. But if all $k$ finalists are
$Y$-candidates, then the Rooney Rule requires that the committee replace the lowest-ranked of
these finalists $j$ with the highest-ranked $X$-candidate $i$. Because $i$ was not already a finalist,
we know that $X_i = X_i / \beta < Y_j$. But to see whether this yields a positive change in utility,
we need to understand which of $X_i$ or $Y_j$ has a larger expected value, conditional on the
information contained in the committee’s decision, that $X_i / \beta < Y_j$.

Our main result is an exact characterization of when the Rooney Rule produces a positive
expected change in terms of the four underlying parameters, showing that it non-trivially
depends on all four. For the following theorem, and for the remainder of the paper, we
assume $\alpha \in (0,1]$, $\beta > 1$, and $\delta > 0$. We begin with the case where $k = 2$.

**Theorem 1.** For $k = 2$ and sufficiently large $n$, the Rooney Rule produces a positive
expected change if and only if $\phi_2(\alpha, \beta, \delta) > 1$ where

$$
\phi_2(\alpha, \beta, \delta) = \frac{\alpha^{1/(1+\delta)} \left[ 1 - \left( 1 + c^{-1} \right)^{-\delta/(1+\delta)} \right] \left[ 1 + \frac{\delta}{1+\delta} \left( 1 + c \right)^{-1-\delta/(1+\delta)} \right]}{\frac{\delta}{1+\delta} \left( 1 + c \right)^{-1-\delta/(1+\delta)}}
$$

(1)

and $c = \alpha \beta^{-1/(1+\delta)}$. Moreover, $\phi_2(\alpha, \beta, \delta)$ is increasing in $\beta$, so for fixed $\alpha$ and $\delta$ there exists
$\beta^*$ such that $\phi_2(\alpha, \beta, \delta) > 1$ if and only if $\beta > \beta^*$. 
Figure 1 Fixing $k = 2$, the $(\alpha, \beta, \delta)$ values for which the Rooney Rule produces a positive expected change for sufficiently large $n$ lie above a surface defined by the function $\phi_2(\alpha, \beta, \delta) = 1$.

Thus, we have an explicit characterization for when the Rooney Rule produces positive expected change. The following theorem extends this to larger values of $k$.

**Theorem 2.** There is an explicit function $\phi_k(\alpha, \beta, \delta)$ such that the Rooney Rule produces a positive expected change, for $n$ sufficiently large and $k = O(\ln n)$, if and only if $\phi_k(\alpha, \beta, \delta) > 1$.

Surprisingly, even for larger values of $k$, there are parts of the parameter space for which the Rooney Rule increases and decreases expected quality, independent of the number of applicants $n$.

Figure 1 depicts a view of the function $\phi_2$, by showing the points in three-dimensional $(\alpha, \beta, \delta)$ space for which $\phi$ takes the value 1. The values for which the Rooney Rule produces a positive expected change for sufficiently large $n$ lie above this surface. The surface is fairly complex, and it displays unexpected non-monotonic behavior; for example, on certain regions of fixed $(\alpha, \beta)$, it is non-monotonic in $\delta$, a fact which is not a priori obvious. Moreover, there exist $(\alpha, \delta)$ pairs above which the surface does not exist. (One example in Figure 1 occurs at $\alpha \approx 0.3$ and $\delta \approx 3$). Characterizing the function $\phi$ and its level set $\phi = 1$ is challenging, and it is noteworthy that the complexity of this function is arising from a relatively bare-bones formulation of the trade-off in the Rooney Rule; this suggests the function and its properties are capturing something inherent in the process of biased selection.

One monotonocity result we are able to establish for the function $\phi$ is the following, showing that for fixed $(\alpha, \beta, \delta)$ increasing the number of positions can’t make the Rooney Rule go from beneficial to harmful.

**Theorem 3.** For sufficiently large $n$ and $k = O(\ln n)$, if the Rooney Rule produces a positive expected change at a given number of finalists $k$, it also produces a positive expected change when there are $k+1$ finalists (at the same $(\alpha, \beta, \delta)$).
We prove these theorems through an analysis of the order statistics of the underlying power law distribution. Specifically, if we draw $m$ samples from the power law $Z$ and sort them in ascending order from lowest to highest, then the $\ell$th item in the sorted list is a random variable denoted $Z_{(\ell:m)}$. To analyze the effect of the Rooney Rule, we are comparing $Y_{(n-k+1:n)}$ with $X_{(\alpha n:n)}$. Crucially, we are concerned with their expected values conditional on the fact that the committee chose the $k$th-ranked $Y$-candidate over the top-ranked $X$-candidate, implying as noted above that $X_{(\alpha n:n)}/\beta < Y_{(n-k+1:n)}$. The crucial comparison is therefore between $E[Y_{(n-k+1:n)}|X_{(\alpha n:n)} < \beta Y_{(n-k+1:n)}]$ and $E[X_{(\alpha n:n)}|X_{(\alpha n:n)} < \beta Y_{(n-k+1:n)}]$. Order statistics conditional on side information turn out to behave in complex ways, and hence the core of the analysis is in dealing with these types of conditional order statistics for power law distributions.

More generally, given the ubiquity of power law distributions [5], we find it surprising how little is known about how their order statistics behave qualitatively. In this respect, the techniques we provide may prove to be independently useful in other applications. For example, we develop a tight asymptotic characterization of the expectations of order statistics from a power law distribution that to our knowledge is novel.

We also note that although our results are expressed for sufficiently large $n$, the convergence to the asymptotic behavior happens very quickly as $n$ grows; to handle fixed values of $n$, we need only modify the bounds by correction terms that grow like $(1 \pm O((\ln n)^2/n))$. In particular, the errors in the asymptotic analysis are small once $n$ reaches 50, which is reasonable for settings in which a job opening receives many applications.

**Estimating the level of bias $\beta$**

The analysis techniques we develop for proving Theorem 2 can also be used for related problems in this model. A specific question we are able to address is the problem of estimating the amount of bias from a history of hiring decisions.

In particular, suppose that over $m$ years the hiring committee makes one offer per year; in $N$ of the $m$ years this offer goes to an $X$-candidate, and in $m - N$ of the $m$ years this offer goes to a $Y$-candidate. Which value of the bias parameter $\beta$ maximizes the probability of this sequence of observations?

We provide a tight characterization of the solution to this question, finding again that it depends not only on $\alpha$ (in this case, the sequence of $\alpha$ values for each year), but also on the power law exponent $1 + \delta$. The solution has a qualitatively natural structure, and produces $\beta = 1$ (corresponding to no bias) as the estimate when the fraction of $X$-candidates hired over the $m$ years is equal to the expected number that would be hired under random selection.

**Generalizations to other distributions**

Finally, at the end of the paper we consider how to adapt our approach for classes of distributions other than power laws. A different category of distributions that can be motivated by the considerations discussed here is the set of bounded distributions, which take values only over a finite interval. Just as power laws are characteristic of the performance of employees in certain professions, bounded distributions are appropriate when there are absolute constraints on the maximum effect a single employee can have.

Moreover, bounded distributions are also of interest because they contain the uniform distribution on $[0, 1]$ as a special case. We can think of this special case as describing an instance in which each candidate is associated with their quantile (between 0 and 1) in a
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For bounded distributions, we can handle much more general forms for the bias – essentially, any function that reduces the values $X_i$ strictly below the maximum of the distribution (for instance, a bias that always prefers a $Y$-candidate to an $X$-candidate when they are within some $\varepsilon$ of each other). When $k = 2$ and there are equal numbers of $X$-candidates and $Y$-candidates, we show that for any bounded distribution and any such bias, the Rooney Rule produces a positive expected change in utility for all sufficiently large $n$.

1.3 An Illustrative Special Case: Infinite Bias

To illustrate some of the basic considerations that go into our analysis and its interpretation, we begin with a simple special case that we can think of as “infinite bias” – the committee deterministically ranks every $Y$-candidate above every $X$-candidate. This case already exhibits structurally rich behavior, although the complexity is enormously less than the case of general $\beta$. We also focus here on $k = 2$. In terms of Figure 1, we can visualize the infinite bias case as if we are looking at the plot from infinitely high up; thus, reasoning about infinite bias amounts to finding what parts of the $(\alpha, \beta)$ plane are covered by the surface $\phi_2(\alpha, \beta, \delta) = 1$.

With infinite bias, the committee is guaranteed to choose the two highest-ranked $Y$-candidates in the absence of an intervention; with the Rooney Rule, the committee will choose the highest-ranked $Y$-candidate and the highest-ranked $X$-candidate. As we discuss in the next section, for power law distributions with exponent $1 + \delta$, if $z^*$ is the expected maximum of $n$ draws from the distribution, then (i) the expected value of the second-largest of the $n$ draws is $\frac{\delta}{1 + \delta} z^*$; and (ii) the expected maximum of $\alpha n$ draws from the distribution is asymptotically $\alpha^{1/(1+\delta)} z^*$.

This lets us directly evaluate the utility consequences of the intervention. If there is no intervention, the utility of the committee’s decision will be $\left(1 + \frac{\delta}{1 + \delta}\right) z^*$, and if the Rooney Rule is used, the utility of the committee’s decision will be $(1 + \alpha^{1/(1+\delta)}) z^*$. Thus, the Rooney Rule produces positive expected change in utility if and only if $\alpha^{1/(1+\delta)} > \frac{\delta}{1 + \delta}$; that is, if and only if $\alpha > \left(\frac{\delta}{1 + \delta}\right)^{1+\delta}$.

In addition to providing a simple closed-form expression for when to use the Rooney Rule in this setting, the condition itself leads to some counter-intuitive consequences. In particular, the closed-form expression for the condition makes it clear that for every $\alpha > 0$, there exists a sufficiently small $\delta > 0$ so that when the distribution of applicant potentials is a power law with exponent $1 + \delta$, using the Rooney Rule produces the higher expected utility. In other words, with a power law exponent close to 1, it’s a better strategy to commit one of the two offers to the $X$-candidates, even though they form an extremely small fraction of the population.

This appears to come perilously close to contradicting the following argument. We can arbitrarily divide the $Y$-candidates into two sets $A$ and $B$ of $n/2$ each; and if $\alpha < 1/2$, each of $A$ and $B$ is larger than the set of all $X$-candidates. Let $a^*$ be the top candidate in $A$ and $b^*$ be the top candidate in $B$. Each of $a^*$ and $b^*$ has at least the expected value of the top $X$-candidate, and moreover, one of them is the top $Y$-candidate overall. So how can it be that choosing $a^*$ and $b^*$ fails to improve on the result of using the Rooney Rule?

The resolution is to notice that using the Rooney Rule still involves hiring the top $Y$-candidate. So it’s not that the Rooney Rule chooses one of $a^*$ or $b^*$ at random, together with the top $X$-candidate. Rather, it chooses the better of $a^*$ and $b^*$, along with the top
X-candidate. The real point is that power law distributions have so much probability in the tail that the best person among a set of \( \alpha n \) can easily have a higher expected value than the second-best person among a set of \( n \), even when \( \alpha \) is quite small. This is a key property of power law distributions that helps explain what’s happening both in this example and in our analysis.

1.4 A Non-Monotonicity Effect

As noted above, much of the complexity in the analysis arises from working with their expected values conditioned on the outcomes of certain biased comparisons. It turns out that expected values conditional on these types of comparisons can exhibit some fairly counter-intuitive behavior; to familiarize the reader with some of these phenomena – both as preparation for the subsequent sections, but also as an interesting end in itself – we offer the following example.

Much of our analysis involves quantities like \( E[X|X > \beta Y] \) – the conditional expectation of \( X \), given that it exceeds some other random variable \( Y \) multiplied by a bias parameter. (We will also be analyzing the version in which the inequality goes in the other direction, but we’ll focus on the current expression for now.) If we choose \( X \) and \( Y \) as independent random variables both drawn from a distribution \( Z \), and then view the conditional expectation as a function just of the bias parameter \( \beta \), what can we say about the properties of this function \( f(\beta) = E[X|X > \beta Y] \)?

Intuitively we’d expect \( f(\beta) \) to be monotonically increasing in \( \beta \) – indeed, as \( \beta \) increases, we’re putting a stricter lower bound on \( X \), and so this ought to raise the conditional expectation of \( X \).

The surprise is that this is not true in general; we can construct independent random variables \( X \) and \( Y \) for which \( f(\beta) \) is not monotonically increasing. In fact, the random variables are very simple: we can have each of \( X \) and \( Y \) take values independently and uniformly from the finite set \( \{1, 5, 9, 13\} \). Now, the event \( X > 2Y \) consists of four possible pairs of \( (X,Y) \) values: \((5,1), (9,1), (13,1), \) and \((13,5)\). Thus, \( f(2) = E[X|X > 2Y] = 10 \). In contrast, the event \( X > 3Y \) consists of three possible pairs of \( (X,Y) \) values: \((5,1), (9,1), \) and \((13,1)\). Thus, \( f(3) = 9 \), which is a smaller value, despite the fact that \( X \) is required to be a larger multiple of \( Y \).

The surprising content of this example has a fairly sharp formulation in terms of a story about recruiting. Suppose that two academic departments, Department \( A \) and Department \( B \), both engage in hiring each year. In our stylized setting, each interviews one \( X \)-candidate and one \( Y \)-candidate each year, and hires one of them. Each candidate comes from the uniform distribution on \( \{1, 5, 9, 13\} \). Departments \( A \) and \( B \) are both biased in their hiring: \( A \) only hires the \( X \)-candidate in a given year if they’re more than twice as good as the \( Y \)-candidate, while \( B \) only hires the \( X \)-candidate in a given year if they’re more than three times as good as the \( Y \)-candidate.

Clearly this bias hurts the average quality of both departments, \( B \) more so than \( A \). But you might intuitively expect that at least if you looked at the \( X \)-candidates that \( B \) has actually hired, they’d be of higher average quality than the \( X \)-candidates that \( A \) has hired – simply because they had to pass through a higher filter to get hired. In fact, however, this isn’t the case: despite the fact that \( B \) imposes a higher filter, the calculations for this example performed above show that the average quality of the \( X \)-candidates \( B \) hires is 9, while the average quality of the \( X \)-candidates \( A \) hires is 10.

This non-monotonicity property shows that the conditional expectations we work with in the analysis can be pathologically behaved for arbitrary (even relatively simple) distributions.
However, we will see that with power law distributions we are able – with some work – to avoid these difficulties; and part of our analysis will include a set of explicit monotonicity results.

2 Biased Selection with Power Law Distributions

Recall that for a random variable $Z$, we use $Z(\ell;m)$ to denote the $\ell$th order statistic in $m$ draws from $Z$: the value in position $\ell$ when we sort $m$ independent draws from $Z$ from lowest to highest. Recall also that when selecting $k$ finalists, the Rooney Rule improves expected utility exactly when

$$E[X(\alpha n,\alpha n) - Y(n-k+1;n)|X(\alpha n,\alpha n) < \beta Y(n-k+1;n)] > 0.$$  

Using linearity of expectation and the fact that $Pr[A|B] Pr[B] = Pr[A \cdot 1_B]$, this is equivalent to

$$E[X(\alpha n,\alpha n) \cdot 1_{X(\alpha n,\alpha n) < \beta Y(n-k+1;n)}] > E[Y(n-k+1;n) \cdot 1_{X(\alpha n,\alpha n) < \beta Y(n-k+1;n)}]. \quad (2)$$

We will show an asymptotically tight characterization of the tuples of parameters $(k, \alpha, \beta, \delta)$ for which this condition holds, up to an error term on the order of $O\left(\frac{(\ln n)^2}{n}\right)$. In order to better understand the terms in (2), we begin with some necessary background.

2.1 Preliminaries

Fact 4. Let $f(p;m)$ and $F(p;m)$ be the pdf and cdf of the $p$th order statistic out of $m$ draws from the power law distribution with parameter $\delta$. Using definitions from [8],

$$f(p;m)(x) = (1+\delta)(m-p+1)\binom{m}{p-1}\left(1-x^{-(1+\delta)}\right)^{p-1}\left(x^{-(1+\delta)}\right)^{m-p+1}x^{-1}$$

and

$$F(p;m)(x) = \sum_{j=p}^{m} \binom{m}{j} \left(1-x^{-(1+\delta)}\right)^j \left(x^{-(1+\delta)}\right)^{m-j}.$$  

Definition 5.

$$\Gamma(a) = \int_0^\infty t^{a-1}e^{-t} dt.$$  

$\Gamma(\cdot)$ is considered the continuous relaxation of the factorial, and it satisfies

$$\Gamma(a+1) = a\Gamma(a).$$

If $a$ is a positive integer, $\Gamma(a+1) = a!$. Furthermore, $\Gamma(a) > 1$ for $0 < a < 1$ and $\Gamma(a) < 1$ for $1 < a < 2$.

2.2 The Case where $k = 2$

For simplicity, we begin with the case where we’re selecting $k = 2$ finalists. In this section, we will make several approximations, growing tight with large $n$, that we treat formally in the full version. Our analysis makes use of results from [15, 16, 19]. This section is intended
to demonstrate the techniques needed to understand the condition (2). In the case where \( k = 2 \), always selecting an \( X \)-candidate increases expected utility if and only if
\[
\mathbb{E} \left[ X_{\alpha n : \alpha n} \cdot \mathbb{I} \left[ X_{\alpha n : \alpha n} < \beta Y_{(n-1 : n)} \right] \right] > 1.
\]
(3)

In the full version, we give tight approximations to these quantities; here, we provide an outline for how to find them. For the sake of exposition, we’ll only show this for the denominator in this section, which is slightly simpler to approximate. We begin with
\[
\mathbb{E} \left[ Y_{(n-1 : n)} \cdot \mathbb{I} \left[ X_{\alpha n : \alpha n} < \beta Y_{(n-1 : n)} \right] \right] = \int_1^{\infty} y f_{(n-1 : n)}(y) F_{\alpha n : \alpha n}(\beta y) \, dy.
\]
Letting \( c = \alpha \beta^{-1/(1+\delta)} \), with some work, we can approximate this by
\[
(1 + \delta) n (n - 1) \int_1^{\infty} \left( 1 - y^{-(1+\delta)} \right)^{n(1+c)-2} \left( y^{-(1+\delta)} \right)^2 \, dy.
\]
Conveniently, the function being integrated is (up to a constant factor) \( y^{-2} \cdot f_{(n(1+c)-1:n(1+c))}(y) \), i.e. \( y \) times the pdf of the second-highest order statistic from \( n(1+c) \) samples. Since
\[
\mathbb{E} \left[ Z_{(n(1+c)-1:n(1+c))} \right] = \int_1^{\infty} z f_{(n(1+c)-1:n(1+c))}(z) \, dz
\]
\[
= (1 + \delta) n(1+c)(n(1+c) - 1) \int_1^{\infty} \left( 1 - z^{-(1+\delta)} \right)^{n(1+c)-2} \left( z^{-(1+\delta)} \right)^2 \, dz,
\]
we have
\[
\mathbb{E} \left[ Y_{(n-1 : n)} \cdot \mathbb{I} \left[ X_{\alpha n : \alpha n} < \beta Y_{(n-1 : n)} \right] \right] \approx \frac{1}{(1+c)^2} \mathbb{E} \left[ Z_{(n(1+c)-1:n(1+c))} \right].
\]
We can show that \( \mathbb{E} \left[ Z_{(n(1+c)-1:n(1+c))} \right] \approx (1 + c)^{1/(1+\delta)} \mathbb{E} \left[ Y_{(n-1 : n)} \right] \), meaning that
\[
\mathbb{E} \left[ Y_{(n-1 : n)} \cdot \mathbb{I} \left[ X_{\alpha n : \alpha n} < \beta Y_{(n-1 : n)} \right] \right] \approx (1 + c)^{-1/(1+\delta)} \mathbb{E} \left[ Y_{(n-1 : n)} \right].
\]
(4)

For the numerator of (3), a slightly more involved calculation yields
\[
\mathbb{E} \left[ X_{\alpha n : \alpha n} \cdot \mathbb{I} \left[ X_{\alpha n : \alpha n} < \beta Y_{(n-1 : n)} \right] \right]
\approx \mathbb{E} \left[ X_{\alpha n : \alpha n} \right] \left[ 1 - (1 + c^{-1})^{-\delta/(1+\delta)} \left( 1 + \frac{\delta}{1 + \delta} (1 + c)^{-1} \right)^{-1} \right].
\]
(5)

We can show that
\[
\mathbb{E} \left[ X_{\alpha n : \alpha n} \right] \approx \Gamma \left( \frac{\delta}{1 + \delta} \right) (\alpha n)^{1/(1+\delta)} \quad \text{and} \quad \mathbb{E} \left[ Y_{(n-1 : n)} \right] \approx \Gamma \left( 1 + \frac{\delta}{1 + \delta} \right) n^{1/(1+\delta)}.
\]

Recall that, up to the approximations we made, the Rooney Rule improves utility in expectation if and only if the ratio between (5) and (4) is larger than 1. Therefore, the following theorem holds:

**Theorem 6.** For sufficiently large \( n \), the Rooney Rule with \( k = 2 \) improves utility in expectation if and only if
\[
\alpha^{1/(1+\delta)} \left[ 1 - (1 + c^{-1})^{-\delta/(1+\delta)} \left( 1 + \frac{\delta}{1 + \delta} (1 + c)^{-1} \right)^{-1} \right] > 1.
\]
(6)

where \( c = \alpha \beta^{-(1+\delta)} \).
Note that in the limit as $\beta \to \infty$, $c \to 0$, and the entire expression goes to $\alpha^{1/(1+\delta)}(1+\delta)/\delta$, as noted in Section 1.3. Although this expression is complex, it can be directly evaluated, giving a tight characterization of when the Rule yields increased utility in expectation.

With this result, we could ask for a fixed $\alpha$ and $\delta$ how to characterize the set of $\beta$ such that the condition in (6) holds. In fact, we can show that this expression is monotonically increasing in $\beta$.

▶ Theorem 7. The left hand side of (6) is decreasing in $c$ and therefore increasing in $\beta$. Hence for fixed $\alpha$ and $\delta$ there exists $\beta^*$ such that (6) holds if and only if $\beta > \beta^*$.

Non-monotonicity in $\delta$

From Theorem 6, we can gain some intuition for the non-monotonicity in $\delta$ shown in Figure 1. For $\alpha < e^{-1}$, we can show that even with infinite bias, the Rooney Rule has a negative effect on utility for sufficiently large $\delta$. Intuitively, this is because the condition for positive change with infinite bias is $\alpha > \left(\frac{\delta}{1+\delta}\right)^{1+\delta}$, which can be written as $\alpha > \left(1 - \frac{1}{\delta}\right)^d$ for $d = 1 + \delta$.

Since this converges to $e^{-1}$ from below, for sufficiently large $\delta$ and $\alpha < e^{-1}$, $\alpha < \left(\frac{\delta}{1+\delta}\right)^{1+\delta}$. On the other hand, as $\delta \to 0$, the Rooney Rule has a more negative effect on utility. For instance, $\phi_2(3,10,1) > 1$ but $\phi_2(3,10,.5) < 1$. Intuitively, this non-monotonicity arises from the fact that for large $\delta$ and small $\alpha$, the Rooney Rule always has a negative impact on utility, while for very small $\delta$, samples are very far from each other, meaning that the bias has less effect on the ranking.

2.3 The General Case

We can extend these techniques to handle larger values of $k$. For $k \in [n]$, we define

$$r_k(\alpha, \beta, \delta) = \frac{\mathbb{E} \left[ X_{(\alpha:n:0:n)} : Y_{(\alpha:n:0:n)} < \beta Y_{(n-k+1:n)} \right]}{\mathbb{E} \left[ Y_{(n-k+1:n)} : X_{(\alpha:n:0:n)} < \beta Y_{(n-k+1:n)} \right]}$$

$$= \frac{\mathbb{E} \left[ X_{(\alpha:n:0:n)} \cdot \mathbb{1}_{X_{(\alpha:n:0:n)} < \beta Y_{(n-k+1:n)}} \right]}{\mathbb{E} \left[ Y_{(n-k+1:n)} \cdot \mathbb{1}_{X_{(\alpha:n:0:n)} < \beta Y_{(n-k+1:n)}} \right]}$$

We can see that the Rooney Rule improves expected utility when selecting $k$ candidates if and only if $r_k > 1$. While $r_k$ depends on $n$, we will show that it is a very weak dependence: for small $k$, as $n$ increases, $r_k$ converges to a function of $(\alpha, \beta, \delta, k)$ up to a $1 + O((\ln n)^2/n)$ multiplicative factor. To make this precise, we define the following notion of asymptotic equivalence:

▶ Definition 8. For nonnegative functions $f(n)$ and $g(n)$, define

$$f(n) \sim g(n)$$

if and only if there exist $a > 0$ and $n_0 > 0$ such that

$$\frac{f(n)}{g(n)} \leq 1 + \frac{a(\ln n)^2}{n} \quad \text{and} \quad \frac{g(n)}{f(n)} \leq 1 + \frac{a(\ln n)^2}{n}$$

for all $n \geq n_0$. In other words, $f(n) = g(n) \left(1 \pm O\left(\frac{(\ln n)^2}{n}\right)\right)$. When being explicit about $a$ and $n_0$, we'll write $f(n) \sim_{a,n_0} g(n)$. 

Note that in the limit as $\beta \to \infty$, $c \to 0$, and the entire expression goes to $\alpha^{1/(1+\delta)}(1+\delta)/\delta$, as noted in Section 1.3. Although this expression is complex, it can be directly evaluated, giving a tight characterization of when the Rule yields increased utility in expectation.

With this result, we could ask for a fixed $\alpha$ and $\delta$ how to characterize the set of $\beta$ such that the condition in (6) holds. In fact, we can show that this expression is monotonically increasing in $\beta$.

▶ Theorem 7. The left hand side of (6) is decreasing in $c$ and therefore increasing in $\beta$. Hence for fixed $\alpha$ and $\delta$ there exists $\beta^*$ such that (6) holds if and only if $\beta > \beta^*$.

Non-monotonicity in $\delta$

From Theorem 6, we can gain some intuition for the non-monotonicity in $\delta$ shown in Figure 1. For $\alpha < e^{-1}$, we can show that even with infinite bias, the Rooney Rule has a negative effect on utility for sufficiently large $\delta$. Intuitively, this is because the condition for positive change with infinite bias is $\alpha > \left(\frac{\delta}{1+\delta}\right)^{1+\delta}$, which can be written as $\alpha > \left(1 - \frac{1}{\delta}\right)^d$ for $d = 1 + \delta$.

Since this converges to $e^{-1}$ from below, for sufficiently large $\delta$ and $\alpha < e^{-1}$, $\alpha < \left(\frac{\delta}{1+\delta}\right)^{1+\delta}$. On the other hand, as $\delta \to 0$, the Rooney Rule has a more negative effect on utility. For instance, $\phi_2(3,10,1) > 1$ but $\phi_2(3,10,.5) < 1$. Intuitively, this non-monotonicity arises from the fact that for large $\delta$ and small $\alpha$, the Rooney Rule always has a negative impact on utility, while for very small $\delta$, samples are very far from each other, meaning that the bias has less effect on the ranking.
The full version contains a series of lemmas establishing how to rigorously manipulate equivalences of this form. Now, we formally define a tight approximation to $r_k$, which serves as an expanded restatement of Theorem 2 from the introduction.

**Theorem 9.** For $k \in [n]$, define

$$
\phi_k(\alpha, \beta, \delta) = \frac{c^{1/(1+\delta)}(1+c)^{k-1}}{k^{1+\delta}} \left[ (1+c^{-1})^{\delta/(1+\delta)} - \sum_{j=0}^{k-1} \left( \frac{j - 1}{j + \delta} \right) (1 + c)^{-j} \right]
$$

(7)

where $c = \alpha \beta^{(1+\delta)}$. Note that $\phi_k$ does not depend on $n$. When $(\alpha, \beta, \delta)$ are fixed, we will simply write this as $\phi_k$. For $k \leq ((1 - c^2) \ln n)/2$, we have

$$
r_k \lesssim \phi_k,
$$

and therefore the Rooney Rule improves expected utility for sufficiently large $n$ if and only if $\phi_k > 1$.

This condition tightly characterizes when the Rooney Rule improves expected utility, and its asymptotic nature in $n$ becomes accurate even for moderately small $n$: for example, when $n = 50$, the error between $r_k$ and $\phi_k$ is around 1%.

**Increasing $k$**

Consider the scenario in which we’re selecting $k$ candidates, and for the given parameter values, the Rooney Rule improves our expected utility. If we were to instead select $k + 1$ candidates, should we still be reserving a spot for an $X$-candidate? Intuitively, as $k$ increases, the Rule is less likely to change our selections, since we’re more likely to have already chosen an $X$-candidate; however, it is not a priori obvious whether increasing $k$ should make it better for us to use the Rooney Rule (because we have more slots, so we’re losing less by reserving one) or worse (because as we take more candidates, we stop needing a reserved slot).

In fact, we can apply Theorem 9 to understand how $r_k$ changes with $k$. The following theorem, proven in the full version, is an expanded restatement of Theorem 3, showing that if the Rooney Rule yields an improvement in expected quality when selecting $k$ candidates, it will do so when selecting $k + 1$ candidates as well.

**Theorem 10.** For $k \leq ((1 - c^2) \ln n)/2$, we have $\phi_{k+1} > \phi_k$, and therefore for sufficiently large $n$, we have $r_{k+1} > r_k$.

Finally, using these techniques, we can provide a tight characterization of the probability that the Rooney Rule produces a positive change. Specifically, find the probability that the Rooney Rule has a positive effect conditioned on the event that it changes the outcome.

**Theorem 11.**

$$
\Pr \left[ X_{(\alpha:n:n)} > Y_{(n-k+1:n)} | X_{(\alpha:n:n)} < \beta Y_{(n-k+1:n)} \right] \approx 1 - \left( \frac{1 + \alpha \beta^{-(1+\delta)}}{1 + \alpha} \right)^k.
$$

Note that in the case of infinite bias, this becomes $1 - (1 + \alpha)^{-k}$, and thus, the Rooney Rule produces positive change with probability at least 1/2 if and only if $\alpha \geq \sqrt{2} - 1$. It is interesting to note that the infinite bias case here is independent of $\delta$, while when considering expectations instead as we did in Section 1.3, the expected change in utility due to the Rooney Rule did depend on $\delta$. 
2.4 Maximum Likelihood Estimation of $\beta$

The techniques established thus far make it possible to answer other related questions, including the following type of question that we consider in this section: “Given some historical data on past selections, can we estimate the bias present in the data?” For example, suppose that for the last $m$ years, a firm has selected one candidate for each year $i$ out of a pool of $\alpha_in_i$ X-candidates and $n_i$ Y-candidates. If all applicants are assumed to come from the same underlying distribution, then it is easy to see that the expected number of X-selections should be

$$\sum_{i=1}^{m} \frac{\alpha_i}{1 + \alpha_i},$$

regardless of what distribution the applicants come from. However, if there is bias in the selection procedure, then this quantity now depends on the bias model and parameters of the distribution. In particular, in our model, we can use results from the full version to get

$$\Pr [X_{(\alpha:n)} < \beta Y_{(n:n)}] \approx \frac{1}{1 + \alpha\beta^{-1(1+\delta)}}.$$

This gives us the following approximation for the likelihood of the data $D = (M_1, \ldots, M_m)$ given $\beta$, where $M_i$ is 1 if an X-candidate was selected in year $i$ and 0 otherwise:

$$\prod_{i=1}^{m} (1 - M_i) \cdot \frac{1}{1 + \alpha_i\beta^{-(1+\delta)}} + M_i \cdot \frac{\alpha_i\beta^{-(1+\delta)}}{1 + \alpha_i\beta^{-(1+\delta)}}.$$

Taking logs, this is

$$\sum_{i:M_i=1} \log(\alpha_i\beta^{-(1+\delta)}) - \sum_{i=1}^{m} \log(1 + \alpha_i\beta^{-(1+\delta)}),$$

and maximizing this is equivalent to maximizing

$$\sum_{i:M_i=1} \log(\beta^{-(1+\delta)}) - \sum_{i=1}^{m} \log(1 + \alpha_i\beta^{-(1+\delta)}) = N \log(\beta^{-(1+\delta)}) - \sum_{i=1}^{m} \log(1 + \alpha_i\beta^{-(1+\delta)})$$

where $N$ is the number of X-candidates selected. Taking the derivative with respect to $\beta$, we get

$$-(1 + \delta)N\beta^{-1} + (1 + \delta) \sum_{i=1}^{m} \frac{\alpha_i\beta^{-(2+\delta)}}{1 + \alpha_i\beta^{-(1+\delta)}}.$$

Setting this equal to 0 and canceling common terms, we have

$$\sum_{i=1}^{m} \frac{1}{1 + \alpha_i^{-1}\beta^{1+\delta}} = N$$

Since each $1/(1 + \alpha_i^{-1}\beta^{1+\delta})$ is strictly monotonically decreasing in $\beta$, there is a unique $\hat{\beta}$ for which equality holds, meaning that the likelihood is uniquely maximized by $\hat{\beta}$, up to the $1 \pm O((\ln n)^2/n)$ approximation we made for $\Pr [X_{(\alpha:n)} < \beta Y_{(n:n)}]$. In the special case where $\alpha_i = \alpha$ for $i = 1, \ldots, m$, then the solution is given by

$$\hat{\beta} = \left( \frac{m}{N} - 1 \right) \alpha^{1/(1+\delta)}.$$
3 Biased Selection with Bounded Distributions

In this section, we consider a model in which applicants come from a distribution with bounded support. Qualitatively, one would expect different results here from those with power law distributions because in a model with bounded distributions, we expect that for large $n$, the top order statistics of any distribution will concentrate around the maximum of that distribution. As a result, when there is even a small amount of bias against one population, for large $n$ the probability that $\text{any}$ of the samples with the highest perceived quality come from that population goes to 0. This means that the Rooney Rule has an effect with high probability, and the effect is positive if the unconditional expectation of the top $X$-candidate is larger than the unconditional expectation of the $Y$-candidate that it replaces.

We focus on the case when $\alpha = 1$, meaning we have equal numbers of applicants from both populations. We use the same order statistic notation as before. While all of our previous results have modeled the bias as a multiplicative factor $\beta$, we can in fact show that in the bounded distribution setting, for any model of bias $\tilde{X}_{(k:n)} = b(X_{(k:n)})$ such that $b(x) < T$ for $x \geq 0$, where $T$ is strictly less than the maximum of the distribution, the Rooney Rule increases expected utility. Unlike in the previous section the following theorem and analysis are by no means a tight characterization; instead, this is an existence proof that for bounded distributions, there is always a large enough $n$ such that the Rooney Rule improves utility in expectation. We prove our results for continuous distributions with support $[0, 1]$, but a simple scaling argument shows that this extends to any continuous distribution with bounded nonnegative support – specifically, we scale a distribution such that $\inf_{x:f(x) > 0} = 0$ and $\sup_{x:f(x) > 0} = 1$.

- **Theorem 12.** If $f$ is continuous probability density function on $[0, 1]$ such that $\sup_{x:f(x) > 0} = 1$ and $\tilde{X}_{(n:n)} = b(X_{(n:n)})$ is never more than $T < 1$, then for large enough $n$,

$$\mathbb{E} \left[ X_{(n:n)} - Y_{(n-1:n)} | b(X_{(n:n)}) < Y_{(n-1:n)} \right] > 0.$$  

While we defer the full proof to the full version, the strategy for the proof is as follows:

1. With high probability, $X_{(n:n)}$ and $Y_{(n-1:n)}$ are both large.
2. Whenever $X_{(n:n)}$ and $Y_{(n-1:n)}$ are large, $X_{(n:n)}$ is significantly larger than $Y_{(n-1:n)}$.
3. The gain from switching from $Y_{(n-1:n)}$ to $X_{(n:n)}$ when $X_{(n:n)}$ and $Y_{(n-1:n)}$ are both large outweighs the loss when at least one of them is not large.

4 Conclusion

In this work we have presented a model for implicit bias in a selection problem motivated by settings including hiring and admissions, and we analyzed the Rooney Rule, which can in fact improve the quality of the resulting choices. For one of the most natural settings of the problem, when candidates are drawn from a power-law distribution, we found a number of counter-intuitive effects at work, which we believe help provide better insight into how we might reason about the effects of implicit bias. Our techniques also provided a natural solution to an inference problem in which we estimate parameters of a biased decision-making process. Finally, we performed a similar type of analysis on general bounded distributions.

Our framework makes it possible to naturally explore extensions in a number of further directions. First, the model can be generalized to include noisy observations, potentially with a different level of noise for each group. It would also be interesting to analyze generalizations of the Rooney Rule; for example, if we were to define the $\ell^1$-order Rooney Rule to be the requirement that at least $\ell$ of $k$ finalists must be from an underrepresented group, we could
ask which $\ell$ produces the greatest increase in utility for a given set of parameters. Finally, we could benefit from a deeper understanding of the function $\phi$. For example, while we showed in Theorem 3 that $\phi$ is monotone in $\beta$ for $k = 2$, we also demonstrated that $\phi$ is not monotone in $\delta$. A better understanding of the function $\phi$ may lead to new insights into our model and into the phenomena it seeks to capture.
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Abstract
This paper initiates the study of I/O algorithms (minimizing cache misses) from the perspective of fine-grained complexity (conditional polynomial lower bounds). Specifically, we aim to answer why sparse graph problems are so hard, and why the Longest Common Subsequence problem gets a savings of a factor of the size of cache times the length of a cache line, but no more. We take the reductions and techniques from complexity and fine-grained complexity and apply them to the I/O model to generate new (conditional) lower bounds as well as faster algorithms. We also prove the existence of a time hierarchy for the I/O model, which motivates the fine-grained reductions.

Using fine-grained reductions, we give an algorithm for distinguishing 2 vs. 3 diameter and radius that runs in $O(|E|^2/(MB))$ cache misses, which for sparse graphs improves over the previous $O(|V|^2/B)$ running time.

We give new reductions from radius and diameter to Wiener index and median. These reductions are new in both the RAM and I/O models.

We show meaningful reductions between problems that have linear-time solutions in the RAM model. The reductions use low I/O complexity (typically $O(n/B)$), and thus help to finely capture the relationship between “I/O linear time” $\Theta(n/B)$ and RAM linear time $\Theta(n)$.

We generate new I/O assumptions based on the difficulty of improving sparse graph problem running times in the I/O model. We create conjectures that the current best known algorithms for Single Source Shortest Paths (SSSP), diameter, and radius are optimal.

From these I/O-model assumptions, we show that many of the known reductions in the word-RAM model can naturally extend to hold in the I/O model as well (e.g., a lower bound on the I/O complexity of Longest Common Subsequence that matches the best known running time).

* A full version of the paper is available at https://arxiv.org/abs/1711.07960.
We prove an analog of the Time Hierarchy Theorem in the I/O model, further motivating the study of fine-grained algorithmic differences.

1998 ACM Subject Classification B.3.2 Shared memory algorithms

Keywords and phrases IO model, Fine-grained Complexity, Algorithms

Introduction

The I/O model (or external-memory model) was introduced by Aggarwal and Vitter [5] to model the non-uniform access times of memory in modern processors. The model nicely captures the fact that, in many practical scenarios, cache misses between levels of the memory hierarchy (including disk) are the bottleneck for the program. As a result, the I/O model has become a popular model for developing cache-efficient algorithms.

In the I/O model, the expensive operation is bringing a cache line of $B$ contiguous words from the “main memory” (which may alternately represent disk) to the “cache” (local work space). The cache can store up to $M$ words in total, or $M/B$ cache lines. Computation on data in the cache is usually treated as free, and thus the main goal of I/O algorithms is to access memory with locality. That is, when bringing data into cache from main memory in contiguous chunks, we would like to take full advantage of the fetched cache line. This is preferable to, say, randomly accessing noncontiguous words in memory.

When taking good graph algorithms for the RAM model and analyzing them in the I/O model, the running times are often very bad. Take for example Dijkstra’s algorithm or the standard BFS algorithm. These algorithms fundamentally look at an adjacency list, and follow pointers to every adjacent node. Once the new node is reached, the process repeats, accessing all the adjacent nodes in priority order that have not previously been visited. This behavior looks almost like random access! Unless one can efficiently predict the order these nodes will be reached, the nodes will likely be stored far apart in memory. Even worse, this optimal order could be very different depending on what node one starts the algorithm at.

Because of this bad behavior, I/O-efficient algorithms for graph problems take a different approach. For dense graphs, one approach is to reduce the problems to matrix equivalent versions. For example, APSP is solved by $(\min, +)$ matrix multiplication [34, 37]. The locality of matrices leads to efficient algorithms for these problems.

Unfortunately, sparse graph problems are not solved efficiently by $(\min, +)$ matrix multiplication. For example, the best algorithms for directed single-source shortest paths in sparse graphs take $O(n)$ time, giving no improvement from the cache line at all [16, 18, 8]. Even in the undirected case, the best algorithm takes $O(n/\sqrt{B})$ time in sparse graphs [32].

The Diameter problem in particular has resisted improvement beyond $O(|V|/\sqrt{B})$ even in undirected unweighted graphs [30], and in directed graphs, the best known algorithms still run in time $\Omega(|V|)$ [17, 8]. For this reason, we use this as a conjecture and build a network of reductions around sparse diameter and other sparse graph problems.

In this paper we seek to explain why these problems, and other problems in the I/O model, are so hard to improve and to get faster algorithms for some of them.

In this paper we use reductions to generate new algorithms, new lower bounds, and a time hierarchy in the I/O model. Specifically, we get new algorithms for computing the diameter and radius in sparse graphs, when the computed radii are small. We generate novel reductions (which work in both the RAM and I/O models) for the Wiener Index problem (a
graph centrality measure). We generate further novel reductions which are meaningful in the
I/O model related to sparse graph problems. Finally, we show that an I/O time hierarchy
exists, similar to the classic Time Hierarchy Theorem.

1.1 Caching Model and Related Work
Cache behavior has been studied extensively. In 1988, Aggarwal and Vitter [5] developed the
I/O model, also known as the external-memory model [25], which now serves as a theoretical
formalization for modern caching models. A significant amount of work on algorithms and
data structures in this model has occurred including items like buffer-trees [7], B-trees [13],
permutations and sorting [5], ordered file maintenance [14], (min, +) matrix multiplication
[34], and triangle listing [33]. Frigo, Leiserson, Prokop and Ramachandran [27] proposed the
cache-oblivious model. In this model, the algorithm is not given access to the cache size
$M$, nor is it given access to the cache-line size $B$. Thus the algorithm must be oblivious to the
cache, despite being judged on its cache performance. Some surveys of the work include
[42, 6, 25].

When requesting cache lines from main memory in this paper we will only request the
$B$ words starting at location $xB$ for integers $x$. Another common model (which we do not
follow in this paper) allows arbitrary offsets for the cache line pulls. This can be simulated
with at most twice as many cache misses and twice as much cache.

1.2 Fine-grained Complexity
A popular area of recent study is fine-grained complexity. The field uses efficient reductions
to uncover relationships between problems whose classical algorithms have not been improved
substantially in decades. Significant progress has been made in explaining the lack of progress
on many important problems [10, 44, 2, 3, 15, 1, 36] such as APSP, orthogonal vectors (OV),
3-SUM, longest common subsequence (LCS), edit distance and more. Such results focused
on finding reductions from these problems to other (perhaps less well-studied) problems
such that an improvement in the upper bound on any of these problems will lead to an
improvement in the running time of algorithms for these problems. For example, research
around the All-Pairs Shortest Paths problem (APSP) has uncovered that many natural,
seemingly simpler graph problems on $n$ node graphs are fine-grained equivalent to APSP, so
that an $O(n^3 - \varepsilon)$ time algorithm for $\varepsilon > 0$ for one of the problems implies an $O(n^3 - \varepsilon')$
time
algorithm for some $\varepsilon' > 0$ for all of them.

1.3 History of Upper Bounds
In the I/O model, the design of algorithms for graph problems is difficult. This is demonstrated
by the number of algorithms designed for problems like Sparse All Pairs Shortest Paths,
Breath First Search, Graph Radius and Graph Diameter where very minor improvements
are made (see Table 1 for definitions of problems). Note that dense and sparse qualifiers in
the front of problems indicate the problem defined over a dense/sparse graph, respectively.

The Wiener index problem measures the total distance from all points to each other.
Intuitively, this measures how close or far points in the graph are from each other. In this
respect, Wiener index is similar to the radius, diameter and median measures of graph
distance.

The history of improvements to the upper bound of negative triangle in the I/O model is
an important example of the difficulty in the design of I/O efficient algorithms for graph
Table 1: Fine-grained problems definitions.

<table>
<thead>
<tr>
<th>Problem Name</th>
<th>Problem Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orthogonal Vector (OV)</td>
<td>Given two sets $U$ and $V$ of $n$ vectors each with elements ${0,1}^d$ where $d = \omega(\log n)$, determine whether there exist vectors $u \in U$ and $v \in V$ such that $\sum_{i=1}^{d} u_i \cdot v_i = 0$.</td>
</tr>
<tr>
<td>Longest Common Subsequence (LCS)</td>
<td>Given two strings of symbols over some alphabet $\Sigma$, compute the length of the longest sequence that appears as a subsequence in both input strings.</td>
</tr>
<tr>
<td>Edit Distance (ED)</td>
<td>Given two strings $s_1$ and $s_2$, determine the minimum number of operations that converts $s_1$ to $s_2$.</td>
</tr>
<tr>
<td>Sparse Diameter</td>
<td>Given a sparse graph $G = (V, E)$, determine if $\max_{u,v \in V} d(u, v)$ where $d(u, v)$ is the distance between nodes $u$ and $v$ in $V$.</td>
</tr>
<tr>
<td>2 vs. 3 Sparse Diameter</td>
<td>Given a sparse graph $G = (V, E)$, determine if $\max_{u,v \in V} d(u, v) \leq 2$ where $d(u, v)$ is the distance between nodes $u$ and $v$ in $V$.</td>
</tr>
<tr>
<td>Hitting Set (HS)</td>
<td>Given two lists of size $n$, $V$ and $W$, where the elements are taken from a universe $U$, does there exist a set in $V$ that hits (contains an element of) every set in $W$.</td>
</tr>
<tr>
<td>Sparse Radius</td>
<td>Given a sparse graph $G = (V, E)$, determine $\min_{u,v \in V} {d(u, v)}$ where $d(u, v)$ is the distance between nodes $u$ and $v$ in $V$.</td>
</tr>
<tr>
<td>2 vs. 3 Sparse Radius</td>
<td>Given a sparse graph $G = (V, E)$, determine if $\min_{u,v \in V} {d(u, v)} \leq 2$ where $d(u, v)$ is the distance between nodes $u$ and $v$ in $V$.</td>
</tr>
<tr>
<td>3 vs. 4 Sparse Radius</td>
<td>Given a sparse graph $G = (V, E)$, determine if $\min_{u,v \in V} {d(u, v)} \leq 3$ where $d(u, v)$ is the distance between nodes $u$ and $v$ in $V$.</td>
</tr>
<tr>
<td>Median</td>
<td>Let $d(u, v)$ be the shortest path distance between nodes $u$ and $v$ in a graph $G$. The median is the node $v$ that minimizes the sum $\sum_{u \in V} d(v, u)$.</td>
</tr>
<tr>
<td>3-SUM</td>
<td>Given a set of $n$ integers, determine whether the set contains three integers $a, b, c$ such that $a + b = c$.</td>
</tr>
<tr>
<td>Convolutional 3-SUM</td>
<td>Given three lists $A$, $B$ and $C$ each consisting of $n$ numbers, return true if $\exists i, j, k \in [0, n-1]$ such that $i + j + k \equiv 0 \mod n$ and $A[i] + B[j] + C[k] = 0$.</td>
</tr>
<tr>
<td>0 Triangle</td>
<td>Given a graph $G$, return true if $\exists a, b, c \in V$ such that $w(a, b) + w(b, c) + w(c, a) = 0$ where $w(u, v)$ is the weight of the edge $(u, v)$.</td>
</tr>
<tr>
<td>All-Pairs Shortest Paths (APSP)</td>
<td>Given a directed or undirected graph with integer weights, determine the shortest distance between all pairs of vertices in the graph.</td>
</tr>
<tr>
<td>Wiener Index</td>
<td>Let $d(u, v)$ be the shortest paths distance between nodes $u$ and $v$ in a graph $G$. The Wiener Index of $G$ is $\sum_{u \in V} \sum_{v \in V} d(u, v)$.</td>
</tr>
<tr>
<td>Negative Traingle</td>
<td>Given a graph $G$, return true if $\exists a, b, c \in V$ such that $w(a, b) + w(b, c) + w(c, a) &lt; 0$ where $w(u, v)$ is the weight of the edge $(u, v)$.</td>
</tr>
<tr>
<td>(min, +)-Matrix Multiplication</td>
<td>Given two $n$ by $n$ matrices $A$ and $B$, return $C[i, k] = \min_{j \in [1,n]} {A[i, j] + B[j, k]}$.</td>
</tr>
<tr>
<td>Sparse Weighted Diameter</td>
<td>Given a sparse, weighted graph $G = (V, E)$, determine $\max_{u,v \in V} d(u, v)$ where $d(u, v)$ is the distance between nodes $u$ and $v$ in $V$.</td>
</tr>
</tbody>
</table>
problems (see Table 2 for a summary). For a long time, no improvements in terms of $M$ were made to the upper bound for negative triangle. A key was re-interpreting the problem as a repeated scan of lists.

We feel that the history of negative triangle has taught us that upper bounds in the I/O model on graph problems are best achieved by creating efficient reductions from a graph problem to a non-graph problem. Hence the study of fine-grained reductions in the I/O model is crucial to using this approach in solving such graph problems with better I/O efficiency. Graph problems tempt the algorithmic designer into memory access patterns that look like random access, whereas matrix and array problems immediately suggest memory local approaches to these problems. We consider the history of the negative triangle problem to be an instructive parable of why the matrix and array variants are the right way to view I/O problems.

1.4 Our Results

We will now discuss our results in this paper. In all tables in this paper, our results will be in bold. We demonstrate the value of reductions as a tool to further progress in the I/O model through our results.

Our results include improved upper bounds, a new technique for lower bounds in the I/O model and the proof of a computational hierarchy. Notably, in this paper we tie the I/O model into both fine-grained complexity and classical complexity.

1.4.1 Upper Bounds

We get improved upper bounds on two sparse graph problems and have a clarifying note to the community about matrix multiplication algorithms.

For both the sparse 2 vs 3 diameter and sparse 2 vs 3 radius problems, we improve the running time from $O(n^2/B)$ to $O(n^2/(MB))$. We get these results by using an insight from a pre-existing reduction to two very local problems which have trivial $O(n^2/(MB))$ algorithms that solve them. Note that this follows the pattern we note in Section 1.3 in that we produce a reduction from a graph problem to a non-graph problem to obtain better upper bounds in terms of $M$.

Furthermore, previous work in the I/O model related to matrix multiplication seems to use the naive matrix multiplication $n^3$ bound, or the Strassen subdivision. However, fast matrix multiplication algorithms which runs in $n^{\omega'}$ time imply a nice self-reduction. Thus, we can get better I/O algorithms which run in the most recent fast matrix multiplication time. We want to explicitly add a note in the literature that fast matrix multiplication in the I/O model should run in time $T_{MM}(n,M,B) = O(n^{\omega'}/(M^{\omega'}/2-1B))$ where $\omega'$ is the matrix.
multiplication exponent, if it is derived using techniques bounding the rank of the matrix multiplication tensor. The current best \( \omega' \) is \( \omega' < 2.373 \) [41, 28] giving us the I/O running time of \( T_{MM}(n, M, B) = O(n^{2.373}/(M^{0.187}B)) \). We give these results in Section 2.3.

1.4.2 I/O model Conjectures

In the I/O model a common way to get upper bounds is to get a self-reduction where a large problem is solvable by a few copies of a smaller problem. We make the small subproblems so small they fit in cache. If the problem is laid out in a memory local fashion in main memory then it will take \( M/B \) I/Os to solve a subproblem that fits in memory \( M \).

In Section 2.2, we give an I/O-based Master Theorem which gives the running time for algorithms with recurrences of the form \( T(n, M, B) = \alpha T(n/\beta, M, B) + f(n, M, B) \) (like the classic Master Theorem from [24]) and \( T(n, M, B) = gT(n/\beta, M, B) + f(n, M, B) \) (self-reduction). The running times generated by these recurrences match the best known running times of All-Pairs Shortest Paths (APSP), 3-SUM, Longest Common Subsequence (LCS), Edit Distance, Orthogonal Vectors (OV), and more. Thus, if we conjecture that a recursive algorithm has a running time that is optimal for a problem, we are able to transfer this bound over to the I/O model using our Master Theorem and self-reduction framework in a natural way.

1.4.2.1 Lower Bounds From Fine-Grained Complexity Assumptions

We demonstrate that many of the reductions in the RAM model between problems of interest and common fine-grained assumptions give lower bounds in the I/O model. We generate reasonable I/O conjectures for these problems and demonstrate that the reductions are I/O-efficient. First, we begin with the conjectures.

- **Conjecture 1** (I/O All-Pairs Shortest Paths (APSP) Conjecture). \( \text{APSP requires} \frac{n^{2-o(1)}}{M^{1/2-o(1)}B^{1-o(1)}} \) I/Os.

- **Conjecture 2** (I/O 3-SUM Conjecture). \( \text{3-SUM requires} \frac{n^{2-o(1)}}{M^{1/2-o(1)}B^{1-o(1)}} \) I/Os.

- **Conjecture 3** (I/O Orthogonal Vectors (OV) Conjecture). \( \text{OV requires} \frac{n^{2-o(1)}}{M^{1/2-o(1)}B^{1-o(1)}} \) I/Os.

- **Conjecture 4** (I/O Hitting Set (HS) Conjecture). \( \text{HS requires} \frac{n^{2-o(1)}}{M^{1/2-o(1)}B^{1-o(1)}} \) I/Os.

From these conjectures we can generate many lower bounds. Many of our lower bounds are tight to the fastest known algorithms. These reductions have value even if the conjectures are refuted since many of these reductions also give upper bounds for other problems—leading to better algorithms for many problems even if the conjectures are refuted.

1.4.3 Lower Bounds from Sparse Graph Problems

In addition to the upper, lower bounds, and reductions presented in the I/O model for the standard RAM problems listed in Table 3, we introduce novel upper, lower bounds, and reductions between graph problems. The reason for this focus is the fact that, more than in the RAM model, the I/O model has a history of particularly slow algorithms in graphs. In particular, sparse graph problems have very slow algorithms. We make novel reductions between sparse graph problems, many of which apply to the RAM model as well, such that solving one of these problems will solve many other variations of hard sparse graph problems in the I/O model.
We provide reductions between problems that currently require \( \Omega(n/\sqrt{B}) \) time to solve. Thus, these problems specifically require linear time reductions. We show equivalence between the following set of problems for undirected/directed and unweighted graphs: (s,t)-shortest path, finding the girth through an edge, and finding the girth through a vertex.

We additionally generate a new reduction from sparse weighted Diameter to the sparse Wiener Index problem in Section 3.1. This reduction holds in the RAM model as well as the I/O model.

### 1.4.4 Hierarchy

The time and space hierarchy theorems are fundamental results in computational complexity that tell us there are problems which can be solved on a deterministic Turing Machine with some bounded time or space, which cannot be solved on a deterministic Turing Machine which has access to less time or space. See notably the famous time and space hierarchies [38]. For some classes, for example BPP, no time hierarchy is known to exist (e.g., [43, 11]).
In Section 5.3, we show similar separation hierarchies exist in the I/O model once again using the simulations between the RAM and I/O models and our complexity class \( \text{CACHE}_{M,B}(t(n)) \) defined in Section 5.2 as the set of problems solvable in \( O(t(n)) \) cache misses.

**Theorem 5.** If the memory used by the algorithm is referenceable by \( O(B) \) words (i.e. the entire input can be brought into cache by bringing in at most \( O(B) \) words), then

\[
\text{CACHE}_{M,B}(t(n)) \subseteq \text{CACHE}_{M,B}((t(n)B)^{1+\varepsilon}).
\]

Notably, this theorem applies any time we use a polynomially size memory and our word size is \( w = \Omega(\lg n) \), which is the standard case in the RAM model.

This separation is motivation for looking at complexity of specific problems and trying to understand what computational resources are necessary to solve them.

### 1.4.5 Improved TM Simulations of RAM Imply Better Algorithms

In the full version, we show that improved simulations of RAM machines by Turing Machines would imply better algorithms in the I/O model. Specifically, if we can simulate RAM more efficiently with either multi-tape Turing machines or multi-dimensional Turing machines, then we can show that we can gain some cache locality and thus save by some factor of \( B \), the cache line size.

### 1.5 Organization

In this paper, we argue that the lens of reductions offer a powerful way to view the I/O model. We show that reductions give novel upper and lower bounds. We also define complexity classes for the I/O model and prove a hierarchy theorem further motivating the analysis of the I/O model using fine-grained complexity.

We begin with faster algorithms obtained through reductions which are collected in Section 2. Section 2.1 develops such algorithms for small diameter and radius. Section 2.2 develops the I/O Master Theorem, which is more broadly a useful tool for analyzing almost all cache-oblivious algorithms. Section 2.3 uses this theorem to show how all recent improvements to matrix multiplication’s RAM running time also give efficient cache-oblivious algorithms.

One can get new lower bounds, by using the techniques from fine-grained complexity. Some fine-grained reductions from the RAM model also work in the I/O model, we show examples in Sections 4.1, 4.2, 4.3. We also get new reductions that work in both the RAM and I/O model related to the Wiener Index problem in Section 3.1. Some reductions in the RAM model do not work in the I/O model; thus, in Section 3.1, we give novel reductions between several algorithms which take \( O(n^2/B) \) and \( O(n^2/(MB)) \) time. We also get reductions that are meaningful in the I/O model which are not in the RAM model, notably, between problems whose fastest algorithms are \( O(n/\sqrt{B}) \) and \( O(n) \), respectively, in Section 3.2.

One can also use reductions and simulation arguments to prove a hierarchy theorem for the I/O model, explained in Section 5.

### 2 Algorithms in the I/O Model

In this section, we discuss our improved algorithms, algorithm analysis tools, and how reductions generate algorithms. As is typical in the I/O model, we assume that all inputs
are stored in disk and any computation done on the inputs are done in cache (after some or all of the inputs are brought into cache). Section 2.1 gives better algorithms for the 2 vs 3 Diameter problem and the 2 vs 3 Radius problem in the I/O model. Section 2.3 gives improved algorithms for Matrix Multiplication in the I/O model.

Self-reductions are commonly used for cache-oblivious algorithms, because dividing until the subproblems are arbitrarily small allows for the problems to always fit in cache. In the RAM model, self-reductions allow for easy analysis via the Master Theorem. Despite the amount of attention to analyzing self-reductions in the I/O model, no one has written down the I/O-based Master Theorem. In Section 2.2, we describe and prove a version of the Master Theorem for the I/O model. We present a proof of this theorem to simplify our analysis and to help future papers avoid redoing this analysis.

Finally, in the full version of the paper we explain how some reductions in the RAM model imply faster algorithms in the I/O model.

2.1 Algorithms for Sparse 2 vs 3 Radius and Diameter

For both the radius and diameter problems on unweighted and undirected graphs, we can show distinguishing between a graph with a diameter or radius of 2 and one with a larger diameter or radius can be solved efficiently. Our algorithm relies on the reinterpretation of the 2 vs 3 problem as a set-disjointness problem. Every node, \(v\), has an associated set, \(S_v\), its adjacency list union itself. If two nodes have disjoint sets \(S_v\) and \(S_u\), then they are distance greater than 2 from each other. Our algorithm for 2 vs 3 diameter and radius save an entire factor of \(M\) from the previously best known running times.

This is a similar idea to the reduction from 2 vs 3 diameter to OV and from 2 vs 3 radius to Hitting Set in the RAM model. These reductions were introduced by Abboud, Vassilevska-Williams and Wang [4]. While these reductions exist in the RAM model, they don’t result in faster algorithms for 2 vs 3 diameter and radius in the I/O model because they use a hashing step that results in BFS being run from \(|E|/\Delta\) nodes for some parameter \(\Delta\) that can be set that gives the orthogonal vectors instance a dimension of \(\Delta^2\). In the I/O model, BFS is quite inefficient: we would need to set \(\Delta \approx M\) to get an efficient algorithm using the approach in [4]. But, with a dimension of \(M^2\) the OV algorithm will run very slowly. Therefore, below we present a solution to the set disjointness problem with no hashing into a smaller dimension.

Below we present the cache-aware algorithm for distinguishing 2 vs 3 diameter in an undirected, unweighted graph which runs in \(O\left(\frac{|E|^2}{MB} + sort(|E|)\right)\) time where \(sort(|E|) = O\left(\frac{|E| \log |E|}{B}\right)\). We leave the proofs of cache-oblivious 2 vs 3 diameter and radius in the full version. For both 2 vs 3 diameter and radius we get running times of \(O\left(\frac{n^2}{MB} + \frac{|E| \log |E|}{B}\right)\). The algorithms and proofs for cache-obliviousness are finicky, but fundamentally are self-reductions of the form \(T(n) = 4T(n/2) + n/B\). We leave the proofs to the full version of the paper.

We will start by giving a non-oblivious algorithm which relies on a recursive self-reduction. We will then show how to make this oblivious. It is easier to explain the analysis and algorithm when we can rely on the size of cache, but we can avoid that and get an oblivious algorithm anyway. The previous best algorithm is from Arge, Meyer and Toma which achieves \(O(|V| \text{sort}(|E|)) = O\left(\frac{|V||E| \log |E|}{B}\right)\) [9]. We get an improvement over the previous algorithm in terms of running time whenever \(\frac{|E|}{|V|} = \omega(M)\).
Theorem 6. Determining if the diameter of an undirected, unweighted graph is 1, 2 or greater than 2 can be done in $O\left(\frac{|E|^2}{M^2} + \text{sort}(|E|)\right)$ time in the I/O-model.

See full version of the paper for proof.

The proofs of cache-oblivious 2 vs 3 Diameter and 2 vs 3 Radius are included in the full version.

2.2 Master Theorem in the I/O Model

In this section, we formally define our Master Theorem framework for the I/O model and provide bounds on the I/O complexity of problems whose I/O complexity fits the specifications of our framework. In addition, we also describe some example uses of our Master Theorem for the I/O model.

The Master Theorem recurrence in the RAM model looks like $T(n) = aT(n/b) + f(n)$. We will use a similar recurrence but all functions will now be defined over $n$, $M$ and $B$. The I/O-Master Theorem function $f(n, M, B)$ includes all costs that are incurred in each layer of the recursive call. This includes the I/O complexity of reading in an input, processing the input, processing the output and writing out the output. In this section, we assume that $f(n, M, B)$ is a monotonically increasing function in terms of $n$ in order to apply our Master Theorem framework. What this means is that for any fixed $M$ and $B$ we want the number of I/Os to increase or stay the same as $n$ increases. Given that $f(n, M, B)$ specifies the I/O complexity of reading in the inputs and writing out the outputs, we prove the following version of the Master Theorem in the I/O model.

Theorem 7 (I/O Master Theorem). If $f(n, M, B)$ contains the cost of reading in the input (for each subproblem) and writing out output (after computation of each subproblem), then the following holds. Given a recurrence of $T(n, M, B) = aT(n/\beta, M, B) + f(n, M, B)$, where $a \geq 1$ and $\beta > 1$ are constants, and a base case of $T(n/x, M, B) = t(x, M, B)$ (where $t(x, M, B) = \Omega(1)$) for some $x \leq n$ and some function $t(x, M, B)$. Let $A(n, M, B) = \left(\frac{a}{\beta}\right)^{\log_\beta(\alpha)} t(x, M, B)$, $C(n, M, B) = \left(\frac{2}{\beta}\right)^{\log_\beta(\alpha) + \varepsilon_1} t(x, M, B)$ and $D(n, M, B) = \left(\frac{2}{\beta}\right)^{\log_\beta(\alpha) - \varepsilon_2} t(x, M, B)$ for some $\varepsilon_1, \varepsilon_2 > 0$, then we get the following cases:

Case 1: If $f(n, M, B) = O(D(n, M, B))$ then $T(n) = \Theta(A(n, M, B) + \frac{n}{B})$.

Case 2: If $C(n, M, B) = O(f(n, M, B))$ and $aT(n/\beta, M, B) \leq cf(n, M, B)$ for some constant $c < 1$ and all sufficiently large $n$, then $T(n) = \Theta(T(n, M, B))$.

Case 3: If $f(n, M, B) = \Theta(A(n, M, B))$, then $T(n, M, B) = \Theta(f(n, M, B) \log \left(\frac{n}{\beta}\right) + \frac{n}{B})$.

Case 4: If $f(n, M, B)$ has a constant number of terms, $f(n, M, B) = \Omega(\frac{n}{B})$, and none of the previous cases are satisfied, then $T(n, M, B) = \Omega\left(\frac{\beta}{\beta}A(n, M, B) + f(n, M, B)\left(\frac{n}{\beta}\right)^{\log_\beta(\alpha) + \frac{n}{B}}\right)$ (note that this includes if $A$ and $f$ are incomparable), with tighter upper bounds provided in our proof (in the full version of the paper) depending on characteristics of the actual function, $f(n, M, B)$.

See full version of the paper for proof.

One-Layer Self-Reductions

We state a relationship between one-layer self-reductions and our Master Theorem framework above. We refer to the process of solving a problem by reducing to several problems of smaller size each of which can be solved in cache and one recursive call as necessary as a one-layer self-reduction. Suppose the runtime of an algorithm in the RAM model is $n^{\log_\alpha \beta}$, then by dividing the problems into $n^{\log_\alpha \beta}$ subproblems each of which takes $M/B$ I/Os to
process, the I/O complexity of the algorithm is \( \Theta \left( \frac{n \log^\beta \alpha M \log \beta \alpha - 1}{B} \right) \) which is the same result we obtain via our Master Theorem framework above when \( t(x, M, B) = M/B \).

We now prove formally the theorem related to one-layer self-reductions.

\[ \textbf{Theorem 8.} \text{ Let } P \text{ be a problem of size } n \text{ which can be reduced to } g(n/M) \text{ sub-problems, each of which takes } T(M, M, B) \text{ I/Os to process. The runtime of such a one-layer self reduction for the problem } P \text{ is } T(n, M, B) = g(n/M)T(M, M, B) + f(n, M, B) \text{ where } f(n, M, B) = \Omega \left( \frac{n}{B^\alpha} \right). \]

See full version of the paper for proof.

### 2.3 Faster I/O Matrix Multiplication via I/O Master Theorem

As we mentioned above, any I/O algorithm that has a self-reduction to one of the forms stated in Section 2.2. Using our I/O Master Theorem, we can show a comparable I/O matrix multiplication bound to the matrix multiplication bound based on finding the rank of the Matrix Multiplication Tensor in the RAM model.

Recent improvements to matrix multiplication’s running time also imply faster cache oblivious algorithms. Recent work has improved the bounds on \( \omega \) where \( \omega \) is the constant such that for any \( 0 < \varepsilon < 1 \) there is an algorithm for \( n \) by \( n \) matrix multiplication that runs in \( n^{\omega^*+\varepsilon} \). The most recent improvements on these bounds have been achieved by bounding the rank of the Matrix Multiplication Tensor [41, 28].

The I/O literature does not seem to have kept pace with these improvements. While previous work discusses the efficiency of naive matrix multiplication and Strassen matrix multiplication, it does not discuss the further improvements that have been generated. We note in this section that the modern techniques to improve matrix multiplication running time, those of bounding the rank of the Matrix Multiplication Tensor, all imply cache-efficient algorithms.

\[ \textbf{Theorem 9} \text{ (Matrix Multiplication I/O Complexity[23]). Let } T_{MA}(n) = O \left( \frac{n^2}{M} \right) \text{ be the time it takes to do matrix addition on matrices of size } n \text{ by } n \text{. If the matrix multiplication tensor’s rank is bounded such that the RAM model running time is } n^{\omega^*+\varepsilon} \text{ for any } 0 < \varepsilon < 1 \text{ then the following self-reduction exists for some constant } \alpha, \]

\[ T_{MM}(n) = O \left( \alpha^{\omega^*+\varepsilon}T_{MM} \left( \frac{n}{\alpha} \right) + \alpha^{\omega^*}T_{MA} \left( \frac{n}{\alpha} \right) \right). \]

Self-reductions feed conveniently into cache oblivious algorithms. Notably, when we plug this equation into the I/O Master Theorem from Section 2.2, we obtain the following bound as given in Lemma 10. Recursive structures like this tend to result in cache-oblivious algorithms. After all, regardless of the size of cache, the problems will be broken down until they fit in cache. Then, when a problem and the algorithm’s execution fit in memory, the time to answer the query is \( O(M/B) \), regardless of the size of \( M \) and \( B \).

\[ \textbf{Lemma 10.} \text{ If the matrix multiplication tensor’s rank is bounded such that the RAM model running time is } n^{\omega^*+\varepsilon} \text{ for any } 0 < \varepsilon < 1 \text{ and Theorem 9 holds with base case } T_{MM}(\sqrt{M}) = \frac{M}{B}, \text{ then the running time for cache-oblivious matrix multiplication in the I/O model is at most } O \left( \frac{n^{\omega^*+\varepsilon}}{M^22^{-1-B} + \frac{n^2}{M}} \right) \text{ for any } 0 < \varepsilon < 1. \]

See full version of the paper for proof.
3 Novel Reductions

In this section we cover reductions related to Wiener Index, Median, Single Source Shortest Paths, and s-t Shortest Paths. We first cover our super linear lower bounds, then cover the linear lower bounds.

3.1 Super Linear Lower Bounds

We present reductions in the I/O model which yield new lower bounds. We have as corollaries of these same reductions related lower bounds in the RAM model. Many of these reductions relate to the problem of finding the Wiener Index of the graph.

Definition 11 (Wiener Index). Given a graph \( G = (V, E) \) let \( D[i,j] \) be the shortest path distance between node \( i \) and node \( j \) in the graph \( G \), where \( D[i,i] = 0 \), \( n = |V| \), and \( m = |E| \).

The Wiener index of the graph is \( \sum_{i \in V} \sum_{j \in V} D[i,j] \).

Lemma 12. If (directed/undirected) Wiener index in a (weighted/unweighted) graph, \( G = (V, E) \), is solvable in \( T(n, m, M, B) \) time then for any choice of sets \( X \subseteq V \) and \( T \subseteq V \) the sum \( \sum_{x \in X} \sum_{t \in T} \delta(x, t) \) is computable in \( O(T(n, m, M, B) + \frac{m}{B}) \) time.

See full version of the paper for proof.

Lemma 13. If undirected Wiener index in an unweighted graph, \( G = (V, E) \), is solvable in \( T(n, m, M, B) \) time then for any choice of sets \( X \subseteq V \) and \( T \subseteq V \) the sum \( \sum_{x \in X} \sum_{t \in T} \max\{\min\{\delta(u, v), k + 1\}, k\} \) is computable in \( O(T(kn, km, M, B) + \frac{kE}{B}) \) time.

See full version of the paper for proof.

Theorem 14. If undirected Wiener index in an unweighted graph is solvable in \( T(n, m, M, B) \) time then counting the number of pairs \( x \in X \) and \( t \in T \) in a directed/undirected, unweighted graph where \( \delta(x, t) = k \) and computing the number of pairs where \( \delta(x, t) \geq k \) is computable in \( O(T(kn, km, M, B) + \frac{km}{B}) \) time.

See full version of the paper for proof.

We now show that Wiener index, in sparse graphs, can efficiently return small diameters. Notably, this means that improvements to the sparse Wiener index algorithm will imply faster algorithms for the sparse diameter problem than exist right now.

Corollary 15. If Wiener index is solvable in \( T(n, m, M, B) \) time then returning \( \min\{\text{diameter}, k\} \) is solvable in \( O(\log(k)T(kn, km, kM, kB) + \frac{km}{B}) \) time.

See full version of the paper for proof.

Corollary 16. If Wiener index is solvable in \( T(n, m, M, B) \) time then returning the number of nodes at distances in \([1, k]\) from each other can be done in \( O(kT(kn, kM, kB) + \frac{k^2m}{B}) \) time.

See full version of the paper for proof.

Next, we prove that improvements to median finding in sparse graphs improve the radius algorithm, using a novel reduction. Notably, in the I/O model 3 vs 4 radius is slower than 2 vs 3 radius; whereas, in the RAM-model, these two problems both run in \( n^2 \) time. The gap in the I/O model of a factor of \( M \) is what allows us to make these statements meaningful.
Theorem 17. If median is solvable in $T(n, m, M, B)$ time then 3 vs 4 radius is solvable in $O\left(T(n, m, M, B) + \frac{n^2}{MB} + \frac{E \log(E)}{B}\right)$ time.

See full version of the paper for proof.

It has previously been shown that Wiener Index is equivalent to APSP in the RAM model. Here we show this also holds in the I/O-model.

Theorem 18. If Wiener Index is solvable in $n^3 - \varepsilon$ time in a dense graph then APSP is solvable in $\tilde{O}(n^3 - \varepsilon + \frac{n^2}{B})$ time.

See full version of the paper for proof.

3.2 Linear-Time Reductions

In fine-grained complexity, it often does not make sense to reduce linear-time problems to one another because problems often have a trivial lower bound of $\Omega(n)$ needed to read in the entire problem. However, in the I/O model, truly linear time—the time needed to read in the input—is $\Theta(n/B)$. Despite significant effort, many problems do not achieve this full factor of $B$ in savings, and thus linear lower bounds of $\Omega(n)$ are actually interesting. We can use techniques from fine-grained complexity to try to understand some of this difficulty.

In the remainder of this section, we cover reductions between linear-time graph problems whose best known algorithms take longer than $O(|E|/B)$ time. This covers many of even the most basic problems, like the $s$-$t$ shortest path problem, which asks for the distance between two specified nodes $s$ and $t$ in a graph $G$. The sparse $s$-$t$ shortest paths problem has resisted improvement beyond $O(|V|/\sqrt{B})$ even in undirected unweighted graphs [30], and in directed graphs, the best known algorithms still run in time $\Omega(|V|)$ [17, 8].

Notably, the undirected unweighted $s$-$t$ shortest path problem is solved by Single Source Shortest Paths (SSSP) and Breadth First Search (BFS). Further note that for directed graphs the best known algorithms for SSSP, BFS, and Depth First Search (DFS) in sparse, when $|E| = O(|V|)$, directed graphs take $O(|V|)$ time. Which is a cache miss for every constant number of operations, giving no speed up at all. SSSP, BFS, and DFS solve many other basic problems like graph connectivity.

By noting these reductions we want to show that improvements in one problem propagate to others. We also seek to explain why improvements are so difficult on these problems. Because, improving one of these problems would improve many others, any problem which requires new techniques to improve implies the others must also need these new techniques. Furthermore, any lower bound proved for one problem will imply lower bounds for the other problems reduced to it. We hope that improvements will be made to algorithms or lower bounds and propagated accordingly.

We show reductions between the following three problems in weighted and unweighted as well as directed and undirected graphs.

Definition 19 ($s$-$t$-shortest-path($G, s, t$)). Given a graph $G$ and pointers to two vertices $s$ and $t$, return the length of the shortest path between $s$ and $t$.

Definition 20 (Girth-Containing-Edge($G, e$)). Given a graph $G$ and a pointer to an edge $e$, return the length of the shortest cycle in $G$ which contains $e$.

Definition 21 (Girth-Containing-Vertex($G, v$)). Given a graph $G$ and a pointer to a vertex $v$, return the length of the shortest cycle in $G$ which contains $v$. 
We now begin showing that efficient reductions exist between these hard to solve linear problems.

**Theorem 22.** Given an algorithm that solves (undirected/directed) $s$-$t$-shortest-path in $f(n, |E|, M, B)$ time (undirected/directed) Girth-Containing-Edge can be solved in $O(f(n, |E|, M, B) + O(1))$ time.

See full version of the paper for proof.

**Theorem 23.** Given an algorithm that solves (undirected/directed) Girth-Containing-Edge in $f(n, |E|, M, B)$ time (undirected/directed) $s$-$t$-shortest-path can be solved in $O(f(n, |E|, M, B) + O(1))$ time.

See full version of the paper for proof.

**Theorem 24.** Given an algorithm that solves (undirected/directed) Girth-Containing-Vertex in $f(n, |E|, M, B)$ time (undirected/directed) $s$-$t$-shortest-path can be solved in $O(f(n, |E|, M, B) + O(1))$ time.

See full version of the paper for proof.

**Theorem 25.** Given an algorithm that solves (undirected/directed) Girth-Containing-Vertex in $f(n, |E|, M, B)$ time (undirected/directed) Girth-Containing-Edge can be solved in $O(f(n, |E|, M, B) + O(1))$ time.

See full version of the paper for proof.

**Theorem 26.** Given an algorithm that solves directed Girth-Containing-Edge in $f(n, |E|, M, B)$ time then directed Girth-Containing-Vertex is solvable in $O((f(n, |E|, M, B) + n/B) \cdot \lg(n))$ time.

See full version of the paper for proof.

**Theorem 27.** Given an algorithm that solves directed $s$-$t$-shortest-path in $f(n, |E|, M, B)$ time then directed Girth-Containing-Vertex is solvable in $O((f(n, |E|, M, B) + n/B) \cdot \lg(n))$ time.

See full version of the paper for proof.

When solving Girth-Containing-Vertex in the directed case, we know which direction the path must follow the edges and can perform this decomposition. Unfortunately this no longer works in the undirected case and a more complex algorithm is needed, giving slightly weaker results.

**Theorem 28.** Given an algorithm that solves undirected $s$-$t$-shortest-path in $f(n, |E|, M, B)$ time then undirected Girth-Containing-Vertex is solvable in $O((f(n, |E|, M, B) + n/B) \cdot \lg(n))$ time.

See full version of the paper for proof.

**Theorem 29.** Given an algorithm that solves undirected Girth-Containing-Edge in $f(n, |E|, M, B)$ time then undirected Girth-Containing-Vertex is solvable in $O((f(n, |E|, M, B) + n/B) \cdot \lg(n))$ time.

See full version of the paper for proof.
4 Lower Bounds from Fine-Grained Reductions

The fundamental problems in the fine-grained complexity world are good starting points for assumptions in the I/O model because these problems are so well understood in the RAM model. Additionally, both APSP and 3-SUM have been studied in the I/O model [9, 34, 35]. These reductions allow us to propagate believed lower bounds from one problem to others, as well as propagate any potential future algorithmic improvements.

4.1 Reductions to 3-SUM

We will show that 3-SUM is reducible to both convolution 3-SUM and 0 triangle in the I/O-model.

▶ Lemma 30. If convolution 3-SUM is solved in \( f(n, M, B) \) time then 3-SUM is solved in \( O(g^3 f(n/g, M, B) + n^2/(gMB)) \) time for all \( g \in [1, n] \).

See full version of the paper for proof.

▶ Corollary 31. If convolution 3-SUM is solved in time \( O(n^2 - \varepsilon / (MB)) \) or \( O(n^2 / (M^{1+\varepsilon} B)) \) or \( O(n^2 / (MB^{1+\varepsilon})) \) then 3-SUM is solved in \( O(n^2 - \varepsilon / (MB)) \) or \( O(n^2 / (M^{1+\varepsilon} B)) \) or \( O(n^2 / (MB^{1+\varepsilon})) \) time, violating the I/O 3-SUM conjecture.

See full version of the paper for proof.

▶ Lemma 32. If 0 triangle is solved in \( f(n, M, B) \) time then convolution 3-SUM is solvable in \( O(\sqrt{n} f(\sqrt{n}, M, B) + n^{1.5} \log M/B(n)/B) \) time.

See full version of the paper for proof.

▶ Theorem 33. If 0 triangle is solved in time \( O(n^{3-\varepsilon} / (MB)) \) or \( O(n^3 / (M^{1+\varepsilon} B)) \) or \( O(n^3 / (MB^{1+\varepsilon})) \) then 3-SUM is solved in \( O(n^{3-\varepsilon} / (MB)) \) or \( O(n^3 / (M^{1+\varepsilon} B)) \) or \( O(n^3 / (MB^{1+\varepsilon})) \) time, violating the I/O 3-SUM conjecture.

See full version of the paper for proof.

▶ Lemma 34. If 3-SUM is solved in \( f(n, M, B) \) I/Os then Convolution 3-SUM is solvable in \( O(f(n, M, B) + n/B) \) I/Os.

See full version of the paper for proof.

▶ Corollary 35. Convolution 3-SUM is solvable in \( O(n^2 / (MB) + n/B) \)

Proof. Given Lemma 34

4.2 APSP Reductions in the I/O-Model

▶ Definition 36 (All-Pairs-Shortest-Path(G)). Given a fully connected graph \( G \) with large edge weights (weights between \( -n^c \) and \( n^c \) for some constant \( c \)) return the path lengths between all pairs of nodes in a matrix \( D \) where \( D[i][j] \) = the length of the shortest path from node \( i \) to node \( j \).

Another related version of APSP requires us to return all the shortest paths in addition to the distances. To represent this information efficiently, one is required to return an \( n \) by \( n \) matrix \( P \) where the \( P[i][j] \) is the next node after \( i \) on the shortest path from \( i \) to \( j \). The matrix \( P \) allows one to extract the shortest path between two points by following the path through the matrix \( P \). This problem is also called APSP.
Definition 37 (Three-Layer-APSP(G)). Solve APSP on $G$ where $G$ is promised to be a bipartite graph $G$ which has partitions $A, B,$ and $C$, such that there are no edges within $A,B$ or $C$ and no edges between $A$ and $C$.

Definition 38 (Negative-triangle-detection(G)). Given a graph $G$, returning true if there is a negative triangle and false if there is no negative triangle. This problem is also called $-\triangle$ detection.

Definition 39 ((min, +)-Matrix-Multiplication(A,B)). This problem is a variant on matrix multiplication. Given an $n$ by $n$ matrix $A$ and an $n$ by $n$ matrix $B$ return an $n$ by $n$ matrix $C$ such that $C[i][j] = \min \{A[i][k] + B[k][j] \forall k \in [1,n]\}$.

The motivation for showing I/O equivalences between these problems is two fold. First, just as in the RAM model, these reductions can provide a shared explanation for why some problems have seen no improvement in their I/O complexity for years.

The set of reductions

Theorem 40. If $(\min, +)$ runs in time $f(n,M,B)$, then APSP runs in $O(\lg(n) f(n,M,B))$.

See full version of the paper for proof.

Theorem 41. If All Pairs Shortest Paths runs in time $f(n,M,B)$, then negative weight triangle detection in a tripartite graph runs in $O(f(n,M,B))$ cache misses.

See full version of the paper for proof.

Theorem 42. If negative weight triangle detection in a tripartite graph runs in time $f(n,M,B)$, then three layer APSP with weights in the range $[-W,W]$ runs in $O(\lg(W)n^2 f(n^{1/3},M,B))$ cache misses.

See full version of the paper for proof.

Corollary 43. If negative weight triangle detection in a tripartite graph runs in time $f(n,M,B)$, then three layer APSP over weights in the range $[-\text{poly}(n),\text{poly}(n)]$ runs in $O(\lg(n)n^2 f(n^{1/3},M,B))$ cache misses.

See full version of the paper for proof.

Lemma 44. If All Pairs Shortest Paths runs in time $f(n,M,B)$, then three layer APSP runs in $O(f(n,M,B))$ cache misses.

See full version of the paper for proof.

The equivalences

Theorem 45. The following problems run in time $\tilde{O}(\frac{N^3}{\sqrt{MB}} + \frac{n^2}{T})$ cache misses:
1. All Pairs Shortest Paths
2. $(\min, +)$ matrix multiplication
3. Negative triangle detection in a tripartite graph
4. Three layer APSP

See full version of the paper for proof.
Corollary 46. The following solve APSP faster.

1. If \((\min,+)\) matrix multiplication is solvable in \(f(n)\) time then APSP is solvable in \(O((\log n)^2 f(n, M, B))\) time.

2. If negative triangle detection in a tripartite graph is solvable in \(f(n)\) time then APSP is solvable in \(O((\log n)^2 f(n^{1/3}, M, B))\) time.

See full version of the paper for proof.

Lemma 47. If 0 triangle is solved in \(f(n, M, B)\) time then \(-\Delta\) over numbers in the range of \([-W, W]\) is solved in \(O(\log(W) f(n, M, B) + \log(n^2/B))\).

See full version of the paper for proof.

Lemma 48. Zero triangle is solvable in \(O(n^3/(\sqrt{MB}) + n^2/B)\) I/Os.

See full version of the paper for proof.

4.3 Orthogonal Vectors (OV)

Lemma 49. OV is solvable in \(O(n^2/(MB) + n/B)\) I/Os cache obliviously.

See full version of the paper for proof.

Lemma 50. If sparse diameter is solvable in \(f(n, M, B)\) I/Os then OV is solvable in \(\tilde{O}(f(n, M, B) + n/B)\) I/Os.

See full version of the paper for proof.

Lemma 51. If Edit Distance is solvable in \(f(n, M, B)\) time then OV is solvable in \(\tilde{O}(f(n, M, B) + n/B)\) I/Os.

See full version of the paper for proof.

Lemma 52. If Longest Common Subsequence is solvable in \(f(n, M, B)\) time then OV is solvable in \(\tilde{O}(f(n, M, B) + n/B)\) I/Os.

See full version of the paper for proof.

4.4 Hitting Set

Abboud, Vassilevska-Williams and Wang define a new problem, called Hitting Set [4].

Definition 53 (Hitting Set). Given an input of a list \(A\) and \(B\) of \(d\) dimensional 1 and 0 vectors return True if there \(\exists a \in A\) such that \(\forall b \in B \ a \cdot b > 0\).

Lemma 54. Hitting Set is solvable in \(\tilde{O}(n^2/(MB) + n/B)\) I/Os.

See full version of the paper for proof.

Lemma 55. If sparse radius is solvable in \(f(n, M, B)\) I/Os then Hitting Set is solvable in \(\tilde{O}(f(n, M, B) + n/B)\) I/Os.

See full version of the paper for proof.
5 I/O Model Complexity Classes

In this section we examine the I/O model from a complexity theoretic perspective. Section 5.1 provides some necessary background information. In Section 5.2 we define the classes $\text{PCACHE}_{M,B}$ and $\text{CACHE}_{M,B}(t(n))$ describing the problems solvable in a polynomial number of cache misses and $O(t(n))$ cache misses respectively. We then demonstrate that $\text{PCACHE}_{M,B}$ lies between $P$ and $\text{PSPACE}$ for reasonable choices of cache size. In the full version we provide simulations between the I/O model and both the RAM and Turing machine models. In Section 5.3 we prove the existence of a time hierarchy in $\text{CACHE}_{M,B}(t(n))$. The existence of a time hierarchy in the I/O model grounds the study of fine-grained complexity by showing that such increases in running time do provably allow more problems to be solved. The techniques to achieve many of the results in this section also follow in the same theme of reductions, although the focus of the problems examined is quite different.

5.1 Hierarchy Preliminaries: Oracle Model

Oracles are used to prove several results, most notably in the time-hierarchy proof. The oracle model was introduced by Turing in 1938 [40]. The definition we use here comes from Soare [39] and similar definitions can be found in computational complexity textbooks.

In the Turing machine oracle model of computation we add a second tape and corresponding tape head. This oracle tape and its oracle tape head can do everything the original tape can: reading, writing and moving left and right. This oracle tape head has two additional states $\text{ASK}$ and $\text{RESPONSE}$. After writing to the oracle tape, the tape head can go into the $\text{ASK}$ state. In the $\text{ASK}$ state the oracle computation is done on the input written to the oracle tape and then the tape head is changed to the $\text{RESPONSE}$ state. All of this is done in one computational step. If the oracle is the function language $L : \{0,1\}^n \rightarrow \{0,1\}^*$, then the output is written on the tape for the input $i$ is $L(i)$. This allows the Turing machine to make $O(1)$ cost black box calls to the oracle language and get strings as output.

The notation $A^B$ describes a computational class of the languages decidable by an oracle Turing machine of $A$ with a $B$ oracle. The oracle language will be a language decidable in the function version of $B$. The oracle machine will then be resource limited as $A$ is resource limited.

In this paper we will also talk about RAM machine oracles. This is a simple extension of the typical Turing machine oracle setup. The RAM machine will have two randomly accessible memories. One will be the standard RAM memory. The other memory will be the oracle memory, the RAM can read and write words to this memory and can additionally enter the $\text{ASK}$ state. One time step after entering the $\text{ASK}$ state the RAM will be returned to the $\text{RESPONSE}$ state and the contents of the oracle memory will contain the oracle language output, $L(i)$.

5.2 $\text{PCACHE}_{M,B}$ and its relationship with $P$ and $\text{PSPACE}$

First we define the class of problems solvable given some function, $t(n)$, the number of cache misses, up to constant factors.

Definition 56. Let $\text{CACHE}_{M,B}(t(n))$ be the set of problems solvable in $O(t(n))$ cache misses on a I/O-model machine with a cache of size $O(M)$ and a cache line size of size $O(B)$.

Next, we consider the class of problems solvable by any polynomial number of cache misses.
Definition 57. Let $PCACHE_{M,B}$ be the set of problems solvable in polynomial numbers of cache misses on a IO-model machine with a cache of size $O(M)$ and a cache lines of size $O(B)$.

$$PCACHE_{M,B} = \bigcup_{i=1}^{\infty} CACHE_{M,B}(n^i)$$

First, let us note that the $CACHE$ class can simulate the $RAM$ class. The IO-model is basically a $RAM$ model with extra power.

Lemma 58. $RAM(t(n)) \subseteq CACHE_{M,B}(t(n))$

See full version of the paper for proof.

Now we introduce a complexity class $MEM$. Note that this class is very similar to $SPACE$.

Definition 59. We define the class $MEM(s(n))$ to be the set of problems solvable in $SPACE(s(n))$ when the input is of size $O(s(n))$.

Why $MEM$ and not $SPACE$? We want to use the $MEM$ class as an oracle which will model computation doable on a cache machine in one cache miss. When $t(n) = \Omega(n)$ then $MEM(t(n)) = SPACE(t(n))$; however, these classes differ when we have a small work space. A $SPACE(o(n))$ machine is given a read-only tape of size $n$ and compute space $o(n)$. This extra read-only tape gives the $SPACE$ machine too much power when compared with the cache. Notably, we can scan through the entire input with one step with a $SPACE(lg(n))$ oracle. A cache would require $n/B$ time to scan this input.

Lemma 60. $MEM(Mw) \subseteq CACHE_{M,B}(M/B)$.

See full version of the paper for proof.

Now we prove that a $RAM$ machine with oracle access to our $MEM$ oracle can be simulated by a cache machine. We simulate the $MEM$ machine and $RAM$ machine together efficiently in cache.

Corollary 61. $RAM(t(n))^{MEM(Mw)} \subseteq CACHE_{M+3,B}(t(n))$.

See full version of the paper for proof.

The class $PCACHE_{M,B}$ is equivalent to a polynomial time algorithm with oracle access to a MEM oracle. Intuitively, in both cases we get to use a similarly powerful object (the cache or the MEM oracle) a polynomial number of times.

Theorem 62. If $Bw = O(poly(n))$, then $PCACHE_{M,B} = P^{MEM(Mw)}$

See full version of the paper for proof.

We then note that in many cases MEM and $SPACE$ are equivalent.

Corollary 63. If $Bw = O(poly(n))$ and $Mw = \Omega(n)$, then $PCACHE_{M,B} = P^{SPACE(Mw)}$.

See full version of the paper for proof.

Finally, we note that $P$ is a subset of $PCACHE_{M,B}$.

Lemma 64. If $Mw = \Theta(poly(n))$, then $PCACHE_{M,B} \subseteq PSPACE$

See full version of the paper for proof.

Lemma 65. $\bigcup_{w=1}^{\infty} PCACHE_{w^*,B} = PSPACE$

See full version of the paper for proof.
5.3 CACHE\(_{M,B}\) Hierarchy

In this section we prove that a hierarchy exists in the IO-model. The separation in the CACHE hierarchy is \(B\) times the separation for the RAM hierarchy. We know that RAM machines given polynomially more time can solve more problems than those given polynomially less.

\begin{itemize}
  \item \textbf{Theorem 66.} For \(\varepsilon \geq 0\),

\[
RAM^{O}(t(n)) \subsetneq RAM^{O}((t(n))^{1+\varepsilon}). \quad [22]
\]

Let \(s(n)\) be the space usage of the algorithm running on the RAM machine. Let \(\alpha = \frac{B+\lfloor \log(s(n))/w \rfloor}{B}\), which is the number of cache lines needed to represent both a cache line and its memory address. Note, in the case where one word is large enough to address all of the memory used by the algorithm (a standard assumption) \(\alpha = 1 + 1/B \leq 2\). We now give a simulation of a CACHE machine by a RAM machine with MEM oracle.

\begin{itemize}
  \item \textbf{Lemma 67.} \(CACHE_{M,B}(t(n)) \subseteq RAM (t(n)(B+\alpha))^{MEM(M_{\text{wcol}})}\)

  See full version of the paper for proof.

  Plugging our simulation into the RAM hierarchy gives a separation result for the CACHE complexity classes.

\begin{itemize}
  \item \textbf{Theorem 68.} For all \(\varepsilon > 0\)

\[
CACHE_{M,B}(t(n)) \subsetneq CACHE_{M_{\alpha},B}((\alpha t(n)B)^{1+\varepsilon}).
\]

  See full version of the paper for proof.

  Under reasonable assumptions about the values of input and word sizes, we can construct a cleaner version of the above theorem.

\begin{itemize}
  \item \textbf{Corollary 69.} When \(s(n) = 2^{O(wB)}\), in other words the memory used by the algorithm is referenceable by \(O(B)\) words,

\[
CACHE_{M,B}(t(n)) \subsetneq CACHE_{M_{\alpha},B}((t(n)B)^{1+\varepsilon}).
\]

  \textbf{Proof.} Note \(\alpha = 1 + 1/B = O(1)\), and thus is a constant with respect to the time and size of memory which are defined asymptotically. Thus this factor disappears.

\end{itemize}
\end{itemize}
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Abstract

The Longest Common Subsequence (LCS) is one of the most basic similarity measures and it captures important applications in bioinformatics and text analysis. Following the SETH-based nearly-quadratic time lower bounds for LCS from recent years [4, 22, 5, 3], it is a major open problem to understand the complexity of approximate LCS. In the last ITCS [2] drew an interesting connection between this problem and the area of circuit complexity: they proved that approximation algorithms for LCS in deterministic truly-subquadratic time imply new circuit lower bounds ($E^{NP}$ does not have non-uniform linear-size Valiant Series Parallel circuits).

In this work, we strengthen this connection between approximate LCS and circuit complexity by applying the Distributed PCP framework of [6]. We obtain a reduction that holds against much larger approximation factors (super-constant, as opposed to $1 + o(1)$ in [2]), yields a lower bound for a larger class of circuits (linear-size $NC^1$), and is also easier to analyze.
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Introduction

The Longest Common Substring (LCS) is a fundamental similarity measure between two strings with many important applications to data comparison. It is an elegant abstraction of the core task in sequence alignment tasks in bioinformatics. Given two strings of length $N$, there is a classical dynamic programming algorithm that computes the LCS in time $O(N^2)$. The quadratic time requirement is prohibitive for very long strings (e.g. genomic sequences), and obtaining a substantially faster algorithm is a longstanding and central open question. In practice, biologists use heuristics such as BLAST to solve it in near-linear time but without any guarantees on the optimality of the solution [8]. Interesting results from recent years [10, 4, 22, 5] showed that under certain complexity assumptions such as “SETH”\footnote{The Strong Exponential Time Hypothesis (SETH) \cite{DBLP:journals/tcs/PapadimitriouR97} postulates that we cannot solve $k$-SAT in $O((2 - \varepsilon)^k)$ time, for some $\varepsilon > 0$ independent of and for all constant $k$.}, there are no truly subquadratic algorithms for this problem.

\footnote{Research supported by a Rabin Postdoctoral Fellowship.}
For many applications, we would be happy to settle for an approximate solution if it could be found in truly subquadratic (ideally near-linear) time. In contrast to the exact variant, the complexity of approximating the LCS is poorly understood. On the algorithmic side, for strings over alphabet $\Sigma$ there is a trivial $1/|\Sigma|$-approximation algorithm (using only the symbol that appears the most in both strings). On the complexity sides, the known reductions from SETH tell us very little about hardness of approximation. There are two main obstacles to obtaining SETH-based hardness of approximation:

The PCP blowup. The PCP Theorem, which is a crucial step in most NP-hardness of approximation results, can be seen as reducing the satisfiability of a CNF $\varphi$ to approximate satisfiability of a new CNF $\varphi'$. If $\varphi$ has $n$ variables, the most efficient PCP constructions construct $\varphi'$ with $n' = n \cdot \text{polylog}(n)$ variables [28]. Obtaining a linear dependence is a major open problem (e.g. [17, 29, 41, 40, 24]).

In contrast, the known reductions from SETH to LCS begin with a CNF over $n$ variables, and transform it to a hard instance of LCS of string length $N \approx 2^n/2$. Now solving LCS faster than $N^2 \approx 2^n$ time implies new algorithms for SAT. Even if we had a fantastic PCP of blowup $n' = 10n$, if we begin the reduction with the hard-to-approximate CNF $\varphi'$, we would get strings of length $N' \approx 2^{n'/2} \approx 2^{5n}$.

The PCP blowup obstacle is common to almost all known reductions from SETH. For several other problems, this obstacle was addressed by the distributed PCP framework in [6]. However, this technique does not yet suffice for hardness of approximation of LCS, in part due to the “contribution of unsatisfying assignments” obstacle described next.

Contribution of unsatisfying assignments. The second obstacle is more specific to LCS (and a few other string similarity measures like Edit Distance and Dynamic Time Warping Distance). The reduction from SETH proceeds by concatenating approximately $N \approx 2^n/2$ gadgets, one for each partial assignment to half of the variables. On a yes instance, matching the two gadgets that correspond to the satisfying assignment gives a higher contribution to the LCS than matching any two non-satisfying partial assignments. How much more can the satisfying pair contribute to the LCS compared to a non-satisfying pair? The largest gap we can hope to construct is a $|\Sigma|$-factor, because of the trivial $1/|\Sigma|$-approximation algorithm. If we want to keep the alphabet size small ($|\Sigma| = \text{No}(1)$), this is still negligible compared to the contribution from approximately $N$ (disjoint) pairs of non-satisfying partial assignments.

In short, an inherent limitation of all known reduction techniques is that the multiplicative approximation of the LCS in the resulting instances can be obtained from an additive approximation of the fraction of satisfying assignments. The latter can be computed easily by sampling a small number of uniformly random assignments. In the last ITCS, [2] drew an interesting connection between this problem and classical questions on circuit lower bounds. The authors observed that designing a deterministic algorithm that can approximate the number of satisfying assignment to formulas (that are slightly more complex than CNFs) is a challenging task with connections to pseudorandomness, and so this barrier can be circumvented, in a certain sense, if we restrict the attention to deterministic approximation algorithms. In particular, they show that if LCS admits a deterministic truly-subquadratic approximation algorithm, then certain long sought-after circuit lower bounds would be implied. However, to obtain such consequences, one would need to design a very good $(1 + o(1))$ approximation algorithms for LCS.

\footnote{The term distributed PCP was first used by Drucker [30], but in a completely different context.}
Given the above two, it is natural to ask whether we can combine the techniques of [2] and [6] to obtain stronger inapproximability for LCS in deterministic truly subquadratic time. In this paper we show that this is indeed the case, and in a strong sense: using the distributed PCP framework from [6], we can replace the not-even-1.001 hardness of approximation factor from [2] with superconstant factors.

Additionally, using distributed PCPs also allows us to obtain stronger circuit lower bounds than [2]. The circuit complexity consequence of deterministic and fast approximate LCS algorithms established by [2] was that $E^{NP}$ does not have non-uniform linear-size Valiant Series Parallel (VSP) circuits. In the 1970’s Valiant defined the VSP property and argued that it is common in algorithmic circuits. This consequence is still out of reach of current techniques and is typically reported as a circuit lower bound from refuting SETH [37]. Here, we show that the VSP restriction can be replaced by the more natural restriction that the circuits have logarithmic depth ($NC^1$). Intuitively, the latter are more expressive. Proving the following statement would be a major breakthrough in complexity theory.

▶ **Consequence 1.1.** The class $E^{NP}$ does not have non-uniform circuits of size $O(n)$ and depth $O(\log n)$, nor VSP circuits of size $O(n)$.

We are now ready to present our main theorem:

▶ **Theorem 1.2 (Main Theorem).** If there is an algorithm that, given two length-$N$ strings $x, y$ over alphabet $\Sigma$, where $|\Sigma| = N^{o(1)}$, approximates the LCS of $x$ and $y$ to within any constant factor in deterministic, $O(N^{2-\epsilon})$ time, then Consequence 1.1 follows.

### 1.1 A succinct discussion of techniques

A sequence of previous works [34, 53, 50, 18, 2] reduces the task of proving Consequence 1.1 to designing deterministic algorithms for the following problem: given an OR with fan-in $2^{O(n)}$ over $k$-CNFs, for $k = O(n^{0.1})$, approximate the fraction of satisfying assignments (Lemma 2.4) in $\text{DTIME}(2^n/n^{o(1)})$. The outer OR is easy to implement, and so we focus on any given CNF.

For CNFs with constant clause width, a common first step is to use the Sparsification Lemma of [36] which reduces the number of clauses to $m = O(n)$. However, the $O$-notation in this lemma hides a blowup which is doubly exponential in the width, so in our case ($k \approx n^{0.1}$) we are better off sticking with the trivial bound on the number of clauses: $m \lesssim (n^{0.1}) \approx 2^{n^{0.1}}$.

As we mentioned earlier, the reduction constructs a gadget for each possible assignment to the first (resp. last) half of the variables. We want the LCS of the two gadgets to implement a verifier that receives the two assignments and verifies that they indeed satisfy the CNF. A key observation in [6] is that this task reduces to solving a Set Disjointness problem over the universe of clauses $[m]$: Given partial assignment $\alpha \in \{0, 1\}^{\lfloor n/2 \rfloor}$ to the first half of the variables, Alice locally constructs the set $S_\alpha \subseteq [m]$ of clauses that are not satisfied by $\alpha$ (but she still hopes those clauses are satisfied by the assignment to the remaining variables). Similarly, Bob locally constructs a set $T_\beta \subseteq [m]$ of clauses that he cannot guarantee are satisfied by his partial assignment, $\beta$. Now the joint assignment $(\alpha, \beta)$ satisfies the CNF if and only if $S_\alpha, T_\beta$ are disjoint.

Observe that two sets are disjoint iff their representation as binary vectors (in $\{0, 1\}^m$) are orthogonal (over the reals). Indeed, so far our reduction looks like the classical reduction to the ORTHOGONAL VECTORS problem [52]: given two sets $A, B \in \{0, 1\}^m$, is there a pair $a \in A, b \in B$ that is orthogonal?

Set Disjointness is a rather difficult problem in Communication Complexity: the randomized and even non-deterministic complexities of Set Disjointness are linear. Fortunatley,
there is an $O(\sqrt{m})$ MA-communication protocol due to [1]. In [6] $m$ was linear, so we could enumerate over all protocols in subexponential time. Here, since $m \approx 2^{n^{0.1}}$, the quadratic saving of the MA-protocol does not help. Instead, we use an IP-protocol for Set Disjointness (also due to [1]) which uses only $O(\log m) \approx n^{0.1}$ communication.

We abstract the first part of the reduction (up to and including the IP-protocol) via a new problem a-la Orthogonal Vectors, that we call Tropical Tensors. Given two lists of tensors $A, B \in \{0,1\}^{d_1 \times d_2 \times \cdots \times d_t}$, we want to find a pair $a \in A, b \in B$ that maximizes a similarity measure $s(a,b)$ which is defined via a chain of alternating $+$ and $\max$ operations, where at the base we take the product of $a_i$ and $b_i$; we call this the Tropical Similarity of $a$ and $b$.

Similar to Orthogonal Vectors, our new problem allows us to abstract out the PCP-like construction on one hand, and the LCS-specific gadgets on the other hand. While its definition is somewhat more involved than the original Orthogonal Vectors, the extra expressive power allows us to prove a stronger hardness of approximation result:

Consequence 1.1 is implied by any truly subquadratic deterministic algorithm that can distinguish between the case where almost all pairs have almost maximum Tropical Similarity, and the case where the Tropical Similarity of every pair is tiny (see Theorem 3.2 for details). We hope that the Tropical Tensors problem will find further applications; see Remark 3.4 for some suggestions.

Once we establish the hardness of Tropical Tensors, we reduce it (Section 4) to LCS using gadgets that implement $+$ and $\max$ operations. Our reduction to LCS is particularly simple because the gap we obtain from Tropical Tensors is so large, that we do not need to pad our gadgets to enforce well-behaved solutions.

1.2 Related work

Algorithms for LCS and related problems

Even though many ideas and heuristics for LCS were designed [25, 19, 27, 26] (see also [43, 20] for surveys), none has proven sufficient to compute a better than $|\Sigma|$ approximation in strongly subquadratic time.

Many ingenious approximation algorithms were discovered for the related Edit Distance problem. A linear time $\sqrt{n}$-approximation follows from the exact algorithm that computes the Edit Distance in time $O(n + d^2)$ where $d = ED(S,T)$ [39]. Subsequently, this approximation factor has been improved to $n^{3/7}$ by Bar-Yossef et al. [12], then to $n^{1/3+o(1)}$ by Batu et al. [13]. Building on the breakthrough embedding of Edit Distance by Ostrovsky and Rabani [44], Andoni and Onak obtained the first near-linear time algorithm with a subpolynomial approximation factor of $2^{O(\sqrt{\log n})}$. Most recently, Andoni, Krauthgamer, and Onak [9] significantly improved the approximation to polylogarithmic obtaining an algorithm that runs in time $n^{1+\epsilon}$ and gives $(\log n)^{O(1/\epsilon)}$ approximation for every fixed $\epsilon > 0$. There are many works on approximate Edit Distance in various computational models, see e.g. [43, 9, 23] and the references therein. It remains a huge open question whether Edit Distance can be approximated to within a constant factor in near-linear time.

A general tool for speeding up dynamic programming algorithms through a controlled relaxation of the optimality constraint is highly desirable. Encouraging positive results along these lines were recently obtained by Saha [47, 48, 49] for problems related to parsing.

\footnote{The name is inspired by Tropical Algebras, which support $+$ and $\min$ operations.}
context-free languages. However, we are still far from understanding, more generally, when
and how such algorithms are possible.

**Fine-grained complexity of LCS**

Many hardness results have been recently shown for LCS. Shortly after the $N^{2-o(1)}$ SETH-
based lower bound of Backurs and Indyk [10] for the related problem of Edit Distance, it
was proven that LCS has a similar lower bound [4, 22]. Bringmann and Kunemann [22]
proved that the SETH lower bound holds even when the strings are binary, and [4] prove
that LCS on $k$ strings has an $N^{k-o(1)}$ lower bound. Very recently, [3] prove that the time
complexity of computing the LCS between strings of length $N$ that are compressed down
to size $n$ (using any of the standard grammar compressions such as Lempel-Ziv) is lower
bounded by $(Nn)^{1-o(1)}$ under SETH, and a matching upper bound is known [31].

[5] proved quadratic lower bounds for LCS under safer versions of SETH where CNF is
replaced with NC circuits, and connected LCS to circuit lower bounds for the first time. [5]
also showed that even mildly subquadratic algorithms for LCS, e.g. $O(N^2/\log^5 N)$ would
imply breakthrough circuit lower bounds similar to Consequence 1.1. This connection to
circuit lower bounds was exploited in the work of [2] who showed that such consequences can
follow even from approximation algorithms.

The only SETH-based hardness of approximation results for LCS are for variants of the
classical problem. For instance, approximate “closest pair” under the LCS similarity requires
nearly quadratic time even for $2^{(\log N)^{1-o(1)}}$ approximation factors, under SETH [6].

**Distributed PCP**

As mentioned above, when viewing the PCP Theorem as a reduction from CNF to hard-to-
approximate CNF, all known constructions suffer from blowup in the number of variables,
which is prohibitive for fine-grained reductions. Another (in fact, the original) way to view
the PCP Theorem is as a probabilistically checkable proof: given an assignment $x \in \{0, 1\}^n$,
we want to write a proof $\pi(x)$ asserting that $x$ satisfies a known CNF $\varphi$. Probabilistically
checkable means that the verifier should be able to query $\pi(x)$ at a small number of random
locations to be convinced that $\varphi$ has a satisfying assignment. Recall that most reductions
from SETH to quadratic time problems construct a gadget for each partial assignment to
$\varphi$. A key observation in [6] is that if we could construct a “partial PCP” for each partial
assignment, the total number of gadgets remains approximately $2^{n/2}$, even if each gadget is
now a little bit larger.

Thus, in the Distributed PCP challenge, we have two parties (Alice and Bob) who hold
partial assignments $\alpha, \beta \in \{0, 1\}^{n/2}$ to disjoint subsets of the variables, and want to prove to a
verifier that their joint assignment satisfies the public CNF $\varphi$. A second key observation in [6]
is that this challenge is equivalent to computing Set Disjointness over subsets of the clauses
of $\varphi$. [6] solved this Set Disjointness problem using (a variant of) the MA-communication
protocol of [1]. Here, we need the more efficient IP-communication protocol.

**Other PCPs in non-standard models**

Different models of “non-traditional” PCPs, such as interactive PCPs [38] and interactive
oracle proofs (IOP) [16, 46] have been considered and found “positive” applications in
cryptography (e.g. [32, 33, 16]). In particular, [15] obtain a linear-size IOP. It is an open
question whether these interactive variants can imply interesting hardness of approximation
results [15].
SETH and communication complexity

The connection between the SETH and communication complexity goes back at least to [45] who proved that a computationally efficient sublinear protocol for the 3-party Number-on-Forehead Set Disjointness problem would refute SETH.

2 Preliminaries

2.1 Derandomization and Circuit Lower Bounds

This result will utilize the connection between derandomization and circuit lower bounds which originates in the works of Impagliazzo, Kabanets, and Wigderson [34] and has been optimized significantly by the work of Williams [53], Santhanam and Williams [50], and more recently by Ben-Sasson and Viola [18]. These connections rely on “Succinct PCP” theorems [42, 18], and the recent optimized construction of Ben-Sasson and Viola [18] is essential for our results. Our starting point is the following theorem.

\[ \text{Theorem 2.1} \]

(Proposition 1.4 in [18]). Let \( F_n \) be a set of function from \( \{0, 1\}^n \) to \( \{0, 1\} \) that are efficiently closed under projections (see [18] or Definition 10 in [2]).

If the probability of acceptance probability of a function of the form
- \( \text{AND} \) of fan-in \( n^{O(1)} \) of
- \( \text{OR}'s \) of fan-in 3 of
- functions from \( F_{n+O(\log n)} \)

can be distinguished from being \( = 1 \) or \( \leq 1/n^{\omega(1)} \) in \( \text{DTIME}(2^n/n^{\omega(1)}) \), then there is a function \( f \) in \( \text{E}^\text{NP} \) on \( n \) variables such that \( f \not\in F_n \).

We apply this theorem where the class \( F_n \) is the class of circuits on \( n \) variables of size \( cn \), for an arbitrarily large constant \( c > 0 \), and depth upper bounded by \( c \log n \). By applying the deMorgan rule, and then noticing that linear-size log-depth circuits are closed under negations and OR’s, we can restate the above theorem as follows (see [2] for a more detailed argument).

\[ \text{Lemma 2.2.} \] To prove that \( \text{E}^\text{NP} \) does not have non-uniform circuits of size \( cn \) and depth \( c \log n \) on \( n \) input variables, it is enough to show a deterministic algorithm for the following problem that runs in \( 2^n/n^{\omega(1)} \) time. Given a circuit over \( n \) input variables of the form:
- \( \text{OR} \) of fan-in \( n^{O(1)} \) of
- circuits of size \( 3cn + c \log n + 2 \),
distinguish between the case when no assignments satisfy it, versus the case in which at least \( a \geq 1 - 1/n^{\omega(1)} \) fraction of the assignments satisfy it.

2.2 Valiant’s depth reduction

We will use the classical depth-reduction theorem of Valiant [51] to convert linear-size NC\(^1\) circuits into an OR of CNF’s, on which we will apply our distributed PCP techniques. The elegant proof is often given in courses, see e.g. [14].

\[ \text{Theorem 2.3} \] (Depth reduction [51]). For all \( \varepsilon > 0 \) and \( c \geq 1 \), we can convert any circuit on \( n \) variables of size \( cn \) and depth \( c \log n \), into an equivalent formula which is OR of \( 2^{O((c) \cdot (n/\log \log n))} \)-CNF’s on the same \( n \) variables, where \( k = O(n^\varepsilon) \). The reduction runs in \( 2^{O(n/\log \log n)} \) time.
We remark that if the circuit is assumed to have the additional “series parallel” property [51], then we can get a stronger depth reduction result where the clause size in the CNF’s is constant. This was crucial to the results of [2], but our techniques here allow us to handle much larger CNF’s.

Combining Valiant’s depth reduction with Lemma 2.2 we conclude that to prove our complexity consequence, it is enough to distinguish unsatisfiable from $> 99\%$ satisfiable on circuits of the form: OR of CNF’s with clause size $n^\varepsilon$.

Lemma 2.4. To prove Consequence 1.1, it is enough to show a deterministic algorithm for the following problem that runs in $2^{n/\log \log n}$ time. Given a circuit over $n$ input variables of the form:

- OR of fan-in $2^{O(n/ \log \log n)}$ of
- $k$-CNF’s where $k = O(n^{0.1})$,

distinguish between the case where no assignments satisfy it, versus the case in which at least $\alpha \geq 1 - 1/n^{10}$ fraction of the assignments satisfy it.

2.3 Communication complexity

We use the following IP-communication protocol due to Aaronson and Wigderson [1].

Theorem 2.5 (Essentially [1, Section 7]). There exists a computationally efficient 4 IP-protocol for Set Disjointness over domain $[m]$ in which:

1. Merlin and Alice exchange $O(\log m \log \log m)$ bits;
2. Bob learns the outcome of $O(\log m \log \log m)$ coins tossed by Alice during the protocol;
3. Bob sends Alice $O(\log m)$ bits.
4. Alice returns Accept or Reject.

If the sets are disjoint, Alice always accepts; otherwise, Alice rejects with probability at least $1/2$.

3 A surrogate problem: Tropical Tensors

In this section we introduce a new problem a-la Orthogonal Vectors, and show that approximating it with a truly subquadratic deterministic algorithm would be enough to prove the breakthrough Consequence 1.1.

Definition 3.1 (Tropical Tensors). Our similarity measure $s$ is defined with respect to parameters $t$ and $\ell_1, \ldots, \ell_t$. For two tensors $u, v \in \{0, 1\}^{d_1 \times \cdots \times d_t}$, we define their Tropical Similarity score with an alternating sequence of $E$ (expecation) and max operators:

$$s(u, v) \triangleq E_{i_1 \in d_1} \max_{i_2 \in d_2} \left( E_{i_3 \in d_3} \left[ \cdots \max_{i_t \in d_t} \{u_{i_1} \cdot v_{i_1}\} \cdots \right] \right).$$

Given two sets of tensors $A, B \in \{0, 1\}^{d_1 \times \cdots \times d_t}$, the Tropical Tensors problem asks to find a pair $a \in A, b \in B$ that maximizes the Tropical Similarity $s(a, b)$.

Theorem 3.2. Let $d_1, \ldots, d_t$ be such that $d_1 d_2 \cdots d_t = N^{o(1)}$. To prove Consequence 1.1 it is enough to design a deterministic $O(N^{2-\varepsilon})$-time algorithm that, given two sets of tensors $A, B \in \{0, 1\}^{d_1 \times \cdots \times d_t}$, distinguishes between the following:

4 Although [1] do not explicitly consider computational efficiency, it is not hard to make their protocol computationally efficient.
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Completeness: A \((1 - 1/\log^{19} N)\)-fraction of the pairs \(a, b\) have a perfect Tropical Similarity score, \(s(a, b) = 1\).

Soundness: Every pair has low Tropical Similarity score, \(s(a, b) = o(1)\).

Remark 3.3. Our hardness of approximation for TROPICAL Tensors continues to hold even in the special case where we only take max’s with respect to coordinates of \(A\)-tensors. In other words, we could redefine

\[
s'(a, b) \triangleq \mathcal{E}_{i_1 \in d_1} \left[ \max_{j_2 \in d_2} \left( \mathcal{E}_{i_3 \in d_3} \left[ \cdots \max_{j_6 \in d_6} \{a_{i_1, j_2}, b_1, \ldots\} \right] \right) \right].
\]

(Note that now \(b\) is of smaller dimension.)

Remark 3.4. Another interesting approximation variant of TROPICAL Tensors is the challenge of distinguishing between the sets \(A, B\) containing at least one pair with perfect Tropical Similarity \((s(a, b) = 1)\) versus every pair having subconstant Tropical Similarity \((s(a, b) = o(1))\). Following the same proof outline, one could prove an analog of Theorem 3.2, whereby no \(O(N^{2-\varepsilon})\)-time algorithms (deterministic or randomized) solve the above problem, assuming SETH for circuits of linear size and logarithmic depth.

Thus we can obtain variants of hardness of approximation results from [6] for LCS Closest Pair, Approximate Regular Expression Matching, and Diameter in Product Metric, based on the latter assumption, which is safer than the standard SETH (i.e. SETH of \(k\)-CNF for every constant \(k\)).

Proof. Lemma 2.4 tells us that in order to prove Consequence 1.1, it is enough solve the derandomization problem on circuits of the form: an OR over \(2^{O(n/\log \log n)}\) CNFs, with clause width \(O(n^{0.1})\). In particular, each CNF has at most \(m \triangleq 2^{O(n^{\varepsilon})}\) clauses. The focus of this proof will be on reducing a single such CNF to TROPICAL Tensors. To reduce the OR over \(2^{O(n/\log \log n)}\) CNFs to TROPICAL Tensors, we simply take the max over the Tropical Similarity scores constructed for each CNF.

We do the following for each CNF in the OR. The set \(A\) will contain a tensor \(a^\alpha\) for each half-assignment \(\alpha \in \{0, 1\}^{n/2}\) to the CNF. Given half assignment \(\alpha\), let \(S_\alpha \subseteq [m]\) be the set of clauses that it does not satisfy, i.e. all the literals determined by \(\alpha\) are false. Define \(B, \beta, T_\beta\) analogously. Observe that the CNF is satisfied by a pair \((\alpha, \beta)\) iff the sets \(S_\alpha, T_\beta\) are disjoint.

Recall the IP-communication protocol for SET DISJOINTNESS (Theorem 2.5). To obtain subconstant soundness, amplify the soundness of the protocol by repeating a small superconstant number (e.g. \(\log \log m\)) of times.

We construct the tensors \(a^\alpha\) and \(b^\beta\) recursively, using the IP protocol. Each dimension of the tensors corresponds to a message from one of the parties or a coin toss. Each entry corresponds to an entire transcript. Notice that since the total communication complexity is \(\hat{O}(\log m) = \hat{O}(n^3)\), the total number of possible transcripts is at most \(d_1 d_2 \cdots d_5 = 2^{\hat{O}(n^3)} = N^{o(1)}\).

At the end of the protocol, Bob sends a message. Let \(|d_i|\) enumerate over all of Bob’s potential messages. For each \(i \in \{1, 2, \ldots, d_{i-1}\}\), we set \(a_{i, i} \triangleq 1\) iff Alice accepts on message \(i_i\) from Bob at the end of the protocol (otherwise, \(a_{i, i} \triangleq 0\)). Similarly, we set \(b_{i, i} \triangleq 1\) iff \(i_i\) is the message that Bob sends. Hence the contribution to the Tropical Similarity is one iff Alice accepts Bob’s message at the end of the protocol.

For the rest of the coordinates we take \(E\) over random coin tosses, and max over Merlin’s potential messages. Hence the Tropical Similarity \(s(a^\alpha, b^\beta)\) is exactly equal to the probability that Alice accepts at the end of the IP protocol given for input sets \(S_\alpha, T_\beta\).
Hence there is a one-to-one correspondence between satisfying assignments and pairs with perfect Tropical Similarity score; similarly there is a one-to-one correspondence between unsatisfying assignments and pairs with subconstant Tropical Similarity score.

Finally, we add another outside max to account for the large OR over $2^{O(n/\log \log n)}$ CNFs.

\section{LCS}

In this section we provide a gap-preserving reduction from \textsc{Tropical Tensors} to \textsc{Longest Common Subsequence}. Together with Theorem 3.2 this completes our proof of Theorem 1.2.

\textbf{Proof of Theorem 1.2.} We begin with the hard instance of \textsc{Tropical Tensors} from Theorem 3.2. We encode each of the tensors as a string-gadget over alphabet $\Sigma$, and then concatenate all the gadgets (in arbitrary order). Unlike previous fine-grained reductions for LCS and related problems (e.g.\ [7, 10, 4, 22, 5, 11, 2, 21]), we do not need any padding between gadgets, since the gap we obtained for \textsc{Tropical Tensors} is so large.

\textbf{Bit gadgets}

We construct the gadget for each tensor recursively. At the base of our recursion, we use the following encoding for each bit. For each coordinate $i \in [d_1] \times \cdots \times [d_t]$, we reserve a special symbol $i \in \Sigma$. We will also have two special symbols $\bot_A, \bot_B \in \Sigma$. Thus in total $|\Sigma| = d_1 d_2 \cdots d_t + 2 = N^{o(1)}$. Finally, we are ready to define the bit-gadgets:

\[ x_i(a) \triangleq \begin{cases} i & a_i = 1 \\ \bot_A & a_i = 0 \end{cases}, \]

and

\[ y_i(b) \triangleq \begin{cases} i & b_i = 1 \\ \bot_B & b_i = 0 \end{cases}. \]

Observe that now $LCS(x_i(a), y_i(b)) = a_i \cdot b_i$.

\textbf{Tensor gadgets}

We now recursively combine gadgets to implement the max and $E$ operators. In order to implement max operators, we concatenate the corresponding $x$-gadgets, and concatenate the respective $y$-gadgets in reverse order. For example, for any fixed choice of $i_{t-1} = (i_1, \ldots, i_{t-1})$, we combine bit-gadgets across the last dimension as follows:

\[ x_{i_{t-1}}(a) \triangleq x_{i_{t-1}, t}(a) \circ x_{i_{t-1}, t-1}(a) \circ \cdots \circ x_{i_{t-1}, 1}(a). \]

\[ y_{i_{t-1}}(b) \triangleq y_{i_{t-1}, t}(b) \circ \cdots \circ y_{i_{t-1}, 2}(b) \circ y_{i_{t-1}, 1}(b). \]

Notice that we now have that $LCS(x_{i_{t-1}}(a), y_{i_{t-1}}(b)) = \max_{i_t \in [d_t]} LCS(x_{i_{t-1}, t}(a), y_{i_{t-1}, t}(b))$.

We implement summations ($E$), we concatenate both the $x$ and $y$ gadgets in the same order. For example, for the first dimension, we define:

\[ x(a) \triangleq x_1(a) \circ x_2(a) \circ \cdots \circ x_{d_1}(a). \]

\[ y(b) \triangleq y_1(b) \circ y_2(b) \circ \cdots \circ y_{d_1}(b). \]
Notice that we now have that $LCS(x(a), b(a)) = d_1 \cdot E_{i_1 \in [d_1]} [LCS(x_{i_1}(a), y_{i_1}(b))].$

Therefore, by induction, we have that

$$\frac{1}{D} LCS(x(a), y(b)) = E_{i_1 \in d_1} \left[ \max_{i_2 \in d_2} \left\{ E_{i_3 \in d_3} \left[ \cdots \max_{i_t \in d_t} \{ LCS(x_{i_1}(a), y_{i_1}(b)) \} \cdots \right] \right\} \right]$$

$$= E_{i_1 \in d_1} \left[ \max_{i_2 \in d_2} \left\{ E_{i_3 \in d_3} \left[ \cdots \max_{i_t \in d_t} \{ a_{i_1} \cdot b_i \} \cdots \right] \right\} \right]$$

$$= s(a, b),$$

where $D \triangleq d_1 d_3 d_5 \cdots d_t$ is the normalization factor.

The final strings

Finally, we construct the strings $x, y$ by concatenating the $2^{n/2}$ tensor gadgets. We call a pair of tensors $a, b$ “good” if $s(a, b) = 1$ and “bad” if $s(a, b) = o(1)$.

Completeness

Assume that there are at least $(1 - 1/\log^{10} n) \cdot n^2$ good pairs of tensors. We consider a set of $2n - 1$ alignments between $x$ and $y$: For each shift $k \in [2n - 1]$ define the alignment $A_k$ that matches the tensor gadget of tensor $a_i \in A$ to the tensor gadget of $b_j \in B$ optimally where $j = i + k - n$, and if $j \notin [n]$ then we do not match the gadget of $a_i$ at all. Since the alignments of gadgets to each other are made optimally, their contribution is exactly $LCS(x(a_i), y(b_j)) = D \cdot s(a_i, b_j).$ Observe that for all $i, j \in [n]$ there is exactly one $k$ such that the gadgets of $a_i$ and $b_j$ are matched in $A_k,$ and so the total LCS score of all of these $2n - 1$ alignments is at least

$$(1 - 1/\log^{10} n) \cdot n^2 \cdot D \cdot 1.$$ 

Therefore at least one of these alignments has score more than $D \cdot n/2$.

Soundness

Assume that all pairs of tensors are bad. In this case, any alignment between two tensor gadgets has score at most $LCS(x(a_i), y(b_j)) = o(1) \cdot D$. We can upper bound the score of any alignment between $x$ and $y$ by upper bounding the number of tensor gadgets participating in the alignment. We say that a pair is participating in the alignment if any of their letters are matched to each other. Due to the non-crossing nature of alignments, we can model all pairs participating in an alignment as the edges in a bipartite planar graph, and it follows that there can be at most $2n$ such edges. Therefore, the score of any alignment is upper bounded by $o(1) \cdot D \cdot 2n$.

Acknowledgements. We thank Scott Aaronson, Mika Goos, Elad Haramaty, and Ryan Williams for helpful discussions and suggestions.

References


14 Paul Beame. Lecture notes on circuit reducibility, depth reduction, and parallel arithmetic, April 2008.


16 Eli Ben-Sasson, Alessandro Chiesa, and Nicholas Spooner. Interactive oracle proofs. In Martin Hirt and Adam D. Smith, editors, *Theory of Cryptography - 14th International
35:12 Deterministic Approx. Algorithms for LCS Imply Circuit Lower Bounds


Deterministic Approx. Algorithms for LCS Imply Circuit Lower Bounds


ETH-Hardness of Approximating 2-CSPs and Directed Steiner Network

Irit Dinur\textsuperscript{1} and Pasin Manurangsi\textsuperscript{2}

\textbf{1} Weizmann Institute of Science, Rehovot, Israel
irit.dinur@weizmann.ac.il

\textbf{2} University of California, Berkeley, USA
pasin@berkeley.edu

\textbf{Abstract}

We study 2-ary constraint satisfaction problems (2-CSPs), which can be stated as follows: given a constraint graph $G = (V, E)$, an alphabet set $\Sigma$ and, for each edge $\{u, v\} \in E$, a constraint $C_{uv} \subseteq \Sigma \times \Sigma$, the goal is to find an assignment $\sigma : V \rightarrow \Sigma$ that satisfies as many constraints as possible, where a constraint $C_{uv}$ is said to be satisfied by $\sigma$ if $(\sigma(u), \sigma(v)) \in C_{uv}$.

While the approximability of 2-CSPs is quite well understood when the alphabet size $|\Sigma|$ is constant (see e.g. [37]), many problems are still open when $|\Sigma|$ becomes super constant. One open problem that has received significant attention in the literature is whether it is hard to approximate 2-CSPs to within a polynomial factor of both $|\Sigma|$ and $|V|$ (i.e. $(|\Sigma||V|)^{\Omega(1)}$ factor). As a special case of the so-called Sliding Scale Conjecture, Bellare et al. [5] suggested that the answer to this question might be positive. Alas, despite many efforts by researchers to resolve this conjecture (e.g. [39, 4, 20, 21, 35]), it still remains open to this day.

In this work, we separate $|V|$ and $|\Sigma|$ and ask a closely related but weaker question: is it hard to approximate 2-CSPs to within a polynomial factor of $|V|$ (while $|\Sigma|$ may be super-polynomial in $|V|$)? Assuming the exponential time hypothesis (ETH), we answer this question positively: unless ETH fails, no polynomial time algorithm can approximate 2-CSPs to within a factor of $\frac{|V|^{1-1/\log^\beta |V|}}{4} - o(1)$ where $\beta > 0$. Note that our ratio is not only polynomial but also almost linear. This is almost optimal since a trivial algorithm yields an $O(|V|)$-approximation for 2-CSPs.

Thanks to a known reduction [25, 16] from 2-CSPs to the Directed Steiner Network (DSN) problem, our result implies an inapproximability result for the latter with polynomial ratio in terms of the number of demand pairs. Specifically, assuming ETH, no polynomial time algorithm can approximate DSN to within a factor of $|V|^{1-1/\log^\beta |V|}$ for some $\beta > 0$. Note that our ratio is not only polynomial but also almost linear. This is almost optimal since a trivial algorithm yields an $O(|V|)$-approximation for 2-CSPs.

Additionally, under Gap-ETH, our reduction for 2-CSPs not only rules out polynomial time algorithms, but also fixed parameter tractable (FPT) algorithms parameterized by the number of variables $|V|$. These are algorithms with running time $g(|V|) \cdot |\Sigma|^{|V|^{1/2+\epsilon}}$ for some function $g$. Similar improvements apply for DSN parameterized by the number of demand pairs $k$.
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1 Introduction

We study 2-ary constraint satisfaction problems (2-CSPs): given a constraint graph $G = (V, E)$, an alphabet $\Sigma$ and, for each edge $\{u, v\} \in E$, a constraint $C_{uv} \subseteq \Sigma \times \Sigma$, the goal is to find an assignment $\sigma : V \to \Sigma$ that satisfies as many constraints as possible, where a constraint $C_{uv}$ is satisfied by $\sigma$ if $(\sigma(u), \sigma(v)) \in C_{uv}$. Throughout the paper, we use $k$ to denote the number of variables $|V|$, $n$ to denote the alphabet size $|\Sigma|$, and $N$ to denote $nk$.

Constraint satisfaction problems (CSPs) and their inapproximability have been studied extensively since the proof of the PCP theorem in the early 90’s [3, 2]. Most of the effort has been directed towards understanding the approximability of CSPs with constant arity and constant alphabet size, leading to a reasonable if yet incomplete understanding of the landscape [27, 31, 37, 12]. When the alphabet size grows, the Sliding Scale Conjecture (SSC) [5] predicts that the hardness of approximation ratio will grow as well, and be polynomially strong as the alphabet size $n$. This has been confirmed for values of $n$ up to $2^{(\log N)^{1-\delta}}$ (see [39, 4, 20]). Proving the same for $n$ that is itself a constant power of $N$ is the so-called polynomial SSC and is still open. Before we proceed, let us note that the results of [39, 4, 20] work only for arity larger than two and, hence, do not imply inapproximability for 2-CSPs. We will discuss the special case of 2-CSPs in more details below.

The polynomial SSC has been approached from different angles. In [21] the authors try to find the smallest arity and alphabet size such that the hardness factor is a constant power of $n$, and in [19] the conjecture is shown to follow (in some weaker sense) from the Gap-ETH hypothesis, which we discuss in more details later. In this work we focus on yet another angle, which is to separate $n$ and $k$ and ask whether it is hard to approximate constant arity CSPs to within a factor that is a constant power of $k$ (but possibly not a constant power of $n$). Observe here that obtaining $\text{NP}$-hardness of $k^{\Omega(1)}$ factor is likely to be as hard as obtaining one with $N^{\Omega(1)}$; this is because CSPs can be solved exactly in time $n^{O(k)}$, which means that, unless $\text{NP} \not\subseteq \bigcap_{c>0} \text{DTIME}(2^{n^c})$, $\text{NP}$-hard instances of CSPs must have $k = \text{poly}(N)$.

This motivates us to look for hardness from assumptions stronger than $\text{P} \neq \text{NP}$. Specifically, our result will be based on the Exponential Time Hypothesis (ETH), which states that no subexponential time algorithm can solve 3-SAT (Conjecture 5). We show that, assuming ETH, no polynomial time algorithm can approximate 2-CSPs to within an almost linear ratio in $k$, as stated below. This is almost optimal since there is a straightforward $(k/2)$-approximation for 2-CSPs, by simply satisfying all constraints that touch a variable with highest degree.

▶ Theorem 1 (Main Theorem). Assuming ETH, there exists a constant $\beta > 0$ such that, no algorithm can, given a 2-CSP instance $\Gamma$ with alphabet size $n$ and $k$ variables such that the constraint graph is complete, distinguish between the following two cases in polynomial time:

- (Completeness) $\text{val}(\Gamma) = 1$, and,
- (Soundness) $\text{val}(\Gamma) < 2^{(\log k)^{1-\beta}}/k$.

Here $\text{val}(\Gamma)$ denotes the maximum fraction of edges satisfied by any assignment.

To paint a full picture of how our result stands in comparison to previous results, let us state what is known about the approximability of 2-CSPs; due to the vast literature regarding 2-CSPs, we will focus only the regime of large alphabets which is most relevant to our setting. In terms of $\text{NP}$-hardness, the best known inapproximability ratio is $(\log N)^c$ for every constant $c > 0$; this follows from Moshkovitz-Raz PCP [36] and the Parallel Repetition Theorem for the low value regime [24]. Assuming a slightly stronger assumption that $\text{NP}$ is not contained in quasipolynomial time (i.e. $\text{NP} \not\subseteq \bigcup_{c>0} \text{DTIME}(n^{(\log n)^c})$), 2-CSP is hard to
approximate to within a factor of $2^{(\log N)^{1-\delta}}$ for every constant $\delta > 0$; this can be proved by applying Raz’s original Parallel Repetition Theorem [38] to the PCP Theorem. In [19], the author observed that running time for parallel repetition can be reduced by looking at unordered sets instead of ordered tuples. This observation implies that\(^1\) assuming ETH, no polynomial time $N^{1/(\log \log \log N)}$-approximation algorithm exists for 2-CSPs for some constant $c > 0$. Moreover, under Gap-ETH (which will be stated shortly), it was shown that, for every sufficiently small $\varepsilon > 0$, any $N^{\varepsilon}$-approximation algorithm must run in time $N^{\Omega(1/\varepsilon)}$.

Note that, while this latest result comes close to the polynomial sliding scale conjecture, it does not quite resolve the conjecture yet. In particular, even the weak form of the conjecture which postulates that there exists $\delta > 0$ for which no polynomial time algorithm can approximate 2-CSPs to within $N^\delta$ factor of the optimum does not follow from [19]. Nevertheless, the Gap-ETH-hardness of [19] does imply that, for any function $f = o(1)$, no polynomial time algorithm can approximate 2-CSPs to within a factor of $N^{f(N)}$.

In all results mentioned above, the constructions give 2-CSP instances in which the alphabet size $n$ is smaller than the number of variables $k$. In other words, even if we aim for an inapproximability ratio in terms of $k$ instead of $N$, we still get the same ratios as stated above. Thus, our result is the first hardness of approximation for 2-CSPs with $k^{O(1)}$ factor. Note again that our result rules out any polynomial time algorithm and not just $N^{O(\exp(1/\varepsilon))}$-time algorithm ruled out by [19]. Moreover, our ratio is almost linear in $k$ whereas the result of [19] only holds for $\varepsilon$ that is sufficiently small depending on the parameters of Gap-ETH.

An interesting feature of our reduction is that it produces 2-CSP instances with the alphabet size $n$ that is much larger than $k$. This is reminiscent of the setting of 2-CSPs parameterized by the number of variables $k$. In this setting, the algorithm’s running time is allowed to depend not only polynomially on $N$ but also on any function of $k$ (i.e. $g(k) \cdot \text{poly}(N)$ running time for some function $g$); such algorithm is called a fixed parameter tractable (FPT) algorithm parameterized by $k$. The question here is whether this added running time can help us approximate the problem beyond the $O(k)$ factor achieved by the straightforward algorithm. We show that, even in this parameterized setting, the trivial algorithm is still essentially optimal (up to lower order terms). This result holds under the Gap Exponential Time Hypothesis (Gap-ETH), a strengthening of ETH which states that, for some $\varepsilon > 0$, even distinguishing between a satisfiable 3-CNF formula and one which is not even $(1-\varepsilon)$-satisfiable cannot be done in subexponential time (see Conjecture 7). Moreover, under this stronger assumption, we improve the lower order term in our inapproximability ratio from $2^{(\log k)^{1-\delta}}$ for some $\beta > 0$ to $2^{(\log k)^{1/2+\rho}}$ for any $\rho > 0$. This result is stated formally below.

\begin{itemize}
  \item \textbf{Theorem 2.} Assuming Gap-ETH, for any constant $\rho > 0$ and any function $g$, no algorithm can, given a 2-CSP instance $\Gamma$ with alphabet size $n$ and $k$ variables such that the constraint graph is complete, distinguish between the following two cases in $g(k) \cdot (nk)^{O(1)}$ time:
    \begin{itemize}
      \item \textit{(Completeness)} $\text{val}(\Gamma) = 1$, and,
      \item \textit{(Soundness)} $\text{val}(\Gamma) < 2^{(\log k)^{1/2+\rho}}/k$.
    \end{itemize}
\end{itemize}

To the best of our knowledge, the only previous inapproximability result for parameterized 2-CSPs is from [16]. There the authors showed that, assuming Gap-ETH, no $k^{o(1)}$-approximation $g(k) \cdot (nk)^{O(1)}$-time algorithm exists; this is shown via a simple reduction from parameterized inapproximability of Densest-$k$ Subgraph from [11] (which is in turn based on a construction from [33]). Our result is a direct improvement over this result.

\(^1\) In [19], only the Gap-ETH-hardness result is stated. However, the ETH-hardness result follows easily by invoking a PCP theorem (Theorem 6 below) to get a gap instance.
We end our discussion on 2-CSPs by noting that, while our results suggest that the trivial algorithm achieves an essentially optimal ratio in terms of $k$, non-trivial approximation is possible when we measure the ratio in terms of $N$ instead of $k$: in particular, a polynomial time $O(N^{1/3})$-approximation algorithm is known for the problem [14].

**Direct Steiner Network**

As a corollary of our hardness of approximation results for 2-CSPs, we obtain an inapproximability result for Directed Steiner Network with polynomial ratio in terms of the number of demand pairs. In the Directed Steiner Network (DSN) problem (sometimes referred to as the Directed Steiner Forest problem [26, 17]), we are given an edge-weighed directed graph $G$ and a set $D$ of $k$ demand pairs $(s_1,t_1), \ldots, (s_k,t_k) \in V \times V$ and the goal is to find a subgraph $H$ of $G$ with minimum weight such that there is a path in $H$ from $s_i$ to $t_i$ for every $i \in [k]$. DSN was first studied in the approximation algorithms context by Charikar et al. [13] who gave a polynomial time $\tilde{O}(k^{2/3})$-approximation algorithm for the problem. This ratio was later improved to $O(k^{1/2+\varepsilon})$ for every $\varepsilon > 0$ by Chekuri et al. [15]. Later, a different algorithm with similar approximation ratio was proposed by Feldman et al. [26].

Algorithms with approximation ratios in terms of the number of vertices $n$ have also been devised [26, 9, 17, 1]. In this case, the best known algorithm is that of Berman et al. [9], which yields an $O(n^{2/3+\varepsilon})$-approximation for every constant $\varepsilon > 0$ in polynomial time.

On the hardness side, there exists a known reduction from 2-CSP to DSN that preserves approximation ratio to within polynomial factor $^2$ [25]. Hence, known hardness of approximation of 2-CSPs translate immediately to that of DSN: it is $\text{NP}$-hard to approximate to within any polylogarithmic ratio, it is hard to approximate to within $\exp^{\varepsilon n}$ factor unless $\text{NP} \subseteq \text{QP}$, and it is Gap-ETH-hard to approximate to within $n^{o(1)}$ factor. Note that, since $k$ is always bounded above by $n^2$, these hardness results also hold when $n$ is replaced by $k$ in the ratios. Recently, this reduction was also used by Chitnis et al. [16] to rule out $k^{o(1)}$-FPT-approximation algorithm for DSN parameterized by $k$ assuming Gap-ETH. Alas, none of these results achieve ratios that are polynomial in either $n$ or $k$ and it remains open whether DSN is hard to approximate to within a factor that is polynomial in $n$ or in $k$.

By plugging our hardness results for 2-CSPs into the reduction, we immediately get (Gap)-ETH-hardness of approximating DSN to within a factor of $k^{1/4-\delta}$ as stated below.

$\triangleright$ **Corollary 3.** Assuming ETH, there exists a constant $\beta' > 0$ such that, there is no polynomial time $\frac{k^{1/4}}{2^{(k+1)(\log k)^{1/2}}}$-approximation algorithm for DSN.

$\triangleright$ **Corollary 4.** Assuming Gap-ETH, for any constant $\rho' > 0$ and any function $g$, there is no $g(k) \cdot (nk)^{O(1)} \cdot \text{time } \frac{k^{1/4}}{2^{(k+1)(\log k)^{1/2+\rho'}}}$-approximation algorithm for DSN.

In other words, if one wants a polynomial time approximation algorithm with ratio depending only on $k$ and not $n$, then the approximation ratios from the algorithms of [15, 26] are roughly within a square of the best possible approximation ratio. To the best of our knowledge, these are the first inapproximability results of DSN whose ratios are polynomial in $k$.

$^2$ That is, for any non-decreasing function $\rho$, if DSN admits $\rho(nk)$-approximation in polynomial time, then 2-CSP also admits $\rho(nk)^2$-approximation polynomial time for some absolute constant $c$. 

Agreement tests

Our main result is proved through an agreement testing argument. In agreement testing there is a universe $V$, a collection of subsets $S_1,\ldots,S_k \subseteq V$, and for each subset $S_i$ we are given a local function $\sigma_{S_i} : S_i \rightarrow \{0,1\}$. A pair of subsets are said to agree if their local functions agree on every element in the intersection. The goal is, given a non-negligible fraction of agreeing pairs, to deduce the existence of a global function $g : V \rightarrow \{0,1\}$ that coincides with many of the local functions. For a more complete description see [22].

Agreement tests capture a natural local to global statement and are present in essentially all PCPs, for example they appear explicitly in the line vs. line and plane vs. plane low degree tests [40, 4, 39]. Our reduction is based on a combinatorial agreement test, where the universe is $[n]$ and the subsets $S_1,\ldots,S_k$ have $\Omega(n)$ elements each and are “in general position”, namely they behave like subsets chosen independently at random. A convenient feature about this setting is that every pair of subsets intersect.

Since we are aiming for a large gap, the agreement test must work (i.e., yield a global function) with a very small fraction of agreeing pairs, which in our case is close to $1/k$.

In this small agreement regime the idea, as pioneered in the work of Raz-Safra citeRazS97, is to zero in on a sub-collection of subsets that is (almost) perfectly consistent. From this sub-collection it is easy to recover a global function and show that it coincides almost perfectly with the local functions in the sub-collection. A major difference between our combinatorial setting and the algebraic setting of Raz-Safra is the lack of “distance” in our case: we can not assume that two distinct local functions differ on many points (in contrast, this is a key feature of low degree polynomials). We overcome this by considering different “strengths” of agreement, depending on the fraction of points on which the two subsets agree. This notion too is present in several previous works on combinatorial agreement tests [28, 23].

Hardness of Approximation through Subexponential Time Reductions

Our result is one of the many results in recent years that show hardness of approximation via subexponential time reductions. These results are often based on ETH and its variants. Proposed by Impagliazzo and Paturi [29], ETH can be formally stated as follows:

► Conjecture 5 (Exponential Time Hypothesis (ETH) [29]). There exist constants $\delta > 0$ such that no algorithm can decide whether any given 3-CNF formula is satisfiable in time $O(2^{\delta m})$ where $m$ denotes the number of clauses$^3$.

A crucial ingredient in most reductions in this line of work is a nearly-linear size PCP Theorem. For the purpose of our work, the PCP Theorem can be viewed as a polynomial time transformation of a 3-SAT instance $\Phi$ to another 3-SAT instance $\hat{\Phi}$ that creates a gap between the YES and NO cases. Specifically, if $\hat{\Phi}$ is satisfiable, $\Phi$ remains satisfiable. On the other hand, if $\hat{\Phi}$ is unsatisfiable, then $\Phi$ is not only unsatisfiable but it is also not even $(1 - \varepsilon)$-satisfiable for some constant $\varepsilon > 0$ (i.e. no assignment satisfies $(1 - \varepsilon)$ fraction of clauses). The “nearly-linear size” part refers to the size of the new instance $\hat{\Phi}$ compared to that of $\Phi$. Currently, the best known dependency in this form of the PCP Theorem between the two sizes is quasi-linear (i.e. with a polylogarithmic blow-up), as stated below.

$^3$ The original conjecture states the lower bound as exponential in terms of the number of variables not clauses. However, thanks to the sparsification lemma [30], these two versions are equivalent.
Theorem 6 (Quasi-Linear Size PCP [8, 18]). For some constants $\varepsilon, \Delta, c > 0$, there is a polynomial time algorithm that, given any 3-CNF formula $\tilde{\Phi}$ with $m$ clauses, produces another 3-CNF formula $\Phi$ with $O(m \log^c m)$ clauses such that

- (Completeness) if $\text{val}(\tilde{\Phi}) = 1$, then $\text{val}(\Phi) = 1$, and,
- (Soundness) if $\text{val}(\tilde{\Phi}) < 1$, then $\text{val}(\Phi) < 1 - \varepsilon$, and,
- (Bounded Degree) each variable in $\Phi$ appears in at most $\Delta$ clauses.

ETH-hardness of approximation proofs usually proceed in two steps. First, the PCP Theorem is invoked to reduce a 3-SAT instance $\tilde{\Phi}$ of size $m$ to an instance of the gap version of 3-SAT $\Phi$ of size $m' = O(m \log^c m)$. Second, the gap version of 3-SAT is reduced in subexponential time to the problem at hand. As long as the reduction takes time $2^{o(m'/\log^c m')} = 2^{o(m)}$, we can obtain hardness of approximation result for the latter problem. This is in contrast to proving NP-hardness of approximation for which a polynomial time reduction is required.

Another related but stronger version of ETH that we will also employ is Gap-ETH, which states that even the gap version of 3-SAT cannot be solved in subexponential time:

Conjecture 7 (Gap Exponential Time Hypothesis (Gap-ETH) [19, 34]). There exist constants $\delta, \varepsilon, \Delta > 0$ such that no algorithm can, given any 3-CNF formula $\Phi$ such that each of its variable appears in at most $\Delta$ clauses, distinguish between the following two cases in time $O(2^{\delta m})$ time where $m$ denotes the number of clauses:

- (Completeness) $\text{val}(\Phi) = 1$.
- (Soundness) $\text{val}(\Phi) < 1 - \varepsilon$.

By starting with Gap-ETH instead of ETH, there is no need to apply the PCP Theorem and hence a polylogarithmic loss in the size of the 3-SAT instance does not occur. As demonstrated in previous works, this allows one to improve the ratio in hardness of approximation results [19, 34, 33] and, more importantly, prove inapproximability results for some parameterized problems [10, 11, 16], which are not known to be hard to approximate under ETH. Specifically, for many parameterized problems, the reduction from the gap version of 3-SAT to the problem has size $2^{m'/f(k)}$ for some function $f$ that grows to infinity with $k$, where $m'$ is the number of clauses in the 3-CNF formula and $k$ is the parameter of the problem. For simplicity, let us focus on the case where $f(k) = k$. If one wishes to derive a meaningful result starting form ETH, $2^{m'/k}$ must be subexponential in terms of $m$, the number of clauses in the original (no-gap) 3-CNF formula. This means that the term $k$ must dominate the $\log^c m$ factor blow-up from the PCP Theorem. However, since FPT algorithms are allowed to have running time of the form $g(k)$ for any function $g$, we can pick $g$ to be $2^k$. In this case, the algorithm runs in $2^{2^k}$ time and we cannot deduce anything regarding the algorithm. On the other hand, if we start from Gap-ETH, we can pick $k$ to be a large constant independent of $m$, which indeed yields hardness of the form claimed in Theorem 2 and Corollary 4.

Finally, we remark that Gap-ETH would follow from ETH if a linear-size (constant-query) PCP exists. While constructing short PCPs has long been an active area of research [6, 8, 18, 36, 7], no such PCP is yet known. For a more in-depth discussion, please refer to [19].

Organization of the Paper. In the next section, we describe our reduction and give an overview of the proof. After defining additional notations in Section 3, we proceed to provide

---

4 This bounded degree assumption can be assumed without loss of generality; see [34] for more details.
the soundness analysis of our construction in Section 4. In Section 5, we briefly discuss the setting of parameters that give the desired inapproximability results for 2-CSPs and DSN. Finally, we conclude our work with some discussions and open questions in Section 6.

2 Proof Overview

Like other (Gap-)ETH-hardness of approximation results, our proof is based on a subexponential time reduction from the gap version of 3-SAT to our problem of interest, 2-CSPs. Before we describe our reduction, let us define more notations for 2-CSPs and 3-SAT.

2-CSPs. For notational convenience, we will modify the definition of 2-CSPs slightly so that each variable is allowed to have different alphabets; this definition is clearly equivalent to the more common definition used above. Specifically, an instance \( \Gamma \) of 2-CSP now consists of (1) a constraint graph \( G = (V, E) \), (2) for each vertex (or variable) \( v \in V \), an alphabet set \( \Sigma_v \), and, (3) for each edge \( \{u, v\} \in E \), a constraint \( C_{uv} \subseteq \Sigma_u \times \Sigma_v \). Additionally, to avoid confusion with 3-SAT, we refrain from using the word assignment for 2-CSPs and instead use labeling, i.e., a labeling of \( \Gamma \) is a tuple \( \sigma = (\sigma_v)_{v \in V} \) such that \( \sigma_v \in \Sigma_v \) for all \( v \in V \). An edge \( \{u, v\} \in E \) is said to be satisfied by a labeling \( \sigma \) if \( (\sigma_u, \sigma_v) \in C_{uv} \). The value of a labeling \( \sigma \), denoted by \( \text{val}(\sigma) \), is defined as the fraction of edges that it satisfies, i.e., \( \frac{|\{(u, v) \in E | (\sigma_u, \sigma_v) \in C_{uv}\}|}{|E|} \). The goal of 2-CSPs is to find \( \sigma \) with maximum value; we denote the such optimal value by \( \text{val}(\Gamma) \), i.e., \( \text{val}(\Gamma) = \max_{\sigma} \text{val}(\sigma) \).

3-SAT. An instance \( \Phi \) of 3-SAT consists of a variable set \( X \) and a clause set \( C \) where each clause is a disjunction of at most three literals. For any assignment \( \psi : X \rightarrow \{0, 1\} \), \( \text{val}(\psi) \) denotes the fraction of clauses satisfied by \( \psi \). The goal is to find an assignment \( \psi \) that satisfies as many clauses as possible; let \( \text{val}(\Phi) = \max_{\psi} \text{val}(\psi) \) denote the fraction of clauses satisfied by such assignment. For each \( C \in C \), we use \( \text{var}(C) \) to denote the set of variables whose literals appear in \( C \) and, for each \( S \subseteq C \), we use \( \text{var}(S) \) to denote \( \bigcup_{C \in S} \text{var}(C) \).

Our Construction

Before we state our reduction, let us again reiterate the objective of our reduction. Given a 3-SAT instance \( \Phi = (X, C) \), we would like to produce a 2-CSP instance \( \Gamma_\Phi \) such that

- (Completeness) If \( \text{val}(\Phi) = 1 \), then \( \text{val}(\Gamma_\Phi) = 1 \),
- (Soundness) If \( \text{val}(\Phi) < 1 - \varepsilon \), \( \text{val}(\Gamma_\Phi) < k^{o(1)}/k \) where \( k \) is number of variables of \( \Gamma_\Phi \),
- (Reduction Time) The time it takes to produce \( \Gamma_\Phi \) should be \( 2^{o(m)} \) where \( m = |C| \),

where \( \varepsilon > 0 \) is some absolute constant.

Observe that, when plugging a reduction with these properties to Gap-ETH, we directly arrive at the claimed \( k^{1-o(1)} \) inapproximability for 2-CSPs. However, for ETH, since we start with a decision version of 3-SAT without any gap, we have to first invoke the PCP theorem to produce an instance of the gap version of 3-SAT before we can apply our reduction. Since the shortest known PCP has a polylogarithmic blow-up in the size, the running time lower bound for gap 3-SAT will not be exponential anymore, rather it will be of the form \( 2^{\Omega(m/\text{polylog}m)} \) instead. Hence, our reduction will need to produce \( \Gamma_\Phi \) in \( 2^{o(m/\text{polylog}m)} \) time. As we shall see below, this will also be possible with appropriate settings of parameters.

We now move on to state our reduction. In addition to a 3-CNF formula \( \Phi \), the reduction also takes in a collection \( S \) of subsets of clauses of \( \Phi \). For now, the readers should think of the subsets in \( S \) as random subsets of \( C \) where each element is included in each subset independently at random with probability \( \alpha \), which will be specified later. As we will see
below, we only need two simple properties that the subsets in $S$ are “well-behaved” enough and we will later give a deterministic construction of such well-behaved subsets. With this in mind, our reduction can be formally described as follows.

**Definition 8 (The Reduction).** Given a 3-CNF formula $\Phi = (\mathbf{X}, \mathbf{C})$ and a collection $S$ of subsets of $\mathbf{C}$, we define a 2-CSP instance $\Gamma_{\Phi,S} = (G = (V,E), \Sigma, \{\sigma_S\}_{u,v} \in E}$ as follows:

- The graph $G$ is the complete graph where the vertex set is $S$, i.e., $V = S$ and $E = \binom{S}{2}$.
- For each $S \in S$, the alphabet set $\Sigma_S$ is the set of all partial assignments to $\text{var}(S)$ that satisfies every clause in $S$, i.e., $\Sigma_S = \{\psi_S : \text{var}(S) \rightarrow \{0,1\} \mid \forall C \in S, \psi_S \text{ satisfies } C\}$.
- For every $S_1 \neq S_2 \in S$, $(\psi_{S_1}, \psi_{S_2})$ is included in $C_{S_1,S_2}$ if and only if they are consistent, i.e., $C_{S_1,S_2} = \{(\psi_{S_1}, \psi_{S_2}) \in \Sigma_{S_1} \times \Sigma_{S_2} \mid \forall x \in \text{var}(S_1) \cap \text{var}(S_2), \psi_{S_1}(x) = \psi_{S_2}(x)\}$.

Let us now examine the properties of the reduction. The number of vertices in $\Gamma_{\Phi,S}$ is $k = |S|$. For this proof overview, $\alpha$ should be thought of as $1/\text{polylog}(m)$ whereas $k$ should be thought of as much larger than $\exp(1/\alpha)$ (e.g. $k = \exp(1/\alpha^2)$). For such value of $k$, all random sets in $S$ have size $O(\alpha m)$ w.h.p., meaning that the reduction time is $2^m/\text{polylog}m$.

Moreover, when $\Phi$ is satisfiable, it is not hard to see that $\text{val}(\Gamma_{\Phi,S}) = 1$; specifically, if $\psi : \mathbf{X} \rightarrow \{0,1\}$ is the assignment that satisfies every clause of $\Phi$, then we can label each vertex $S \in S$ of $\Gamma_{\Phi,S}$ by $\psi|_{\text{var}(S)}$, the restriction of $\psi$ on $\text{var}(S)$. Since $\psi$ satisfies every clause, $\psi|_{\text{var}(S)}$ satisfies all clauses in $S$ and this is a valid labeling. Moreover, since these are restrictions of the same global assignment $\psi$, they are consistent, i.e., every edge is satisfied.

Hence, we are only left to show that, if $\text{val}(\Phi) < 1 - \varepsilon$, then $\text{val}(\Gamma_{\Phi,S}) < k^{o(1)}/k$; this is indeed our main contribution. We will show this contrapositively: assuming that $\text{val}(\Gamma_{\Phi,S}) \geq k^{o(1)}/k$, we will “decode” back an assignment to $\Phi$ that satisfies at least $1 - \varepsilon$ fraction of clauses.

We remark that our task at hand can be viewed as agreement testing. Informally, in agreement testing, the input is a collection $\{f_T\}_T$ of local functions $f_T : T \rightarrow \{0,1\}$ where $T$ is a subset of some universe $\mathcal{U}$ such that, for many pairs $T_1$ and $T_2$, $f_{T_1}$ and $f_{T_2}$ agree, i.e., $f_{T_1}(u) = f_{T_2}(u)$ for all $u \in T_1 \cap T_2$. An agreement theorem says that there must be a global function $f : \mathcal{U} \rightarrow \{0,1\}$ that coincides (exactly or approximately) with many of the local functions, and thus explains the pairwise “local” agreements. (See e.g. Section 1.1 [22] for a formal definition.) In our case, a labeling $\sigma = \{\sigma_S\}_{S \in S}$ with high value is exactly a collection of functions $\sigma_S : S \rightarrow \{0,1\}$ such that, for many pairs of $S_1$ and $S_2$, $\sigma_{S_1}$ and $\sigma_{S_2}$ agree. Our proof of soundness indeed recovers a global function $\psi : \mathbf{X} \rightarrow \{0,1\}$ that coincides with many of the local functions $\sigma_S$’s and thus satisfies $1 - \varepsilon$ fraction of clauses of $\Phi$.

**A Simplified Proof: $k^{1/2-o(1)}$ Ratio Inapproximability**

Before we describe how we can decode an assignment for $\Phi$ when $\text{val}(\Gamma_{\Phi,S}) \geq k^{o(1)}/k$, let us sketch the proof assuming a stronger assumption that $\text{val}(\Gamma_{\Phi,S}) \geq \Theta(1/\alpha)/k^{1/2}$. Since $1/\alpha = k^{o(1)}$, this already implies a $k^{1/2-o(1)}$ factor ETH-hardness of approximating 2-CSPs. In the next subsection, we will refine the arguments and arrive at the desired $k^{1-o(1)}$ factor.

Let $D$ be a large constant to be chosen later. Recall that $\text{val}(\Gamma_{\Phi,S}) \geq (D/\alpha)/k^{1/2}$ implies that there is a labeling $\sigma = \{\sigma_S\}_{S \in S}$ that satisfies $(D/\alpha)/k^{1/2} \cdot \binom{k}{2} \geq \binom{D}{2}/(k^2)k^{3/2}$ edges.

Let us consider the consistency graph of $\Gamma_{\Phi,S}$ with respect to $\sigma$. This is the graph $G^\sigma$ whose vertex set is $S$ and there is an edge between $S_1$ and $S_2$ iff $\sigma_{S_1}$ and $\sigma_{S_2}$ are consistent. Note that the number of edges in $G^\sigma$ is equal to the number of edges satisfied by $\sigma$.

Previous works on agreement testers exploit particular structures of the consistency graph to decode a global function. One such property that is relevant to our proof is the notion of almost transitivity defined by Raz and Safra in the analysis of their test [39]. More specifically,
where the original edges in $\var{u,v}$ can be partitioned so that the subgraph induced by each partition is a clique and the number of edges between different partitions is small. Since a sufficiently large clique corresponds to a global function in their setting, they immediately arrive at their result.

Observe that, in our setting, a large clique also corresponds to an assignment that satisfies almost all clauses of $\Phi$. In particular, suppose that there exists $S' \subseteq S$ of size sufficiently large such that $S$ induces a clique in $G^\sigma$. Since $S$ is perfectly consistent among all $S \in S'$, these local functions induce a function $\psi : \var{\bigcup_{S \in S'} S} \to \{0, 1\}$ that satisfies all clauses in $\bigcup_{S \in S'} S$. If $S$ is larger than $\Omega(1/(\varepsilon\alpha))$, then, with high probability, $\bigcup_{S \in S'} S$ contains all but $\varepsilon$ fraction of clauses, which means that $\psi$ satisfies $1 - \varepsilon$ fraction of clauses as desired. Hence, if we could show that our consistency graph $G^\sigma$ is $(k^{1 - \Omega(1)})$-transitive, then we could use the same argument as Raz and Safra’s to deduce our desired result. Alas, our graph does not necessarily satisfy this transitivity property; for instance, consider any two sets $S_1, S_2 \in S$ and let $\sigma_{S_1}, \sigma_{S_2}$ be such that they disagree on only one variable, i.e., there is a unique $x \in S_1 \cap S_2$ such that $\sigma_{S_1}(x) \neq \sigma_{S_2}(x)$. It is possible that, for every $S \in S$ that does not contain $x$, $\sigma_S$ agrees with both $\sigma_{S_1}$ and $\sigma_{S_2}$; in other words, every such $S$ can be a common neighbor of $S_1$ and $S_2$. Since each variable $x$ appears roughly in only $\Theta(\alpha)$ fraction of the sets, there can be as many as $(1 - \Theta(\alpha))k = (1 - o(1))k$ common neighbors of $S_1$ and $S_2$ even when there is no edge between $S_1$ and $S_2$!

Fortunately for us, a weaker statement holds. If $\sigma_{S_1}$ and $\sigma_{S_2}$ disagree on $\zeta n$ variables (instead of just one variable as above) where $n$ denotes the number of variables in the 3-CNF formula, then we say that they strongly disagree. In this case, $S_1$ and $S_2$ can have at most $O(\ln(1/\zeta)/\alpha)$ common neighbors in $G^\sigma$. Here $\zeta$ should be thought of as $\alpha^2$ times a small constant which will be specified later. To see why this statement holds, observe that, since every $S \subseteq S$ is a random subset that includes each clause $C \in C$ with probability $\alpha$, Chernoff bound implies that, for every subcollection $\tilde{S} \subseteq S$ of size $\Omega(\ln(1/\zeta)/\alpha)$, $\bigcup_{S \in \tilde{S}} S$ contains all but $O(\zeta)$ fraction of clauses. Let $\tilde{S}_{S_1, S_2} \subseteq \tilde{S}$ denote the set of common neighbors of $S_1$ and $S_2$. It is easy to see that $S_1$ and $S_2$ can only disagree on variables that do not appear in $\var{\bigcup_{S \in \tilde{S}_{S_1, S_2}} S}$. If $\tilde{S}_{S_1, S_2}$ is of size $\Omega(\ln(1/\zeta)/\alpha)$, then $\bigcup_{S \in \tilde{S}_{S_1, S_2}} S$ contains all but $O(\zeta)$ fraction of clauses. Hence, assuming that each variable appears in bounded number of clauses, $\var{\bigcup_{S \in \tilde{S}_{S_1, S_2}} S}$ also contains all but $O(\zeta)$ fraction of variables. This means that $S_1$ and $S_2$ disagree only on $O(\zeta)$ fraction of variables. By selecting the constant appropriately inside $O(\cdot)$, we arrive at the claim statement.

In other words, while the transitive property does not hold for every edge, it holds for the edges $\var{S_1, S_2}$ where $\sigma_{S_1}$ and $\sigma_{S_2}$ strongly disagree. This motivates us to define a two-level consistency graph, where the edges with strong disagreement are referred to as red edges whereas the original edges in $G^\sigma$ are now referred to as blue edges, as formalized below.

**Definition 9 (Two-Level Consistency Graph).** A red/blue graph is an undirected graph $G = (V, E = E_r \cup E_b)$ where its edge set $E$ is partitioned into two sets $E_r$, the set of red edges, and $E_b$, the set of blue edges. We use prefixes “blue-” and “red-” to refer to quantities of $(V, E_b)$ and $(V, E_r)$ respectively. (E.g. $u$ is a blue-neighbor of $v$ if $\var{u,v} \in E_b$).

\footnote{In [39], the parameter $q$ denotes the fraction of vertices that are neighbors of both $u$ and $v$ rather than the number of such vertices. However, we use the latter notion as it is more convenient for us.}
Given a labeling $\sigma$ of $\Gamma_{\Phi,S}$ and a real number $0 < \zeta < 1$, the two-level consistency graph
$G^{\sigma,\zeta} = (V^{\sigma,\zeta}, E^{\sigma,\zeta}_r \cup E^{\sigma,\zeta}_b)$ is a red/blue graph defined as follows.

- The vertex set $V^{\sigma,\zeta}$ is simply $S$.
- The blue edges are the pairs $\{S_1, S_2\}$ satisfied by $\sigma$, i.e., $E_b = \{\{S_1, S_2\} \in \binom{S}{2} | \text{disagr}(\sigma_{S_1}, \sigma_{S_2}) = 0\}$.
- The red edges are the pairs $\{S_1, S_2\}$ whose the assignments to the two endpoints disagree on
more than $\zeta n$ variables, i.e., $E_r = \{\{S_1, S_2\} \in \binom{S}{2} | \text{disagr}(\sigma_{S_1}, \sigma_{S_2}) > \zeta n\}$.

Here $\text{disagr}(\sigma_{S_1}, \sigma_{S_2})$ denotes the number of variables that $\sigma_{S_1}, \sigma_{S_2}$ disagree on, i.e.,
$\text{disagr}(\sigma_{S_1}, \sigma_{S_2}) = |\{x \in \text{var}(S_1) \cap \text{var}(S_2) | \sigma_{S_1}(x) \neq \sigma_{S_2}(x)\}|$.

Note that, when $\text{disagr}(\sigma_{S_1}, \sigma_{S_2}) \in [1, \zeta n]$, $S_1, S_2$ constitute neither a blue nor a red edge.

Now, the transitivity property above can be stated as follows: for every red edge $\{S_1, S_2\}$
of $G^{\sigma,\zeta}$, there are at most $O(\ln(1/\zeta)/\alpha)$ different $S$’s such that both $\{S, S_1\}$ and $\{S, S_2\}$ are blue edges. For brevity, let us call any red/blue graph $G = (V, E_r \cup E_b)$ $q$-red/blue-transitive
if, for every red edge $\{u, v\} \in E_r$, $u$ and $v$ have at most $q$ common blue-neighbors. We will now argue that in any $q$-red/blue-transitive of average blue-degree $d$, there exists a subset $U \subseteq V$ of size $\Omega(d)$ such that, only $O(qk/d^2)$ fraction of pairs of vertices in $U$ form red edges.

Before we prove this, let us state why this is useful for decoding a good assignment for
the 3-CNFS formula $\Phi$. Observe that such a subset $U$ of vertices in the two-level consistency graph
translates to a subcollection $S' \subseteq S$ such that, for all but $O(qk/d^2)$ fraction of pairs
of sets $S_1, S_2 \subseteq S'$, $\{S_1, S_2\}$ does not form a red edge, meaning that $\sigma_{S_1}$ and $\sigma_{S_2}$ disagrees
on at most $\zeta n$ variables. In other words, $S'$ is similar to a clique in the (not two-level)
consistency graph, except that (1) $O(qk/d^2)$ fraction of pairs $\{S_1, S_2\}$ are allowed to disagree
on as many variables as they like, and (2) even for the rest of the pairs, the guarantee now
is that they agree on all but at most $\zeta n$ variables, instead of total agreement as in the
previous case of clique. Fortunately, when $S'$ satisfies a certain uniformity condition (which
random subsets satisfy w.h.p.), this still suffices to find an assignment to $\Phi$ that satisfies
$1 - O(qk/d^2) - O(\zeta / \alpha^2)$ fraction of the clauses. One way construct a good assignment is to
simply assign each variable $x \in X$ according to the majority of $\sigma_{S}(x)$ for all $S' \subseteq S'$
such that $x \in \text{var}(S)$. Our actual proof proceeds slightly differently for technical reasons. Note that
in our case $q = O(\ln(1/\zeta)/\alpha)$ and $d = \Omega(D k^{1/2}/\alpha)$; if we pick $\zeta \ll \alpha^2$ and $D \gg 1/\sqrt{\alpha}$, we
indeed get an assignment that satisfies $1 - \varepsilon$ fraction of clauses.

We now move on to sketch how one can find such a clique-like subgraph. For simplicity,
let us assume that every vertex has the same blue-degree (i.e. $(V, E_b)$ is $d$-regular). Let
us count the number of red-blue-blue triangle (or rbb triangle), which is a 3-tuple $(u, v, w)$
of vertices in $V$ such that $\{u, v\}, \{v, w\}$ are blue edges whereas $\{u, w\}$ is a red edge.
An illustration of a rbb triangle can be found in Figure 1a. The red/blue transitivity can be used to
bound the number of rbb triangles as follows. For each $(u^*, w^*) \in V^2$, since the graph is
$q$-red/blue-transitive there are at most $q$ rbb triangle with $u = u^*$ and $w = w^*$. Hence, in
total, there can be at most $q k^2$ rbb triangles. As a result, there exists $v^* \in V$ such that
the number of rbb triangles $(u, v, w)$ such that $v = v^*$ is at most $qk$. Let us now consider the set
$U = N_b(v^*)$ that consists of all blue-neighbors of $v^*$. There can be at most $qk$ red edges with
both endpoints in $N_b(v^*)$ because each such edge corresponds to a rbb triangle with $v = v^*$.
From our assumption that every vertex has blue degree $d$, we indeed have that $|U| = d$ and
that the fraction of pairs of vertices in $U$ that are linked by red edges is $O(qk/d^2)$ as desired.

This completes our overview for $k^{1/2-o(1)}$ factor inapproximability result for 2-CSPs.
Towards Nearly Linear Ratio Inapproximability

To improve our inapproximability ratio from $k^{1/2-o(1)}$ to $k^{1-o(1)}$, we need to first understand why the approach above fails to work beyond the $k^{1/2}$ ratio regime. To do so, note that the above proof sketch can be summarized into three main steps as follows:

1. Show that the two-level consistency graph $G_{\sigma,\zeta}$ is $q$-red/blue-transitive for some $q = k^{o(1)}$.
2. Use red/blue transitivity to find a large subgraph of $G_{\sigma,\zeta}$ with few induced red edges.
3. Decode a good assignment to $\Phi$ from such “clique-like” subgraph.

The reason that we need $d \geq k^{1/2}$ lies in Step 2. Although not stated as such above, our argument in this step can be described as follows. Consider all length-2 blue-walks, i.e., all $(u, v, w) \in V^3$ such that $\{u, v\}$ and $\{v, w\}$ are both blue edges. Using the red/blue transitivity of the graph, we argue that, for almost all these walks, $\{u, w\}$ is not a red edge (i.e. $(u, v, w)$ is not a rbb triangle), which then allows us to find the “clique-like” subgraph. For this argument to work, we need the number of length-2 blue-walks to exceed the number of rbb triangles. The former is $kd^2$ whereas the latter is bounded by $k^2q$ in $q$-red/blue-transitive graphs. This means that we need $kd^2 \geq k^2q$, which implies that $d \geq k^{1/2}$.

To overcome this limitation, we will instead consider length-$\ell$ blue-walks for $\ell > 2$ and define a “rbb-triangle-like” structure on these walks. Our goal is again to show that this structure appears rarely in random length-$\ell$ blue-walks and then use this to find a subgraph that allows us to decode a good assignment for $\Phi$. Observe that the number of length-$\ell$ blue walks is $kd^\ell$. We hope that the number of “rbb-triangle-like” structures is still small; in particular, we will still get a similar bound $k^{2+o(1)}$ for such generalized structure, similar to our previous bound for the red-blue-blue triangles. When this is the case, we need $kd^\ell \geq k^{2+o(1)}$, meaning that when $\ell = \omega(1)$ it suffices to select $d = k^{o(1)}$, which yields $k^{1-o(1)}$ factor inapproximability as desired. To facilitate our discussion, let us define notations for $\ell$-walks here.

Definition 10 ($\ell$-Walks). For any red/blue graph $G = (V, E_r \cup E_b)$ and any integer $\ell \geq 2$, an $\ell$-blue-walk, abbreviated as an $\ell$-walk, in $G$ is an $(\ell+1)$-tuple of vertices $(v_1, v_2, \ldots, v_{\ell+1}) \in V^{\ell+1}$ such that every pair of consecutive vertices is joined by a blue edge, i.e., $\{v_i, v_{i+1}\} \in E_b$ for every $i \in [\ell]$. We use $W_G^{\ell}$ to denote the set of all $\ell$-walks in $G$.

The structure we will consider is a natural generalization of rbb triangles to an $\ell$-walk in which every pair of non-consecutive vertices of the walk must be joined by a red edge. We call such a walk a red-filled $\ell$-walk (see Figure 1b):

Figure 1 Illustrations of red-filled walks. Figures 1a and 1b demonstrate a red-filled 2 walk (rbb triangle) and a red-filled 4-walk respectively. Figure 1c shows two disjoint red-filled 4-walks.
Definition 11 (Red-Filled $\ell$-Walks). For any red/blue graph $G = (V, E_r \cup E_b)$, a red-filled $\ell$-walk is an $\ell$-walk $(v_1, v_2, \ldots, v_{\ell+1})$ such that every pair of non-consecutive vertices is joined by a red edge, i.e., $(v_i, v_j) \in E_r$ for every $i, j \in [\ell+1]$ such that $j > i+1$. Let $W^G_\ell$ denote the set of all red-filled $\ell$-walks in $G$. Moreover, for every $u, v \in V$, let $W^G_\ell(u, v)$ denote the set of all red-filled $\ell$-walks from $u$ to $v$, i.e., $W^G_\ell(u, v) = \{(v_1, \ldots, v_{\ell+1}) \in W^G_\ell \mid v_1 = u \wedge v_{\ell+1} = v\}$.

As mentioned earlier, we will need a generalized transitivity property for our new structure. This can be defined analogously to $q$-red/blue transitivity as follows.

Definition 12 ($(q, \ell)$-Red/Blue Transitivity). For any $q, \ell \in \mathbb{N}$, a red/blue graph $G = (V, E_r \cup E_b)$ is said to be $(q, \ell)$-red/blue-transitive if, for every pair of $u, v \in V$ that is joined by a red edge, there are at most $q$ red-filled $\ell$-walks from $u$ to $v$, i.e., $|W^G_\ell(u, v)| \leq q$.

Similar to before, we can argue that, when $S$ consists of random subsets where each element is included in a subset w.p. $\alpha$, the two-level agreement graph is $(q, \ell)$-red/blue transitive for some parameter $q$ that is a function of only $\alpha$ and $\ell$. When $1/\alpha$ and $\ell$ are both small enough in terms of $k$, $q$ can made to be $k^{o(1)}$. The details of the proof can be found in Section 4.1.

Once this is proved, it is not hard (using a similar argument as before) to show that, when $d \gg (kq)^{1/\ell}$, most $\ell$-walks are not red-filled, i.e., $|W^G_\ell| \gg \tilde{|W^G_\ell|}$. Even with this, it is still unclear how we can get back a “clique-like” subgraph; in the case of $\ell = 2$ above, this implies that a blue-neighborhood induces few red edges, but the argument does not seem to generalize to larger $\ell$. Fortunately, it is still quite easy to find a large subgraph that a non-trivial fraction of pairs of vertices do not form red edges; specifically, we will find two subsets $U_1, U_2 \subseteq V$ each of size $d$ such that for at least $1/\ell^2$ fraction of $(u_1, u_2) \in U_1 \times U_2$, $(u_1, u_2)$ is not a red edge. To find such sets, observe that, if $|W^G_\ell| \geq 2\tilde{|W^G_\ell|}$, then for a random $(v_1, \ldots, v_{\ell+1}) \in W^G_\ell$ the probability that there exists non-consecutive vertex $v_i, v_j$ in the walk that are joined by a red edge is at least $1/2$. Since there are less than $\ell^2/2$ such $i, j$, union bound implies that there must be non-consecutive $i^*, j^*$ such that the probability that $v_{i^*}, v_{j^*}$ are not joined by a red edge is at least $1/\ell^2$. Let us assume without loss of generality that $i^* < j^*$; since they are not consecutive, we have $i^* + 1 < j^*$.

Let us consider $v_{i^*+1}, v_{j^*-1}$. There must be $u^*$ and $w^*$ such that, conditioning on $v_{i^*+1} = u^*$ and $v_{j^*-1} = w^*$, the probability that $\{v_{i^*}, v_{j^*}\} \notin E_r$ is at least $1/\ell^2$. However, this conditional probability is exactly equal to the fraction of $(u_1, u_2) \in N_b(u^*) \times N_b(w^*)$ such that $u_1, u_2$ are not joined by a red edge. (Recall that $N_b(v)$ is the set of all blue-neighbors of $v$.) As a result, $U_1 = N_b(u^*)$ and $U_2 = N_b(w^*)$ are the sets with desired property.

We are still not done yet since we have to use these sets to decode back a good assignment for $\Phi$. This is still not obvious: the guarantee we have for our sets $U_1, U_2$ are rather weak since we only know that at least $1/\ell^2$ of the pairs of vertices from the two sets do not form red edges. This is in contrast to the $\ell = 2$ case where we have a subgraph such that almost all induced edges are not red. Fortunately, there is a well-known fact in combinatorics called the Kővári–Sós–Turán Theorem [32] which roughly states that every bipartite graph that is not too sparse has a reasonably large biclique (a complete bipartite subgraph). We apply this theorem on the bipartite graph between $U_1$ and $U_2$ where there is an edge between $u_1 \in U_1$ and $u_2 \in U_2$ iff $\{u_1, u_2\}$ is not a red edge. This gives us $V_1 \subseteq U_1, V_2 \subseteq U_2$ of reasonably large sizes such that for all $(u_1, u_2) \in V_1 \times V_2$, $u_1$ and $u_2$ are not joined by a red edge.

Once we have such a “non-red biclique”, we can decode a good assignment of $\Phi$ by taking the majority assignment on one side of the biclique. A simple counting argument again shows that, when $V_1$ and $V_2$ are “sufficiently uniform”, this majority assignment cannot violate too many clauses of $\Phi$. This wraps up our proof overview.
3 Preliminaries

We next define two properties of collections of subsets, which will be useful in our analysis. First, recall that, in our proof overview for the weaker $k^{1/2-o(1)}$ factor hardness, we need the following to show the red/blue transitivity of the consistency graph: for any $r$ subsets from the collection, their union must contain almost all clauses. Here $r$ is a positive integer that affects the red/blue transitivity parameter. Collections with this property are sometimes called dispersers. For walks with larger lengths, we need a stronger property that any union of $r$ intersections of $\ell$ subsets are large. We call such collections intersection dispersers:

Definition 13 (Intersection Disperser). Given a universe $U$, a collection $S$ of subsets of $U$ is an $(r, \ell, \eta)$-intersection disperser if, for any $r$ disjoint subcollections $S^1, \ldots, S^r \subseteq S$ each of size at most $\ell$, we have $|\bigcup_{i=1}^r (\bigcap_{S \in S^i} S)| \geq (1 - \eta)|U|$.

Another property we need is that any sufficiently large subcollection $\tilde{S}$ of $S$ is “sufficiently uniform”. This is used when we decode a good assignment from a non-red biclique. More specifically, the uniformity condition requires that almost all clauses appear in not too small number of subsets in $\tilde{S}$, as formalized below.

Definition 14 (Uniformity). For a universe $U$, a collection $\tilde{S}$ of subsets of $U$ is $(\gamma, \mu)$-uniform if, for at least $(1 - \mu)$ fraction of elements $u \in U$, $u$ appears in at least $\gamma$ fraction of the subsets in $\tilde{S}$. In other words, $\tilde{S}$ is $(\gamma, \mu)$-uniform if $|\{u \in U \mid |\{S \in \tilde{S} \mid u \in S\}| \geq \gamma|\tilde{S}|\}| \geq (1 - \mu)|U|$.

Using standard concentration bounds, it is not hard to show that, when $m$ is sufficiently large, a collection of random subsets where each element is included in each subset independently with probability $\alpha$ is an $(O(\alpha^8), \ell, O(1))$-disperser and every subcollection of size $\Omega(1/\alpha)$ is $(\alpha, O(1))$-uniform. The exact parameter dependencies are shown in the lemma below.

Lemma 15 (Deterministic Construction of Well-Behaved Set). For any $0 < \alpha, \mu, \eta < 1$ and any $k, \ell, \eta \in \mathbb{N}$, let $m_0$ be $1000(\log k \log(1/\mu)/(\alpha\mu^2) + \ell \log(1/\eta)\log k/(\alpha^4\eta) + 1/\alpha + 1)$. For any integer $m \geq m_0$ and any $m$-element universe $U$, there exists a collection $S$ of subsets of $U$ with the following properties.

- (Size) Every subset in $S$ has size at most $2m$.
- (Intersection Disperser) $S$ is a $(\lceil \ln(2/\eta)/\alpha^4 \rceil, \ell, \eta)$-disperser.
- (Uniformity) Any subcollection $\tilde{S} \subseteq S$ of size $\lceil 8 \ln(2/\mu)/\alpha \rceil$ is $(\alpha/2, \mu)$-uniform.

Moreover, such a collection $S$ can be deterministically constructed in time $\text{poly}(m)^{2^{O((m_0)^3)}}$.

The deterministic construction is via a standard technique of using random variables with limited independence instead of total independence; we defer the full proof of Lemma 15 to the full version of the paper.

4 Soundness Analysis

Let us now turn our focus back to the soundness analysis, which is our main technical contribution. As stated in the proof overview, our main goal is to show that, if a 3-CNF $\Phi$ has small value, then, for any well-behaved collection $S$ of subsets of clauses of $\Phi$, the value of $\Gamma_{\Phi, S}$ must be small. More precisely, the main theorem of this section is stated below.

Theorem 16. For any $\Delta \in \mathbb{N}$, let $\Phi$ be any 3-CNF formula with variable set $X$ and clause set $C$ such that each variable appears in at most $\Delta$ clauses. Moreover, for any $0 < \eta, \zeta, \gamma, \mu < 1$ and $r, \ell, k, h \in \mathbb{N}$ such that $\ell \geq 2$ and $h \leq \log k/(\ell \log(4\ell^2))$, let $S$ be any collection of $k$
subsets of $C$ such that $S$ is $(r, \ell, \zeta/(3\Delta))$-intersection disperser and every subcollection $\tilde{S} \subseteq S$ of size $h$ is $(\gamma, \mu)$-uniform (with respect to the universe $C$). If $\text{val}(\Phi) < 1 - 2\mu - 6\Delta\zeta/\gamma^2$, then $\text{val}(\Gamma_{\Phi, S}) < \frac{32k^{\ell/(r\ell)^2}}{k}$.

To prove this theorem, we follow the general outline as stated in the proof overview. In particular, the proof contains three main steps, as elaborated below.

1. First, we will show that when $S$ is an intersection disperser with appropriate parameters, the two-level consistency graph satisfies red/blue transitivity with certain parameters.

2. Next, we will argue that, for any red/blue transitive graphs that contains sufficiently many blue edges, we can find a non-red biclique of large size; recall that non-red biclique is two subsets $V_1, V_2$ of vertices such that there is no red-edge between them.

3. Finally, we show that, if we can find a large non-red biclique in the two-level consistency graph such that the two subcollections corresponding to each side of the biclique are sufficiently uniform, then we can decode a good assignment to our 3-CNF formula $\Phi$.

Each of the next three subsections is dedicated to each part of the proof. The main lemmas from these subsections (Lemmas 17, 20 and 23) together imply Theorem 16.

Unless stated otherwise, we note that, all results in this section hold for any parameters $\Delta, \ell, k \in \mathbb{N}$ such that $\ell \geq 2$, any $0 < \eta, \zeta, \gamma, \mu < 1$ and any 3-CNF formula $\Phi$ such that each variables appears in at most $\Delta$ clauses. To avoid notational cumbersomeness, we will leave these quantifiers out of the lemma statements. Moreover, throughout the section, we use $m$ and $n$ to denote $|C|$ and $|X|$ respectively. To avoid degeneracy cases, we will also assume without loss of generality that each variable appears in at least one clause.

### 4.1 Red/Blue-Transitivity of Two-Level Consistency Graph

The first step in our proof is to show that the two-level consistency graph $G^{r, \zeta}$ is red/blue-transitive, assuming that $S$ is an intersection disperser, as formalized below.

**Lemma 17.** If $S$ is an $(r, \ell, \zeta/(3\Delta))$-intersection disperser, then, for any labeling $\sigma$ of $\Gamma_{\Phi, S}$, $G^{r, \zeta}$ is $((r\ell)^{2(\ell-1)}, \ell)$-red/blue-transitive.

In other words, we would like to show that, for every $S_1, S_2 \in S$ that are joined by a red edge in $G^{r, \zeta}$, there are at most $(r\ell)^{2(\ell-1)}$ red-filled $\ell$-walks from $S_1$ to $S_2$. The intersection disperser does not immediately imply such a bound, due to the requirement in the definition that the subcollections are disjoint. Rather, it only directly implies a bound on number of disjoint $\ell$-walks from $S_1$ to $S_2$, where two $\ell$ walks from $S_1$ to $S_2$, $(T_1 = S_1, \ldots, T_{\ell+1} = S_2)$, $(T_2 = S_1, \ldots, T_{\ell+1} = S_2) \in W_{G^{r, \zeta}}(S_1, S_2)$, are said to be disjoint if they do not share any vertex except the starting and ending vertices, i.e., $\{T_2, \ldots, T_{\ell}\} \cap \{T_2', \ldots, T_{\ell}'\} = \emptyset$. Multiple walks are said to be disjoint if they are mutually disjoint. The following claim is immediate from the definition of intersection dispersers; its proof is omitted here.

**Claim 18.** If $S$ is an $(r, \ell, \zeta/(3\Delta))$-intersection disperser, then, for any labeling $\sigma$, $2 \leq p \leq \ell$ and $\{S_1, S_2\} \in E^{r, \zeta}$, there are less than $r$ disjoint $p$-walks from $S_1$ to $S_2$ in $G^{r, \zeta}$.

Since all 2-walks from $S_1$ to $S_2$ are disjoint, the above claim immediately gives a bound on the number of red-filled 2-walks from $S_1$ to $S_2$. To bound the number of red-filled walks of larger lengths, we will use induction on the length of the walks. Suppose that we have bounded the number of red-filled $i$-walks sharing starting and ending vertices for $i \leq z - 1$. The key idea in the proof is that we can use this inductive hypothesis to show that, for any $S_1, S_2, S \in S$, few $z$-walks from $S_1$ to $S_2$ contain $S$. Here we say that a $z$-walk $(T_1 = S_1, \ldots, T_z = S_2)$ from $S_1$ to $S_2$ contains $S$ if $S \in \{T_2, \ldots, T_z\}$. In other words, each
z-walk from $S_1$ to $S_2$ is not disjoint with only few other z-walks from $S_1$ to $S_2$. This allows us to show that, if there are too many z-walks, then there must also be many disjoint z-walks as well, which would violate Claim 18. A formal proof of Lemma 17 based on this intuition is given below.

**Proof of Lemma 17.** For every integer $i$ such that $2 \leq i \leq \ell$, let $P(i)$ denote the following: for every $S_1, S_2 \in S$, $|\mathcal{W}_i^{G^{\mathcal{C}}} (S_1, S_2)| \leq (ri)^{2(\ell - 1)}$. For convenient, let $B_i = (ri)^{2(\ell - 1)}$.

$P(2)$ follows from Claim 18. Now, suppose that, for some integer $z$ such that $3 \leq z \leq \ell$, $P(2), \ldots, P(z - 1)$ are true. To prove $P(z)$, let us first show that, for any fixed starting and ending vertices, any vertex cannot appear in too many red-filled z-walks:

**Claim 19.** For every $S_1, S_2, S \in S$, the number of red-filled z-walks from $S_1$ to $S_2$ containing $S$ in $G^{\mathcal{C}}$ is at most $B_z / (zr)$.

**Proof.** First, observe that the number of red-filled z-walks from $S_1$ to $S_2$ containing $S$ is at most the sum over all positions $2 \leq j \leq z$ of the number of z-walks from $S_1$ to $S_2$ such that the $j$-th vertex in the walk is $S$, i.e.,

$$\sum_{j=2}^{z} \left| \{ (T_1, \ldots, T_{z+1}) \in \mathcal{W}_z^{G^{\mathcal{C}}} (S_1, S_2) \mid T_j = S \} \right|.$$ 

Now, for each $2 \leq j \leq z$, to bound the number of red-filled z-walks from $S_1$ to $S_2$ whose $j$-th vertex is $S$, let us consider the following three cases based on the value of $j$:

1. $3 \leq j \leq z - 1$. Observe that, for any such walk $(T_1 = S_1, T_2, \ldots, T_j = S, \ldots, T_2, T_{z+1} = S_2)$, the subwalk $(T_1 = S_1, \ldots, T_j = S)$ and $(T_2, \ldots, T_{z+1} = S_2)$ must be red-filled walks as well. Since the numbers of red-filled $(j-1)$-walks from $S_1$ to $S$ and red-filled $(z+1-j)$-walks from $S$ to $S_2$ bounded by $B_{j-1}$ and $B_{z+1-j}$ respectively (from the inductive hypothesis), there are at most $B_{j-1}$ choices of $(T_1 = S_1, \ldots, T_j = S)$ and $B_{z+1-j}$ choices of $(T_2, \ldots, T_{z+1} = S_2)$. Hence, there are at most $B_{j-1}B_{z+1-j}$ red-filled z-walks from $S_1$ to $S_2$ whose $j$-th vertex is $S$.

2. $j = 2$. In this case, the subwalk $(T_2, \ldots, T_{z+1})$ must be a red-filled $(z-1)$-walk from $S_2$. Hence, the number of red-filled z-walks from $S_1$ to $S_2$ where $T_j = S$ is at most $B_{z-1}$.

3. $j = z$. Similar to the previous case, we also have the bound of $B_{z-1}$.

Summing the above bounds over all $j$’s, the number of red-filled z-walks from $S_1$ to $S_2$ containing $S$ is at most

$$\sum_{j=2}^{z} B_{j-1}B_{z+1-j} \leq \sum_{j=2}^{z} (rz)^{2(z-2)} \leq B_z / (zr)$$

as desired.

Having proved the above claim, it is now easy to show that $P(z)$ is true. Suppose for the sake of contradiction that there exists $S_1, S_2 \in S$ such that $|\mathcal{W}_z^{G^{\mathcal{C}}} (S_1, S_2)| > B_z$.

Consider the following procedure of selecting disjoint walks from $\mathcal{W}_z^{G^{\mathcal{C}}} (S_1, S_2)$. First, initialize $U = \mathcal{W}_z^{G^{\mathcal{C}}} (S_1, S_2)$ and repeat the following process as long as $U \neq \emptyset$: select any $(T_1, \ldots, T_{z+1}) \in U$ and remove every $(T_1', \ldots, T_{z+1}')$ that is not disjoint with $(T_1, \ldots, T_{z+1})$ from $U$. Observe that, each time a walk $(T_1, \ldots, T_{z+1})$ is selected, the number of walks removed from $U$ is at most $B_z / r$; this is because each removed walk must contain at least one of $T_2, \ldots, T_z$, but, from the above claim, each of these vertices are contained in at most $B_z / (zr)$ walks. Since we start with more than $B_z$ walks, at least $r$ disjoint walks are picked, which, due to Claim 18, is a contradiction. Thus, $P(z)$ is true as desired.

### 4.2 Finding Non-Red Biclique in Red/Blue-Transitive Graph

In the second step of our proof, we will show that any $(q, \ell)$-red/blue transitive graph with sufficiently many edges must contain a sufficiently large non-red biclique, as stated below.
Lemma 20. For every \( k, q, \ell, d \in \mathbb{N} \) such that \( d \geq \max\{(2qk)^{1/\ell}, 2\ell^2\} \) and every \( k \)-vertex \((q, \ell)\)-red/blue-transitive graph \( G = (V, E_r \cup E_b) \) such that \( |E_b| \geq 2kd \), there exist \( V_1, V_2 \subseteq V \) each of size at least \( \log d / \log(4\ell^2) - 1 \) such that, for every \( u \in V_1 \) and \( v \in V_2 \), \( \{u, v\} \notin E_r \).

As stated in the outline, we prove Lemma 20 by first finding subsets of vertices \( U_1, U_2 \subseteq V \) such that for \( 1/\ell^2 \) fraction of \((u_1, u_2) \in U_1 \times U_2 \), \( u_1 \) and \( u_2 \) are not joined by a red edge and then use the Kővári–Sós–Turán Theorem to find the desired non-red biclique. Specifically, to prove Lemma 20, we show the following:

Lemma 21. For every \( k, q, \ell, d \in \mathbb{N} \) such that \( d \geq (2qk)^{1/\ell} \) and every \( k \)-vertex \((q, \ell)\)-red/blue-transitive graph \( G = (V, E_r \cup E_b) \) such that \( |E_b| \geq 2kd \), there exists subsets of vertices \( U_1, U_2 \subseteq V \) each of size at least \( d \) such that \( |\{(u, v) \in U_1 \times U_2 \mid \{u, v\} \notin E_r\}| \geq |U_1||U_2|/\ell^2 \).

The Kővári–Sós–Turán Theorem can be stated as follows.

Theorem 22 (Kővári–Sós–Turán (KST) Theorem [32]). For every \( t, M, N \in \mathbb{N} \) such that \( t \leq \min\{M, N\} \), any \( K_{t+1} \)-free bipartite graph with \( N \) vertices on one side and \( M \) vertices on the other contain at most \((t - 1)^{1/t}(N - t + 1)M^{1-1/t} + (t - 1)M \) edges.

A simple calculation shows that Lemma 20 follows from Lemma 21 and the KST Theorem. We now move on to the proof of Lemma 21, which is exactly as sketched earlier in Subsection 2.

Proof of Lemma 21. We start by preprocessing the graph so that every vertex has blue-degree at least \( d \). In particular, as long as there exists a vertex \( v \) whose blue-degree is at most \( d \), we remove \( v \) from \( G \). Let \( G' = (V', E'_r \cup E'_b) \) be the graph at the end of this process. Note that we remove less than \( kd \) blue edges in total. Since at the beginning \( |E_b| \geq 2kd \), we have \( |E_b'| \geq kd \). Observe also that \( G' \) remains \((q, \ell)\)-red/blue-transitive.

Since \( V' \) is \((q, \ell)\)-red/blue-transitive, for every \( u, v \in V' \), there can be at most \( q \) red-filled \( \ell \)-walks from \( u \) to \( v \). Summing this up over all pairs \((u, v)\)'s implies that the number of red-filled \( \ell \)-walk in \( G' \) is at most \( q\ell^2 \).

Moreover, notice that \( |W_{q,\ell}^G| \geq (kd) \cdot d^{\ell-1} \geq 2qk^2 \); this is because there are at least \( kd \) choices for \((v_1, v_2)\) (i.e. all blue edges) and, for \((v_1, \ldots, v_{\ell-1})\), there are at least \( d \) choices for \( v_\ell \).

Hence, we have \(|W_{q,\ell}^{G'}|/|W_{q,\ell}^G| \leq 1/2 \). This implies that \( 1/2 \leq \Pr_{(v_1, \ldots, v_{\ell+1}) \in W_{q,\ell}^G} \left[ (v_1, \ldots, v_{\ell+1}) \notin W_{q,\ell}^{G'} \right] \). By union bound, this probability is at most \( \sum_{\ell+1, i > j > 1} \Pr_{(v_1, \ldots, v_{\ell+1}) \in W_{q,\ell}^G} \left[ (v_i, v_j) \notin E'_r \right] \).

Now, note that the number of pairs of \( i, j \in [\ell + 1] \) such that \( j > i + 1 \) is \( (\ell + 1)^2 - \ell - \ell + \ell^2 \). This implies that there exists one such \( i, j \) such that \( \Pr_{(v_1, \ldots, v_{\ell+1}) \in W_{q,\ell}^G} \left[ (v_i, v_j) \notin E'_r \right] \geq 1/\ell^2 \).

Observe that the probability \( \Pr_{(v_1, \ldots, v_{\ell+1}) \in W_{q,\ell}^G} \left[ (v_i, v_j) \notin E'_r \mid v_{\ell+1} = u \land v_{\ell-1} = v \right] \) is bounded above by

\[
\max_{u, v} \Pr_{(v_1, \ldots, v_{\ell+1}) \in W_{q,\ell}^G} \left[ (v_i, v_j) \notin E'_r \mid v_{\ell+1} = u \land v_{\ell-1} = v \right] > 0.
\]

Hence, we can conclude that there exists \( u^*, v^* \in V' \) such that \( \Pr_{(v_1, \ldots, v_{\ell+1}) \in W_{q,\ell}^G} \left[ v_{\ell+1} = u^* \land v_{\ell-1} = v^* \right] \geq 1/\ell^2 \).

The expression on the left is exactly \(|\{(u, v) \in N_b(u^*) \times N_b(v^*) \mid \{u, v\} \notin E'_r \}|/(|N_b(u^*)| \cdot |N_b(v^*)|)

From this and from every vertex in \( G' \) has blue-degree at least \( d \), \( U_1 = N_b(u^*), U_2 = N_b(v^*) \) are the desired sets.

◆
4.3 Decoding a Good Assignment From Non-Red Biclique

Finally, we will decode a good assignment for $\Phi$ from a sufficiently large non-red biclique in the consistency graph $G_{S_2}^\mathcal{C}$. Recall that a non-red biclique in $G_{S_2}^\mathcal{C}$ simply corresponds to two subcollections $S_1, S_2$ such that, for every $(S_1, S_2) \in S_1 \times S_2$, $\text{disag}(\sigma_{S_1}, \sigma_{S_2}) \leq \zeta n$. The main result of this subsection is that, given such $S_1, S_2$, if both $S_1$ and $S_2$ are sufficiently uniform, then we can find a good assignment for $\Phi$. This is stated more precisely below.

Lemma 23. Let $S_1, S_2$ be any $(\gamma, \mu)$-uniform collections of subsets of $\mathcal{C}$. If there is a labeling $\sigma$ of $S_1 \cup S_2$ such that $\text{disag}(\sigma_{S_1}, \sigma_{S_2}) \leq \zeta n$ for every $S_1 \in S_1$ and $S_2 \in S_2$, then $\text{val}(\Phi) \geq 1 - 2\mu - 6\Delta\zeta/\gamma^2$.

As outlined earlier, the assignment we take is the majority assignment $\psi_{\text{maj}}$ of $\{\sigma_{S_1}\}_{S_1 \in S_1}$. The key to proving that $\psi_{\text{maj}}$ violates few clauses is that, if a clause $C$ is violated, then, for each $S_2 \in S_2$ that contains $C$, $\sigma_{S_2}$ and $\psi_{\text{maj}}$ must disagree on at least one variable in $\text{var}(C)$ because $\sigma_{S_2}$ satisfies $C$ but $\psi_{\text{maj}}$ violates it. Hence, if $C$ appears often in both $S_1$ and $S_2$, then it contributes to many disagreements between $S_1$ and $S_2$; the uniformity condition helps ensure that most $C$ indeed appears often in $S_1$ and $S_2$. On the other hand, $\text{disag}(\sigma_{S_1}, \sigma_{S_2})$ is small for every $S_1 \in S_1$ and $S_2 \in S_2$, meaning that there cannot be too many disagreements in total. Comparing this upper and lower bound gives us the desired result. Due to space constraint, we omit the full analysis from this version of the paper.

5 Inapproximability Results of 2-CSPs and DSN

The inapproximability results for 2-CSPs can be shown simply by plugging in the appropriate parameters to Theorem 16. More specifically, for ETH-hardness, since there is a polylog$n$ loss in the PCP Theorem (Theorem 6), we need to select our $\alpha = 1/\text{polylog} n$ so that the size (and running time) of the reduction is $2^{o(m)}$. Recall in Lemma 15 that we need $m \geq \Omega(\alpha^\ell)$, meaning that $\ell$ can be at most $O(\log m/\log\log m)$. We will pick $\ell$ to be just $\sqrt{\log m}$. We will finally pick $k$ to be $\exp(\ell \log \ell/\alpha) = \exp(\text{polylog} m)$; this is so that the non-edge biclique size $\log k/(\ell \log(4k^2))$ (from Theorem 16) is large enough that we can use Lemma 15 to guarantee its uniformity. Other parameters are chosen accordingly. We omit the full proof, which consists almost solely of calculations, from this version of the paper.

For the inapproximability based on Gap-ETH, we do not incur a loss of polylog$m$ from the PCP Theorem anymore. Thus, we can choose $\alpha$ to be any function that converges to zero as $k$ goes to infinity, e.g., $\alpha = 1/\log\log k$. Now note that the parameter $r$ in Theorem 16 for the intersection disperser property grows with $(1/\alpha)^\ell$ (see Lemma 15). Since the soundness guarantee in Theorem 16 is of the form $k^{O(1/\ell)}(r\ell)^{O(1)}/k = k^{O(1/\ell)}(1/\alpha)^{O(1)}/k$, it is minimized when $\ell$ is roughly $\sqrt{\log k}$, which yields the bound $2^{(\log k)^{1/2+o(1)}}/k$.

The inapproximability results for DSN can be proved by simply plugging the hardness of approximation of 2-CSPs to the following known reduction from 2-CSPs to DSN.

Lemma 24 ([16, Lemma 27]6). There is a polynomial time reduction that, given a 2-CSP instance $\Gamma$ where the constraint graph is a complete graph on $k$ variables, produces an edge-weighted directed graph $G$ and a set of demands $D = \{(s_1, t_1), \ldots, (s_{k^2-k}, t_{k^2-k})\}$ s.t.

- If $\text{val}(\Gamma) = 1$, then there exists a subgraph $H$ of cost 1 that satisfies all demands.
- If $\text{val}(\Gamma) < \gamma$, then every subgraph satisfying all demand pairs has cost more than $\sqrt{2/\gamma}$.

---

6 While the reduction is attributed to Dodis and Khanna [25], the lemma below is extracted from [16] since, in [25], the full description of the reduction and its properties are left out due to space constraint.
6 Conclusion and Discussions

We prove ETH-hardness of approximating 2-CSPs within $k^{1-o(1)}$ factor where $k$ denotes the number of variables. This ratio is nearly tight since a trivial algorithm yields an $O(k)$-approximation. Under Gap-ETH, we strengthen our result to rule out not only polynomial time but also FPT time algorithms parameterized by $k$. Due to a known reduction, our result implies $k^{1/4-o(1)}$ factor inapproximability of DSN where $k$ is the number of demand pairs.

Of course the polynomial SSC still remains open and resolving it will advance our understanding of approximability of many problems. Even without fully resolving the conjecture, it may still be good to further study the interaction between the number of variables $k$ and the alphabet size $n$. For instance, while we show the inapproximability result with ratio $k^{1-o(1)}$, the dependency between $n$ and $k$ is quite bad; in our ETH-hardness reduction, $n = 2^{(\log k)^{\Theta(1)}}$. Would it be possible to improve this dependency (say, to $n = k^{\text{polylog} k}$)?

Another interesting direction is to try to prove similar hardness results as ours for other problems. For example, Densest $k$-Subgraph ($D_{k}S$) is one such candidate problem; similar to 2-CSPs with $k$ variables, the problem can be approximated trivially to within $O(k)$-factor and no polynomial (or even FPT) time $k^{1-\varepsilon}$-approximation algorithm is known for the problem. Hence, it may also be possible to prove ETH-hardness of factor $k^{1-o(1)}$ for $D_{k}S$.
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Abstract

The class TFNP, of NP search problems where all instances have solutions, appears not to have complete problems. However, TFNP contains various syntactic subclasses and important problems. We introduce a syntactic class of problems that contains these known subclasses, for the purpose of understanding and classifying TFNP problems. This class is defined in terms of the search for an error in a concisely-represented formal proof. Finally, the known complexity subclasses are based on existence theorems that hold for finite structures; from Herbrand’s Theorem, we note that such theorems must apply specifically to finite structures, and not infinite ones.
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1 Introduction

The complexity class TFNP is the set of total function problems that belong to NP; that is, every input to such a nondeterministic function has at least one output, and outputs are easy to check for validity – but it may be hard to find an output. It is known from Megiddo [21] that problems in TFNP cannot be NP-complete unless NP is equal to co-NP. On the other hand, various TFNP problems, such as Factoring and Nash are believed to be genuinely hard [26, 10, 8].

Presently, our understanding of the complexity of TFNP problems is a bit fragmented. Currently, our main means for deriving evidence of hardness for TFNP problems is by showing completeness in one of the five known subclasses of TFNP, corresponding to well-known elementary non-constructive existence proofs:

- PPP (embodying the pigeonhole principle);
- PPAD (embodying the principle “every directed graph with an unbalanced node must have another”);
- PPADS (same as PPAD, except we are looking for an oppositely unbalanced node);
- PPA (“every graph with an odd-degree node must have another”), and
- PLS (“every dag has a sink”).
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Much is known about these classes. PPP is known to contain PPAD and PPADS, while essentially all other possible inclusions are known to be falsifiable by oracles, see for example [1]. They all have complete problems (actually, the most commonly used definition of, for example, PPAD is “all NP search problems reducible to \textsc{End of the Line}”), and most (PLS, PPAD, PPA) have many other natural complete problems besides the basic one.

Even the union of these classes does not provide a home for all natural TFNP problems. For example, Factoring is only known to be reducible to PPP and PPA through randomized reductions [16]. The problem \textsc{Ramsey} (e.g., “Given a Boolean circuit encoding the edges of a graph with $4^n$ nodes, find $n$ nodes that are either a clique or an independent set”) is not known to be in any one of the five classes, and the same obtains for a problem that could be called \textsc{Bertrand-Chebyshev} (“Given $n$, produce a prime between $n$ and $2n$”).

The status quo in TFNP, as described above, is a bit unsatisfactory. Many natural questions arise: Are there other important complexity subclasses of TFNP, corresponding to novel nonconstructive arguments? Can the three rogue problems above (along with a few others) be classified in a more satisfactory way?

More importantly, is there a more holistic, unified approach to the complexity of TFNP problems? For example, are there TFNP-complete problems? The answer here is strongly believed to be “no”, as TFNP (the set of all polynomial-depth nondeterministic computations that have a witness, for every input) is very similar in spirit and detail to the classes UP (computations with at most one witness, for every input) and BPP (computations whose fraction of witnesses is bounded away from half, for every input), both known to have no complete problems under oracles [27, 12]. Indeed, Pudlák ([25], Section 6) presents a similar result specifically for TFNP. Hence, this route for a unified complexity view of total functions is not available.

This paper aims to develop a more unified complexity theory of TFNP problems. We define a new subclass of TFNP that includes all five known classes. This new class, which we call \textsc{PTFNP} \footnote{The class should perhaps be called \textsc{PTFNP}_{Q-EFF} since it is defined with respect to a deductive system \textsc{Q-EFF} that we introduce and use in our proofs here. Similar definitions with respect to other proof systems are possible. In this paper we just refer to it as \textsc{PTFNP}. A similar point applies to the problem \textsc{Wrong Proof} used to define \textsc{PTFNP}.} (for “provable TFNP”), does have complete problems, and these problems are therefore natural generalisations of all known completeness results in TFNP.

In particular, we define a kind of consistency search problem, a notion that has recently been studied in the literature on Bounded Arithmetic [3]. Fix a consistent deductive system – in this paper we use a propositional proof system that we call \textsc{Q-EFF} (for “quantified boolean formulae with extended Frege functions”; it allows lines of a proof to define new $n$-ary functions). Now consider a Boolean circuit which, when input an integer $j$, produces the $j$th line of an exponentially long purported proof in this system (the line itself is of polynomial length). Suppose further that this proof arrives at a contradiction (one of the lines is “false”). There surely must be a mistaken line in this proof; the challenge is to find it! We call this problem \textsc{Wrong Proof}, and we define \textsc{PTFNP} as the set of all search problems reducible to it; it is obviously a subset of TFNP. We establish that \textsc{PTFNP} contains PPP (and by extension, PPAD and PPADS), and also PPA and PLS. The study of exponentially-long proofs that are presented concisely via a circuit was introduced by Krajiček [19].

Of course, any finite collection of problems – or classes with complete problems – can be generalised in a rather trivial way, by proposing a new problem or class that artificially incorporates the key features of the old ones. However, \textsc{Wrong Proof} makes no explicit
reference to the problems that are complete for the above complexity classes. Its proof system Q-EFF uses quantified boolean formulae with polynomially-many propositional variables, an exponential sequence of \( n \)-ary function symbols, and no predicates. The novel features that we exploit are the ability to use exponentially many steps, together with the exponential sequence of function symbols.

Does PTFNP contain Factoring, Ramsey, and Bertrand-Chebyshev? In the final section we discuss these questions further. Finally, notice that the heretofore “five subclasses” of TFNP correspond to five elementary non-constructive existence arguments in combinatorics, and all these five elementary arguments share one intriguing property: They only hold for finite structures, and are false in infinite ones. We show in Section 6 that this is no coincidence: Herbrand’s Theorem from 1930 [13, 6] tells us that any existential sentence in predicate calculus that is true for all models (finite and infinite) is equivalent to the disjunction of a finite number of quantifier-free formulas; it follows that the corresponding TFNP problem is necessarily in P.

1.1 Related Recent Work

Various connections have been made between the complexity of TFNP problems and formal proofs, a research direction that seems timely and productive. In a recent paper [2], Arnold Beckmann and Sam Buss, working within the tradition of bounded arithmetic [3], prove certain results that appear to be closely related to the present ones. They define a problem closely related to our Wrong Proof, and in fact in two versions, one corresponding to Frege systems, and another to extended Frege. Then they show these to be complete for the classes of total function problems in NP whose totality is provable within the bounded arithmetic systems \( U_1^2 \) and \( V_1^2 \), respectively. Our system Q-EFF differs in using propositional variables only, but arithmetic theories can be translated into propositional ones (see [18], Chapter 9).

There are some well-known reducibilities amongst PPAD-like complexity classes, for example that PPAD reduces to PPADS, which reduces to PPP. Buss and Johnson [7] connect these results with derivability relationships (in a proof system) amongst the combinatorial principles that guarantee that they represent total search problems; so for example, the principle underlying PPAD can be derived from the one underlying PPADS, and generally, any such derivability result would tell us that the deriving corresponding complexity classes generalises the other. Our focus here, in contrast, is on formal proofs that correspond with individual instances of TFNP problems (finding an error in the proof allows us to find a solution for the corresponding problem-instance).

Pudlák [25] shows how every TFNP problem reduces to a Herbrand consistency search problem: any TFNP problem \( X \) is characterised by an associated formula \( \Phi \) whose Herbrand extension is guaranteed to be satisfiable, but the challenge of finding a satisfying assignment is equivalent to \( X \). This correspondence is somewhat reminiscent of Fagin’s theorem. The focus of [25] is not on syntactic guarantees that we have a total search problem: it would be hard to check whether a given \( \Phi \) corresponds to a TFNP problem. By contrast, our definition of Wrong Proof is intended as a highly-general TFNP problem for which there is a syntactic guarantee that any instance has a solution.

In contrast with most TFNP-related work within bounded arithmetic, we focus on the “white box” concise circuit model of the functions that define the problems characterising the complexity classes of interest. In some respects this makes a significant difference: for example, a recent paper of Komargodski et al. [17] shows that any such TFNP problem has a query complexity proportional to the description-size of a problem instance. However, a reduction using the oracle model should allow a logical description of a circuit to be plugged in.
Finally, Hubáček et al. [14] show that hard-on-average NP problems lead to hard-on-average TFNP problems. The TFNP problems thus constructed are specific to the associated NP problems; our concern here, in contrast, is to identify a single easily-understood TFNP problem that generalises previous ones.

1.2 Background on propositional proofs and the pigeonhole principle

In 1979, Cook and Reckhow [9] initiated the study of the proofs of propositional tautologies, with regard to the question of how long do such proofs need to be. Abstractly, a proof system for a language (here, the set of tautologies) is a scheme for producing efficiently-checkable certificates for words in that language. As noted in [9], a polynomially bounded proof system for tautologies is only possible if NP is equal to co-NP. They obtain results that various proof systems can efficiently simulate each other; these results allow us to conclude that one such system is polynomially bounded if and only if another such system is.

[9] introduce Frege and extended Frege systems: roughly, in a Frege system a proof consists of a sequence of lines containing propositional formulae that are either generated by some axiom scheme (and are known to hold for that reason) or are derivable by modus ponens from two formulae in previous lines of the proof. In an extended Frege system, we also allow lines that introduce a new propositional variable and set it to equal a propositional formula \( \phi \) over pre-existing variables. The new variable can then be plugged in to a larger formula as a shorthand for \( \phi \), and if this process is iterated, it may result in an exponential saving in space. It remains a central open problem in proof complexity whether extended Frege proofs can in general be simulated by Frege proofs, with only a polynomial blowup in size of the proof.

In studying this question, various candidate classes of formulae have been considered, the most widely-studied being ones that express the pigeonhole principle, as introduced in [9]. The “\( n + 1 \) into \( n \)” version of this, denoted \( \text{PHP}_{n+1}^n \), states that a function from \( n + 1 \) input values to \( n \) output values must map two different inputs to the same output. That is, \( f : [n + 1] \to [n] \) must have a collision: two inputs that \( f \) maps to the same output. \( f \) can be described by a propositional formula \( \psi \) (whose variables indicate which numbers map to which according to \( f \), specifically, variable \( P_{ij} \) is \text{true} if and only if \( i \) is mapped to \( j \)) stating “each number in the domain maps to some number in the codomain, and any pair map to different values.” By the pigeonhole principle, \( \psi \) is unsatisfiable, so its negation \( \phi \) is a tautology (and \( \phi \) has size polynomial in \( n \)). [9] gave polynomially-bounded extended Frege proofs of these expressions. Buss [5] subsequently gave polynomially-bounded Frege proofs of these, and in [4] quasi-polynomial size Frege proofs that are a reformulation of the extended Frege proofs of [9]. See [4] for a discussion of other candidate classes of formulae and progress that has been made on them.

Papadimitriou [23] introduced the PIGEONHOLE CIRCUIT problem, in which a pigeonhole function on an exponential-sized domain is concisely presented via a boolean circuit \( C \). \( \psi \) as constructed above would be exponentially large in \( C \), but a “dual” statement that two inputs to \( C \) map to the same output can still be expressed as a concise propositional formula \( \phi \). By construction, \( \phi \) is satisfiable, and a short proof of this fact consists of a satisfying assignment, but in general such a satisfying assignment appears to be hard to find, and this search characterises the complexity class PPP. In seeking to better understand the challenge, we find a new point of contact between the pigeonhole principle and proof complexity. The

\[ \left[ x \right] \text{ denotes the set } \{1, 2, \ldots, x\}. \]
difference here is we have a propositional formula that is known to be satisfiable; we want to exhibit a proof of this; but the naive approach of just exhibiting a satisfying assignment is believed to be hard, so instead we fall back on a long and “opaque” proof of satisfiability.

A general question we have only partly answered is, what sort of logic is needed to express such a proof? Our deductive system Q-EFF is first-order, but we require (exponentially many) lines that define the behaviour of additional function symbols (mapping $n$-bit strings to single-bit outputs). This seems to be a more powerful facility than the additional variable symbols allowed by extended Frege proofs (hence the name Q-EFF for “extended Frege functions”). As we discuss in the penultimate section, it would be of interest to see if these proofs could be done just defining exponentially many additional propositional variables.

### 1.3 Organisation of this paper

Section 2 gives details of our deductive system and the problem Wrong Proof. Section 3 shows how to prove unsatisfiability of certain existential expressions, in such a way that any error in the proof allows a satisfying assignment to be readily reconstructed. Sections 4 and 5 reduce PPP, PPA, and PLS problem-instances to proofs that corresponding existential expressions are satisfiable. (The expressions are the ones we can also “prove” unsatisfiable.) In Section 6 we apply Herbrand’s theorem to show that only “finitely valid” combinatorial principles may give rise to hard total search problems. We conclude in Section 7.

### 2 Deductive systems and the Wrong Proof problem

A deductive system (or proof system) is a mechanism for generating expressions in some well-defined (formal) language. The expressions should come with a semantics, defining which ones are true and which false. A basic property of a system is consistency, that it should not be able to generate two expressions that contradict each other. Consistency is ensured if the rules of the system are valid, in the sense that we cannot deduce any false expressions from true ones. For the deductive system Q-EFF in this paper, the language (and corresponding semantics) of interest is simple and straightforward, and it is not hard to check that it is consistent. The Wrong Proof problem of Definition 2 formalises the computational challenge of receiving a proof of two expressions that contradict each other, and searching for an erroneous step in the proof (guaranteed to exist by the contradiction that we are shown).

The set of expressions that can be produced by a deductive system are called the theorems of the system. The system is usually given in terms of a set of axioms and inference rules that allow theorems to be derived from other theorems. A proof consists of a sequence of numbered lines. A line contains a well-formed formula that either holds due to some axiom, or is inferable from the contents of previous lines. A typical line contains one of the following kinds of expression:

$$\ell, \ell' \vdash A, \quad \ell \vdash A, \quad \vdash A,$$

where $A$ is a well-formed formula inferred at the current line, and $\ell, \ell'$ are the numbers of earlier lines ($\ell, \ell'$ are thus strictly smaller than the current line number). The expression “$\ell, \ell' \vdash A$” means that the current line claims that $A$ is inferable from the formulae located at lines $\ell$ and $\ell'$ (using one of the given inference rules). “$\ell \vdash A$” means that $A$ is inferable from the formula located at line $\ell$. “$\vdash A$” means that $A$ holds ipso facto (due to an axiom, e.g. rule (1) lets us write $\vdash (A \lor \neg A)$, for any well-formed formula $A$).

Our system makes use of a kind of extension axiom line, written as $f(x) \leftrightarrow \phi(x)$, where $f$ is a new function symbol whose value on input $x$ is defined by $\phi$. $f$ should not occur within
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\( \phi \), or in any previous line. So, these lines allow us to define new boolean functions that may appear in later lines.\(^3\)

**Definition 1.** With respect to some given consistent deductive system, a circuit-generated proof consists of a directed boolean circuit \( C \) having \( n \) input nodes. \( C \) has a corresponding formal proof having \( 2^n \) lines. The output of \( C \) on input \( \ell \in [2^n] \) contains the theorem that has been deduced at line \( \ell \), together with the numbers of any earlier line(s) from which \( \ell \)'s theorem has been deduced.

In constructing circuit-generated proofs, it is often convenient to identify various exponentially-long sequences of line numbers without assigning numerical values to those line numbers. We can accommodate a collection of such sequences in a circuit-generated proof of size \( O(n) \), possibly padded out with unused lines whose theorems consist of the constant TRUE.

**Definition 2.** Let \( S \) be a consistent deductive system having the property that any line \( \ell \) of a proof that uses \( S \) can be checked for correctness in time polynomial in the length of \( \ell \). An instance of Wrong Proof consists of a circuit-generated proof \( \Pi_C \) represented by boolean circuit \( C \).

\( \Pi_C \) contains two given lines (say, lines \( 2^n \) and \( 2^n - 1 \)) that contradict each other: One of them contains as its theorem some expression \( A \) and another contains expression \( \neg A \). The challenge is to identify some line number \( \ell \) whose corresponding theorem is not derivable in the way stated by \( C(\ell) \). Since \( S \) is consistent and we have observed a contradiction, such a line must exist.

Wrong Proof is in TFNP: any incorrect line of an instance of Wrong Proof can readily be verified to be incorrect. We have so far defined Wrong Proof rather abstractly, with respect to an unspecified deductive system. In this paper we focus on a specific deductive system that we describe in detail in the rest of this section.

### 2.1 The formulae and theorems of our system Q-EFF; some notation

We work with expressions of quantified propositional logic (variables take values TRUE/FALSE), augmented with a sequence of \( n \)-ary function symbols. We also use, for convenience, symbols such as \( x \) and \( y \) to denote vectors of \( n \) propositional variables, and expressions like \( x < y \) to denote relationships between \( x \) and \( y \), regarding these vectors as representing numbers in \([2^n]\). \( x^{(0)}, x^{(1)}, x^{(2)} \) denote respectively the \( n \)-vectors \((\text{FALSE}, \ldots, \text{FALSE}), (\text{FALSE}, \ldots, \text{FALSE}, \text{TRUE}), (\text{FALSE}, \ldots, \text{FALSE}, \text{TRUE}, \text{FALSE})\), or the numbers \( 2^n, 1, 2 \). Since the all-zeroses vector \( x^{(0)} \) corresponds to \( 2^n \), this means that \( x^{(0)} \geq x \) for any other vector \( x \) (this convention tends to reduce clutter in our expressions).

In this paper, the two contradictory statements in an instance of Wrong Proof take the form \( \exists x, x'(\phi(x, x')) \) and \( \neg\exists x, x'(\phi(x, x')) \), asserting that some \( 2n \)-variable formula \( \phi \) is (respectively, isn’t) satisfiable. We continue with more detail on the expressions used in our proofs.

---

\(^3\) This facility to define the behaviour of new functions is a rather novel feature of our system, and gives rise to the question of whether we should be able to make do with standard extended Frege axioms. An extended Frege system is a propositional proof system that allows us to use extension axiom lines of the form \( x^{(\text{new})} \leftrightarrow \phi \), where \( x^{(\text{new})} \) is a variable symbol that has not occurred previously in the proof, and \( \phi \) is a formula that gives the value of \( x^{(\text{new})} \) in terms of pre-existing variables. So, we are allowing ourselves to define new functions on vectors of boolean variables, as opposed to just individual variables.

In Section 3.1 we explain why it is useful to have these extension-axiom lines that define new functions.
For complexity parameter $n$, the vocabulary we use contains a polynomial-size collection of variable symbols, together with an exponential-size collection of $n$-ary function symbols; these are denoted by $f_i$ where $i \in [2^n]$. In our proofs, $f_{2^n}$ is defined in terms of an instance of some TFNP problem, and (for each $i \in [2^n]$) $f_{i-1}$ is defined in terms of $f_i$ via an extension-axiom line. There are no predicates. The expressions we use are first-order, in that they may have quantification over the variable symbols, but not the functions.

While we work with expressions whose variables represent vectors of propositional variables, note that such expressions represent polynomially-larger expressions whose variables are simple propositional variables. Variable $x$ represents $(x_1, \ldots, x_n)$ where the $x_i$ are propositional variables, and expressions involving $x$ can be converted to basic propositional formulae in the individual $x_i$ without an excessive blowup in the size of the formula. This extra syntax makes our expressions more concise and readable. For example, given non-zero vectors $x$, $x'$, the expression $x < x'$ represents the following propositional formula involving the variables $x_i$ and $x'_i$ (treating $x_i$ and $x'_i$ as the most significant bits):

$$
\neg x_1 \land x'_1 \lor (x_1 = x'_1 \land (\neg x_2 \land x'_2 \lor (x_2 = x'_2 \land (\neg x_3 \land x'_3 \lor \cdots (\neg x_n \land x'_n)))) \cdots)
$$

Another notational convenience that we use is expressions such as $\forall x < y (\phi(x, y))$, meaning $\forall x, y(x < y \Rightarrow \phi(x, y))$, or if $y$ is a vector of propositional constants, it would mean $\forall x(x < y \Rightarrow \phi(x, y))$. Similarly, $\exists x \neq y (\phi(x, x'))$ means $\exists x, x'(x \neq x' \land \phi(x, x'))$.

### 2.2 Axioms and inference rules

We use the following kinds of rules:

- Axioms (written as $\vdash A$) let us write down certain expressions that can be seen to evaluate to TRUE based on some easily-checkable property, for example $A$ is of the form $B \lor \neg B$.
- Inference rules, written as $A, B \vdash C$ for example, say that given expressions $A$ and $B$, we can write the expression $C$.
- Equivalences, written as $A \equiv B$, say that two expressions are logically equivalent. An equivalence represents a rule of replacement in that it may be applied to sub-expressions of any expression that appears in a line of a proof. For example, using the equivalence $A \land B \equiv B \land A$ we could take a line $\ell$ containing the expression TRUE $\lor (x_i \land y_i)$ and write a new line containing $\ell \vdash TRUE \lor (y_i \land x_i)$.
- “Extension axiom” lines define new $n$-ary functions, and are written as $f(x) \leftrightarrow \phi(x)$, where $f$ is a new symbol that has not appeared previously in the proof, and $\phi$ specifies how $f$ behaves on input ($n$-vector) $x$. So, this kind of line means $\forall x (f(x) \equiv \phi(x))$, and the system can use $\forall x (f(x) = \phi(x))$ as a theorem.

Some of the rules we list below are redundant in the sense that they could be simulated using the others. We prefer to limit ourselves to rules that are not too novel and ad-hoc, that are clearly consistent, and which, crucially, allow that any individual line of a proof can be checked for correctness in time polynomial in $n$. Section 2.3 contains rules that we prove can be simulated by the ones in Section 2.2; usage of these additional rules allows some of the formal proofs to be presented more cleanly. We have not however tried to minimise the collection of rules in Section 2.2; some of the rules in the section can be simulated using the others.

As noted earlier, our extension axiom lines are somewhat novel. A standard extension-axiom line of an extended Frege proof may introduce a new propositional variable and set its value to equal some expression in terms of pre-existing values. Our extension-axiom rules (see rule (13)) allow us to define new functions via expressions that define their behaviour in
terms of pre-existing functions. So we call the proof system Q-EFF (for “extended Frege functions”) on account of this novel feature.

In the following, \( A, B, C \) represent arbitrary well-formed formulae and \( x, y \) are length-\( n \) vectors of propositional variables, where \( x \) (say) may also be thought of as ranging over integers in the range \([2^n]\), as noted in Section 2.1. The equivalences we allow ourselves to use include standard rules of replacement, such as commutativity, associativity, and distributivity of propositional connectives, removal of double negation, and de Morgan’s rules. We also use \( A \equiv A \lor A \equiv A \land A \equiv \text{true} \equiv A \lor \text{false} \), also \( A \rightarrow B \equiv \neg B \lor A \), and the identity \( A \rightarrow (B \rightarrow C) \equiv (A \land B) \rightarrow C \). We also allow a step of a proof to rename a bound variable throughout the subexpression where it occurs. These equivalences may be applied to any expression arising in a derivation, also they may be applied (in a simple step) to any well-formed subexpression of a larger expression arising in a derivation. So, a proof line of the form \( \ell \vdash A \) may state that \( A \) is derived from expression \( A' \), where \( A' \) is the theorem derived at line \( \ell \), via applying one of these basic manipulations to \( A' \), or to some subexpression of \( A' \). It is easy to see that any such step may be checked for correctness in polynomial time, and there is no need for a line to specify which rule is being used.

For any well-formed expression \( A \), we may use any of the following lines in our proofs:

\[
\vdash (A \rightarrow A), \quad \vdash (A \lor \neg A), \quad \vdash \text{true}.
\]  

(1)

Modus ponens (rule (2)) states that if lines \( \ell \) and \( \ell' \) contain theorems \( A \) and \( A \rightarrow B \) respectively, a subsequent line containing the expression “\( \ell, \ell' \vdash B \)” is a valid line.

\[
A, \ A \rightarrow B \vdash B.
\]  

(2)

“Conjunction introduction” (rule (3)) states that if lines \( \ell \) and \( \ell' \) contain theorems \( A \) and \( B \) respectively, a subsequent line containing the expression “\( \ell, \ell' \vdash A \land B \)” is valid.

\[
A, \ B \vdash A \land B.
\]  

(3)

A “case analysis” rule (4) (a form of disjunction elimination) means that if lines \( \ell \) and \( \ell' \) contain theorems \( B \rightarrow A \) and \( \neg B \rightarrow A \), then a subsequent line containing “\( \ell, \ell' \vdash A \)” is valid.

\[
B \rightarrow A, \ \neg B \rightarrow A \vdash A.
\]  

(4)

The disjunction introduction rule (5) means that if line \( \ell \) contains theorem \( A \), then a subsequent line containing \( \ell \vdash A \lor B \) is valid.

\[
A \vdash (A \lor B).
\]  

(5)

Antecedent strengthening:

\[
(A \rightarrow C) \vdash (A \land B \rightarrow C).
\]  

(6)

Basic equivalences for quantified variables: let \( x_i \) be an individual propositional variable; let \( A(\text{true}) \) and \( A(\text{false}) \) be obtained by plugging in the constants \text{true} and \text{false} respectively in place of \( x_i \), in \( A(x_i) \). Then we have:

\[
\exists x_i(A(x_i)) \equiv A(\text{true}) \lor A(\text{false})
\]  

\[
\forall x_i(A(x_i)) \equiv A(\text{true}) \land A(\text{false})
\]  

(7)
We use extension axioms written as:

\[
\exists x(A(x)) \lor \exists x(B(x)) \equiv \exists x(A(x) \lor B(x)) \\
\forall x(A(x)) \land \forall x(B(x)) \equiv \forall x(A(x) \land B(x))
\]  

(In the context of circuit-generated proofs, the distributive rules (8) can be derived from the previous rules. Recall that \( x \) denotes the \( n \)-vector \((x_1, \ldots, x_n)\). Starting from the expression \( \forall x(A(x) \land B(x)) \), we go via intermediate expressions of the form \( \forall(x_1, \ldots, x_j)(\forall(x_{j+1}, \ldots, x_n)A(x) \land \forall(x_{j+1}, \ldots, x_n)B(x)) \) to end up with \( \forall x(A(x)) \land \forall x(B(x)) \), while keeping all intermediate expressions to be of polynomial length.)

Bringing quantifier to front: suppose \( A \) contains no variables in \( x \), then if \( \circ \) is any boolean connective, we have

\[
A \circ \exists x(B) \equiv \exists x(A \circ B) \\
A \circ \forall x(B) \equiv \forall x(A \circ B)
\]  

Universal instantiation: let \( A(t) \) be the expression obtained by plugging in term \( t \) in place of variable symbol \( x \) (\( t \) is any term, i.e. a propositional variable or constant, or a function symbol applied to others terms.)

\[
\forall x(A(x)) \vdash A(t).
\]  

Universal generalization: if \( x \) and \( y \) are \( n \)-vectors of propositional variables, and \( x \) is a vector of free variables, we have

\[
A(x) \vdash \forall y A(y).
\]  

Existential generalization: if \( A(x) \) is obtained by plugging in variable(s) \( x \) in place of term(s) \( t \), we have

\[
A(t) \vdash \exists x(A(x)).
\]

**Extended Frege-style definitions of functions:**

We use extension axioms written as:

\[
f(x) \leftrightarrow \phi(x)
\]  

where \( \phi \) is an expression that defines the value of \( f(x) \). \( \phi \) may include functions defined earlier, but not \( f \). \( f \) is a new function symbol, \( x \) is a vector of variable symbols, and \( \phi(x) \) is a formula that specifies the value taken by \( f \) on any input \( x \). This rule can be understood as saying \( \forall x(f(x) \equiv \phi(x)) \).

### 2.3 Further rules derivable from the ones of Section 2.2

It is useful to note the following further rules for writing down lines of a proof, which can be simulated by the ones of Section 2.2. We can assume we have the “hypothetical syllogism” rule, \( A \rightarrow B, \ D \rightarrow C \vdash A \rightarrow C \) (we can simulate this using the rules of Section 2.2: a combination of modus ponens and case analysis). We can also assume we have an “axiom” saying that expressions of the following form can be written down for free: \( \forall x(A(x)) \rightarrow A(t) \), where \( t \) is a \( n \)-vector of terms that is plugged in for \( (n\)-vector \) \( x \) in \( A \). (We can write down \( \forall x(A(x)) \rightarrow \forall x(A(x)) \), equivalently \( \forall x(A(x)) \rightarrow \forall y(A(y)) \), where \( y \) is another \( n \)-vector of propositional variables, equivalently \( \forall x, y(A(x) \rightarrow A(y)) \), then by universal instantiation,
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∀x(A(x) → A(t)), which is equivalent to ∀x(A(x)) → A(t). In a similar way, we can write down expressions of the form A(t) → ∃x(A(x)).

We also use the equivalences (derivable from (7) and de Morgan’s rules):

\[ \neg \exists x (A(x)) \equiv \forall x (\neg A(x)) \]
\[ \neg \forall x (A(x)) \equiv \exists x (\neg A(x)) \quad (14) \]

In constructing circuit-generated proofs, it is also convenient to allow the following kind of line. Suppose \( \phi \) is a propositional formula over a vector \( x \) of \( n \) terms, consisting of variables, or functions applied to variables. Let \( i \in [2^n] \) be a satisfying assignment of \( \phi \), so \( i \) is a vector of \( n \) constants true/false. We use the following rule, which can be simulated by previous ones:

\[ \vdash x = i \rightarrow \phi(x). \quad (15) \]

We also make use of equivalence (16), which can be simulated in a straightforward way using the previous rules. Letting \( x \) be an \( n \)-vector of propositional variables and \( i \) an \( n \)-vector of propositional constants, and \( \phi \) a quantifier-free boolean formula, we have

\[ x = i \rightarrow \phi(x) \equiv \phi(i). \quad (16) \]

3 Preliminaries to the reductions to Wrong Proof

In this section we establish results that are useful subsequently, and we discuss certain features that our reductions all have in common with each other.

An instance of Wrong Proof is supposed to consist of proofs of two contradictory statements, and in our reductions, these statements take the form \( \exists (x,x') \phi(x,x') \) and \( \neg \exists (x,x') \phi(x,x') \), for \( n \)-vectors \( x,x' \) of propositional variables. \( \phi \) depends on the specific instance of a TFNP problem that we reduce from.

Any problem in TFNP is reducible to the search for a satisfying assignment to a propositional formula \( \phi \), where \( \phi \) obeys some syntactic constraint that guarantees that it does, in fact, have a satisfying assignment.\(^4\) In reducing to Wrong Proof, we “prove” the contradictory statements \( \exists (x,x') \phi(x,x') \) and \( \neg \exists (x,x') \phi(x,x') \) where \( x,x' \) are vectors of \( n \) propositional variables. In fact, the \( \phi \) that we use is not purely propositional; it includes a function symbol that is constructed (using our extension-axiom rule) to encode a TFNP problem-instance, in a way described in Section 3.2.

The proofs of these contradictory statements consist of sequences of applications of the rules of Sections 2.2, 2.3, and they are instances of Wrong Proof, i.e. long proofs presented via a circuit. The error occurs in the “proof” of \( \neg \exists (x,x') \phi(x,x') \). Of course, it’s trivial to exhibit a faulty proof of the unsatisfiability of \( \phi \), but we require something more, namely that any error should let us efficiently reconstruct a satisfying assignment of \( \phi \). Lemma 3 shows how to construct such a proof. The three expressions in the statement of Lemma 3 correspond to the existence principles underlying PPP, PPA, and PLS (recall that PPAD and PPADS are special cases of PPP).

---

\(^4\) To see this, note that for any problem \( X \in \text{TFNP} \), any instance \( I \) of size \( n \) has a solution \( S_I \) of size \( \text{poly}(n) \); solutions are checkable with a poly-time algorithm \( A \) that takes candidate solutions as input and outputs “yes” if \( A \) received a valid solution. \( A \) can be converted to a circuit and thence to a propositional formula that is satisfied by inputs representing any valid solution \( S_I \) of instance \( I \) along with extra propositional variables for gates of the circuit.
The proofs of \( \exists (x, x') \phi(x, x') \) are done separately for each TFNP problem of interest, in Sections 4 for PPP and 5 (but we leave to the full version, any detail on the proofs for PPA and PLS). Section 3.1 introduces the general approach taken in Sections 4 and 5. Section 3.2 presents Lemma 3 that shows how to make a suitable proof of \( \neg \exists (x, x') \phi(x, x') \).

### 3.1 Overview of the reductions of Sections 4 and 5

In Sections 4 and 5, we consider computational problems **Pigeonhole Circuit**, **Lonely**, and **Iter**, which are complete for PPAD, PPA, and PLS respectively. We reduce each of these problems to **Wrong Proof**.

Any instance of the problems **Pigeonhole Circuit**, **Lonely**, and **Iter** is defined in terms of a boolean circuit \( C \). Section 3.2 begins with a general method to define a function \( f \) using the rules of Q-EFF, so that \( f \) is the function computed by \( C \). We derive from \( C \) an existential formula \( \Phi = \exists (x, x') \phi(x, x') \) in terms of \( f \) stating (correctly) that there is a solution associated with the instance of the problem. We have noted that Section 3.2 shows how to “prove” \( \neg \Phi \). Sections 4 and 5 show how to construct contrasting (and correct!) circuit-generated proofs of \( \Phi \). The approach to proving that \( \Phi \) is satisfiable, is based on a syntactic feature that assures us that it is, indeed, satisfiable. These syntactic features are different for the three problems under consideration (which is why we have three different complexity classes), so we need three distinct reductions.

At this point we are ready to explain our usage of extension axioms (rules of type (13)) to define long sequences of new \( n \)-ary boolean functions. In the context of **Pigeonhole Circuit**, any instance \( I \) has an associated function \( f_I : [2^n] \to [2^n - 1] \), and the search is for two inputs to \( f_I \) that map to the same output. Call such a pair of inputs a “collision” for \( f_I \). We reduce the search for a collision for \( f_I \) to the search for a collision for a new function \( f_I' : [2^n - 1] \to [2^n - 2] \). \( f_I' \) is defined in terms of \( f_I \) using an extension-axiom line. We reduce this in turn to the search for a collision for a new function \( f_I'' : [2^n - 2] \to [2^n - 3] \), and so on. With an exponential sequence of similar reductions (that can all be efficiently generated via a circuit), we eventually reduce to the search for a collision of a function from \( \{1, 2\} \) to \( \{1\} \), whose existence has a simple (formal) proof. **Lonely** and **Iter** have similar sequences of functions.

Functions defined using rules of type (13) have the codomain \{true, false\}. \( f_I \) can of course be defined in terms of \( n \)-ary functions that map to individual bits of the output of \( f_I \), as can each of the exponential sequence of functions that is derived from it.

We have aimed to make the presentation as consistent as possible for the three reductions to Wrong Proof. The following presentational aspects are shared by the reductions. We let \( C \) denote a typical instance of a TFNP problem, since the problem-instances we consider are represented as (boolean) circuits. \( \Pi_C \) denotes the corresponding instance of Wrong Proof. We describe \( \Pi_C \) in terms of the lines of \( \Pi_C \), as opposed to the circuit that generates it: for the exponential sequences of lines that we define, we assume it is easy to check that they can be compactly represented using a circuit. \( f \) denotes the function computed by \( C \): \( f \) is constructed using extension-axioms as described at the start of the next subsection. We set a new function \( f_{2^n} \) equal to \( f \). The reductions use sequences of well-formed expressions that appear in the instances of Wrong Proof, that we denote \( A_i, C_i \) and \( F_i \), for \( i \in [2^n] \). \( F_i \) is an extension-axiom line that defines new function \( f_{i-1} \) in terms of \( f_i \). \( A_i \) asserts implicitly (or non-constructively) that an instance of a problem corresponding to function \( f_i \) has a guaranteed solution (due to a syntactic property of \( f_i \)). \( C_i \) is an existential expression that asserts that same thing explicitly. We end up proving \( C_{2^n} \) that states the existence of a solution, and \( C_{2^n} \) is equivalent to \( \Phi \). This contradicts the expression \( \neg \Phi \) that is “proved” using Lemma 3.
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We can efficiently construct circuit-generated proofs of the negations of these expressions in which if, say, gate \( g \) is the AND of gates \( g' \) and \( g'' \), then we add the rule \( f_g(x) \leftrightarrow f_{g'}(x) \land f_{g''}(x) \). If \( g \) is the \( j \)-th input gate, then \( f_g \) is defined by \( f_g(x) \leftrightarrow x_j \), where \( x_j \) is the \( j \)-th component of \( n \)-vector \( x \).

\section{Construction of functions from circuits, and a method for locating the errors in instances of Wrong Proof}

Given a boolean circuit \( C \) with \( n \) input nodes, Q-EFF can define a function \( f \) that computes \( C \) as follows. Each gate \( g \) of \( C \) has an associated \( n \)-ary function \( f_g \) mapping the inputs to \( C \) to the value taken at \( g \). We can construct \( f \) using a sequence of extension-axiom rules (of type (13)), in which if, say, gate \( g \) is the AND of gates \( g' \) and \( g'' \), then we add the rule \( f_g(x) \leftrightarrow f_{g'}(x) \land f_{g''}(x) \). If \( g \) is the \( j \)-th input gate, then \( f_g \) is defined by \( f_g(x) \leftrightarrow x_j \), where \( x_j \) is the \( j \)-th component of \( n \)-vector \( x \).

\begin{lemma}
Suppose \( f \) is defined according to the above construction. Consider the expressions\(^5\):

\begin{align*}
\exists (x,x')((x \neq x' \land f(x) = f(x')) \lor f(x) = x^{(0)}), \\
\exists (x,x'(f(x^{(1)}) \neq x^{(1)}) \land f(x) = x) \lor (x' = f(x) \land x \neq f(x'))), \\
\exists (x,x')(f(x^{(1)}) = x^{(1)} \lor f(x) < x \lor (x' = f(x) \land f(x') = f(x))).
\end{align*}

We can efficiently construct circuit-generated proofs of the negations of these expressions in such a way that any error in the proof allows us to efficiently construct \( (x,x') \) satisfying the expression.
\end{lemma}

The expressions in the statement of Lemma 3 are the principles underlying PPP, PPA, and PLS, used in Theorems 4, 6, 7. They are all satisfiable, so their negations are all false.

\textbf{Proof.} The negation of any of the above expressions takes the form \( \forall (x,x')(\phi(x,x')) \), where \( \phi \) performs some test on values of \( x, x', f(x), \) and \( f(x') \). For example, the negation of the first of these expressions is

\begin{equation}
\forall (x,x')\neg\left((x \neq x' \land f(x) = f(x')) \lor f(x) = x^{(0)}\right).
\end{equation}

We show how to construct a circuit-generated proof of (17) such that any error will identify a pair of \( n \)-vectors \( x, x' \) whose existence is claimed by the first of the three existential statements. The following approach applies also to the negations of the other two existential expressions in the statement of this lemma.

Let \( M \) be the matrix of (17), i.e. the subexpression \( \neg((x \neq x' \land f(x) = f(x')) \lor f(x) = x^{(0)}) \).

We continue by giving a method for proving the following stronger expression, from which (17) is derivable:

\begin{equation}
\forall (x,x')(C_1 \land \ldots \land C_m \land M)
\end{equation}

where \( C_i \) are clauses that construct the values of \( f(x), f(x') \) by working through the values taken at the gates of the circuit; the \( C_i \) are of the form \( f_g(x) = f_{g'}(x) \circ f_{g''}(x) \) (for \( \circ \in \{\land, \lor\} \)), or \( f_g(x) = \neg f_{g'}(x) \), or \( f_g(x) = x_j \) (in the case that \( y \) is the \( j \)-th input gate). \( M \) is a boolean combination of expressions of the form \( f_g(x) = f_{g'}(x') \) or \( f_g(x) \neq f_{g'}(x') \), for output gates \( g, g' \), or of the form \( f_g(x) = \text{TRUE/FALSE} \).

\footnote{Recall that \( x^{(0)} \) and \( x^{(1)} \) denote the all-zeroes bit-vector, and the bit vector corresponding to number 1.}
Let \( \phi'(x, x') = C_1 \land \ldots \land C_m \land M \), and for \( i \in [2^n] \), let \( \Phi_i' \) be the formula \( \forall (x x' \leq i) \phi'(x, x') \), where \( x x' \) represents the \( 2n \)-digit number \( 2^n(x - 1) + x' \). It can be formally proved that (18) is equivalent to \( \Phi_i' \); we omit the details. For each \( i \in [2^{2^n}] \), some line \( \ell_i \) of the proof contains \( \Phi_i' \). We show below how to prove expressions of the form \( (x x' = i) \to \phi'(x, x') \), which we then use to derive \( \Phi_i' \) from \( \Phi_{i-1}' \) in conjunction with \( (x x' = i) \to \phi'(x, x') \). In particular we can derive \( \Phi_{i-1}' \land ((x x' = i) \to \phi'(x, x')) \), equivalently \( \forall x x' ((x x' < i \lor x x' = i) \to \phi'(x, x')) \), equivalently \( \forall x x' ((x x' < i \lor x x' = i) \to \phi'(x, x')) \), equivalently (via an equivalence shown in the full version of this paper), \( \forall x x' (x x' \leq i \to \phi'(x, x')) \), which is the same as \( \Phi_i' \).

How to formally prove \( (x x' = i) \to \phi'(x, x') \): For each gate \( g \) of \( C \), in the order in which the functions \( f_g \) are defined, we can prove a line saying

\[
(xx' = i) \to f_g(x) = j_g(x)
\]

where \( j_g(x) \in \{\text{true}, \text{false}\} \) is the appropriate propositional constant. This is done by using the extension-axiom line that defines \( f_g \), with gate \( g \)'s inputs. (If say \( g \) takes inputs from \( g' \) and \( g'' \), we use previous lines containing expressions \( (x x' = i) \to f_{g'}(x) = j_{g'}(x) \), \( (x x' = i) \to f_{g''}(x) = j_{g''}(x) \).

Letting \( g(1), \ldots, g(m) \) be the sequence of gates, listed in the order in which their functions \( f_{g(1)}, \ldots, f_{g(m)} \) are defined, we have

\[
(xx' = i) \to \bigwedge_{r \in [m]} (f_{g(r)}(x) = j_{g(r)}(x), f_{g(r)}(x') = j_{g(r)}(x'))
\]

It then suffices to prove

\[
(xx' = i) \land \bigwedge_{r \in [m]} (f_{g(r)}(x) = j_{g(r)}(x), f_{g(r)}(x') = j_{g(r)}(x')) \to M
\]

which is a line of type (15), and can be proved by the procedure of plugging in the constants \( i, j_{g(r)}(x), j_{g(r)}(x') \) in place of the terms \( x, x', f_{g(r)}(x), f_{g(r)}(x') \) in the way described below Equation (15). An error in the proof will correspond to this expression evaluating to \text{false}, and getting treated as \text{true}.

To conclude, note that we can construct a small circuit that on input \( i \in [2^{2^n}] \), outputs the above proof of \( (x x' = i) \to \phi'(x, x') \). The circuit can be extended to a concise proof of (17).

## 4 Reduction from PPP to Wrong Proof

In this section we establish the following result:

➤ **Theorem 4.** Any problem that belongs to the complexity class PPP (which includes PPAD and PPADS) is reducible to Wrong Proof (with respect to our deductive system Q-EFF of Sections 2.1, 2.2).

The complexity class PPP is defined as the set of all problems reducible to the problem Pigeonhole Circuit, which is informally described as follows: suppose we are given a boolean circuit having \( n \) bits of input and output. Suppose that no input maps to the all-ones output. By the pigeonhole principle, there must be a collision, a pair of input vectors that map to the same output. The problem is to find a collision. Notice that this problem is in NP, since a collision is easy to verify, but finding one seems hard. We use the following definition of Pigeonhole Circuit.

\[\text{W}{\text{rong Proof}}\]
Definition 5. An instance of Pigeonhole Circuit consists of a circuit $C$ having $n$ input bits and $n$ output bits. A solution consists of either a $n$-bit string that $C$ maps to the all-zeroes string, or two $n$-bit strings that $C$ maps to the same output string.

Proof. (of Theorem 4) We reduce from Pigeonhole Circuit to Wrong Proof. Given an instance $C$ of Pigeonhole Circuit we need to construct (in time polynomial in the size of $C$) a circuit-generated proof $\Pi_C$ (an exponentially-long, concisely-represented formal proof containing a known contradiction) whose error(s) allow us to find solution(s) to $C$.

Recall that $n$-bit strings correspond with numbers in $[2^n]$ ($2^n$ being the all-zeroes string). We include in $\Pi_C$ a function $f : [2^n] \rightarrow [2^n]$, which we construct using Q-EFF according to the first paragraph of Section 3.2. The $(2^n \rightarrow 2^n - 1)$ pigeonhole principle assures us that

$$\exists (x, x') \left( (x \neq x' \land f(x) = f(x')) \lor f(x) = 2^n \right)$$

(19)

Lemma 3 of Section 3.2 tells us how to generate a purported proof that (19) does not hold; the proof will be incorrect, but from error(s) in that proof we can efficiently recover satisfying assignments of $(x \neq x' \land f(x) = f(x')) \lor f(x) = 2^n$, which in turn identify solutions to the original Pigeonhole Circuit problem $C$.

So the challenge is to write down a (correct) circuit-generated proof of (19). Let $T_C$ denote the formula of (19) (the “target” formula to be proved, for given $C$). The proof of (19) has a known line containing $T_C$, whose formal proof begins as follows.

Let $S_C = \exists x(f(x) = 2^n)$. Then using the case analysis rule (4), $T_C$ is inferable from $S_C \rightarrow T_C$ and $\neg S_C \rightarrow T_C$. $S_C \rightarrow T_C$ is straightforward; note that it is of the form:

$$\exists x A(x) \rightarrow \exists x, y (A(x) \lor B(x, y))$$

In the full version of this paper we show how to prove this using Q-EFF.

So, the main challenge that remains is to generate a proof of

$$\neg S_C \rightarrow T_C.$$  

(20)

We give the constructions of the formulae $A_i$, $C_i$, and $F_i$ discussed in Section 3. Thus, $A_i$ asserts a property of some instance $i$ that implies, non-constructively, the existence of a solution. $C_i$ is the explicit existential statement of a solution’s existence. $F_i$ is an extension axiom of the form (13), defining the construction of function $f_{i-1}$ in terms of $f_i$.

For $i \in [2^n]$, $i \geq 2$, let $A_i$ be the sentence

$$\forall x \left( x \leq i \rightarrow f_i(x) \leq i - 1 \right).$$

(21)

$A_i$ states that $f_i([i]) \subseteq [i - 1]$ (which implies, non-constructively, that $f_i$ has a collision in the range $[i - 1]$).

For $i \in [2^n]$, $i \geq 2$, let $C_i$ be the sentence

$$\exists x \neq x' \left( x \leq i \land x' \leq i \land f_i(x) = f_i(x') \land f_i(x) \leq i - 1 \right).$$

(22)

$C_i$ states explicitly that $f_i$ has a collision in the range $[i - 1]$, with the two colliding inputs in the range $[i]$. The pigeonhole principle tells us that $C_i$ should follow from $A_i$, and we will achieve this (i.e derive $C_i$ from $A_i$) using exponentially many steps of a circuit-generated proof.
We include a sequence of extension-axiom lines – of type (13) – as follows. For \(i \in [2^n]\), \(i \geq 2\), line \(\ell(F_i)\) contains expression \(F_i\) defining function \(f_{i-1}\) in terms of \(f_i\) (see Figure 1). We also use a special line \(\ell_F\) – also an extension-axiom line of type (13) – that sets \(f_{2^s}\) equal to \(f\): formally, \(\ell_F\) contains the expression \(F := f_{2^s}(x) \leftrightarrow f(x)\). In the full version we show in detail how to prove \(A_{2^s}\) based on \(F\) together with \(\neg SC\). For \(i \in [2^n]\), \(i \geq 2\), \(F_i\) defines \(f_{i-1}\) as follows.

\[
f_{i-1}(x) \leftrightarrow \begin{cases} 
  i-2 & \text{if } x < i \land f_i(i) = i-1 \land f_i(x) = i-1 \\
  f_i(i) & \text{if } x < i \land f_i(i) < i-1 \land f_i(x) = i-1 \\
  f_i(x) & \text{otherwise. (i.e. } x \geq i \lor f_i(x) < i-1) 
\end{cases}
\]

\(F_i\) states that \(f_{i-1}\) is derived from \(f_i\) as follows. \(f_{i-1}\) and \(f_i\) are intended to satisfy \(A_{i-1}\) and \(A_i\) respectively, and suppose we know that \(f_i\) satisfies \(A_i\) and want to construct \(f_{i-1}\) from \(f_i\) in such a way that \(f_{i-1}\) satisfies \(A_{i-1}\). (23) ensures that for \(x \in [i-1]\), \(f_{i-1}(x) \in [i-2]\). If \(x \in [i-1]\) is mapped by \(f_i\) to \(i-1\), it is redirected to \(i-2\) if \(f_i(i) = i-1\), and if \(f_i(i)\) is less than \(i-1\), it is redirected to \(f_i(i)\). The construction is designed to allow us to reconstruct a collision for \(f_i\) based on an explicit statement of a collision for \(f_{i-1}\). For that, it does not work to just take inputs that \(f_i\) maps to \(i-1\), and let \(f_{i-1}\) send them to \(i-2\); the more complicated rule of (23) seems necessary. The construction is related to the one of [9], that also sets \(f_{i-1}(x)\) to \(f_i(i)\) whenever \(f_i(x) = i-1\), but we have a different treatment of the case that \(f_i(i) = i-1\), which allows us to recurse all the way down to \(i = 2\).

We define a sequence of lines of \(\Pi_C\) as follows. For all \(i \in [2^n]\), \(i \geq 3\), we include lines \(\ell(A_i)\) (each line number \(\ell(A_i)\) and its contents are efficiently computable from \(i\)), such that \(\ell(A_i)\) contains the expression:

\[
\ell(A_i), \ell''(A_i) \vdash (F_i \land A_i) \rightarrow A_{i-1};
\]

\(\ell(A_i)\) states that if function \(f_{i-1}\) is constructed from \(f_i\) according to formula \(F_i\), and \(f_i\) satisfies \(A_i\), then \(f_{i-1}\) satisfies \(A_{i-1}\). \(\ell(A_i)\) and \(\ell''(A_i)\) contribute to a formal proof of the expression of \(\ell(A_i)\); all these lines are distinct. In the full version we give details on how to do this, hence proving \(f_i([i]) \subseteq [i-1]\) for all \(i \geq 2\), by backwards induction starting at \(f = f_{2^n}\).

Given all these lines of type (24), together with a line we can derive containing \(\neg SC \rightarrow A_{2^n}\), and the lines containing \(F_i\), we can infer a sequence of lines containing \(\neg SC \rightarrow A_i\) for all \(i \geq 2\).

\(\Pi_C\) contains a special line \(\ell(C_2)\), saying that if we have \(A_2\), then \(C_2\) can be proved. \(C_2\) is the “obvious” statement that \(f_2\), which maps both \(x^{(1)}\) and \(x^{(2)}\) to \(x^{(1)}\), has a collision. Line \(\ell(C_2)\) is of the form

\[
\ell(C_2) \vdash A_2 \rightarrow C_2;
\]

for some other special line \(\ell(C_2)\) used in a single self-contained proof of (25). \(\ell(C_2)\) states that \(C_2\) can be deduced without any further assumptions about \(f_2\). By construction, \(f_2\) maps both \(x^{(1)}\) and \(x^{(2)}\) to \(x^{(1)}\), so we know where to look for a collision! In the full version we give details on how to formally prove that \(f_2\) has this “obvious” collision.

For \(i \in [2^n]\), \(i \geq 3\), we include lines \(\ell(C_i)\), (again, these line numbers and the lines themselves are efficiently computable from \(i\)), where \(\ell(C_i)\) contains the expression

\[
\ell(C_i), \ell''(C_i) \vdash (A_i \land F_i \land C_{i-1}) \rightarrow C_i;
\]

\(\ell(C_i)\) states that if \(C_{i-1}\) can be established, then given \(F_i\) and \(A_i\) we can deduce \(C_i\) (a collision for function \(f_i\)) where \(\ell(C_i)\) and \(\ell''(C_i)\) are some further lines used in the proof.
of (26). In the full version we give some more detail on how to construct a formal proof of (26) using Q-EFF.

Putting it all together, we noted earlier that we have a sequence of lines containing \( \neg S_C \rightarrow A_i, \) for \( i \in [2^n], \ i \geq 2. \) We also know that \( C_2 \) follows from \( A_2 \) (25). We may use these, along with the lines \( \ell(F_i) \) that give us \( F_i, \) and the lines \( \ell(C_i) \) (i.e. of the form (26)) to deduce (by repeated applications of modus ponens and conjunction introduction) \( \neg S_C \rightarrow C_{2^n}; \) using \( \ell_F \) we get (20) as desired. This completes the construction of a formal proof according to the strategy outlined at the end of Section 3.

\[ \boxed{\text{5 PPA and PLS}} \]

The analogues of Theorem 4 for the classes PPA and PLS are stated below. We omit here the proofs, which are quite substantial but similar in spirit with that of Theorem 4, once appropriate adjustments have been made for the combinatorial idiosyncrasies of these two classes. By the known inclusions, this covers all known syntactic subclasses of TFNP. The interested reader can see the details in the full version.

The analogue for PPA reduces from the problem LONY as defined and shown PPA-complete in Beame et al. [1]; for PLS we make use of the problem Iter shown PLS-complete by Morioka [22] (Section 3.2).

\[ \boxed{\text{Theorem 6. Any problem that belongs to the complexity class PPA is reducible to Wrong Proof.}} \]

\[ \boxed{\text{Theorem 7. Any problem that belongs to the complexity class PLS is reducible to Wrong Proof.}} \]

\[ \boxed{\text{6 Finitary Existential Sentences and TFNP}} \]

To end on a different note, let us look back at the five classes: All five correspond to elementary combinatorial existence arguments (such as “every dag has a sink”, recall the five bullets in the Introduction). Importantly, all five combinatorial existence arguments yielding complexity classes are finitary: They are true of finite structures and not true of all infinite structures. Is this a coincidence? Can there be an interesting complexity subclass of TFNP defined in terms of an existence argument that is not finitary, but is true of all structures, finite and infinite?

Seen as sentences in logic, these combinatorial arguments are statements of the form “for all finite structures (such as topologically sorted dags) there exists an element (a node) that satisfies a property (has no outgoing edges).” The corresponding logical expression is a sentence \( \exists x \Phi(x) \) in predicate logic, involving a set of existentially quantified variables \( x \) and an expression \( \Phi \) with any number of other variables, as well as function symbols capturing structures such as undirected and directed graphs, pigeonhole functions, or total orders and potential functions. The “for all finite structures” quantification is implicit in the requirement that the sentence \( \exists x \Phi(x) \) be valid on finite structures.

And conversely, it is easy to see any such sentence yields a problem \textsc{Find Witness}_{\Phi} in TFNP (and consequently a complexity class, through reductions). \textsc{Find Witness}_{\Phi} is defined as follows: “Given a finite structure for \( \Phi, \) where the finite universe can be assumed to be an initial segment of the nonnegative integers and the structures are presented implicitly through circuits computing the functions of \( \Phi \) on elements of the universe encoded in binary, find a tuple \( \hat{x} \) of integers that satisfy \( \Phi. \)”
"naive" choice of \( f_{i-1}(x) \) for \( x \) such that \( f_{i}(x) = i - 1 \), is to set \( f_{i-1}(x) \) to be some fixed value in \([i-2]\) (here, \(i-2\)). We construct \( f_{i-1} \) as shown in examples below.

\[ f_{i}([i]) = [i - 1] \quad f_{i-1}([i - 1]) = [i - 2] \]

**Figure 1** Construction of \( f_{i-1} \) from \( f_{i} \) (re proof of Theorem 4), such that from \( f_{i}(x) < i \) for all \( x \leq i \), we have \( f_{i-1}(x) < i - 1 \) for all \( x \leq i - 1 \). Dotted lines represent evaluations of \( f_{i-1} \) on \( i \), and we are just interested in \( f_{i-1} \) on the domain \([i - 1]\). Dashed lines are ones that have been "redirected" in construction of \( f_{i-1} \).

The naive approach of setting \( f_{i} \) to some value less than \( i \), may create collisions for \( f_{i-1} \) for which we can’t reconstruct a collision for \( f_{i} \) based on a collision we found for \( f_{i-1} \).
Towards a Unified Complexity Theory of Total Functions

We can now formulate the question in the section’s opening paragraph in logic terms: All five sentences $\Phi$ corresponding to the five known complexity subclasses of TFNP are of course true in any finite model, but all of them happen to be false for some infinite models (for example, “every dag has a sink” fails for the totally ordered integers). Is this necessary? Can there be an interesting subclass of TFNP based on a valid sentence $\exists \vec{x} \Phi(\vec{x})$, that is, one that is true of all models, finite or infinite?

Employing an ancient theorem in Logic due to Jacques Herbrand [13] (1930) one can show that the answer is negative:

\begin{itemize}
  \item \textbf{Theorem 8.} For any valid sentence in predicate logic of the form $\exists \vec{x} \Phi(\vec{x})$, the corresponding problem \textsc{Find Witness}$\Phi$ can be solved in polynomial time.
\end{itemize}

\textbf{Sketch.} Herbrand’s theorem [13] states that any valid sentence

$$\exists x_1 \cdots \exists x_k \Phi(x_1, \ldots, x_k)$$

is equivalent to a finite disjunction of the form

$$\bigvee_{i=1}^K \Phi(t_{i1}, \ldots, t_{ik}),$$

where the $t_{ij}$’s are terms involving the function symbols and constants of $\Phi$, for some fixed $K$ depending on $\Phi$. Solving \textsc{Find Witness}$\Phi$ entails evaluating each of these $K$ logical formulae of fixed size to identify the combination of terms, and thus ultimately elements of the universe computed in linear time (with respect to the length of the input) through the circuits of the input, that indeed satisfy $\Phi$. ❧

7 Discussion

We have defined PTFNP, a subclass of the total function problems with NP verification of witnesses, which we see as a “syntactic” (in the sense of having complete problems) approximation of TFNP. We showed that PTFNP contains the five known classes PPP, PPA, PPAD, PPADS, and PLS.

Our understanding is that the present results are implicit in recent work in Bounded Arithmetic, but our system Q-EFF is of interest since it seems to allow more direct reductions. We also highlight the general topic of using more powerful logic to define more expressive versions of the Wrong Proof problem, and whether new TFNP problems can be defined as a result. With regard to the “rogue problems” such as Factoring and RAMSEY, these have also been addressed in the Bounded Arithmetic literature, and similar results are obtainable for RAMSEY [24, 15] and Factoring [20]. As noted in the Introduction, we are also working towards our approach to placing these problems in PTFNP [11]. The topic of more powerful systems raises a general question of whether we reach a limit where no further TFNP problems can be expressed. This relates to the open problem in propositional proof complexity of whether there’s a most powerful proof system, for which the answer is believed to be negative.

A related question is whether the reductions of the present paper should be modifiable to work with a \textit{weaker} proof system than Q-EFF, and the work of Beckmann and Buss [2] indicates that this should be possible in principle, in particular that one should be able to use a system with extended Frege lines defining propositional variables rather than functions. With regard to the extended Frege function lines we use, it is tempting to try to define such
a function via its bit graph: instead of defining \( f \), could we just introduce boolean variables \( f(x) \) for each \( x \in [2^n] \), and have separate (standard extended Frege) lines for each of them? This approach does not seem applicable, at least in a direct and straightforward way.
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Abstract

We study the problem of estimating the number of edges in a graph with access to only an independent set oracle. Independent set queries draw motivation from group testing and have applications to the complexity of decision versus counting problems. We give two algorithms to estimate the number of edges in an $n$-vertex graph: one that uses only $\text{polylog}(n)$ bipartite independent set queries, and another one that uses $n^{2/3} \cdot \text{polylog}(n)$ independent set queries.
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1 Introduction

We study the problem of estimating the number of edges in a simple, unweighted, undirected graph $G = ([n], E)$, where $[n] := \{1, 2, \ldots, n\}$ and $m = |E|$, using only an oracle that answers independent set queries. For a parameter $\varepsilon > 0$, we wish to output an estimate $\tilde{m}$ satisfying $(1 - \varepsilon)m \leq \tilde{m} \leq (1 + \varepsilon)m$ with high probability. We consider randomized algorithms with access to one of the two following independent set oracles:
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Bipartite independent set (BIS) oracle: Given disjoint subsets $A, B \subseteq [n]$, a BIS query answers whether $A, B$ satisfy $e(A, B) = 0$, where $e(A, B)$ denotes the number of edges with one endpoint in $A$ and the other in $B$.

Independent set (IS) oracle: Given a subset $A \subseteq [n]$, an IS query answers whether $A$ satisfies $e(A) = 0$, where $e(A)$ denotes the number of edges with both endpoints in $A$.

Previous work on graph parameter estimation has primarily focused on local queries, such as degree queries (which output the degree of a vertex $v$), edge existence queries (which answer whether a pair $(u, v)$ forms an edge), or neighbor queries (which provide the $i$th neighbor of a vertex $v$). However, such queries cannot achieve sub-polynomial query costs on certain lower bound graphs identified by Feige [13] and Goldreich and Ron [15], essentially due to the fact that these queries can only obtain local information about the graph. This motivates an investigation of other types of queries that may enable very efficient parameter estimation. The independent set queries described above naturally generalize an edge existence query, and their non-locality opens the door for sub-polynomial query algorithms for various graph parameter estimation tasks.

### 1.1 Motivation and Related Work

The most relevant previous work comes from the area of sub-linear time algorithms for graph parameter estimation. BIS and IS queries also have interesting connections to the classical area of group testing, to emptiness versus counting questions in computational geometry, and to the complexity of decision versus counting problems.

#### Graph Parameter Estimation

Many researchers have studied the problem of estimating various parameters of graphs using many types of queries. Feige [13] estimated the number of edges in a graph using degree queries, where a degree query returns the degree $\deg(v)$ of a specified vertex $v$ in $G([n], E)$. In a follow-up work, Goldreich and Ron [15] estimated the number of edges in a graph using both degree and neighbor queries, where a neighbor query returns the $j$th neighbor of a vertex $v$ for $j, v \in [n]$. Related work has also appeared on estimating the number of stars [16], the minimum vertex cover [18], the number of triangles [10, 20], and the number of $k$-cliques [9]. A special case of BIS query termed a group query (where one of the bipartition sets is a singleton) was considered for testing $k$-colorability of graphs [3] and edge estimation [24].

The results of Feige [13] and Goldreich and Ron [15] on estimating the number of edges in a graph are quite relevant to our work. Feige [13] showed how to use $O(\sqrt{n}/\varepsilon)$ degree queries to output an estimate $\tilde{m}$ that satisfies $(2 - \varepsilon)m \leq \tilde{m} \leq (2 + \varepsilon)m$. Moreover, he showed that any algorithm achieving better than a 2-approximation must use a nearly linear number of queries in the worst case. Goldreich and Ron [15] showed that by using both degree and neighbor queries, the approximation could be improved to $(1 - \varepsilon)m \leq \tilde{m} \leq (1 + \varepsilon)m$ by using $\sqrt{n} \cdot \poly(\log n, 1/\varepsilon)$ queries. Finally, we mention that Feige [13] and Goldreich and Ron [15] have identified certain hard instances showing that these upper bounds cannot be improved, up to polylog(n) factors.

#### Group Testing

A classic estimation problem involves efficiently approximating the number of defective items or infected individuals in a certain collection or population [5, 7, 23]. To query a population, a small group is formed, and all the individuals in the group are tested in one shot. For example, in genome-wide association studies, combined pools of DNA may be tested as a group for certain variants [17]. In group testing, the result of a test often
indicates only whether there is at least one infected or defective unit, or if there is none. Such a dichotomous outcome resembles the independent set queries that we study. Group testing in the graph setting suggests the interpretation that we wish to test pairwise interactions between items or individuals, instead of singular events.

**Computational Geometry.** Certain geometric applications exhibit the phenomena that emptiness queries have more efficient algorithms than counting queries. For example, in three dimensions, for a set \( P \) of \( n \) points, half-space counting queries (i.e., what is the size of the set \( |P \cap h| \), for a query half-space \( h \)), can be answered in \( O(n^{2/3}) \) time, after near-linear time preprocessing. On the other hand, emptiness queries (i.e., is the set \( P \cap h \) empty?) can be answered in \( O(|U| \log n) \) time. Aronov and Har-Peled [1] used this to show how to answer approximate counting queries (i.e., estimating \( |P \cap h| \)), with polylogarithmic emptiness queries.

As another geometric example, consider the task of counting edges in disk intersection graphs using GPUs [14]. For these graphs, IS queries decide if a subset of the disks have any intersection (this can be done using sweeping in \( O(n \log n) \) time [4]). Using a GPU, one could quickly draw the disks and check if the sets share a common pixel. In cases like this – when IS and BIS oracles have fast implementations – algorithms exploiting independent set queries may be useful.

**Decision versus Counting Complexity.** A generalization of IS and BIS queries has previously appeared in a line of work investigating the relationship between decision and counting problems [21, 22, 6]. Stockmeyer [21, 22] showed how to estimate the number of satisfying assignments for a given circuit with queries to an NP oracle. Ron and Tsur [19] observed that Stockmeyer implicitly provided an algorithm for estimating set cardinality using subset queries, where a subset query specifies a subset \( X \subseteq U \) and answers whether \( |X \cap S| = 0 \) or not. Subset queries generalize IS and BIS queries because \( S \) corresponds to the set of edges in the graph with \( |S| \) and \( X \) is an arbitrary subset of pairs of vertices.

In what follows, we consider subset queries in the context of edge estimation and fix \( |S| = m \) and \( |U| = \binom{n}{2} \). Stockmeyer provided an algorithm using \( O(\log \log m \cdot \text{poly}(1/\varepsilon)) \) subset queries to estimate \( m \) within a factor of \( (1 + \varepsilon) \) with a constant success probability. Note that for a high probability bound, which is what we focus on in this paper, the algorithm would naively require \( O(\log n \cdot \log \log m \cdot \text{poly}(1/\varepsilon)) \) queries to achieve success probability at least \( 1 - 1/n \). Falahatgar, Jafarpour, Orlitsky, Pichapati, and Suresh [12] gave an improved algorithm that estimates \( m \) up to a factor of \( (1 + \varepsilon) \) with probability \( 1 - \delta \) using \( 2 \log \log m + \) \( O((1/\varepsilon^2) \log(1/\delta)) \) subset queries. Nearly matching lower bounds are also known for subset queries [21, 22, 19, 12]. Ron and Tsur [19] also study a restriction of subset queries, called interval queries, where the universe \( U \) is ordered and the subsets are intervals of elements. We view the independent set queries as another natural restriction of subset queries.

Analogous to Stockmeyer’s results, a recent work of Dell and Lapinskas [6] provides a framework that relates edge estimation using BIS and edge existence queries to a question in fine-grained complexity. They study the relationship between decision and counting versions of problems such as 3SUM and Orthogonal Vectors. We first describe their edge estimation result and then explain their connection to fine-grained complexity. They prove the following for bipartite graphs.

**Theorem 1** ([6]). For every \( 0 \leq \varepsilon \leq 1 \), there exists an algorithm using \( \frac{O(\log^6 n)}{\varepsilon^2} \) BIS queries and \( \frac{n \cdot \text{polylog}(n)}{\varepsilon^2} \) edge existence queries, and outputs \( \hat{m} \) satisfying \( (1 - \varepsilon)m \leq \hat{m} \leq (1 + \varepsilon)m \) with probability at least \( 1 - 1/n^2 \).
Dell and Lapinskas [6] used their edge estimation algorithm to obtain approximate counting algorithms for problems in fine-grained complexity. For instance, given an algorithm for 3SUM with runtime \( T \), they obtain an algorithm that estimates the number of YES instances of 3SUM with runtime \( \mathcal{O}(\log^2 n) + n \cdot \text{polylog}(n) \). The relationship is quite simple and natural. The decision version of 3SUM corresponds to checking if there is at least one edge in a certain bipartite graph. The counting version then corresponds to counting the edges in this graph. We note that in their application, the large number \( O(n \cdot \text{polylog}(n)) \) of edge existence queries does not affect the dominating term in the overall time in their reduction; the larger term in the time is a product of the time to decide 3SUM and the number of BIS queries.

### 1.2 Our Results

We present two new algorithms. In what follows, let \( G = ([n], E) \) be a simple, unweighted graph with \( |E| = m \) edges. Our first algorithm, using BIS queries, gives the following.

**Theorem 2.** Given \( n \geq 16 \) and \( \frac{36 \log n}{\sqrt{m}} \leq \varepsilon \leq \frac{1}{2} \), there exists an algorithm that makes \( \frac{\text{polylog}(n)}{\varepsilon^2} \) BIS queries and outputs \( \hat{m} \) satisfying \((1 - \varepsilon)m \leq \hat{m} \leq (1 + \varepsilon)m \) with probability at least \( 1 - \frac{\text{polylog}(n)}{n^2} \).

We remark that since \( \text{polylog}(n) \) BIS queries can simulate a degree query (see the full version [2] for a proof) one obtains a \((2 \pm \varepsilon)\)-factor approximation of \( m \) by using Feige’s algorithm [13], which uses degree queries. This algorithm uses \( O(\sqrt{n} \cdot \text{polylog}(n)/\text{poly}(\varepsilon)) \) BIS queries. Theorem 2, however, provides better guarantees in terms of the approximation and the number of BIS queries.

Compared to the result of Dell and Lapinskas [6] (Theorem 1), our algorithm uses a significantly fewer number of queries, since we do not have to make \( n \cdot \text{polylog}(n) \) edge existence queries. In terms of their specific applications, it does not seem that our improvement implies anything significant for fine-grained complexity. It would be interesting to find problems where a more efficient BIS estimation algorithm would lead to better decision versus counting complexity results.

Our second algorithm, using only IS queries, gives the following.

**Theorem 3.** Given \( n \geq 8 \) and \( \frac{324 \log^4 n}{\sqrt{m}} \leq \varepsilon \leq \frac{1}{2} \), there exists an algorithm that makes \( \min \left\{ \frac{n^2}{\varepsilon^3}, \frac{\sqrt{m}}{\varepsilon^2} \right\} \cdot \text{polylog}(n) \) IS queries and outputs \( \hat{m} \) satisfying \((1 - \varepsilon)m \leq \hat{m} \leq (1 + \varepsilon)m \) with probability at least \( 1 - \frac{1}{n^2} \).

The first term \( \frac{n^2}{\varepsilon^3} \cdot \text{polylog}(n) \) comes from a folklore algorithm that estimates the number of edges using edge existence queries (see for a proof). The second term \( \frac{\sqrt{m}}{\varepsilon^2} \cdot \text{polylog}(n) \) is the number of queries used by our new algorithm.

Since \( \min \left\{ \frac{n^2}{\varepsilon^3}, \frac{\sqrt{m}}{\varepsilon^2} \right\} \leq \frac{n^{2/3}}{\varepsilon}, \) we also get the following corollary.

**Corollary 4.** Given \( n \geq 8 \) and \( \frac{324 \log^4 n}{\sqrt{m}} \leq \varepsilon \leq \frac{1}{2} \), there is an algorithm that makes \( \frac{n^{2/3}}{\varepsilon} \cdot \text{polylog}(n) \) IS queries and outputs \( \hat{m} \) satisfying \((1 - \varepsilon)m \leq \hat{m} \leq (1 + \varepsilon)m \) such that with probability at least \( 1 - \frac{1}{n^2} \).

Comparing the above theorems, we observe that, perhaps surprisingly, BIS queries are much more effective for estimating the number of edges than IS queries.
Table 1 Comparison of the best known algorithms using a variety of queries for estimating the number of edges $m$ in a graph with $n$ vertices. The bounds stated are for high probability results, with error probability at most $1/n$. Constant factors are suppressed for readability.

<table>
<thead>
<tr>
<th>Query Types</th>
<th>Approximation</th>
<th># Queries (up to const. factors)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edge Existence</td>
<td>$1 + \varepsilon$</td>
<td>$\frac{n^2}{m} \cdot \text{poly}(\log n, 1/\varepsilon)$</td>
<td>Folklore (see [2])</td>
</tr>
<tr>
<td>Degree</td>
<td>$2 + \varepsilon$</td>
<td>$\sqrt{n} \cdot \frac{\varepsilon}{\log n}$</td>
<td>[13]</td>
</tr>
<tr>
<td>Degree + Neighbor</td>
<td>$1 + \varepsilon$</td>
<td>$\sqrt{n} \cdot \text{poly}(\log n, 1/\varepsilon)$</td>
<td>[15]</td>
</tr>
<tr>
<td>Subset</td>
<td>$1 + \varepsilon$</td>
<td>$\log n \cdot \text{poly}(1/\varepsilon)$</td>
<td>[22, 12]</td>
</tr>
<tr>
<td>BIS + Edge Existence</td>
<td>$1 + \varepsilon$</td>
<td>$n \cdot \text{poly}(\log n, 1/\varepsilon)$</td>
<td>[6]</td>
</tr>
<tr>
<td>BIS</td>
<td>$1 + \varepsilon$</td>
<td>$\text{poly}(\log n, 1/\varepsilon)$</td>
<td>This Work</td>
</tr>
<tr>
<td>IS</td>
<td>$1 + \varepsilon$</td>
<td>$\min \left{ \sqrt{\frac{n}{m}}, \frac{n^2}{m} \right} \cdot \text{poly}(\log n, 1/\varepsilon)$</td>
<td>This Work</td>
</tr>
</tbody>
</table>

1.2.1 Comparison with Other Queries.

Table 1 quantitatively summarizes the results for estimating the number of edges in a graph in the context of various query types. Given some of the results in Table 1 on edge estimation using other types of queries, a natural question is how well BIS and IS queries can simulate such queries. In the full version [2] of the paper, we show that $\text{polylog}(n)$ BIS queries are sufficient to simulate degree queries. On the other hand, we do not know how to simulate a neighbor query (to find a specific neighbor) with few BIS queries, but a random neighbor of a vertex can be found with $O(\log n)$ BIS queries (see [3]). For IS queries, it turns out that estimating the degree of a vertex $v$ up to a constant factor requires at least $\Omega \left( \frac{n}{\text{deg}(v)} \right)$ IS queries (we expand on this in the full version of the paper).

Notation. Throughout this text, $\log$ and $\ln$ will denote the logarithm taken in base two and $e$, respectively. For a positive integer $k$, the set $\{1, \ldots, k\}$ will be denoted by $[k]$. The notation $x = \text{polylog}(n)$ means $x = O(\log^c n)$ for some constant $c > 0$. When we say $A_1, \ldots, A_k$ is a partition of the set $A$ into $k$ parts we allow $A_i$ to be empty. In particular, a uniformly random partition of $A$ into $k$ parts is chosen by coloring each element of $A$ with a random number in $[k]$ and identifying $A_i$ with elements colored $i$.

2 Overview of the Algorithms

We describe our algorithms using BIS and IS queries separately.

2.1 BIS Algorithm

Our discussion of the BIS algorithm will parallel Figure 1, which depicts the main components of one level of our recursive algorithm.

Our algorithms rely on the ability to exactly count the edges between two subsets of vertices, in time nearly linear in the number of such edges. In particular, we provide a simple,
Figure 1 A depiction of one level of the BIS algorithm. In the first step, we color the vertices and sparsify the graph by only looking at the edges between vertices of the same color. In the second step, we coarsely estimate the number of edges in each colored subgraph. Next, we group these subgraphs based on their coarse estimates, and we subsample from the groups with a relatively large number of edges. In the final step, we exactly count the edges in the sparse subgraphs, and we recurse on the dense subgraphs.

deterministic divide and conquer algorithm to determine \( e(A, B) \) using \( O(e(A, B) \log n) \) BIS queries. More concretely, we will prove the following in the next section.

\[ \text{Lemma 5.} \quad \text{For disjoint } A, B \subseteq [n], \text{ there is a deterministic algorithm that exactly computes } e(A, B) \text{ using at least } \frac{e(A,B)+1}{2} \text{ and at most } 5 \cdot e(A,B)[\log n] + 1 \text{ BIS queries.} \]

Given this algorithm, it is natural to wonder if the graph could be sparsified in such a way that the number of remaining edges is a good estimate for the original number of edges (after scaling). Consider sparsifying the graph by coloring the vertices of graph and only looking at the edges going between certain pairs of color classes (in our algorithm, these pairs will be a matching of the color classes). We prove that it suffices to only count the edges between the color classes, and we can ignore the edges with both endpoints inside a single color class.
Lemma 6 (Basic Sparsification). Let $G$ be an $n$-vertex graph with $m$ edges. For $k$ such that $1 \leq k \leq \lfloor n/2 \rfloor$, let $A_1, \ldots, A_k, B_1, \ldots, B_k$ be a uniformly random partition of $[n]$. Then,

$$\Pr \left[ 2k \sum_{i=1}^{k} e(A_i, B_i) - m \geq 18k \cdot \sqrt{m \log n} \right] \leq \frac{1}{n^2}.$$ 

An important consequence of this lemma is that we can assume without loss of generality that the graph is bipartite. Indeed, invoking the lemma with $k = 2$, estimating the edges between the two color classes is equivalent to estimating the total number of edges, up to a factor of two. In what follows, we consider colorings that respect the bipartition.

After coloring the graph, we have reduced the problem to estimating the total number of edges in a collection of bipartite subgraphs. However, certain subgraphs may still have a large number of edges, and it would be too expensive to directly use the exact counting algorithm. To remedy this, we develop an algorithm that coarsely estimates the number of edges in a subgraph, up a $O\left(\log^2 n\right)$ factor, using only $O\left(\log^3 n\right)$ BIS queries.

Using the coarse estimates we can form $O\left(\log n\right)$ groups of bipartite subgraphs, where each group contains subgraphs with a comparable number of edges. For the groups with only a polylogarithmic number of edges, we can exactly count edges using polylog($n$) BIS queries. For the remaining groups, we subsample a polylogarithmic number of subgraphs from each group. Since the groups contained subgraphs with a similar number of edges, the number of edges in the subsampled subgraphs will be proportional to the total number of edges in the group, up to a scaling factor depending on the group, with high probability. This corresponds to the technique of importance sampling that is used for variance reduction when estimating a sum of random variables that have comparable magnitudes.

After exactly counting the edges in the sparse subgraphs, we are left with the task of estimating the number of edges in the subsampled subgraphs. By the sparsification guarantee, the number of edges in these subgraphs has gone down by a factor of $k$ (which will be a constant) with high probability. We now recurse on the collection of subsampled subgraphs. Since the number of edges has gone down by a constant fraction, we only need to repeat this process a logarithmic number of times. Overall, at every level of the recursion, we work with a polylogarithmic number of subgraphs, and hence, we only make a polylogarithmic number of BIS queries in total.

Note that we have to scale the estimates after the sparsification step and the subsampling step. We handle this in our algorithm by associating each subgraph with a weight, and outputting the weighted sum of the estimates of the subgraphs. The scaling factors after sparsification and subsampling are reflected by updating the weights appropriately. These weights are also used when grouping subgraphs based on the coarse estimates. Overall, the final estimate corresponds to the weighted sum of the estimates of the subgraphs. Figure 1 depicts the main components of one level of our algorithm.

We now describe the algorithms for exact counting and coarse estimation in more detail.

2.1.1 Exact Counting

Let $A, B$ be disjoint subsets of vertices. We explain how to use BIS queries to compute $e(A, B)$, the number of edges between $A$ and $B$. We use a divide and conquer approach. Let $A_1, A_2$ and $B_1, B_2$ be equipartitions of $A$ and $B$, respectively. Observe that $e(A, B) = e(A_1, B_1) + e(A_1, B_2) + e(A_2, B_1) + e(A_2, B_2)$. For any pair $(A_i, B_j)$ with no edges, we determine $e(A_i, B_j) = 0$ with one BIS query. Otherwise, we recursively determine $e(A_i, B_j)$.

We build a quadtree starting with $(A, B)$ as the root. If $|A| = |B| = 1$, then we query this pair directly and label it with the value of $e(A, B)$, which is 0 or 1 in this case. Otherwise,
we still query the pair \((A, B)\), and if \(e(A, B) = 0\), label the node as 0 and terminate. In the 
remaining case, we know that \(e(A, B) \neq 0\), and the algorithm will recurse on the four children 
of \((A, B)\), which will correspond to the pairs \((A_1, B_1), (A_1, B_2), (A_2, B_1)\), and \((A_2, B_2)\).

To determine \(e(A, B)\), the algorithm simply needs to sum the labels of all the leaves in 
this tree. The number of queries is equal to total number of nodes in the tree. One can 
prove that the number of nodes is at most \(O(e(A, B) \cdot \log n) + 1\). The intuition is that the 
number of leaves labeled with a 1 is exactly \(e(A, B)\), and the number labeled with a zero is 
at most \(O(e(A, B) \cdot \log n) + 1\).

2.1.2 Coarse Estimator

We explain how to estimate \(e(A, B)\) up to a factor of \(O(\log^2 n)\) using \(O(\log^3 n)\) BIS queries. 
As a warm-up, assume all vertices in \(A\) have degree in the range \([2^i, 2^{i+1}]\) for some \(i > 0\). 
Sample a subset \(A' \subseteq A\) by including every vertex in \(A\) independently with probability \(2^i/\tilde{c}\) 
for an estimate \(\tilde{c}\) we will determine later. Then, sample \(B' \subseteq B\) by including every vertex 
in \(B\) independently with probability \(1/2^i\). When \(\tilde{c} \approx e(A, B)\), there will be an edge between 
\(A'\) and \(B'\) with good probability, and when \(\tilde{c} \gg e(A, B) \cdot \log(n)\), then there will be no such 
edge with good probability. Therefore, we can perform a geometric search for \(\tilde{c} \approx e(A, B)\) 
to determine \(e(A, B)\).

Now, we are left with the task of finding a value \(i^*\) such that a good fraction of all 
the edges in the graph are incident on the vertices in \(A\) that have degree roughly \(2^{i^*}\). By 
grouping vertices of degree \([2^i, 2^{i+1}]\) together, the pigeonhole principle guarantees that there 
is an \(i^* \in \{0, \ldots, \log n\}\) such that the edges touching the vertices of degree roughly \(2^{i^*}\) is 
\(1/\log n\) fraction of all the edges. To find the value of \(i^*\), we perform a geometric search over 
the possible values \(i = 1, 2, 4, 8, \ldots, 2 \log n\).

The two sources of error thus come from the estimate of \(i^*\) and the acceptance probability 
biased on the estimate for \(\tilde{c}\). Since each contributes a factor of \(O(\log n)\) to the error, the 
coarse estimate for \(e(A, B)\) will have the following guarantee.

\(\textbf{Lemma 7.}\) Let \(n \geq 16\). For disjoint \(A, B \subseteq [n]\), the algorithm \textbf{CoarseEstimator}(\(A, B\)) 
that makes \(c_{ce} \log^3 n\) BIS queries (for a constant \(c_{ce}\)) and outputs \(\tilde{c} \leq n^2\) such that with 
probability at least \(1 - \frac{4 \log n}{n^{1/2}}\), it holds that \(\frac{c_{e}(A, B)}{\tilde{c}} \leq \tilde{c} \leq e(A, B) \cdot 8 \log n\).

2.2 IS Algorithm

As with the BIS algorithm, the main building block for the IS algorithm is an efficient way 
to exactly count edges using IS queries. The strategy for the BIS exact counting algorithm 
fails because the total number of nodes in the tree can be much large than \(e(A \cup B)\), up to 
\(O(n^2)\) in the worse case. However, if we pick the sets \(A_1, A_2\) at random, then the overall 
number of queries will be small with high probability. Thus, this randomized modification of 
the BIS exact counting algorithm computes \(e(A, B)\) using \(O(e(A \cup B) \log^2 n)\) IS queries 
with high probability. In particular, we prove the following result.

\(\textbf{Lemma 8.}\) For every disjoint \(A, B \subseteq [n]\), there is a randomized algorithm that exactly 
computes \(e(A, B)\) using at least \(\frac{c_{e}(A, B) + 1}{2}\) and at most \(c \cdot e(A \cup B) \cdot |\log^2 n| + 1\) IS queries for 
a constant \(c\), with probability at least \(1 - \frac{1}{n^c}\).

With this lemma in hand, we will again sparsify the graph to reduce the overall number of 
IS queries. In contrast to the BIS queries, we do not know how to design a coarse estimator 
using only IS queries. This prohibits us from designing an analogous recursive algorithm. 
Instead, we estimate the number of edges in one shot, by coloring the graph with a large
number of colors and estimating the number of edges going between a matching of the color classes. We now discuss the reasons behind using a matching of the color classes.

An initial sparsification attempt might be to count only the edges going between a single pair of colors. If the total number of colors is $2k$, then we expect to see $m/(\binom{2k}{2})$ edges between this pair. Therefore, we could set $k$ to be large and invoke Lemma 8. Scaling by a factor of $\left(\frac{2k}{2}\right)$, we would hope to get an unbiased estimator for $m$.

Unfortunately, a star graph demonstrates that this approach fails, due to large variance. If we randomly color the vertices of the star graph with $2k$ colors, then out of the $\binom{2k}{2}$ pairs of color classes, only $2k-1$ pairs have any edge going across. So, if we only chose one pair of color classes, then with high probability one of the following two cases occurs: either (i) there is no edge crossing the color pair, or (ii) the number of edges crossing the pair is $\approx m/2k$. In both cases, the estimate after scaling by a factor of $\left(\frac{2k}{2}\right)$ is far from the truth.

At the other extreme, the vast majority of edges will be present if we look at the edges crossing all pairs of color classes. Indeed, the only edges we miss have both endpoints in a color class. Lemma 6 implies that the estimator $2k\sum_{i=1}^{k} e(A_i, B_i)$ is in the range $m \pm O(\sqrt{m}\log n)$ with high probability. Hence, when $k$ to is less than $\varepsilon\sqrt{m}/\text{polylog}(n)$, we approximate $m$ up to a factor of $(1 \pm O(\varepsilon))$. We use a geometric search to find such a $k$ efficiently.

To bound on the number of IS queries, we claim that we can compute $\sum_{i=1}^{k} e(A_i, B_i)$ using Lemma 8, with a total of $\left(k + \frac{\varepsilon}{2}\right) \cdot \text{polylog}(n)$ IS queries. The first term arises since we use one query for each of the $k$ color pairs (even if there are no edges between them). For the second term, we pay for both (i) the edges between the color classes and (ii) the total number of edges with both endpoints within a color class (since the number of IS queries in Lemma 8 scales with $e(A \cup B)$). By the sparsification lemma, we know that (i) is bounded by $O(\frac{\varepsilon}{2})$ with high probability and we can prove an analogous statement for (ii). Hence, plugging in a $k \approx \frac{\varepsilon\sqrt{m}}{\text{polylog}(n)}$, the total number of IS queries is bounded by $\sqrt{m} \cdot \text{polylog}(n)/\varepsilon$.

### 2.3 Outline

The rest of the paper is organized as follows. In Section 3, we formally present the algorithm to exactly count edges between two subsets of vertices using BIS queries (Lemma 5). In Section 4, we prove our sparsification result (Lemma 10). In Section 5.1, we present the algorithm that uses BIS queries to coarsely estimate the number of edges between two subsets of vertices (Lemma 7). We combine these building blocks to construct our edge estimation algorithm using BIS queries in Section 5.2. In Section 6, we present our algorithm using IS queries. We conclude in Section 7 and mention open questions.

### 3 Exact Edge Counting using BIS and IS Queries

In this section, we prove Lemma 5. We give a deterministic algorithm that builds a tree by repeatedly partitioning $A$ and $B$ using BIS queries. The leaves of this tree identify the edges we want to count and the number of BIS queries made to construct this tree is $O(e(A, B) \log n)$. We prove Lemma 8 in the full version [2] of the paper where we give a similar randomized algorithm that uses random partitioning and makes $O(e(A \cup B) \log^2 n)$ IS queries. To present the proof, we will need the following definition.
Definition 9. An equipartition of a set $A$ with $|A| \geq 2$ is a partition $A_1, A_2$ of $A$ satisfying $|A_1| = |A|/2$ and $|A_2| = |A|/2$. A random equipartition is an equipartition chosen uniformly at random from all equipartitions.

3.1 Proof of Lemma 5

We construct a rooted tree where every vertex is identified with a pair $(A', B')$, where $A' \subseteq A$ and $B' \subseteq B$, and the root of the tree is the input pair $(A, B)$. The leaves of the tree will correspond to $(A', B')$ with either $|A'| = |B'| = 1$ or $e(A', B') = 0$. These leaves will be labeled with 1 if $e(A', B') > 1$ and 0 otherwise. The tree has the property that every edge contributing to $e(A, B)$ appears as a leaf, and there will be exactly $e(A, B)$ leaves labeled 1. Thus, the leaves and their labels suffice to compute $e(A, B)$. Finally, this tree can be built and labeled using BIS queries.

We now proceed to describe the tree, which is constructed recursively by the following deterministic process. If $e(A, B) = 0$, then assign a 0 to the root and terminate. Otherwise, let $(A', B')$ be the current internal node. Then

- if $e(A', B') \geq 1$, $|A'| > 1$ and $|B'| > 1$, let $A'_1, A'_2$ (resp. $B'_1, B'_2$) be an equipartition of $A'$ (resp. $B'$). Add the nodes $(A'_1, B'_1), (A'_1, B'_2), (A'_2, B'_1)$ and $(A'_2, B'_2)$ as the children.
- if $e(A', B') \geq 1$, $|A'| = 1$ and $|B'| > 1$, let $B'_1, B'_2$ be any equipartition of $B'$. Add the nodes $(A', B'_1)$ and $(A', B'_2)$ as the children.
- if $e(A', B') \geq 1$, $|A'| > 1$ and $|B'| = 1$, let $A'_1, A'_2$ be any equipartition of $A'$. Add the nodes $(A'_1, B')$ and $(A'_2, B')$ as the children.

We claim that this process uses at most $5e(A, B)\lceil \log n \rceil + 1$ BIS queries. First, note that since we make one query for each node, we simply have to bound the number of nodes. We argue that each internal node of this tree lies on a path from the root to a leaf with value 1. Indeed, if $(A', B')$ is an internal node, then $e(A', B') \geq 1$, and hence some leaf in the sub-tree rooted at $(A', B')$ is labeled 1.

Notice that the depth of the tree is $\lceil \log n \rceil$ and the number of leaves with value 1 is $e(A, B)$. This implies that the total number of internal nodes is at most $e(A, B)(\lceil \log n \rceil - 1)$. The number of leaves that are assigned a 0 is at most $4e(A, B)\lceil \log n \rceil + 1$ (since each node has at most 4 children). Therefore, the total number of nodes in the tree is at most $e(A, B)\lceil \log n \rceil + 4e(A, B)\lceil \log n \rceil + 1$, in turn implying that the total number of BIS queries made is at most $5e(A, B)\lceil \log n \rceil + 1$.

The number of BIS queries made is always at least max$\{ e(A, B), 1 \} \geq \frac{e(A, B) + 1}{2}$, since every edge with one endpoint in $A$ and the other in $B$ is identified.

4 Sparsification by Coloring

We present and prove our sparsification lemma. For technical reasons, we need a slightly more general sparsification statement than the one (Lemma 6) described in Section 2.

Lemma 10. Let $G = ([n], E)$ be a graph with $m$ edges. For any $1 \leq k \leq \lfloor n/2 \rfloor$, let $A_1, \ldots, A_{2k}$ be a uniformly random partition of $[n]$. Then,

(a) $P \left[ \frac{m}{2k} - \sum_{i=1}^{k} e(A_{i}, A_{k+i}) \geq 9\sqrt{m} \log n \right] \leq \frac{1}{n^4}$

(b) $P \left[ \frac{m}{2k} - \sum_{i=1}^{2k} e(A_{i}) \geq 9\sqrt{m} \log n \right] \leq \frac{1}{n^4}$.
Furthermore, for disjoint sets $A, B \subseteq [n]$ and $2 \leq k \leq \max\{|A|, |B|\}$, let $A_1, \ldots, A_k$ and $B_1, \ldots, B_k$ be uniformly random partitions of $A$ and $B$, respectively. Then,

\[
(c) \quad \mathbb{P}\left( \left| \frac{e(A, B)}{k} - \sum_{i=1}^{k} e(A_i, B_i) \right| \geq 9\sqrt{e(A, B) \log n} \right) \leq \frac{1}{n^4}
\]

Proof.

(a) Consider the random process that colors vertex $t$ at step $t \in [n]$ with a uniformly random color $X_t \in [2k]$. The colors correspond to the partition of $[n]$ into classes $A_1, \ldots, A_{2k}$.

Define $f(X_1, \ldots, X_n) = \sum_{i=1}^{k} e(A_i, A_{i+1})$, and notice that $\mathbb{E}[f] = m/(2k)$ and that $0 \leq f(X_1, \ldots, X_n) \leq m$.

When the vertex $t$ is colored, let $N_{i,t}$ be the number of neighbors of $t$ colored with color $i$ among the first $t-1$ vertices. Now, define $d_t = \sum_{i \in [2k]} N_{i,t}$ to be the total number of colored neighbors of vertex $t$. Observe that $d_t$ is deterministic and that $\sum_{t=1}^{n} d_t = m$ holds, since $d_t$ is the number of edges between the vertex $t$ and the vertices in $[t-1]$.

Notice that $\mathbb{E}[N_{i,t}] = d_t/(2k)$. For $i \in [2k]$, let $\mathcal{E}_{i,t}$ be the event that

\[
|N_{i,t} - d_t/2k| \leq 2\sqrt{d_t \ln n}.
\]  

Note that when $d_t = 0$, the event $\mathcal{E}_{i,t}$ holds with probability 1 and when $\deg(t) \geq 1$, applying Lemma 17(a) (with $r = d_t$, $\mu = d_t^2/2k$ and $s = 2\sqrt{d_t \ln n}$) gives us that $\mathcal{E}_{i,t}$ holds with probability at least $1 - 2n^{-6}$. Since $2k \leq n$, a union bound implies that with probability at least $1 - 2n^{-7}$ the events $\mathcal{E}_{1,t}, \ldots, \mathcal{E}_{2k,t}$ hold simultaneously, that is, $\mathcal{E}_t = \bigcap_{i \in [2k]} \mathcal{E}_{i,t}$ holds. Defining $\mathcal{E} = \bigcap_{t \in [n]} \mathcal{E}_t$, by a union bound we have that $\mathcal{E}$ holds with probability at least $1 - 2n^{-6}$.

To prove our claim, we will use Lemma 19, a version of Azuma’s inequality that takes into account a rare bad event. We will set the bad event to be $\mathcal{F}$. We have just argued that $\mathbb{P}[\mathcal{F}] \leq 2n^{-6}$. Letting $c_t = 4\sqrt{d_t \ln n} + \frac{4}{n}$, we will show

\[
|\mathbb{E}[f \mid X_1, \ldots, X_{t-1}, X_t = i, \mathcal{E}] - \mathbb{E}[f \mid X_1, \ldots, X_{t-1}, X_t = j, \mathcal{E}]| \leq c_t
\]  

for any two colors $i, j \in [2k]$ chosen for the vertex $t$. For $t \in [n]$, let $M_t$ be the number of edges incident to the set of uncolored vertices $\{t + 1, \ldots, n\}$ that go between the colored pairs $(A_1, A_{1+k}), (A_2, A_{2+k}), \ldots, (A_k, A_{2k})$. For every $i, j \in [2k]$,

\[
\begin{align*}
\mathbb{E}[f \mid X_1, \ldots, X_{t-1}, X_t = i, \mathcal{E}] - \mathbb{E}[f \mid X_1, \ldots, X_{t-1}, X_t = j, \mathcal{E}] &= |N_{i,t} + \mathbb{E}[M_t \mid X_1, \ldots, X_{t-1}, X_t = i, \mathcal{E}] - N_{j,t} - \mathbb{E}[M_t \mid X_1, \ldots, X_{t-1}, X_t = j, \mathcal{E}]| \\
&\leq |N_{i,t} - N_{j,t}| + |\mathbb{E}[M_t \mid X_1, \ldots, X_{t-1}, X_t = i, \mathcal{E}] - \mathbb{E}[M_t \mid X_1, \ldots, X_{t-1}, X_t = j, \mathcal{E}]|,
\end{align*}
\]

where the inequality follows from the triangle inequality. Note that for any $i \in [n]$, we have $0 \leq \mathbb{E}[M_t \mid X_1, \ldots, X_{t-1}, X_t = i, \mathcal{E}] \leq m$. Also, since $M_t$ only involves vertices $\{t + 1, \ldots, n\}$, we have, for any $j \in [n]$,

\[
\mathbb{E}[M_t \mid X_1, \ldots, X_{t-1}, X_t = j] = \mathbb{E}[M_t \mid X_1, \ldots, X_{t-1}, X_t = j].
\]  

and combining (1) and (3), and conditioning on $\mathcal{E}$,

\[
\Delta_t \leq \max_{i,j \in [2k]} |N_{i,t} - N_{j,t}| + \frac{\mathbb{P}[\mathcal{F}]}{\mathbb{P}[\mathcal{E}]} |\mathbb{E}[M_t \mid X_1, \ldots, X_t = i, \mathcal{E}] - \mathbb{E}[M_t \mid X_1, \ldots, X_t = j, \mathcal{E}]| \\
\leq \max_{i,j \in [2k]} |N_{i,t} - N_{j,t}| + \frac{2m \cdot \mathbb{P}[\mathcal{F}]}{\mathbb{P}[\mathcal{E}]} < 4\sqrt{d_t \ln n} + \frac{4}{n} = c_t.
\]
To apply Lemma 19, using $\sum_{i=1}^n d_i = m$, we compute $\sum_i c_i^2$ as follows:

\[
\sum_{i \in [n]} c_i^2 = 16 \ln n \sum_{i \in [n]} d_i + \sum_{i \in [n]} \frac{16}{n^2} + \frac{32}{n} \sum_{i \in [n]} \sqrt{d_i \ln n}
\]

\[
= 16m \ln n + \frac{16}{n} + \frac{32}{n} \sum_{i \in [n]} \sqrt{d_i \ln n}
\]

\[
\leq 16m \ln n + \frac{16}{n} + 32 \sqrt{\frac{m \ln n}{n}} \leq 17m \ln n,
\]

where the penultimate inequality follows from the concavity of the square-root function.

Setting $s = 9\sqrt{m} \log n - 1 > 9\sqrt{m} \ln n - 1$ and invoking Lemma 19 finishes the proof.

(b) The proof is analogous to the one in part (a) with $f(X_1, \ldots, X_n) = \sum_{i=1}^{2k} e(A_i)$.

(c) Let $A = \{a_1, \ldots, a_{|A|}\}$ and $B = \{b_1, \ldots, b_{|B|}\}$. The vertex sequence is $a_1, \ldots, a_{|A|}$ followed by $b_1, \ldots, b_{|B|}$ where $X_i \in [k]$ is the color of the $i$th vertex, for $i \in [|A| + |B|]$.

Then $f(X_1, \ldots, X_n) = \sum_{i=1}^k e(A_i, B_i)$, and the proof is analogous to part (a).

5 Edge Estimation using BIS Queries

First, we prove Lemma 7 about the coarse estimator. Then, we use this coarse estimator and importance sampling (Lemma 18), sparsification (Lemma 10), and exact edge counting (Lemma 5) to design our overall algorithm.

5.1 Coarse Estimator

We prove Lemma 7 by giving an efficient algorithm that coarsely estimates the number of edges $e(A, B)$ between $A$ and $B$ using $O(\log^4 n)$ BIS queries. To describe the algorithm, we will need some more notation. For a subset $S \subseteq [n]$, define $N(S)$ to be the union of the neighbors of all the vertices in $S$ and for a vertex $v$, let $\deg_S(v)$ denote the number of neighbors of $v$ that lie in $S$. For $i \in [\log n]$, define the set of vertices in $A$ with degree between $2^i$ and $2^{i+1}$ as $A_i = \{v \mid v \in A, 2^i < \deg_B(v) \leq 2^{i+1}\}$, and let $A_0$ denote the vertices in $A$ with $\deg_B(v) \leq 2$. We start with the following claim.

\textbf{Claim 11.} There exists an $i^* \in \{0, 1, \ldots, \log n\}$ such that

\[
e(A_{i^*}, B) \geq \frac{e(A, B)}{\log n + 1} \quad \text{and} \quad |A_{i^*}| \geq \frac{e(A, B)}{2^{i^*}} - \frac{1}{2(\log n + 1)}.
\]

\textbf{Proof.} Since $\sum_{i=0}^{\log n} e(A_i, B) = e(A, B)$, the proof of the first inequality follows from averaging. To see the second inequality, observe that for every $i$, we have $e(A_i, B) \leq |A_i|2^{i+1}$. Hence, using the first inequality $|A_{i^*}| \geq \frac{e(A_{i^*}, B)}{2^{i^*+1}} \geq \frac{e(A, B)}{2^{i^*}} - \frac{1}{2(\log n + 1)}$. \hfill \qed

Suppose we have an estimate $\tilde{e}$ for $e(A, B)$. Consider CheckEstimate from Algorithm 1 for checking if $\tilde{e}$ is correct up to logarithmic factors using logarithmically many BIS queries.

We have the following claim about the test described in Algorithm 1.

\textbf{Claim 12.} Let $n \geq 16$. If $e(A, B) > 0$, then

(a) if $\tilde{e} \geq 4e(A, B)(\log n + 1)$, CheckEstimate$(A, B, \tilde{e})$ accepts with probability at most $\frac{1}{4}$.

(b) if $\tilde{e} \leq \frac{e(A, B)}{4 \log n}$, CheckEstimate$(A, B, \tilde{e})$ accepts with probability at least $\frac{1}{2}$.
Proof.

(a) For any value of the loop variable $i$, the probability that a fixed edge is present in the induced subgraph on $A'$ and $B'$ is \[ \min\left\{ \frac{2^i}{e}, 1 \right\} \cdot \beta \leq \frac{1}{e}. \] Thus, \[ \mathbb{E}[e(A', B')] = \frac{e(A, B)}{e} \leq \frac{1}{4(\log n + 1)} \] and hence, the probability that the event $e(A', B') \neq 0$ happens for a particular value of $i$ is \[ \mathbb{P}[e(A', B') \neq 0] \leq \mathbb{E}[e(A', B')] \leq \frac{1}{4(\log n + 1)}. \] By the union bound over the loop variable, the probability that the test accepts is at most \[ \frac{1}{e}. \]

(b) It is enough to show that the probability is at least \[ \frac{1}{2} \] when the loop variable attains the value $i^*$ where $i^*$ is given by Claim 11. Then, we have that \[ |A_{i^*}| \geq \frac{e(A, B)}{2^i} \frac{1}{2(\log n + 1)} \] and

\[
\mathbb{P}[A' \cap A_{i^*} = \emptyset] = \left(1 - \frac{2^{i^*}}{e}\right)^{|A_{i^*}|} \leq \exp\left(-\frac{m}{e} \frac{1}{2(\log n + 1)}\right) \leq \exp\left(-\frac{4 \log n}{2(\log n + 1)}\right) \leq \frac{1}{e^{1.6}},
\]

where the penultimate inequality follows since \( \tilde{e} \leq \frac{e(A, B)}{4(\log n + 1)} \) and the final uses $n \geq 16$.

Furthermore, since $\deg_B(v) \geq 2^{i^*}$ for any $v \in A_{i^*}$, it follows that when $A' \cap A_{i^*} \neq \emptyset$, then $|N(A' \cap A_{i^*})| \geq 2^{i^*}$. So, we can bound

\[
\mathbb{P}[B' \cap N(A' \cap A_{i^*}) = \emptyset \mid A' \cap A_{i^*} \neq \emptyset] \leq \left(1 - \frac{1}{2^{i^*}}\right)^{2^{i^*}} \leq \frac{1}{e}.
\]
From the above, we get
\[
\mathbb{P}[e(A', B') \neq 0] = \mathbb{P}[A' \cap A_t \neq \emptyset] \mathbb{P}[B' \cap N(A' \cap A_t) \neq \emptyset | A' \cap A_t \neq \emptyset] \\
\geq \left(1 - \frac{1}{e^{1/16}}\right) \left(1 - \frac{1}{e}\right) \geq \frac{1}{2}.
\]

Armed with the above test, we can easily estimate the number of edges up to a \(O(\log n)\) factor by just doing a search, where we start with \(\tilde{c} = n^2\) and halve the number of edges each iteration. The algorithm is given in Algorithm 2 and the following claim gives an analysis.

**Claim 13.** Let \(n \geq 16\). \(\text{CoarseEstimator}(A, B)\) outputs \(\tilde{c} \leq n^2\) satisfying \(\frac{e(A, B)}{3 \log n} \leq \tilde{c} \leq 8e(A, B) \log n\) with probability at least \(1 - \frac{1}{4 \log n}\). The number of BIS queries made is \(c_{ce} \log^3 n\) for a constant \(c_{ce}\).

**Proof.** For any fixed value of \(j\) such that \(2^j \geq 4(e(A, B) \log n + 1)\), the expected number of accepts is at most \(\frac{1}{2}\) using Claim 12(a). The probability that we see at least \(\frac{3t}{5} = \frac{1}{2} + \frac{1}{5}\) accepts can be bounded by \(e^{-2t(\frac{1}{5})^2} \leq n^{-2}\) by taking \(\mu_t = \frac{1}{4}\) and \(s = \frac{1}{5}\) in Lemma 17(a). By a union bound over \(j\), the probability that none of the iterations satisfying \(2^j \geq 8e(A, B) \log n \geq 4e(A, B)(\log n + 1)\) accept is at least \(1 - \frac{2\log n + 1}{n^4}\) by the choice of \(t = 128 \log n\).

On the other hand, when \(2^j \leq \frac{e(A, B)}{3 \log n}\), the expected number of accepts is at least \(\frac{1}{2}\) and so the probability that we see at least \(\frac{3t}{4} = \frac{1}{2} - \frac{1}{4}\) accepts is at least \(1 - e^{-2t(\frac{1}{4})^2} \geq 1 - \frac{1}{n^4}\) by applying Lemma 17(a) with \(\mu_t = \frac{1}{2}\) and \(s = \frac{1}{4}\). Hence, conditioned on the event that the estimator has not accepted for any \(j\) satisfying \(2^j > \frac{e(A, B)}{3 \log n}\), the probability that we accept for the unique \(j\) that satisfies \(\frac{e(A, B)}{3 \log n} \leq 2^j < \frac{e(A, B)}{4 \log n}\) is at least \(1 - n^{-4}\).

Overall, by the union bound, the probability of outputting an estimate \(\tilde{c}\) that does not satisfy \(\frac{e(A, B)}{3 \log n} \leq \tilde{c} \leq 8e(A, B) \log n\) is at most \(\frac{2 \log n + 2}{n^4} \leq \frac{4 \log n}{n^4}\). The number of queries is at most \(128 \log n \cdot (2 \log n + 1)(\log n + 1) = 256 \log^3 n + O(\log^2 n)\) since for each value of \(j\) there are \(t = 128 \log n\) trials of \(\text{CheckEstimate}\), each of which makes \(\log n + 1\) BIS queries.

### 5.2 Overall BIS Algorithm (Proof of Theorem 2)

We now describe \(\text{EdgeEstimator}\) (Algorithm 3) that makes \(\frac{\text{polylog}(n)}{e^t}\) BIS queries to estimate \(m\) with a factor of \((1 \pm \varepsilon)\). The subroutine \(\text{BipartiteEstimator}\) is given by Algorithm 4.

**Theorem 14.** Let \(n \geq 16\). If \(\frac{36 \log n}{\sqrt{m}} \leq \varepsilon \leq \frac{1}{2}\), then with probability at least \(1 - \frac{\text{polylog}(n)}{n^{\varepsilon}}\)

(a) \(|m - \text{EdgeEstimator}(\varepsilon)| \leq \varepsilon \cdot m\),

(b) \(\text{EdgeEstimator}(\varepsilon)\) uses \(O\left(\frac{\log^6 n}{\varepsilon^4}\right)\) BIS queries.

To prove the above, we first analyze \(\text{BipartiteEstimator}\). To this end, we need some more definitions. Let \(L\) be a list of \((A, B, w)\), for \(A, B \subseteq [n]\) that are disjoint and \(w \geq 1\). For every \(0 < \delta < \frac{1}{32 \log n}\), \(L\) is good if \(|L| \leq 2t \log(n)\) and for every \((A, B, w) \in L\), \(e(A, B) \geq s\), where \(t = 2^{13 \cdot \frac{\log^4 n}{\varepsilon^5}}\) and \(s = 81 \cdot \frac{k \log^2 n}{\varepsilon^5}\) as defined in Step 5 of \(\text{BipartiteEstimator}\). Define \(e(L) = \sum_{(A, B, w) \in L} e(A, B)\).

We have the following guarantee on \(\text{BipartiteEstimator}\).

**Lemma 15.** Let \(n \geq 16\). If \(L\) is good and \(0 < \delta < \frac{1}{32 \log n}\), then with probability at least \(1 - \frac{16 \delta \log^7 n \cdot \log^{1/3} n \cdot e(L)}{n^3}\), the following holds

(a) \(|\text{wt}(L) - \text{BipartiteEstimator}(L, k, \delta)| \leq 4 \delta \log^{1/3} n \cdot e(L) \cdot \text{wt}(L)|\).
Algorithm 3: EdgeEstimator($\varepsilon$)

Input: $(n, \varepsilon)$: $n$ is the number of vertices and $\varepsilon$ is an error parameter.
Output: Estimate $\tilde{m}$ for the number of edges $m = |E|$.

1. Partition the vertices randomly into $A$ and $B$.
2. Compute $\tilde{e} = \text{CoarseEstimator}(A, B)$.
3. if $\tilde{e} \leq 2^{20} \log^5 n \cdot \varepsilon^2$ then
   4. Compute $\tilde{m} = 2 \cdot e(A, B)$ exactly using Lemma 5.
4. else
   5. Compute $\tilde{m} = 2 \cdot \text{BipartiteEstimator}(\{(A, B, 1\}, 4, \frac{\varepsilon}{32 \log n})$ (Algorithm 4).
6. end
7. return $\tilde{m}$.

Algorithm 4: BipartiteEstimator($L, k, \delta$)

Input: $(L, k, \delta)$: $L$ is a list of triples $(A, B, w)$ where $A, B \subseteq [n]$ are disjoint subsets and $w \geq 1$ is a positive weight for the pair $(A, B)$, $k$ is an integer, and $\delta$ is an error parameter.
Output: Estimate for the sum $wt(L) := \sum_{(A, B, w) \in L} w \cdot e(A, B)$.

1. $L_{\text{ref}} = \text{Refine}(L, k)$.
2. for each $(A, B, w) \in L_{\text{ref}}$ do
   3. $\tilde{e}(A, B) = \text{CoarseEstimator}(A, B)$.
4. end
5. Set $t := 2^{13} \cdot \frac{\log^5 n}{\delta^2}$ and $s := 81 \cdot \frac{k \log^2 n}{\delta^2}$.
6. Define $L_{\text{light}} = \{(A, B, w) \mid (A, B, w) \in L_{\text{ref}}, \tilde{e}(A, B) \leq 8s \log n\}$.
7. Compute $wt(L_{\text{light}}) = \sum_{(A, B, w) \in L_{\text{light}}} w \cdot e(A, B)$ exactly using Lemma 5.
8. Remove $L_{\text{light}}$ from $L_{\text{ref}}$.
9. for $j \in [2 \log n]$, let $S_j = \{(A, B, w) \mid (A, B, w) \in L_{\text{ref}}, w \cdot \tilde{e}(A, B) \in (2^j, 2^{j+1}]\}$. Define $\tilde{e}(S_j) = \sum_{(A, B, w) \in S_j} \tilde{e}(A, B)$.
10. for $j = 1, \ldots, 2 \log n$ do
   11. if $|S_j| > t$ then
   12. Sample $t$ elements uniformly and independently from $S_j$. Denote this multiset by $S'_j$.
   13. Update $L_{\text{ref}}$ by replacing each $(A, B, w) \in S_j$ that was sampled in $S'_j$ with $(A, B, \frac{p \cdot e(A, B)}{2^j \log n}),$ where $p$ is the number of copies of $(A, B, w)$ in $S'_j$.
   14. Remove each $(A, B, w) \in S_j$ from $L_{\text{ref}}$ that is not in $S'_j$.
   15. end
   16. end
17. Let $L_{\text{sub}}$ be the current list.
18. return $wt(L_{\text{light}}) + \text{BipartiteEstimator}(L_{\text{sub}}, k, \delta)$. 
Section 2. The list of edges in this collection without the weights. The algorithm of bipartite subgraphs along with their weights. The quantity \(e(L)\) (after plugging in the values of \(c_\delta\) and \(c_{ce}\)) is the constant from Lemma 7.

We prove Theorem 14 using Lemma 15. Lemma 15 is applied with \(L = [(A, B, 1)], \ k = 4\) and \(\delta = \frac{c}{32 \log n}\). Since \(e(L) \leq n^2\), the number of BIS queries is at most \(\frac{c \log^{k+1} n}{c_{ce}^2} e(L)\) for a constant \(c\) (after plugging in the values of \(k, s, t, \delta\)).

We first informally describe BipartiteEstimator, expanding on the overview presented in Section 2. The list \(L\), which is the input to BipartiteEstimator, corresponds to the collection of bipartite subgraphs along with their weights. The quantity \(e(L)\) denotes the total number of edges in this collection without the weights. The algorithm BipartiteEstimator returns an estimate of \(\text{wt}(L)\), which is the weighted sum of the number of edges in the subgraphs.

At every level of the recursion, we maintain two invariants about the list we recurse on. The first is that the list size is \(O(t \log n)\). This comes from the fact that we only keep a small collection of bipartite subgraphs that we recurse on. The second invariant is that for every element \((A, B, w)\) in the list, we have \(e(A, B) \geq s\). This says that we only recurse on those subgraphs that are dense. These invariants are captured in the definition of \(L\) being good. Both parameters \(t\) and \(s\) will be set to \(\text{polylog}(n)\) while \(k\) will be a constant.

Let \(L\) be the input to BipartiteEstimator. The algorithm starts with sparsifying each subgraph \((A, B, w) \in L\) by further partitioning it into \(k\) parts \((A_1, B_1), \ldots, (A_k, B_k)\). Denoting the new list by \(L_{\text{ref}}\), Lemma 10 then guarantees that \(e(L_{\text{ref}}) \approx e(L)\) (graph is sparsified) and \(\text{wt}(L_{\text{ref}}) \approx \text{wt}(L)\) (weighted sum of the number of edges in the sparsified graph is a good estimate of the original number of edges) since we partition each \((A, B, w) \in L\) individually and increase the weight of each one by a factor of \(k\).

Next, the algorithm BipartiteEstimator computes the coarse estimates \(\tilde{e}(A, B)\) for every \((A, B, w)\) in \(L\). Whenever the coarse estimate is \(O(s \log n) = \text{polylog}(n)\), it computes \(w \cdot e(A, B)\) exactly using the algorithm from Lemma 5. For the rest of the elements in the list which correspond to the dense subgraphs, the algorithm groups them into \(2 \log n\) lists \(S_1, \ldots, S_{2 \log n}\) according to the weighted coarse estimates \(w \cdot \tilde{e}(A, B)\) such that \(w \cdot \tilde{e}(A, B) \approx 2^i\) for every element in the list \(S_j\). This allows us to use importance sampling (Lemma 18) - we can subsample \(t\) elements from each list and increase the weights by a factor of \(|S_j|/t\). Since the coarse estimates are an \(O(\log^2 n)\) factor approximation of the true estimates, and as we set \(t = \text{polylog}(n)\), we are guaranteed that for the subsampled lists \(S_j^t\), we have \(\text{wt}(S_j^t) \approx \text{wt}(S_j)\). The algorithm BipartiteEstimator then recurses on this subsampled collection of bipartite subgraphs and the subsampling step ensures that the size of the list we recurse on is \(O(t \log n)\). Also, assuming our coarse estimates were correct, each subgraph in the subsampled list is dense, so our invariant about the input list being good is maintained.

Overall, the quantity \(e(L)\) goes down by a factor of \(k\) in every level of the recursion because of sparsification, so there are \(O(\log_{s_k} e(L)) = O(\log n)\) levels. Each level of the
recursion incurs an additive error of $\delta / \log n$, so that the overall error is $O(\delta)$. Also, in each level of the recursion, the queries are only made by $\text{CoarseEstimator}$ and for the exact counting of the edges. The dominating term comes from the exact counting and since we only count the edges exactly if $\tilde{e}(A, B) \leq O(s \log n)$, the total number of queries made is $O(kst \log^4 n \cdot \log \varepsilon (L)) = \text{polylog}(n)$.

We move on to prove Theorem 14 and defer the proof of Lemma 15 to the full version [2].

**Proof of Theorem 14.** Let $A, B$ be the random partition chosen in Step 1 of the algorithm. Let $E_1$ be the event that both

$$|2 \cdot e(A, B) - m| \leq 18 \sqrt{m} \cdot \log n,$$

and

$$\frac{e(A, B)}{8 \log n} \leq \tilde{e} \leq e(A, B) \cdot 8 \log n.$$  

(5)

Let $E_2$ be the event that when Step 7 of the algorithm is executed,

$$|2e(A, B) - \tilde{m}| \leq \frac{\varepsilon}{2} \cdot e(A, B),$$  

(6)

and the number of BIS queries (made in Step 7) is at most $c \log^6 n$ for a constant $c$ to be set later. Conditioned on $E_1 \cap E_2$, we will bound the number of queries the algorithm makes, and we will prove that the estimate is within the desired range. Then, we will show that $E_1 \cap E_2$ holds with high probability.

**Correctness.** Observe that $\tilde{m}$ computed in either Step 4 or Step 7 satisfies (6). Indeed, for Step 4, this follows by the setting of $\tilde{m} = 2e(A, B)$, and for Step 7, this follows by conditioning on $E_2$. Thus, the triangle inequality combined with (4) and (6) implies

$$|m - \text{EdgeEstimator}(\varepsilon)| = |m - \tilde{m}| \leq |m - 2e(A, B)| + |2e(A, B) - \tilde{m}|$$

$$\leq 18 \sqrt{m} \log n + \frac{\varepsilon}{2} \cdot e(A, B) \leq \frac{\varepsilon}{2} \cdot m + \frac{\varepsilon}{2} \cdot e(A, B) \leq \varepsilon m,$$

where we used the assumption $\varepsilon \geq \frac{36 \log n}{\sqrt{m}}$ and the fact $e(A, B) \leq m$.

**Number of Queries.** In Step 2, $\text{CoarseEstimator}$ makes $O(\log^3 n)$ queries, by Lemma 7. In Step 4, the algorithm from Lemma 5 makes at most $5e(A, B) \cdot \log n + 2$ queries. This is bounded by $5e(A, B) \cdot \log n + 2 \leq 40e \cdot \log^2 n + 2 = O \left( \frac{\log^7 n}{\varepsilon^2} \right)$, where we used (5) to upper bound $e(A, B)$ and the assumption on $\tilde{e}$ in Step 3 to achieve the final bound. Finally, in Step 7, conditioned on $E_2$, the number of queries is $O \left( \frac{\log^6 n}{\varepsilon^2} \right)$.

**Probability.** We now analyze the probability of $E_1 \cap E_2$. In particular, we will show $P \left[ \overline{E_1} \right] \leq \frac{4 \log n}{n}$ and $P \left[ \overline{E_2} | E_1 \right] \leq \frac{\varepsilon^2 \log^6 n}{n^2}$, for a constant $c' > 0$. This suffices since then

$$P \left[ \overline{E_1} \cup \overline{E_2} \right] = P \left[ \overline{E_1} \right] + P \left[ \overline{E_2} \cap \overline{E_1} \right] \leq P \left[ \overline{E_1} \right] + P \left[ \overline{E_2} | E_1 \right] = \frac{\text{polylog}(n)}{n^2}.$$

The claim that $P \left[ \overline{E_1} \right] \leq \frac{4 \log n}{n}$ follows directly from Lemma 10, Lemma 7 and a union bound.

To bound $P \left[ \overline{E_2} | E_1 \right]$, we invoke Lemma 15 to show that both (6) holds and the number of BIS queries is $\frac{c \log^6 n}{\varepsilon^2}$ with high probability where $c = 4c_{bp} \cdot 2^{13} \cdot 81$ and $c_{bp}$ is the constant.
Algorithm 6: EdgeEstimatorIS($n$, $\epsilon$)

**Input:** ($n$, $\epsilon$): $n$ is the number of vertices, and $\epsilon$ is an error parameter.

**Output:** Estimate $\tilde{m}$ for the number of edges $m = |E|$.

1. **In parallel for** $\tilde{k} = 2^j$ with $1 \leq 2^j \leq \lfloor n/2 \rfloor$ **do**
2. $\tilde{m}_k = \text{ColorCountIS}(n, \tilde{k})$
3. Set $k^* = \left\lceil \frac{\epsilon \tilde{k}}{18 \log^3 n} \right\rceil$
4. Terminate the whole parallel for loop when the earliest iteration finishes.
5. **end**
6. return $\tilde{m} = \text{ColorCountIS}(n, k^*)$.

Algorithm 7: ColorCountIS($n$, $k$)

**Input:** ($n$, $k$): $n$ is the number of vertices, and $k$ is the number of colors.

**Output:** Estimate $\tilde{m}$ for the number of edges $m = |E|$.

1. Partition the vertices into $2k$ color classes $A_1, \ldots, A_{2k}$ uniformly at random.
2. Exactly compute $\tilde{m} = k \sum_{i=1}^{k} e(A_i, A_{k+i})$ using the algorithm from Lemma 8.
3. return $2k \cdot \tilde{m}$.

from Lemma 15. The lemma requires that $L$ is good, which holds because $L = [(A, B, 1)]$, $k = 4$, $\delta = \frac{\epsilon}{32 \log n}$, and using (5),

$$e(A, B) \geq \frac{\tilde{c}}{8 \log n} > \frac{2^{10} \cdot 81 \cdot \log^4 n}{\epsilon^2} \geq \frac{81k \log^2 n}{\delta^2} = s,$$

where the second inequality holds since BipartiteEstimator executes in Step 7 only when $\tilde{c} > \frac{2^{10} \cdot 81 \log^4 n}{\epsilon^2}$. To verify (6), we see $\text{wt}([[A, B, 1]]) = e([[A, B, 1]]) = e(A, B) \leq n^2$. Lemma 15 implies that with probability at least $1 - \frac{c_p \log^{10} n}{\epsilon^2 n^4}$ (where $c_p$ is a constant). Thus,

$$|2e(A, B) - \tilde{m}| = 2 \left| \text{wt}([[A, B, 1]]) - \text{BipartiteEstimator} \left([(A, B, 1)], 4, \frac{\epsilon}{32 \log n} \right) \right| \leq 8 \cdot \frac{\epsilon}{32 \log n} \cdot \log(n)e(A, B) \leq \frac{\epsilon}{2} \cdot e(A, B),$$

and the number of BIS queries is $O \left( \frac{\log^{16} n}{\epsilon^4} \right)$. Since $\epsilon \geq \frac{36 \log n}{\sqrt{m}} \geq \frac{36 \log n}{n}$, it follows that

$$P[|E_2|E_1] \leq \frac{c_p \log^{10} n}{\epsilon^2 n^4} \leq \frac{c' \log^{n} n}{\epsilon^4}$$

for a constant $c' > 0$.

## 6 Edge Estimation using IS Queries

We briefly describe the sparsification based algorithm that uses $\sqrt{m} \cdot \text{polylog}(n)/\epsilon$ IS queries. The algorithm is given in Algorithm 6, and its guarantees are captured in Lemma 16. We defer the proof of Lemma 16 to the full version [2].

**Lemma 16.** For any $\epsilon, m > 0$ such that $\epsilon \geq \frac{324 \log^3 n}{\sqrt{m}}$, Algorithm 6 outputs $\tilde{m}$ satisfying $(1 - \epsilon)m \leq \tilde{m} \leq (1 + \epsilon)m$ and uses $O \left( \frac{\sqrt{m} \cdot \log^7 n}{\epsilon} \right)$ IS queries with probability at least $1 - \frac{1}{n^7}$. 

\[ \text{\Halmos} \]
To get Theorem 3 from the above lemma, we combine this with the folklore algorithm that computes a $(1 \pm \varepsilon)$ approximation with $n^2 \cdot \text{polylog}(n)/(\varepsilon^2 m)$ edge existence queries, i.e., we run both algorithms in parallel and output the estimate of the algorithm that terminates earlier. A complete analysis of the folklore algorithm can be found in the full version [2].

7 Conclusion

We studied the task of using either BIS or IS queries to estimate the number of edges in a graph. We presented randomized algorithms giving a $(1 + \varepsilon)$-approximation using $\text{polylog}(n)/\varepsilon^4$ BIS queries and $\min \{n^2/(\varepsilon^2 m), \sqrt{m}/\varepsilon\} \cdot \text{polylog}(n)$ IS queries. Our algorithms estimated the number of edges by first sparsifying the graph and then exactly counting edges spanning certain bipartite subgraphs. We now describe open questions.

7.1 Open Directions

An obvious unresolved question is whether there is an algorithm to estimate the number of edges with $o(\sqrt{m})$ IS queries when $m = o(n^{4/3})$. In this context proving a lower bound of $\Omega(\sqrt{m})$ IS queries would also be very interesting. In the full version [2] of the paper we present arguments which suggest that a non-trivial lower bound might hold for IS queries.

Other open questions include using $\text{polylog}(n)$ BIS queries to estimate the number of cliques in a graph (see [9] for an algorithm using degree, neighbor and edge existence queries) or to sample a uniformly random edge (see [11] for an algorithm using degree, neighbor and edge existence queries). In general, any graph estimation problems may benefit from BIS or IS queries, possibly in combination with standard queries (such as neighbor queries). Finally, it would be interesting to know what other oracles, besides subset queries, enable estimating the number of edges (or other graph parameters) with $\text{polylog}(n)$ queries.

Acknowledgments. We thank anonymous referees for helpful comments about improving the presentation of our paper and for pointing out relevant references.
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A Concentration Bounds

For proofs of the following bounds, see the book by Dubhashi and Panconesi [8].

\textbf{Lemma 17} (Chernoff Bounds). Let $X_1, \ldots, X_r$ be $r$ i.i.d. random variables with $0 \leq X_i \leq 1$ and define $X = \sum_{i=1}^{r} X_i$. For $\mu = E[X]$, let $\mu_l$ and $\mu_u$ be real numbers such that $\mu_l \leq \mu \leq \mu_u$.

(a) For any $s > 0$, we have $P[X \leq \mu_l - s] \leq e^{-2s^2/r}$ and $P[X \geq \mu_u + s] \leq e^{-2s^2/r}$.

(b) For any $0 \leq \delta < 1$, we have $P[X \leq (1 - \delta)\mu_l] \leq e^{-\frac{\mu_l s^2}{2}}$ and $P[X \geq (1+\delta)\mu_l] \leq e^{-\frac{\mu_l s^2}{2}}$.

(c) For any $\delta \geq 1$, we have $P[X \geq (1+\delta)\mu_u] \leq e^{-\frac{(1+\delta)\mu_u s^2}{2}}$. 
Lemma 18 (Importance Sampling). Let $U = \{x_1, \ldots, x_r\}$ be a set of numbers, all contained in the interval $[\frac{\alpha}{T}, \text{ab}]$, for $\alpha > 0$ and $b \geq 1$. Let $\gamma > 0$ be a parameter. Consider the sum $\Gamma = \sum_{i=1}^r x_i$. Let $X_i$ be a random sample chosen uniformly (and independently) from the set $U$, for $i = 1, \ldots, t$, and consider the estimate $Y = \left(\frac{r}{t}\right) \sum_{i=1}^t X_i$ for $\Gamma$. Then, for $t \geq \frac{b^4}{\varepsilon^2} \left(1 + \ln \frac{1}{\gamma}\right)$, we have that $\Pr[|Y - \Gamma| \geq \varepsilon \Gamma] \leq \gamma$.

We will need the following version of Azuma’s that takes into account rare bad events.

Lemma 19. Let $f$ be a function of $r$ random variables $X_1, \ldots, X_r$ with $f(X_1, \ldots, X_r) \leq b$. Let $B$ be any event and let for $i \in [r]$ let $c_i$ satisfy

$$|E[f | X_1, \ldots, X_{i-1}, X_i = a_i, \overline{B}] - E[f | X_1, \ldots, X_{i-1}, X_i = a'_i, \overline{B}]| \leq c_i.$$  

Then for any $s > 0$, we have that

$$\Pr [|f - E[f]| > s + b \cdot \Pr(B)] \leq \exp \left(-\frac{2s^2}{\sum_{i=1}^r c_i^2}\right) + \Pr(B).$$
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Abstract

We give query-efficient algorithms for the global min-cut and the s-t cut problem in unweighted, undirected graphs. Our oracle model is inspired by the submodular function minimization problem: on query \( S \subset V \), the oracle returns the size of the cut between \( S \) and \( V \setminus S \).

We provide algorithms computing an exact minimum s-t cut in \( G \) with \( \tilde{O}(n^{5/3}) \) queries, and computing an exact global minimum cut of \( G \) with only \( \tilde{O}(n) \) queries (while learning the graph requires \( \tilde{Θ}(n^2) \) queries).
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1 Introduction

We give new algorithms for the minimum cut and s-t minimum cut problems in an unweighted, undirected graph \( G = (V, E) \). Our algorithms do not assume access to the entire graph \( G \); rather, they only interact with an oracle that, on query \( S \), returns the value \( c(S) \) of the cut between \( S \) and \( V \setminus S \). Our goal is to minimize the number of queries to the oracle while computing (exact) optimum cuts.

Three easy algorithms

How many queries should we expect to be necessary? It is not hard to see that \( \binom{n}{2} + n = O(n^2) \) queries suffice:1 To find out whether there is an edge between \( u \) and \( v \), we can query the oracle for \( \{u\} \), \( \{v\} \), and \( \{u, v\} \). The edge is present iff \( c(\{u\}) + c(\{v\}) - c(\{u, v\}) > 0 \). After querying all \( n \) singletons and \( \binom{n}{2} \) pairs, we have learned the entire graph. In fact, we can...
improve slightly: the results of the cut queries are linear in $\binom{n}{2}$ unknown variables; thus $\binom{n}{2}$ linearly independent queries suffice.

For sparse graphs we can do even better: one can find a neighbor of a non-isolated vertex $v$ in $O(\log n)$ queries using a “lion in the desert” algorithm (see Lemma 3). More generally, we can learn the entire graph using $\tilde{O}(n + m)$ queries. But for dense graphs, $\tilde{O}(n^2)$ queries are necessary to learn the entire graph by a simple information theoretic argument (each query reveals at most $O(\log n)$ bits).

The search for a lower bound

Because $\tilde{\Omega}(n^2)$ queries are needed to learn the graph, it is natural to conjecture that $\tilde{\Theta}(n^2)$ is the optimal query complexity for computing the min cut. Such a lower bound would be of considerable interest: after breakthrough progress in recent years, $\tilde{O}(n^2)$ is also the state of the art query complexity for the more general problem of submodular function minimization over subsets of $n$ items [22].

Recent work of [6] indeed rules out certain kinds of algorithms with subquadratic query complexity, but determining whether submodular minimization requires $\tilde{\Omega}(n^2)$ queries remains an exciting open problem (see Section 1.1 for more discussion), and graph cuts seemed like a promising candidate.

Our results

In defiance of our intuition, we provide algorithms for global minimum cut and minimum $s$-$t$ cut that use a truly subquadratic number of queries. Our main results are:

- **Theorem 1** (Global Min Cut). There exists a randomized algorithm that with high probability computes an exact global minimum cut in simple graphs using $\tilde{O}(n)$ queries.

- **Theorem 2** (Min $s$-$t$ Cut). There exists a randomized algorithm that with high probability computes an exact $s$-$t$ minimum cut in simple graphs using $\tilde{O}(n^{5/3})$ queries.

It is worth mentioning that while our focus is query efficiency, all our algorithms run in polynomial time ($\tilde{O}(n^2)$ or faster).

Techniques

All our algorithms are quite simple. Both results can be obtained using the following “meta-algorithm”: (1) subsample a subquadratic number of edges; (2) compress the (original) graph by contracting all “safe” edges (i.e. those that do not cross the optimum cut, with high confidence, based on the subsample); and (3) learn all remaining edges.

Uniform sampling does not work for Step (1). We build on the edge strength-based sampling due to Benczúr and Karger [4], which in $\tilde{O}(m)$ time yields graphs with few edges that approximate every cut well. Calculating the edge-strengths with $o(m)$ queries is non-trivial. Instead of computing the strength of every edge, we sub-sample the graph at different resolutions to classify the vertices of the graph into strongly connected components. See Section 3 for details.

For the global minimum cut problem we also provide an even simpler algorithm, which avoids edge-strength sampling: in a preprocessing step, we contract edges uniformly at

---

2 Note that the more recent work of [6] requires $\tilde{O}(nM^3)$ queries, where the function is integral and $M$ is the maximum value the function takes; for cuts in graphs, $M = n^2/4$!
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random, as in Karger’s algorithm [16]. After the right number of edge contractions, it suffices to sample edges uniformly at random in Step (1).

1.1 Related work

Graph cut minimization is a classical algorithms topic, with work dating back to Ford and Fulkerson [11], and too many consequent results to list. Of particular relevance to the present paper are the works of Karger and co-authors, including [16, 17, 19, 4, 18], which give randomized algorithms for computing minimum cuts and related quantities efficiently—in particular, this line of work establishes methodology for randomly compressing graphs while preserving cut information, which has been used in numerous follow-up works. Though our goal is query efficiency rather than runtime efficiency, we very much rely on their insights.

Another work of note is the recent result of Kawarabayashi and Thorup [20], who show that the global minimum cut can be computed deterministically in $\tilde{O}(m)$ time. Though their setting differs from ours, our works are similar in that we too require structural theorems about the number of edges participating in minimum cuts in the graph (e.g. Lemma 8).

As mentioned above, our initial motivation for studying the min cut problem in this oracle model came from submodular function minimization (SFM). SFM was first studied by Grötschel, Lovász, and Schrijver in the 1980’s [13], and has since been a popular topic of study (see e.g. [12] for a thorough treatment). For a submodular function over $n$ items, the current best general algorithm requires $\tilde{\Theta}(n^2)$ oracle queries [22]. Furthermore, [6] suggest that $\tilde{\Theta}(n^2)$ is indeed the right bound: they prove an $\Omega(n^2)$ lower bound on the number of oracle calls made by a restricted class of algorithms (those that access the submodular function by naively evaluating the subgradient of its Lovász extension). For general algorithms, the current best lower bound is due to Harvey [14], who shows that $(\log_3 2 - o(1))n$ queries are needed. Graph cuts and $s$-$t$ cuts are canonical examples of symmetric and asymmetric submodular functions; and while it would be natural to conjecture that $\tilde{\Omega}(n^2)$ queries are needed for graph cut problems, our work demonstrates that these problems do not provide a lower bound matching [22]’s algorithm (at least in unweighted graphs, and for randomized algorithms).

Note that there are works that bypass the $\tilde{\Theta}(n^2)$ oracle queries barrier for special cases of SFM. For example, [6] provide an algorithm with $\tilde{\Theta}(nM^3)$ oracle queries when the function value is integral and bounded within $[1, M]$ (for min cut $M$ may be as large as $\Theta(n^2)$). Another special case of interest are decomposable submodular functions (e.g. [27, 25]).

We also mention a sequence of papers [8, 23, 5] which study the query efficiency of learning a graph under a similar query model (in which each cut query can be implemented in $O(1)$ queries). This series of papers establishes that $\Theta(m \log(n^2/m) / \log m)$ queries suffice to learn a graph on $n$ vertices and $m$ edges. This improves upon our naive algorithm for learning a graph (see Lemma 3) by polylogarithmic factors.

To our knowledge, no other works have previously considered the query complexity of graph cuts. However, the task of compressing graph cut information into efficient structures has been studied before from a variety of angles: sketching [2, 21], spectral sparsifiers [3], streaming spectral sparsifiers [15], skeletons [17, 4], backbones [7], and cactus representations [9, 24], to list a few. Note that an overwhelming majority of these works necessarily lose

---

3 A submodular function is symmetric if $f(S) = f(\bar{S})$ for all $S$. $\emptyset$ and $[n]$ are always minimizers of a symmetric submodular function, so the “symmetric submodular function minimization problem” is to find a non-trivial minimizer (i.e. the minimizer $\notin \{\emptyset, [n]\}$), of which global min cut is a special case.
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some (small) approximation factor through compression, and exact solutions are rare, but exist (e.g. [1]).

There is also an indirect connection between our work and lower bounds for distributed graph algorithms (e.g. [26, 10]), since our algorithms can be used to obtain upper bounds on the two-party communication complexity of min cuts in some models.4

1.2 Organization

In Section 2, we present our simple algorithm for global min cut, as well as important algorithmic primitives (such as subsampling edges). Then in Section 3, we introduce our query-efficient implementation of Benczúr and Karger’s edge-strength based sampling, after which we demonstrate its application to global min cut in Section 4. Finally, Section 5 contains our result for min s-t cuts.

1.3 Discussion and Future Work

The main take-home message of our work is simple, randomized algorithms for exact global and s-t min cut with \(\tilde{O}(n)\) and \(\tilde{O}(n^{5/3})\) queries, respectively. In particular, our algorithm for global min cut learns (up to the polylog factors) just enough information to even specify one of the \(2^n\) distinct cuts, and both are well below \(\tilde{\Theta}(n^2)\). So in this natural oracle model, it is possible to find the exact global and s-t cut without learning the underlying graph.

Our work also motivates numerous directions for future work: Are weighted or directed graph cuts computable in \(o(n^2)\) queries? Do deterministic min cut algorithms exist with truly subquadratic queries? Or can graph cuts still provide a \(\Omega(n^2)\) submodular-function-minimization lower bound (perhaps for deterministic algorithms)? While graph cuts are indeed a very special case of submodular functions, can any of the ideas from our work be used in randomized algorithms for a broader class of submodular function minimization?

2 Global min-cut in \(\tilde{O}(n)\) queries

We begin by observing that if \(G\) has \(m\) edges, we can learn \(G\) entirely with \(\tilde{O}(m)\) queries. This is because locating a single edge takes only \(O(\log n)\) time.

▶ Lemma 3 (Learning an edge with \(O(\log n)\) queries). We can learn one neighbor of a vertex \(v \in V\) in \(O(\log n)\) queries.

Proof. To find one neighbor of \(v\), we perform the following recursive procedure: we partition \(V \setminus v\) into two sets \(S_1\) and \(S_2\) of sizes \(\lceil \frac{n-1}{2} \rceil, \lceil \frac{n-1}{2} \rceil\), respectively. We then query the cut values of \(\{v\}, S_i, S_i \cup \{v\}\), from which we can infer how many neighbors \(v\) has in \(S_i\), for \(i \in \{1, 2\}\) (\(\left(\left(\left(c(\{v\}) + c(S_i) - c(S_i \cup \{v\})\right)\right)/2\)). If \(v\) has no neighbors, return “no neighbors”. Otherwise, if \(v\) has a neighbor in \(S_1\), then proceed recursively in \(S_1\); otherwise proceed recursively in \(S_2\).

The above observation suffices to learn the entire graph with \(\tilde{O}(m)\) queries, as it is easy to modify the algorithm to ignore known neighbors of \(v\) (if \(S_1\) or \(S_2\) contain only known neighbors of \(v\), ignore them). If \(m = \tilde{O}(n)\), Theorem 1 follows easily.

4 In a model where Alice and Bob can jointly compute a cut query in \(O(\log n)\) communication, and have shared randomness, Theorem 1 (Theorem 2) provides a randomized protocol with \(\tilde{O}(n)\) (resp. \(\tilde{O}(n^{5/3})\)) communication for computing the global (resp. s-t) min cut.
Otherwise, if $m \gg n$, a natural idea is to randomly subsample the edges of $G$ until we are left with a sparse graph, and use this sparse graph to learn useful data about $G$. Indeed, we show that after a preprocessing step of $n$ queries, sampling each random edge only requires $O(\log n)$ queries:

▶ Corollary 4 (Sampling a random edge with $O(\log n)$ queries). Given oracle access to the cut values of a graph on $n$ vertices, after performing $n$ initial queries we can sample a random edge in $O(\log n)$ additional queries (i.e. $k$ uniformly random edges can be drawn in $n + O(k \log n)$ queries).

Proof. First, as a preprocessing step, we perform $n$ queries to determine the degree of every vertex. Now, we choose a random edge by choosing a random vertex $v$ with probability proportional to its degree, then performing the procedure detailed in the proof of Lemma 3, but choosing to recurse on either $S_1$ or $S_2$ randomly with probability proportional to the degree of $v$ into each set.

Because we can sample random edges, we might hope to subsample $G$ and obtain a sparse graph $G'$ which has the same approximate cut values as $G$. In particular, if the minimum cut of $G$ has value $c$, and we sample each edge independently with probability $\log n / c$, then the subsampled graph $G'$ preserves all cuts with high probability within a $(\log n / c)(1 + \epsilon)$ factor. However, sampling with probability much smaller than $\log n / c$ will yield poor cut concentration in $G'$.

So if $c \approx \frac{n}{m}$, the next step in our algorithm is to do this simple uniform subsampling and work with $G'$, which will have $\approx n \log n$ edges in expectation. But if $c \ll \frac{n}{m}$, the resulting $G'$ will still have too many edges to learn, so we need some additional work.

Fortunately, when the minimum cut size $c$ is small compared to the average degree, we can preprocess $G$ to an intermediate $G^*$ whose average degree is $\approx c$ without destroying the minimum cut via random contractions. Our preprocessing step essentially runs Karger's Algorithm [16] (reproduced here for completeness) for a well-chosen number of steps (not all the way to termination).

▶ Algorithm 5 (Karger's Algorithm [16]).

Input: A graph $G$.

1. For $j = 1, \ldots, n - 2$:
   (a) Sample a random edge of $G$, and contract its two endpoints into a single “super-vertex”.
   (b) Retain multi-edges, but remove self-loops.

Output: The cut between the two remaining super-vertices, which form a partition of $G$’s vertices into two sets.

In Karger’s seminal paper, he proves that this algorithm finds the minimum cut in a graph with probability at least $\frac{1}{n^2}$, yielding a randomized algorithm for minimum cut.

We will not run Karger’s algorithm to its completion, but rather only until there are $cn$ total edges remaining in the graph (we can guess $c$ within a factor of 2 at the cost of $\log n$ additional iterations). The following simple lemma shows that with constant probability, the minimum cut will survive:

▶ Lemma 6 (Karger’s Algorithm on small cuts). Let $G$ be a graph with minimum cut value $c > 0$. If we run Karger’s algorithm on $G$ until there are at most $cn$ edges in the graph, then the minimum cut survives with constant probability.
We will prove Lemma 6 in Section 2.1. Of course, we must verify that we can run \( T \) steps of Karger’s algorithm with \( \tilde{O}(T) \) oracle queries:

\[ \text{Proposition 7.} \quad \text{Given oracle access to the cut values of } G, \text{ we can run } T \text{ steps of Karger’s algorithm using } \tilde{O}(T) \text{ queries.} \]

\[ \text{Proof.} \quad \text{The key observation is that keeping track of super-vertices requires no additional queries—it is simply a matter of treating all vertices belonging to a super-vertex as a single entity.} \]

Each step of Karger’s algorithm requires sampling a random edge, which we have already seen requires \( O(\log n) \) oracle queries assuming the degree of every vertex is known. In order to keep track of the degree of super-vertices, we require only a single oracle query after every edge contraction: we ask for the cut value between the super-vertex and the remainder of the graph.

At this point, our algorithm is as follows: we first run Karger’s algorithm until the min cut size is comparable to the average degree, then subsample the graph to obtain a sparse graph that approximates the cuts of the original graph well. Applying concentration arguments, it’s easy to see that this algorithm immediately yields an approximate min cut.

However, the following observation allows us to improve upon this, and learn the minimum cut exactly! Since the cuts in \( G' \) approximate the cuts in \( G \) well, any two nodes that are together in every approximate minimum cut in \( G' \) are safe to contract into a super-node (because they certainly aren’t separated by the min cut). After these contractions, if there are sufficiently few edges remaining between the super-vertices, we can learn the entire remaining graph between the super-vertices and find the true minimum cut.

The following structural result shows that this is indeed the case: the total number of edges that participate in non-singleton approximately-minimum cuts is at most \( O(n) \).\(^5\)

\[ \text{Lemma 8 (Covering approximate min cuts with } O(n) \text{ edges).} \quad \text{Let } G = (V, E) \text{ be an unweighted graph with minimum degree } d \text{ and minimum cut value } c. \text{ Let } C \text{ be the set of all non-singleton approximate-minimum cuts in the graph, with cut value at most } c + \epsilon d, \text{ for } \epsilon < 1. \text{ Then } |\cup_{C \in C} C| \text{ (the total number of edges that participate in cuts in } C) \text{ is } O(n). \]

We remark that a similar claim is proven in [20]. While the theorem of [20] would be sufficient for our purposes,\(^6\) our proof is extremely simple, and so we include it in Section 2.3.

This concludes our global min-cut algorithm. Below, we summarize the algorithm, and formally prove that it is correct.

\[ \text{Algorithm 9 (Global Min Cut with } \tilde{O}(n) \text{ oracle queries).} \]

\begin{description}
  \item [Input:] Oracle access to the cut values of an unweighted simple graph \( G \).
  \item [1.] Compute all of the single-vertex cuts.
  \item [2.] For \( c = 2^j \) for \( j = 0, 1, \ldots, \log n \),
    \begin{enumerate}
      \item \( \text{Repeat } \log n \text{ times:} \)
        \begin{enumerate}
          \item Run Karger’s Algorithm until there are a total of \( cn \) edges between the components in the graph, call the resulting graph \( G_1 \).
          \item Subsample each edge with probability \( p = \frac{80 \ln n}{c} \) to obtain a graph \( G_2 \) (any \( \epsilon \in (0,1/3) \) suffices)
        \end{enumerate}
    \end{enumerate}
\end{description}

\(^5\) A cut is non-singleton if each side has at least two nodes.

\(^6\) Their result is stronger in the sense that they also show how to locate the cover in deterministic time \( O(m) \), while our result is slightly simpler, and we only require \( O(n) \) edges rather than \( \tilde{O}(n) \).
Find all non-singleton cuts of size at most $(1 + 3\epsilon)pc$ in the graph, and contract any two nodes which are together in all such cuts, call the resulting graph $G_3$

(iv) Learn all of $G$’s edges between the super-vertices of $G_3$ to obtain $G_4$ (unless there are more than $n\log n$ edges, in which case abort and return to step 2a).

(v) Compute the minimum cut in $G_4$, and if it is the best seen so far, keep track of it.

Output: Return the best cut seen over the course of the algorithm.

▶ Theorem 10 (Mincut). Algorithm 9 uses $\tilde{O}(n)$ queries and finds the exact minimum cut in $G$ with high probability.

Proof. First, we will prove the correctness of the algorithm. Clearly, if one of the single-vertex cuts is the minimum cut, the algorithm finds this cut in step 1, so suppose that the best cut has value $\hat{c} < d_{\min}$, where $d_{\min}$ is the minimum degree in $G$.

In one of the iterations of step 2, $c$ is within a factor of 2 of $\hat{c}$, and we focus on this iteration. In step 1, by Lemma 6, the minimum cut survives with at least constant probability. By the concentration arguments given in Lemma 11 and Corollary 13, in step 2 every cut in $G_2$ is close to the value of the cut in $G_1$ with high probability, and so no edge in the minimum cut is contracted in step 3. Therefore, with constant probability, we find the minimum cut in step 5. Since we repeat this process $\log n$ times in step 2a, the total probability that we miss the global min cut in every iteration is polynomially small. This proves the correctness of the algorithm.

Now, we argue that at most $\tilde{O}(n)$ queries are required. At every iteration of the inner loop, we run Karger’s Algorithm for $O(n)$ steps ($\tilde{O}(n)$ queries by Proposition 7). Then, we subsample each of $cn$ edges each with probability $\tilde{O}(1/c)$, or equivalently, we sample $\tilde{O}(n)$ random edges ($\tilde{O}(n)$ queries by Corollary 13). step 3 does not require any queries. By Lemma 8, step 4 requires learning only $O(n)$ edges ($\tilde{O}(n)$ queries) if $c$ is the true value of the minimum cut, and otherwise the step is aborted. Finally, step 5 requires no additional queries. Since the inner loop is repeated $\log^2 n$ times, this concludes the proof. ◀

In the following subsections, we provide proofs of key intermediate lemmas.

2.1 Compressing the graph with Karger’s algorithm

▶ Lemma 6 (restated). [Karger’s Algorithm on small cuts] Let $G$ be a graph with minimum cut value $c > 0$. If we run Karger’s algorithm on $G$ until there are at most $cn$ edges in the graph, then the minimum cut survives with constant probability.

Proof. Fix a specific min cut $C$. We apply Karger’s algorithm until the total number of edges drops to $cn$. At each step, the probability that we contract an edge from $C$ is at most $1/n$, and we have at most $n$ steps, so the probability that $C$ survives is at least $(1 - 1/n)^n > 1/4$ for $n > 2$. ◀

2.2 Subsampling the graph

First, we show that if we sample with probability proportional to $\tilde{O}(1/c)$, every cut in the subsampled graph has value close to its expectation. Because there are $2^n$ cuts, a simple

\footnote{where “close” means that the value of the cut in $G_2$ is within $(1 \pm \epsilon)pk$, where $k$ is the value of the cut in $G_1$.}
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Chernoff bound followed by a union bound is insufficient. Instead, we perform a more careful union bound by appealing to a polynomial bound on the number of approximately minimum cuts (as is standard in this setting, see e.g. [17]).

▶ Lemma 11. Let $G = (V, E)$ be a multigraph with minimum cut value $c$, and let $G' = (V, E')$ be the result of sampling each edge of $E$ with probability $p \geq \min\left(\frac{40 \ln n}{c^2}, 1\right)$. Then with high probability, every cut of value $k$ in $G$ has value $(1 \pm \epsilon)pk$ in $G'$.

Proof. For each edge $e \in E$, consider the random binary variable $X_e \triangleq \begin{cases} 1 & e \in E' \\ 0 & \text{otherwise} \end{cases}$.

Notice that $E(X_e) = p$. Let $C$ be a cut of size $k$. By a Chernoff bound, the probability that $C$ has cut value deviating from its expectation by more than an $\epsilon$-factor in $G'$ is bounded by:

$$
\Pr \left[ \sum_{e \in C^*} X_e - pk > pk \right] \leq 2 \exp \left( -\frac{\epsilon^2 pk}{2} \right) \leq 2n^{-10k/c},
$$

(1)

where the last inequality follows by our choice of $p$.

Now, it follows from the analysis of Karger’s algorithm (Lemma 12 below) that for every integer $\ell > 0$ there are at most $(2n)^{2\ell}$ cuts of value at most $\ell c$. Consider a cut $C$ with value in $[\ell c, (\ell + 1)c]$ in $G$. Using (1), we have that the probability that its value in $G'$ deviates from expectation by more than $\pm p(\ell + 1)c$ is at most $n^{-10\ell}$. Taking a union bound over all such $C$ and all values of $\ell$ the soundness holds with probability at least $1 - n^{-6}$. ◀

The following lemma, which we employed in order to bound the number of cuts of each size, is an oft-used consequence of Karger’s algorithm (see e.g. [19]).

▶ Lemma 12 (Bound on the number of small cuts). If a graph on $n$ vertices has a minimum cut of size $c$, then there are at most $(2n)^{2\ell}$ cuts of size $\ell c$.

Proof. Fix a specific cut $C$, such that $|C| = \ell c$. Consider Karger’s algorithm, in which we contract a uniformly random edge in each step. After $t$ steps, there are at least $(n - t)c/2$ edges in the graph (since no vertex can ever have degree less than $c$ in Karger’s algorithm). Then in the $t$-th step of Karger’s algorithm there is probability at most $\frac{2\ell c}{n - t}$ that an edge from $C$ is contracted. Using a telescoping product argument, the probability that $C$ survives for $n - 2\ell$ steps of the algorithm is at least $\prod_{t=0}^{n-2\ell} \left(1 - \frac{2\ell}{n-t}\right) = \frac{(2\ell)!}{(n-1)! \cdots (n-2\ell+1)!} \geq n^{-2\ell}$. After $n - 2\ell$ steps, there are $2\ell$ vertices remaining, so less than $2^{2\ell}$ cuts survived. Therefore in total there can only be $(2n)^{2\ell}$ such cuts in the original graph. ◀

As a corollary of Lemma 11, we have that the approximately minimum cuts of the subsampled graph correspond to approximately minimum cuts in the original graph:

▶ Corollary 13. Let $G = (V, E)$ be a graph with minimum minimum cut value $c$. Let $G' = (V, E')$ be the result of sampling each edge in $E$ with probability $p = \min\left(\frac{40 \ln n}{c^2}, 1\right)$, with $\epsilon \leq 1/3$. Then the following events occur with high probability:

Completeness the minimum cut of $G$ has value at most $p(1 + \epsilon)c$ in $G'$.

Soundness every cut of value at most $p(1 + \epsilon)c$ in $G'$ has value at most $(1 + 3\epsilon)c$ in $G$.

Furthermore, no cut has value less than $p(1 - \epsilon)c$ in $G'$.

Proof. This follows immediately from Lemma 11, because with high probability, every cut concentrates to within a $(1 \pm \epsilon)$ factor of its expectation. ◀
2.3 Covering approximate min cuts with $O(n)$ edges

Lemma 8 (restated). [Covering approximate min cuts with $O(n)$ edges] Let $G = (V, E)$ be an unweighted graph with minimum degree $d$ and minimum cut value $c$. Let $\mathcal{C}$ be the set of all non-singleton approximate-minimum cuts in the graph, with cut value at most $c + \epsilon d$, for $\epsilon < 1$. Then $|\bigcup_{C \in \mathcal{C}} C|$ (the total number of edges that participate in cuts in $\mathcal{C}$) is $O(n)$.

Proof. Notice that any subset of $\mathcal{C}$ induces a partition over $V$, where two vertices are in the same component if they are on the same side of every cut. Let $K = C_1, \ldots, C_k$ be a minimal subset of $\mathcal{C}$, such that no additional cut $C \in \mathcal{C}$ splits any existing components into two components both of size $\geq \beta d$ when added to $K$. By definition, $k \leq n/\beta d$ and $|\bigcup_{i=1}^{k} C_i| \leq (c + \epsilon d) \cdot k$. The number of vertices with at least $\alpha d$ incident edges in $K$ is therefore at most $2ck/\alpha d$. Call this set of vertices $S$.

Now, by definition of $K$, adding any other cut $C \in \mathcal{C}$ (not already covered by the edges in $K$) can only split an existing component if the size of at least one of them, $B$, is small, $|B| < \beta d$. We argue that $B \subseteq S$. Suppose by contradiction that there exists a vertex $v \in B \setminus S$. Then $v$ cannot have more than $\beta d$ edges to other nodes inside $B$, because $B$ is small. Since $v \notin S$, $v$ can have at most $\alpha d$ edges that are already in the cuts $C_1, \ldots, C_k$. Thus, $v$ has at least $\deg(v) - d(\alpha + \beta)$ edges crossing the new cut.

Since the new cut is not a singleton cut, we can move $v$ to the other side of the cut, decreasing the size of the cut by $\deg(v) - 2d(\alpha + \beta)$.

We have that if $2(\alpha + \beta) < 1 - \epsilon$,

$$\deg(v) - 2d(\alpha + \beta) \geq d(1 - 2(\alpha + \beta)) > \epsilon d,$$

which is a contradiction, since this would give a cut of value less than $c$. So choosing $\alpha = \beta < (1 - \epsilon)/4$, we can conclude that $S$ is the only set of vertices which will be separated into additional components if we refine our partition by adding minimum cuts from $\mathcal{C}$.

Therefore, the set $C_1, \ldots, C_k$ and all edges incident on $S$ cover all edges participating in any non-singleton minimum cut. The cover consists of at most

$$(c + \epsilon d)k + |S| \cdot d \leq \frac{n(c + \epsilon d)}{\beta d} + \frac{2cn}{\alpha \beta d}$$

edges, so the conclusion follows. ▶

3 Connectivity-preserving sampling in the oracle model

Now we show how to subsample a graph with arbitrary connectivity to obtain a sparse graph in which all cut values are well-approximated (also known as a sparsifier). The algorithm and analysis are inspired by [4], but we must make modifications to both in order to optimize query efficiency. We begin with some definitions.

Definition 14. A graph $G$ is $k$-strongly-connected if there is no cut of size less than $k$ in $G$. The strong connectivity of $G$, denoted $K(G)$, is the size of $G$’s minimum cut.

Definition 15. Given a graph $G = (V, E)$ and an edge $e = (u, v) \in E$, define $e$’s strength $k_e$ to be the maximum of the strong connectivities over all vertex-induced subgraphs of $G$ containing $e$:

$$k_e = \max_{S \subseteq V : u, v \in S} K(G[S]),$$

where $G[S]$ denotes the vertex-induced subgraph of $G$ on $S$. 
The following theorem, due to Benczúr and Karger, shows that if we sample each edge with probability inversely proportional to its strength, every cut will be well-preserved.

**Theorem 16** (Benczúr and Karger [4]). Let $G = (V, E)$ be an unweighted graph. For each edge $e \in E$, let $k_e$ denote the edge strength of $e$. Suppose we are given $\{k'_e\}_{e \in E}$ such that $\frac{1}{4} k_e \leq k'_e \leq k_e$. Let $H$ be the graph formed by sampling each edge $e$ with probability

$$p_e = \min \left( \frac{100 \ln n}{k'_e \epsilon^2}, 1 \right),$$

and then including it with weight $1/p_e$. Then with high probability, $H$ has $O(n \ln n/\epsilon^2)$ edges, and every cut in $H$ has value $(1 \pm \epsilon)$ of the original value in $G$.

While Benczúr and Karger give efficient algorithms for computing approximate edge strengths when the graph is known, in our setting we cannot afford to look at every edge. The following algorithm shows how to compute approximate edge strengths, and how to compute the sparsifier $H$, with $\tilde{O}(n/\epsilon^2)$ oracle queries.

**Algorithm 17** (Approximating Edge Strengths (and sampling a sparsifier $H$)).

**Input:** An accuracy parameter $\epsilon$, and a cut-query oracle for graph $G$.

1. (Initialize an empty graph $H$ on $n$ vertices).
2. For $j = 0, \ldots, \log n$, set $r_j = n^{2^{-j}}$ and:
   (a) Subsample $G'$ from $G$ by taking each edge of $G$ with probability $q_j = \min \left( 100 \cdot 40 \ln n, 1 \right)$
   (b) In each connected component of $G'$:
      (i) While there exists a cut of size $\leq q_j \cdot \frac{1}{2} r_j$, remove the edges from that cut, and then recurse on the two sides. Let the connected components induced by removing the cut edges be $C_1, \ldots, C_r$.
      (ii) For every $i \in [r]$ and every edge (known or unknown) with both endpoints in $C_i$, set the approximate edge strength $k'_e := \frac{1}{2} r_j$ (alternatively, subsample every edge in $C_i \times C_i$ with probability $2q_j/\epsilon^2$ and add it to $H$ with weight $\epsilon^2/2q_j$).
      (iii) Update $G$ by contracting $C_i$ for each $i \in [r]$.

**Output:** The edge strength approximators $\{k'_e\}_{e \in E}$ (or the sparsifier $H$).

**Theorem 18.** For each edge $e \in G$, the approximate edge strength given in Algorithm 17 is close to the true edge strength, $\frac{1}{4} k_e \leq k'_e \leq k_e$. Furthermore, the algorithm requires $\tilde{O}(n/\epsilon^2)$ oracle queries to produce the sparsifier $H$, which satisfies:

- $H$ has $O(n \ln n/\epsilon^2)$ edges
- The maximum weight of any edge $e$ in $H$ will be $O(\epsilon^2 k_e / \ln n)$
- Every cut in $H$ is within a $(1 \pm \epsilon)-$factor of its value in $G$.

**Proof.** The proof follows from two claims, which we state here and prove later:

**Claim 19.** At iteration $j = \lceil \log(n/k_e) \rceil$, the edge $e$ is either assigned $k'_e = \frac{1}{2} r_j = n/2^{j+1} \geq k_e/4$ or has already been assigned a larger value of $k'_e$.

**Claim 20.** At iteration $j$ no edges $e$ with $k_e < \frac{1}{4} r_j$ are assigned a strength approximation.

Given these two claims, we have that the approximate edge strength of every edge is within a factor of two of the true strength. Furthermore, to construct $H$, each iteration only requires $\tilde{O}(n/\epsilon^2)$ cut queries. In step 2a, all components with strong connectivity larger than the current connectivity ($\kappa_j$) have been contracted, so there are no $2\kappa_j$-connected components. By Corollary 22 (stated shortly), the current $G$ therefore has at most $O(n\kappa_j)$ edges. Therefore, in step 2a we have $q_j = \tilde{O}(n/|E|)$, and the expected number of sampled
edges is therefore just $\tilde{O}(n)$, and this step requires only $\tilde{O}(n)$ cut queries. The operations in step 1 require no additional queries. Finally, again by Corollary 22, step 2 requires at most $\tilde{O}(n/e^2)$ queries, and the consequent step requires no samples. The whole process is iterated $O(\log n)$ times, for a total of $\tilde{O}(n/e^2)$ queries. The listed properties of $H$ follow from Theorem 16.

Now, we prove our initial claims.

To prove Claim 19, consider the strongly connected component of strength $k_e$ that $e$ belongs to, $C_e$. Since we subsample edges with probability $q_j = 100 \cdot 40 \cdot \ln n / \kappa_j \geq 100 \cdot 40 \ln n / k_e$, with high probability every cut of $C_e$ has size at least $\frac{9}{\ln(\kappa_j / 3)} \kappa_j$ in $G'$ (by concentration bounds identical to those in Lemma 11). Therefore, no minimum cut removed in step 1 will disconnect $C_e$. The claim follows.

To prove Claim 20, we note that by definition if $k_e < n/2^{j+1}$, then $e$ cannot participate in any vertex-induced component with strong connectivity $\kappa_j/2$. We will prove that every component $C_1, \ldots, C_r$ created in step 1 is at least $(\kappa_j/2)$-connected. For this, it is necessary to prove that any cut of size less than $\kappa_j/2$ is removed. Let $C = \cup C_i$ be the components of $G'$ after step 2a. First, we notice that at most $n$ cuts in $C$ are necessary to remove all non-strongly-connected edges. Let $S_1, \ldots, S_t$ be a sequence of at most $\ell \leq n$ cuts with sizes $a_1, \ldots, a_t$ respectively, so that $a_i \leq \kappa_j/2$ in $G$ when restricted to the vertex-induced subgraph given by the vertices of $C$. Let $a'_1, \ldots, a'_\ell$ be the sizes of the cuts $S_1, \ldots, S_\ell$ in $C$ (in the subsampled graph $G'$).

By a Chernoff bound,

$$\mathbb{P}[a'_i - q_j a_i \geq s \cdot q_j a_i] \leq \begin{cases} \exp \left(-s q_j a_i/3\right) & s \geq 1 \\ \exp \left(-s^2 q_j a_i/3\right) & s \leq 1 \end{cases}$$

We choose $s = \frac{4}{5} \kappa_j - 1$ so that $(1+s)q_j a_i = q_j \cdot \frac{4}{5} \kappa_j$. Then because $a_i \leq \kappa_j/2$,

$$s q_j a_i = q_j \cdot \frac{4}{5} \kappa_j - q_j a_i \geq q_j \cdot \frac{3}{10} \kappa_j \geq 30 \ln n,$$

and because $a_i \leq \kappa_j/2$, $s \geq \frac{2}{5}$, so

$$s^2 q_j a_i \geq 18 \ln n.$$

Thus, the probability that any of the cuts $S_i$ has size $a'_i \geq \frac{4}{5} q_j \kappa_j$ in the subsampled graph $G'$ is at most $n^{-6}$. Taking a union bound over all of the $S_i$, we have that with high probability, all of the $S_i$ will be small enough in the subsampled graph to be removed.

To argue that we did not sample too many edges (or require too many oracle queries) in step 2a, we must bound the number of edges with strength at least $k$ and at most $2k$. The following lemma is the crux of the argument (this lemma is not novel and has appeared elsewhere, e.g. [4]).

**Lemma 21.** Let $G = (V, E)$ be a weighted graph without self-loops, and let $|V| = n$. Denote by $w(E)$ the total weight of the edges in $E$. If $w(E) \geq d(n - 1)$, then $G$ contains a strongly $d$-connected component.

**Proof.** The proof is by induction—if $n = 2$, the conclusion is obvious. Now, by contradiction, let $n$ be the smallest integer for which this is not the case. Since $G$ is not $d$-connected, by removing a set of edges of total weight $< d$, we can split $G$ into two components $C_1, C_2$ of
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size \( n_1 \) and \( n_2 \) with edge sets \( E_1 \) and \( E_2 \), so that the total weight of edges among the two parts is at least \( w(E_1) + w(E_2) \geq d(n - 2) + 1 \). Since \( G \) and all of its induced subgraphs have no \( d \)-strongly-connected subgraphs, by the induction hypothesis both \( C_1 \) and \( C_2 \) must have \( w(E_1) \leq d(n_1 - 1) \) and \( w(E_2) \leq d(n_2 - 1) \). But then \( w(E_1) + w(E_2) \leq d(n_1 + n_2 - 2) = d(n - 2) \), which is a contradiction. This completes the proof.

\[ \text{Corollary 22.} \] In a graph on \( n \) vertices which has strong connectivity \( k \) and no components with strong connectivity \( \geq 2k \), there are \( \Theta(nk) \) edges.

\[ \text{Proof.} \] In a strongly \( k \)-connected component, every vertex must have degree at least \( k \), which gives the lower bound. To see the upper bound, we invoke Lemma 21 (which gives the desired conclusion by taking \( d = 2k \)).

\section{Global min-cut revisited}

Now that we are in possession of a more sensitive sampling algorithm, we give a simplified global min cut algorithm (“simplified” by pushing all the complexity to the sampling procedure).

\[ \text{Algorithm 23 (Simpler global Min Cut with } \tilde{O}(n) \text{ oracle queries).} \]
\[ \text{Input: Oracle access to the cut values of an unweighted simple graph } G. \]
\[ \text{1. Compute all of the single-vertex cuts.} \]
\[ \text{2. Compute a sparsifier } H \text{ of } G \text{ using Algorithm 17 with } G \text{ and with small constant } \epsilon. \]
\[ \text{3. Find all non-singleton cuts of size at most } (1 + 3\epsilon) \times \text{the size of the minimum cut in } H, \text{ and contract any edge which is not in such a cut, call the resulting graph } G'. \]
\[ \text{4. If the number of edges between the super-vertices of } G' \text{ is } O(n), \text{ learn all of the edges between the super-vertices of } G', \text{ and compute the minimum cut.} \]
\[ \text{Output: Return the best cut seen over the course of the algorithm.} \]

\[ \text{Theorem 24.} \] Algorithm 23 uses \( \tilde{O}(n) \) queries and finds the exact minimum cut in \( G \) with high probability.

\[ \text{Proof.} \] Let \( C^* \) be a minimum cut in \( G \), and suppose the size of \( C^* \) is \( c \). By Theorem 18, the sampling performed in step 2 will ensure that with high probability the minimum cut of \( H \) has value at least \( (1 - \epsilon)c \), and that the size of \( C^* \) in \( H \) is at most \( (1 + \epsilon)c \). For \( \epsilon < 1/3 \),

\[ \frac{(1 + \epsilon)c}{(1 - \epsilon)c} = 1 + \frac{2\epsilon}{1 - \epsilon} < 1 + 3\epsilon. \]

Therefore, in step 3 no edge in \( C^* \) will be contracted. Finally, by Lemma 8 at most \( O(n) \) edges are left between the super-vertices of \( G' \) in step 4 (whp, assuming that all cuts are indeed preserved within \( (1 \pm \epsilon) \)). Therefore, if \( C^* \) is a non-singleton cut, it (or a cut of the same size) will be found. No step requires more than \( \tilde{O}(n) \) queries.

\section{s-t min-cut in } \( \tilde{O}(n^{5/3}) \) \text{ queries}

Now, we use the low-query sampling algorithm developed in Section 3 to obtain sub-quadratic query complexity for computing min s-t cuts in undirected and unweighted graphs. Our algorithm follows the same general strategy as the minimum cut algorithm from the previous section: sample a connectivity-preserving weighted graph from \( G \), then compress the graph by contracting edges that do not participate in the minimum cut.
Algorithm 25 (s-t min cut with $\tilde{O}(n^{5/3})$ queries).

**Input:** Oracle access to the cut values of an unweighted simple graph $G$.

1. Compute a sparsifier $H$ of $G$ using Algorithm 17 with $G$ and with $\epsilon = n^{-1/3}$.
2. Compute a maximum $s$-$t$ flow in $H$, and remove the participating edges from $H$; denote the result $H'$.
3. Obtain $G'$ from $G$ by contracting all components that are $3\epsilon \cdot c$-connected in $H'$.
4. Learn all edges of $G'$ and compute the minimum $s$-$t$ cut in the resulting graph.

**Output:** The minimum $s$-$t$ cut computed in step 4.

Theorem 26. Algorithm 25 finds an exact $s$-$t$ minimum cut in $\tilde{O}(n^{5/3})$ oracle calls.

**Proof.** Our proof is based on the following claim:

Claim 27. The number of edges between the super-vertices in $G'$ is at most $O(n^{5/3})$.

The sparsifier $H$ output in step 1 by Algorithm 17 has $O(n \ln n / \epsilon^2)$ edges and preserves all cuts to within a multiplicative $(1 \pm \epsilon)$. In particular the value of the $s$-$t$ maximum flow is at most $n$, and so it is preserved to within an additive $\pm \epsilon n$.

Then, in step 2 we compute an (exact) $s$-$t$ maximum flow $F$ in $H$, and subtract $F$ from $H$ to obtain the graph $H'$. Note that without loss of generality, $F$ is integral and non-circular.

Let $f_H, f_G \leq n$ denote the size of the minimum $s$-$t$-cut in $G, H$ (respectively). Since each edge has strength at most $n$ in $G$, each edge has weight at most $\epsilon^2 n$ in $H$. Therefore, by Lemma 28 (stated shortly), the total weight in flow $F$ is at most $O(n\sqrt{f_H \cdot n\epsilon^2})$; since $f_H \approx f_G \leq n$ (up to a $(1 \pm \epsilon)$ factor), this simplifies to $O(n^2)$ total weight.

If we could subtract exactly the maximum flow in $G$, we could safely contract any remaining connected components (since the max flow certainly saturates a min $s$-$t$ cut). Since the (exact) $s$-$t$ maximum flow in $H$ approximates the flow in $G$ to within an additive $\pm \epsilon n$ error, we claim that we can safely contract any $3\epsilon n$-connected component in $H'$.

Let $C$ be a $3\epsilon n$-connected component in $H'$. Assume by contradiction that there is a minimum $s$-$t$ cut that separates $C$. Because we preserved all cuts to within a multiplicative $(1 \pm \epsilon)$, the same cut has value at most $(1 + \epsilon)f_G \leq f_H + 2\epsilon n$ in $H$. But because there is an $s$-$t$ flow of value $f_H$ in $H' \setminus H'$, all cuts have value at least $f_H$ in $H \setminus H'$. Therefore, this approximate min $s$-$t$ cut must cut at most $2\epsilon n$ edges in $H'$. So immediately by definition of $k$-connectivity, we obtain a contradiction to this cut possibly separating a $3\epsilon n$-connected component in $H'$. This establishes the correctness of the algorithm, since the exact min $s$-$t$ cut is not altered in step 2.

Once we contract the $3\epsilon n$-connected components in $H'$, we are left (by Lemma 21) with a total weight of at most $3\epsilon n^2$ in $H'$.

After applying the same contractions to $H$, we have that the total remaining weight is at most $3\epsilon n^2 + O(\epsilon n^2) = O(\epsilon n^2)$ (the sum of the flow and $H'$); and therefore, since the cut around each of the contracted vertices is the same in $G$ and $H$ up to a factor of $(1 \pm \epsilon)$, we have that the number of edges remaining in the contracted graph $G'$ is also $|E'| = O(\epsilon n^2)$.

The total number of queries necessary is $O(n / \epsilon^2)$ in step 1, and then another $|E'|$ in step 2. Choosing $\epsilon = n^{-1/3}$ balances the terms, so that we have $|E'|, n / \epsilon^2 \leq n^{5/3}$. This concludes the proof.

5.1 Covering $s$-$t$ min cuts with $O(n^{3/2})$ edges

Lemma 28 (Flow cover). In an undirected graph $G = (V, E)$ with integral weights from $[0, W]$, every non-circular $s$-$t$ flow (for any $s, t \in V$) of value $f$ uses edges of at most $O(n\sqrt{fW})$ total weight.
Proof. Consider the induced flow graph, i.e. the DAG that has an edge from \( u \) to \( v \) with weight equal to the flow from \( u \) to \( v \). Fix a topological sorting of the flow graph. We define the length of an edge to be the difference between its endpoints in the sorting.

Bucket all the edges into \( O(\log W) \) buckets according to their weights, with bucket \( B_w \) containing all the edges of weight in \([w, 2w - 1]\). Let \( d_w \) denote the (unweighted) average incoming degree when only considering edges from \( B_w \), and let \( \ell_w \) denote the (unweighted) average length of edges in \( B_w \).

For each \( i \in [n - 1] \), at most \( f/w \) edges from \( B_w \) cross the cut \( C_i \) between the first \( i \) vertices and the last \( n - i \) vertices in the topological ordering (because each such edge has weight \( \geq w \) and the total flow crossing any of these cuts is exactly \( f \)). Similarly, the number of cuts each that edge in \( B_w \) crosses is exactly equal to its length. We can count the total number of pairs \( (e, C_i) \) such that edge \( e \in B_w \) crosses cut \( C_i \) in two different ways: summing across \((n - 1)\) cuts, or summing across \( |B_w| \) edges. We therefore have that

\[
(n - 1) \cdot f/w \geq |B_w| \cdot \ell_w. \tag{2}
\]

For each vertex \( v \), each incoming edge has a different length; therefore, the average length among its incoming edges is at least half of its degree. By the Cauchy-Schwartz inequality it follows that this is also true on average across all edges and vertices: \( \ell_w \geq d_w/2 \). \( \tag{3} \)

Observe also that \( |B_w| = n \cdot d_w \). Combining this observation with Inequalities (2) and (3), we have that

\[
f/w \geq \ell_w \cdot \left( \frac{B_w}{n} \right) \geq \frac{d_w^2}{2}. \]

In particular, for each bucket, the number of edges is bounded by \( |B_w| = O(n \sqrt{f/w}) \). Therefore, the total weight of all edges is bounded by

\[
\sum_w |B_w| \cdot 2w = \sum_w O(n \sqrt{fW}) = O(n \sqrt{fW}).
\]

\[\blacksquare\]
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Abstract
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1 Introduction

Clustering is extensively used in data mining and is typically the first task performed when trying to understand large data. Clustering basically involves partitioning given data into groups or clusters such that data points within the same cluster are similar as per some similarity measure. Clustering is usually performed in an unsupervised setting where data points do not have any labels associated with them. The partitioning is done using some measure of similarity/dissimilarity between data elements. In this paper, we extend the work of Ashtiani et al. [6] who explored the possibility of performing clustering in a semi-supervised active learning setting for center based clustering problems such as $k$-median/$k$-means. In this setting, they call Semi-Supervised Active Clustering framework or SSAC in short, the clustering algorithm is allowed to make adaptive queries of the form: “do two points from the dataset belong to the same optimal cluster?”, where query answers are assumed to be consistent with a unique optimal solution. Ashtiani et al. [6] started the study of understanding the strength of this model. Do hard clustering problems become easy in this model? They explored such questions in the context of center-based clustering problems. Center based clustering problems such as $k$-means are extensively used to analyze large data clustering problems. Let us define the $k$-means problem in the Euclidean setting.

Definition 1 ($k$-means problem). Given a dataset $X \subseteq \mathbb{R}^d$ containing $n$ points, and a positive integer $k$, find a set of $k$ points $C \subseteq \mathbb{R}^d$ (called centers) such that the following cost function is minimized: $\Phi(C, X) = \sum_{x \in X} \min_{c \in C} D(x, c)$, where $D(x, c)$ denotes the squared Euclidean distance between $x$ and $c$. That is, $D(x, c) = ||x - c||^2$.

Note that the $k$ optimal centers $c_1, \ldots, c_k$ of the $k$-means problem define $k$ clusters of points in a natural manner. All points for which the closest center is $c_i$ belong to the $i^{th}$ cluster. This is also known as the Voronoi partitioning and the clusters obtained in this manner using the optimal $k$ centers are called the optimal clusters. Note that the optimal center for the $k$-means problem for any dataset $X \subseteq \mathbb{R}^d$ is the centroid of the dataset denoted by $\mu(X) \overset{def}{=} \frac{1}{|X|} \sum_{x \in X} x$. This means that if $X_1, \ldots, X_k$ are the optimal clusters for the $k$-means problem on any dataset $X \subseteq \mathbb{R}^d$ and $c_1, \ldots, c_k$ are the corresponding optimal centers, then $\forall i, c_i = \mu(X_i)$. The $k$-means problem has been widely studied and various facts are known about this problem. The problem is tractable when either the number $k$ of clusters or the dimension $d$ is equal to 1. However, when $k > 1$ or $d > 1$, then the problem is known to be NP-hard [16, 32, 28]. There has been a number of works of beyond the worst-case flavour for the $k$-means problem in which it is typically assumed that the dataset satisfies some separation condition, and then the question is whether this assumption can be exploited to design algorithms with better guarantees for the problem. Such studies have led to different definitions of separation and also some interesting results for datasets that satisfy these separation conditions (e.g., [30, 11, 8]). Ashtiani et al. [6] started the study of understanding the strength of this model. Do hard clustering problems become easy in this model? They explored such questions in the context of center-based clustering problems. Center based clustering problems such as $k$-means are extensively used to analyze large data clustering problems. Let us define the $k$-means problem in the Euclidean setting.

Definition 2 ($\gamma$-margin property). Let $\gamma > 1$ be a real number. Let $X \subseteq \mathbb{R}^d$ be any dataset and $k$ be any positive integer. Let $P_X = \{X_1, \ldots, X_k\}$ denote $k$ optimal clusters for the $k$-means problem. Then this optimal partition of the dataset $P_X$ is said to satisfy the $\gamma$-margin property iff for all $i \neq j \in \{1, \ldots, k\}$ and $x \in X_i$ and $y \in X_j$, we have:

$$\gamma \cdot ||x - \mu(X_i)|| < ||y - \mu(X_j)||.$$ 

Qualitatively this means that every point within some cluster is closer to its own cluster center than a point that does not belong to this cluster. This seems to be a very strong separation...
property. Ashtiani et al. [6] showed that the k-means clustering problem is \( \text{NP}\)-hard even when restricted to instances that satisfy the \( \gamma \)-margin property for \( \gamma = \sqrt{3} \approx 1.84 \). Here is the formal statement of their hardness result.

**Theorem 3** (Theorem 10 in [6]). Finding an optimal solution to the k-means objective function is \( \text{NP}\)-hard when \( k = \Theta(n^2) \) for any \( \varepsilon \in (0, 1) \), even when there is an optimal clustering that satisfies the \( \gamma \)-margin property for \( \gamma = \sqrt{3} \).

In the context of the k-means problem, the same-cluster queries within the SSAC framework are decision questions of the form: Do points \( x, y \) such that \( x \neq y \) belong to the same optimal cluster? Following is the main question explored by Ashtiani et al. [6]: Under the \( \gamma \)-margin assumption, for a fixed \( \gamma \in (1, \sqrt{3}) \), how many queries must be made in the SSAC framework for k-means to become tractable?

Ashtiani et al. [6] addressed the above question and gave a query algorithm. Their algorithm, in fact, works for a more general setting where the clusters are not necessarily optimal. In the more general setting, there is a target clustering \( \bar{X} = \bar{X}_1, \ldots, \bar{X}_k \) of the given dataset \( X \subseteq \mathbb{R}^d \) such that these clusters satisfy the \( \gamma \)-margin property (i.e., for all \( i, x \in \bar{X}_i \), and \( y \notin \bar{X}_i \), \( \gamma \cdot ||x - \mu(X_i)|| < ||y - \mu(X_i)|| \)), and the goal of the query algorithm is to output the clustering \( \bar{X} \). Here is the main result of Ashtiani et al.

**Theorem 4** (Theorems 7, 8 in [6]). Let \( \delta \in (0, 1), \gamma > 1 \). Let \( X \subseteq \mathbb{R}^d \) be any dataset with \( n \) points, \( k \) be a positive integer, and \( X_1, \ldots, X_k \) be any target clustering of \( X \) that satisfies the \( \gamma \)-margin property. Then there is a query algorithm \( A \) that makes \( O \left( k \log n + k^2 \frac{\log k + \log 1/\delta}{(\gamma - 1)^2} \right) \) same-cluster queries and with probability at least \( 1 - \delta \), outputs the clustering \( X_1, \ldots, X_k \). The running time of algorithm \( A \) is \( O \left( kn \log n + k^2 \frac{\log k + \log 1/\delta}{(\gamma - 1)^2} \right) \).

The above result is a witness to the power of the SSAC framework. We extend this line of work by examining the power of same-cluster queries in the approximation algorithms domain. Our results do not assume any separation condition on the dataset (such as \( \gamma \)-margin as in [6]) and they hold for any dataset.

Since the k-means problem is \( \text{NP}\)-hard, an important line of research work has been to obtain approximation algorithms for the problem. There are many efficient approximation algorithms for the k-means problem, for example [25, 26]. Ahmadian et al. [2] gave a 6.357-approximation algorithm for the k-means problem. A simple approximation algorithm that gives an \( O(\log k) \) approximation guarantee in expectation is the k-means++ seeding algorithm (also known as \( D^2 \)-sampling algorithm) by Arthur and Vassilvitskii [5]. This algorithm is commonly used in solving the k-means problem in practice. As far as approximation schemes or in other words \( (1 + \varepsilon) \)-approximation algorithms (for arbitrary small \( \varepsilon < 1 \)) are concerned, the following is known: It was shown by Awasthi et al. [9] that there is some fixed constant \( 0 < c < 1 \) such that there cannot exist an efficient \( (1 + c) \) factor approximation unless \( \text{P} \equiv \text{NP} \). This result was improved by Lee et al. [27] where it was shown that it is \( \text{NP}\)-hard to approximate the k-means problem within a factor of 1.0013. However, when either \( k \) or \( d \) is a fixed constant, then there are Polynomial Time Approximation Schemes (PTAS) for the k-means problem. Addad et al. [15] and Friggstad et al. [19] gave PTASs for the k-means problem in constant dimension. For fixed constant \( k \), various PTASs are known [26, 18, 23, 24]. Following is the main question that we explore in this work:

---

1 If the optimal solution is not unique, the same-cluster query answers are assumed to be consistent with respect to any fixed optimal clustering.

2 This basically means an algorithm that runs in time polynomial in the input parameters but may run in time exponential in \( 1/\varepsilon \).
For arbitrary small $\varepsilon > 0$, how many same-cluster queries must be made in an efficient $(1 + \varepsilon)$-approximation algorithm for k-means in the SSAC framework? The running time should be polynomial in all input parameters such as $n, k, d$ and also in $1/\varepsilon$.

Note that this is a natural extension of the main question explored by Ashtiani et al. [6]. Moreover, we have removed the separation assumption on the data. We provide an algorithm that makes $\text{poly}(k/\varepsilon)$ same-cluster queries and runs in time $O(nd \cdot \text{poly}(k/\varepsilon))$.

More specifically, here is the formal statement of our main result:

**Theorem 5** (Main result: query algorithm). Let $0 < \varepsilon \leq 1/2$. Let $X \subseteq \mathbb{R}^d$, and $k$ be any positive integer. Then there is a query algorithm $A$ that runs in time $O(ndk^9/\varepsilon^4)$, and with probability at least 0.99, outputs a center set $C$ such that $\Phi(C, X) \leq (1 + \varepsilon) \cdot \Delta_k(X)$. Moreover, the number of same-cluster queries used by $A$ is $O(k^9/\varepsilon^4)$. Here $\Delta_k(X)$ denotes the optimal value of the $k$-means objective function.

Note that unlike Theorem 4, our bound on the number of same-cluster queries is independent of the size of the dataset. We find this interesting and the next natural question we ask is whether this bound on the number of same-cluster queries is tight in some sense. In other words, does there exist a query algorithm in the SSAC setting that gives $(1 + \varepsilon)$-approximation in time polynomial in $n, k, d$ and makes significantly fewer queries than the one given in the theorem above? We answer this question in the negative by establishing a conditional lower bound on the number of same-cluster queries under the assumption that ETH (Exponential Time Hypothesis) [20, 21] holds. The formal statement of our result is given below.

**Theorem 6** (Main result: query lower bound). If the Exponential Time Hypothesis (ETH) holds, then there exists a constant $c > 1$ such that any $c$-approximation query algorithm for the $k$-means problem that runs in time $\text{poly}(n, d, k)$ makes at least $\frac{k}{\text{polylog } k}$ queries.

### 1.1 Faulty query setting

The existence of a same-cluster oracle that answers such queries perfectly may be too strong an assumption. A more reasonable assumption is the existence of a faulty oracle that can answer incorrectly but only with bounded probability. Our query approximation algorithm can be extended to the setting where answers to the same-cluster queries are faulty. More specifically, we can get wrong answers to queries independently but with probability at most some constant $q < 1/2$. Also note that in our model the answer for a same-cluster query does not change with repetition. This means that one cannot ask the same query multiple times and amplify the probability of correctness. We obtain $(1 + \varepsilon)$-approximation guarantee for the $k$-means clustering problem in this setting. The main result is given as follows.

**Theorem 7.** Let $0 < \varepsilon \leq 1/2$. Let $X \subseteq \mathbb{R}^d$, and $k$ be any positive integer. Consider a faulty SSAC setting where the response to every same-cluster query is incorrect with probability at most some constant $q < 1/2$. In such a setting, there is a query algorithm $A^F$ that with probability at least 0.99, outputs a center set $C$ such that $\Phi(C, X) \leq (1 + \varepsilon) \cdot \Delta_k(X)$. Moreover, the number of same-cluster queries used by $A^F$ is $O(k^{15}/\varepsilon^8)$.

The previous theorems summarise the main results of this work which basically explores the power of same-cluster queries in designing fast $(1 + \varepsilon)$-approximation algorithms for the $k$-means problem. We will give the proofs of the above theorems in Sections 3, 4, and 5. There are some other simple and useful contexts, where the SSAC framework gives extremely nice results. One such context is the popular $k$-means++ seeding algorithm. This is an
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extremely simple sampling based algorithm for the k-means problem that samples k centers in a sequence of k iterations. We show that within the SSAC framework, a small modification of this sampling algorithm converts it to one that gives constant factor approximation instead of $O(\log k)$-approximation [5] that is known. This is another witness to the power of same-cluster queries. We discuss this result in Section 2. Some of the basic techniques involved in proving our main results will be introduced while discussing this simpler context.

1.2 Other related work

Clustering problems have been studied in various semi-supervised settings. Basu et al. [12] explored must-link and cannot-link constraints in their semi-supervised clustering formulation. In their framework, must-link and cannot-link constraints were provided explicitly as part of the input along with the cost of violating these constraints. They gave an active learning formulation for clustering in which an oracle answers whether two query points belong to the same cluster or not, and gave a clustering algorithm using these queries. However, they work with a different objective function and there is no discussion on theoretical bounds on the number of queries. In contrast, in our work we consider the k-means objective function and provide bounds on approximation guarantee, required number of adaptive queries, and the running time. Balcan and Blum [10] proposed an interactive framework for clustering with split/merge queries. Given a clustering $C = \{C_1, \ldots\}$, a user provides feedback by specifying that some cluster $C_i$ should be split, or clusters $C_i$ and $C_j$ should be merged. Awasthi et al. [7] studied a local interactive algorithm for clustering with split and merge feedbacks. Voevodski et al. [34] considered one versus all queries where query answer for a point $s \in X$ returns distances between $s$ to all points in $X$. For a k-median instance satisfying $(c, \varepsilon)$-approximation stability property [11], the authors found a clustering close to true clustering using only $O(k)$ one versus all queries. Vikram and Dasgupta [33] designed an interactive bayesian hierarchical clustering algorithm. Given dataset $X$, the algorithm starts with a candidate hierarchy $T$, and an initially empty set $C$ of constraints. The algorithm queries user with a subtree $T|_S$ of hierarchy $T$ restricted to constant sized set $S \subset X$ of leaves. User either accepts $T|_S$ or provides a counterexample triplet $\{(a, b), c\}$ which the algorithm adds to its set of constraints $C$, and updates $T$. They consider both random and adaptive ways to select $S$ to query $T|_S$.

1.3 Our Techniques

We now give a brief outline of the new ideas needed for our results. Many algorithms for the k-means problem proceed by iteratively finding approximations to the optimal centers. One such popular algorithm is the k-means++ seeding algorithm [5]. In this algorithm, one builds a set of potential centers iteratively. We start with a set $C$ initialized to the empty set. At each step, we sample a point with probability proportional to the square of the distance from $C$, and add it to $C$. Arthur and Vassilvitskii [5] showed that if we continue this process till $|C|$ reaches $k$, then the corresponding k-means solution has expected cost $O(\log k)$ times the optimal k-means cost. Aggarwal et al. [1] showed that if we continue this process till $|C|$ reaches $\beta k$, for some constant $\beta > 1$, then the corresponding k-means solution (where we actually open all the centers in $C$) has cost which is within constant factor of the optimal k-means cost with high probability. Ideally, one would like to stop when size of $C$ reaches $k$ and obtain a constant factor approximation guarantee. We know from previous works [5, 14, 13] that this is not possible in the classical (unsupervised) setting. In this work, we show that one can get such a result in the SSAC framework. A high-level
way of analysing the $k$-means++ seeding algorithm is as follows. We first observe that if we randomly sample a point from a cluster, then the expected cost of assigning all points of this cluster to the sampled point is within a constant factor of the cost of assigning all the points to the mean of this cluster. Therefore, it suffices to select a point chosen uniformly at random from each of the clusters. Suppose the set $C$ contains such samples for the first $i$ clusters (of an optimal solution). If the other clusters are far from these $i$ clusters, then it is likely that the next point added to $C$ belongs to a new cluster (and perhaps is close to a uniform sample). However to make this more probable, one needs to add several points to $C$. Further, the number of samples that needs to be added to $C$ starts getting worse as the value of $i$ increases. Therefore, the algorithm needs to build $C$ till its size becomes $O(k \log k)$. In the SSAC framework, we can tell if the next point added in $C$ belongs to a new cluster or not. Therefore, we can always ensure that $|C|$ does not exceed $k$. To make this idea work, we need to extend the induction argument of Arthur and Vassilvitskii [5] – details are given in Section 2.

We now explain the ideas for the PTAS for $k$-means. We consider the special case of $k = 2$. Let $X_1$ and $X_2$ denote the optimal clusters with $X_1$ being the larger cluster. Inaba et al. [22] showed that if we randomly sample about $O(1/\varepsilon)$ points from a cluster, and let $\mu'$ denote the mean of this subset of sampled points, then the cost of assigning all points in the cluster to $\mu'$ is within $(1 + \varepsilon)$ of the cost of assigning all these points to their actual mean (whp). Therefore, it is enough to get uniform samples of size about $O(1/\varepsilon)$ from each of the clusters. Jaiswal et al. [23] had the following approach for obtaining a $(1 + \varepsilon)$-approximation algorithm for $k$-means (with running time being $nd \cdot f(k, \varepsilon)$, where $f$ is an exponential function of $k/\varepsilon$) – suppose we sample about $O(1/\varepsilon^2)$ points from the input, call this sample $S$. It is likely to contain at least $O(1/\varepsilon)$ from $X_1$, but we do not know which points in $S$ are from $X_1$. Jaiswal et al. addressed this problem by cycling over all subsets of $S$. In the SSAC model, we can directly partition $S$ into $S \cap X_1$ and $S \cap X_2$ using $|S|$ same-cluster queries. Having obtained such a sample $S$, we can get a close approximation to the mean of $X_1$. So assume for sake of simplicity that $\mu_1$, the mean of $X_1$. Now we are faced with the problem of obtaining a uniform sample from $X_2$. The next idea of Jaiswal et al. is to sample points with probability proportional to square of distance from $\mu_1$. This is known as $D^2$-sampling. Suppose we again sample about $O(1/\varepsilon^2)$ such points, call this sample $S'$. Assuming that the two clusters are far enough (otherwise the problem only gets easier), they show that $S'$ will contain about $O(1/\varepsilon^2)$ points from $X_2$ (with good probability). Again, in the SSAC model, we can find this subset by $|S'|$ queries – call this set $S''$. However, the problem is that $S''$ may not represent a uniform sample from $X_2$. For any point $e \in X_2$, let $p_e$ denote the conditional probability of sampling $e$ given that a point from $X_2$ is sampled when sampled using $D^2$-sampling. They showed $p_e$ is at least $\frac{\varepsilon}{m}$, where $m$ denotes the size of $X_2$. In order for the sampling lemma of Inaba et al. [22] to work, we cannot work with approximately uniform sampling. The final trick of Jaiswal et al. was to show that one can in fact get a uniform sample of size about $O(\varepsilon |S''|) = O(1/\varepsilon)$ from $S''$. The idea is as follows – for every element $e \in S''$, we retain it with probability $p_e / p_m$ (which is at most 1), otherwise we remove it from $S''$. It is not difficult to see that this gives a uniform sample from $X_2$. The issue is that we do not know $m$. Jaiswal et al. again cycle over all subsets of $S'$ – we know that there is a (large enough) subset of $S'$ which will behave like a uniform sample from $X_2$. In the SSAC framework, we first identify the subset of $S'$ which belongs to $X_2$, call this $S'''$ (as above). Now we prune some points from $S'''$ such that the remaining points behave like a uniform sample. This step is non-trivial because as indicated above, we do not know the value $m$. Instead, we first show that $p_e$ lies between $\frac{\varepsilon}{m}$ and $\frac{\varepsilon}{m}$ for most of the
Table 1: \(k\)-means++ seeding algorithm (left) and its adaptation in the SSAC setting (right).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Description</th>
</tr>
</thead>
</table>
| \(k\)-means++ \((X, k)\) | - Randomly sample a point \(x \in X\)  
- \(C \leftarrow \{x\}\)  
- for \(i = 2\) to \(k\)  
  - Sample \(x \in X\) using distribution \(D\), where \(D(x) = \frac{\Phi(C, \{x\})}{\Phi(C, X)}\)  
  - \(C \leftarrow C \cup \{x\}\)  
- return(\(C\)) |
| Query-\(k\)-means++ \((X, k)\) | - Randomly sample a point \(x \in X\)  
- \(C \leftarrow \{x\}\)  
- for \(i = 2\) to \(k\)  
  - for \(j = 1\) to \(\lceil \log k \rceil\)  
    - Sample \(x \in X\) using distribution \(D\), where \(D(x) = \frac{\Phi(C, \{x\})}{\Phi(C, X)}\)  
    - if (NewCluster(\(C, x\)))  
      - \(C \leftarrow C \cup \{x\}\); break  
  - return(\(C\))  
  - if (\(\exists c \in C\) s.t. SameCluster(\(c, x\))) return(false)  
  - else return(true) |

points of \(X_2\). Therefore, \(S''\) is likely to contain such a nice point, call it \(v\). Now, for every point \(e \in S''\), we retain it with probability \(\epsilon p_e^2 p_v\) (which we know is at most 1). This gives a uniform sample of sufficiently large size from \(X_2\). For \(k\) larger than 2, we generalize the above ideas using a non-trivial induction argument.

2 \(k\)-means++ within SSAC framework

The \(k\)-means++ seeding algorithm, also known as the \(D^2\)-sampling algorithm, is a simple sampling procedure that samples \(k\) centers in \(k\) iterations. The description of this algorithm is given below.

The algorithm picks the first center randomly from the set \(X\) of points and after having picked the first \((i-1)\) centers denoted by \(C_{i-1}\), it picks a point \(x \in X\) to be the \(i^{th}\) center with probability proportional to \(\min_{c \in C_{i-1}} \|x-c\|^2\). The running time of \(k\)-means++ seeding algorithm is clearly \(O(nkd)\). Arthur and Vassilvitskii [5] showed that this simple sampling procedure gives an \(O(\log k)\) approximation in expectation for any dataset. Within the SSAC framework where the algorithm is allowed to make same-cluster queries, we can make a tiny addition to the \(k\)-means++ seeding algorithm to obtain a query algorithm that gives constant factor approximation guarantee and makes only \(O(k^2 \log k)\) same-cluster queries. The description of the query algorithm is given in Table 1 (see right). In iteration \(i > 1\), instead of simply accepting the sampled point \(x\) as the \(i^{th}\) center (as done in \(k\)-means++ seeding algorithm), the sampled point \(x\) is accepted only if it belongs to a cluster other than those to which centers in \(C_{i-1}\) belong (if this does not happen, the sampling is repeated for at most \(\lceil \log k \rceil\) times). Here is the main result that we show for the query-\(k\)-means++ algorithm.

\[\text{Theorem 8. Let } X \subseteq \mathbb{R}^d \text{ be any dataset containing } n \text{ points and } k > 1 \text{ be a positive integer. Let } C \text{ denote the output of the algorithm Query-}k\text{-means++}(X, k). \text{ Then} \]

\[\mathbb{E}[\Phi(C, X)] \leq 24 \cdot \Delta_k(X),\]
where \( \Delta_k(X) \) denotes the optimal \( k \)-means cost on dataset \( X \). Furthermore, the algorithm makes \( O(k^2 \log k) \) same-cluster queries and runs in time \( O(nkd + k \log k \log n + k^2 \log k) \).

The bound on the number of same-cluster queries is trivial from the algorithm description. For the running time, it takes \( O(nkd) \) time to update the distribution \( D \) which is updated \( k \) times. This accounts for the \( O(nkd) \) term in the running time. Sampling an element from a distribution \( D \) takes \( O(\log n) \) time (if we maintain the cumulative distribution etc.) and at most \( O(k \log k) \) points are sampled. Moreover, determining whether a sampled point belongs to an uncovered cluster takes \( O(k) \) time. So, the overall running time of the algorithm is \( O(nkd + k \log k \log n + k^2 \log k) \). The proof of the above theorem may be found in the full version of the paper available at [3].

3 Query Approximation Algorithm (proof of Theorem 5)

As mentioned in the introduction, our query algorithm is based on the \( D^2 \)-sampling based algorithm of Jaiswal et al. [23, 24]. The algorithm in these works give a \((1 + \varepsilon)\)-factor approximation for arbitrary small \( \varepsilon > 0 \). The running time of these algorithms are of the form \( nd \cdot f(k, \varepsilon) \), where \( f \) is an exponential function of \( k/\varepsilon \). We now show that it is possible to get a running time which is polynomial in \( n, k, d, 1/\varepsilon \) in the SSAC model. The main ingredient in the design and analysis of the sampling algorithm is the following lemma by Inaba et al. [22].

\[ \text{Lemma 9 ([22])}. \text{ Let } S \text{ be a set of points obtained by independently sampling } M \text{ points uniformly at random with replacement from a point set } X \subseteq \mathbb{R}^d. \text{ Then for any } \delta > 0, \]
\[ \Pr \left[ \Phi(\{\mu(S)\}, X) \leq \left( 1 + \frac{1}{\delta M} \right) \cdot \Delta_1(X) \right] \geq (1 - \delta). \]

Here \( \mu(S) \) denotes the geometric centroid of the set \( S \). That is \( \mu(S) = \frac{\sum_{s \in S} s}{|S|} \).

Our algorithm Query-\( k \)-means is described in Table 2. It maintains a set \( C \) of potential centers of the clusters. In each iteration of step (3), it adds one more candidate center to the set \( C \) (whp), and so, the algorithm stops when \(|C|\) reaches \( k \). For sake of explanation, assume that optimal clusters are \( X_1, X_2, \ldots, X_k \) with means \( \mu_1, \ldots, \mu_k \) respectively. Consider the \( i \)-th iteration of step (3). At this time \(|C| = i - 1 \), and it has good approximations to means of \( i - 1 \) clusters among \( X_1, \ldots, X_k \). Let us call these clusters covered. In Step (3.1), it samples \( N \) points, each with probability proportional to square of distance from \( C \) (\( D^2 \)-sampling).

Now, it partitions this set, \( S \), into \( S \cap X_1, \ldots, S \cap X_k \) in the procedure UncoveredCluster, and then picks the partition with the largest size such that the corresponding optimal cluster \( X_j \) is not one of the \((i - 1)\) covered clusters. Now, we would like to get a uniform sample from \( X_j \) – recall that \( S \cap X_j \) does not represent a uniform sample. However, as mentioned in the introduction, we need to find an element \( s \) of \( X_j \) for which the probability of being in sampled is small enough. Therefore, we pick the element in \( S \cap X_j \) for which this probability is smallest (and we will show that it has the desired properties). The procedure UncoveredCluster returns this element \( s \). Finally, we choose a subset \( T \) of \( S \cap X_j \) in the procedure UniformSample. This procedure is designed such that each element of \( X_j \) has the same probability of being in \( T \). In step (3.4), we check whether the multi-set \( T \) is of a desired minimum size. We will argue that the probability of \( T \) not containing sufficient number of points is very small. If we have \( T \) of the desired size, we take its mean and add it to \( C \) in Step (3.6).

We now formally prove the approximation guarantee of the Query-\( k \)-means algorithm.
Table 2 Approximation algorithm for $k$-means (top-left frame). Note that $\mu(T)$ denotes the centroid of $T$ and $D^2$-sampling w.r.t. empty center set $C$ means just uniform sampling. The algorithm $\text{UniformSample}(X, C, s)$ (bottom-left) returns a uniform sample of size $\Omega(1/\varepsilon)$ (w.h.p.) from the optimal cluster to which point $s$ belongs.

<table>
<thead>
<tr>
<th>Query-$k$-means($X, k, \varepsilon$)</th>
<th>UncoveredCluster($C, S, R$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) $R \leftarrow \emptyset$</td>
<td>- For all $i \in {1, \ldots, k}$: $S_i \leftarrow \emptyset$</td>
</tr>
<tr>
<td>(2) $C \leftarrow \emptyset$</td>
<td>- $i \leftarrow 1$</td>
</tr>
<tr>
<td>(3) for $i = 1$ to $k$</td>
<td>- For all $y \in R$: ${S_i \leftarrow y; i++}$</td>
</tr>
<tr>
<td>(3.1) $D^2$-sample a multi-set $S$ of $N$ points from $X$ with respect to center set $C$</td>
<td>- For all $s \in S$:</td>
</tr>
<tr>
<td>(3.2) $s \leftarrow \text{UncoveredCluster}(C, S, R)$</td>
<td>- If ($\exists j, y$ s.t. $y \in S_j$ &amp; $\text{SameCluster}(s, y)$)</td>
</tr>
<tr>
<td>(3.3) $T \leftarrow \text{UniformSample}(X, C, s)$</td>
<td>- $S_j \leftarrow S_j \cup {s}$</td>
</tr>
<tr>
<td>(3.4) If ($</td>
<td>T</td>
</tr>
<tr>
<td>(3.5) $R \leftarrow R \cup {s}$</td>
<td>- Let $i$ be any index s.t. $S_i$ is empty</td>
</tr>
<tr>
<td>(3.6) $C \leftarrow C \cup \mu(T)$</td>
<td>- $S_i \leftarrow {s}$</td>
</tr>
<tr>
<td>(4) return($C$)</td>
<td>- Let $S_i$ be the largest set such that $i &gt;</td>
</tr>
</tbody>
</table>

$\text{UniformSample}(X, C; s)$

- $T \leftarrow \emptyset$
- For $i = 1$ to $L$:
  - $D^2$-sample a point $x$ from $X$ with respect to center set $C$
  - If ($\text{SameCluster}(s, x)$)
    - With probability $\frac{\phi(C, \{s\})}{\phi(C, \{\{s\}\})}$
      add $x$ in multi-set $T$
  - return($T$)

Theorem 10. Let $0 < \varepsilon \leq 1/2$. Let $X \subseteq \mathbb{R}^d$, and $k$ be any positive integer. There exists an algorithm that runs in time $O(\nu dk^3/\varepsilon^4)$, and with probability at least $\frac{1}{2}$, outputs a center set $C$ such that $\phi(C, X) \leq (1 + \varepsilon) \cdot \Delta_k(X)$. Moreover, the algorithm makes $O(k^3/\varepsilon^4)$ same-cluster queries.

Note that the success probability of the algorithm may be boosted by repeating it a constant number of times. This will also prove our main theorem (that is, Theorem 5). We will assume that the dataset $X$ satisfies $(k, \varepsilon)$-irreducibility property defined next. We will later drop this assumption using a simple argument and show that the result holds for all datasets. This property was also used in some earlier works [26, 23].

Definition 11 (Irreducibility). Let $k$ be a positive integer and $0 < \varepsilon \leq 1$. A given dataset $X \subseteq \mathbb{R}^d$ is said to be $(k, \varepsilon)$-irreducible iff

$$\Delta_{k-1}(X) \geq (1 + \varepsilon) \cdot \Delta_k(X).$$

Qualitatively, what the irreducibility assumption implies is that the optimal solution for the $(k - 1)$-means problem does not give a $(1 + \varepsilon)$-approximation to the $k$-means problem.
The following useful lemmas are well known facts.

- **Lemma 12.** For any dataset \(X \subseteq \mathbb{R}^d\) and a point \(c \in \mathbb{R}^d\), we have:
  \[
  \Phi(\{c\}, X) = \Phi(\mu(X), X) + |X| \cdot ||c - \mu(X)||^2.
  \]

- **Lemma 13 (Approximate Triangle Inequality).** For any three points \(p, q, r \in \mathbb{R}^d\), we have
  \[
  ||p - q||^2 \leq 2(||p - r||^2 + ||r - q||^2)
  \]

Let \(X_1, ..., X_k\) be optimal clusters of the dataset \(X\) for the \(k\)-means objective. Let \(\mu_1, ..., \mu_k\) denote the corresponding optimal \(k\) centers. That is, \(\forall i, \mu_i = \mu(X_i)\). For all \(i\), let \(m_i = |X_i|\). Also, for all \(i\), let \(r_i = \sum_{x \in X_i} ||x - \mu_i||^2\). The following useful lemma holds due to irreducibility. The lemma is the same as Lemma 4 from [23].

- **Lemma 14.** For all \(1 \leq i < j \leq k\), \(||\mu_i - \mu_j||^2 \geq \varepsilon \cdot (r_i + r_j)\).

Consider the algorithm Query-\(k\)-means in Figure 2. Let \(C_i = \{c_1, ..., c_i\}\) denote the set of centers at the end of the \(i\)th iteration of the for loop. That is, \(C_i\) is the same as variable \(C\) at the end of iteration \(i\). We will prove Theorem 10 by inductively arguing that for every \(i\), there are \(i\) distinct clusters for which centers in \(C_i\) are good in some sense. Consider the following invariant:

- **P(i):** There exists a set of \(i\) distinct clusters \(X_{j_1}, X_{j_2}, ..., X_{j_i}\) such that
  \[
  \forall r \in \{1, ..., i\}, \Phi(\{c_r\}, X_{j_r}) \leq \left(1 + \frac{\varepsilon}{16}\right) \cdot \Delta_i(X_{j_r}).
  \]

Note that a trivial consequence of \(P(i)\) is \(\Phi(C_i, X_{j_1} \cup ... \cup X_{j_i}) \leq (1 + \frac{\varepsilon}{16}) \cdot \sum_{r=1}^i \Delta_i(X_{j_r})\). We will show that for all \(i\), \(P(i)\) holds with probability at least \((1 - 1/k)^i\). Note that the theorem follows if \(P(k)\) holds with probability at least \((1 - 1/k)^k\). We will proceed using induction.

The base case \(P(0)\) holds since \(C_0\) is the empty set. For the inductive step, assuming that \(P(i)\) holds with probability at least \((1 - 1/k)^i\) for some arbitrary \(i \geq 0\), we will show that \(P(i + 1)\) holds with probability at least \((1 - 1/k)^{i+1}\). We condition on the event \(P(i)\) (that is true with probability at least \((1 - 1/k)^i\)). Let \(C_i\) and \(X_{j_1}, ..., X_{j_i}\) be as guaranteed by the invariant \(P(i)\). For ease of notation and without loss of generality, let us assume that the index \(j_r\) is \(r\). So, \(C_i\) gives a good approximation w.r.t. points in the set \(X_1 \cup X_2 \cup ... \cup X_i\), and these clusters may be thought of as “covered” clusters (in the approximation sense).

Suppose we \(D^2\)-sample a point \(p\) w.r.t. center set \(C_i\). The probability that \(p\) belongs to some “uncovered cluster” \(X_r\) where \(r \in [i + 1, k]\) is given as \(\frac{\Phi(C_i, X_r)}{\Phi(C_i, X)}\). If this quantity is small, then the points sampled using \(D^2\) sampling in subsequent iterations may not be good representatives for the uncovered clusters. This may cause the analysis to break down. However, we argue that since our data is \((k, \varepsilon)\)-irreducible, this does not occur. The following lemma is the same as Lemma 5 from [23].

- **Lemma 15.** \(\frac{\Phi(C_i, X_{j_{i+1}} \cup ... \cup X_k)}{\Phi(C_i, X)} \geq \frac{1}{4}\).

The following simple corollary of the above lemma will be used in the analysis later.

- **Corollary 16.** There exists an index \(j \in \{i + 1, ..., k\}\) such that \(\frac{\Phi(C_i, X_j)}{\Phi(C_i, X)} \geq \frac{\varepsilon}{4}\).
The above corollary says that there is an uncovered cluster which will have a non-negligible representation in the set $S$ that is sampled in iteration $(i+1)$ of the algorithm. The next lemma shows that conditioned on sampling from an uncovered cluster $l \in \{i+1, \ldots, k\}$, the probability of sampling a point $x$ from $X_l$ is at least $\frac{\varepsilon}{64}$ times its sampling probability if it were sampled uniformly from $X_l$ (i.e., with probability at least $\frac{\varepsilon}{64} \cdot \frac{1}{m_l}$).

**Lemma 17.** For any $l \in \{i+1, \ldots, k\}$ and $x \in X_l$, $\frac{\Phi(C_i, x)}{\Phi(C_i, X_l)} \geq \frac{\varepsilon}{64} \cdot \frac{1}{m_l}$.

**Proof.** Let $t \in \{1, \ldots, i\}$ be the index such that $x$ is closest to $c_t$ among all centers in $C_i$. We have:

$$
\Phi(C_i, x) = m_t \cdot r_t + m_t \cdot ||\mu_t - c_t||^2 \quad \text{(using Lemma 12)}
\leq m_t \cdot r_t + 2m_t \cdot (||\mu_t - c_t||^2 + ||\mu_t - \mu||^2) \quad \text{(using Lemma 13)}
\leq m_t \cdot r_t + 2m_t \cdot (||\mu_t - \mu||^2 + \frac{\varepsilon}{16} \cdot r_t) \quad \text{(using invariant and Lemma 12)}
$$

Also, we have:

$$
\Phi(C_i, x) = ||x - c_t||^2 \geq \frac{||x - \mu||^2}{2} - ||\mu_t - c_t||^2 \quad \text{(using Lemma 13)}
\geq \frac{||\mu_t - \mu||^2}{8} - ||\mu_t - c_t||^2 \quad \text{(since $||x - \mu|| \geq ||\mu - \mu_t||/2$)}
\geq \frac{||\mu_t - \mu||^2}{8} - \frac{\varepsilon}{16} \cdot r_t \quad \text{(using invariant and Lemma 12)}
\geq \frac{||\mu_t - \mu||^2}{16} \quad \text{(using Lemma 14)}
$$

Combining the inequalities obtained above, we get the following:

$$
\frac{\Phi(C_i, x)}{\Phi(C_i, X_l)} \geq \frac{||\mu_t - \mu||^2}{16 \cdot m_t \cdot (r_t + 2 ||\mu_t - \mu||^2 + \frac{\varepsilon}{16} \cdot r_t)}
\geq \frac{1}{16 \cdot m_t} \cdot \frac{1}{(1/\varepsilon) + 2 + (1/8)} \geq \frac{\varepsilon}{64} \cdot \frac{1}{m_l}
$$

This completes the proof of the lemma.

With the above lemmas in place, let us now get back to the inductive step of the proof. Let $J \subseteq \{i+1, \ldots, k\}$ denote the subset of indices (from the uncovered cluster indices) such that $\forall j \in J$, $\frac{\Phi(C_j, X_j)}{\Phi(C_j, X_j)} \geq \frac{\varepsilon}{64}$. For any index $j \in J$, let $Y_j \subseteq X_j$ denote the subset of points in $X_j$ such that $\forall y \in Y_j$, $\frac{\Phi(C_j, y)}{\Phi(C_j, X_j)} \leq \frac{\varepsilon}{m_j}$. That is, $Y_j$ consists of all the points such that the conditional probability of sampling any point $y$ in $Y_j$, given that a point is sampled from $X_j$, is upper bounded by $2/m_j$. Note that from Lemma 17, the conditional probability of sampling a point $x$ from $X_j$, given that a point is sampled from $X_j$, is lower bounded by $\frac{\varepsilon}{64} \cdot \frac{1}{m_l}$. This gives the following simple and useful lemma.

**Lemma 18.** For all $j \in \{i+1, \ldots, k\}$ the following two inequalities hold:

1. $\frac{\Phi(C_j, X_j)}{\Phi(C_j, X_j)} \geq \frac{\varepsilon}{128} \cdot \frac{\Phi(C_j, X_j)}{\Phi(C_j, X_j)}$,
2. For any $y \in Y_j$ and any $x \in X_j$, $\frac{\varepsilon}{128} \cdot \Phi(C_i, y) \leq \Phi(C_i, x)$.

---

3 This is Lemma 6 from [23]. We give the proof for self-containment.
Proof. Inequality (1) follows from the fact that \(|Y_j| \geq m_j/2\), and \(\Phi_{s_j(X_j)} \leq \frac{\varepsilon}{m_j} \cdot \frac{1}{m_j}\) for all \(y \in X_j\). Inequality (2) follows from the fact that for all \(x \in X_j\), \(\Phi_{s_j(X_j)} \geq \frac{\varepsilon}{m_j} \cdot \frac{1}{m_j}\) and for all \(y \in Y_j\), \(\Phi_{s_j(X_j)} \leq \frac{2}{m_j}\).

Let us see the outline of our plan before continuing with our formal analysis. What we hope to get in line (3.2) of the algorithm is a point \(s\) that belongs to one of the uncovered clusters with index in the set \(J\). That is, \(s\) belongs to an uncovered cluster that is likely to have a good representation in the \(D^2\)-sampled set \(S\) obtained in line (3.1). In addition to \(s\) belonging to \(X_j\) for some \(j \in J\), we would like \(s\) to belong to \(Y_j\). This is crucial for the uniform sampling in line (3.3) to succeed. We will now show that the probability of \(s\) returned in line (3.2) satisfies the above conditions is large.

Lemma 19. Let \(S\) denote the \(D^2\)-sample obtained w.r.t. center set \(C_i\) in line (3.1) of the algorithm.

\[
\Pr[\exists j \in J \text{ such that } S \text{ does not contain any point from } Y_j] \leq \frac{1}{4k}.
\]

Proof. We will first get bound on the probability for a fixed \(j \in J\) and then use the union bound. From property (1) of Lemma 18, we have that for any \(j \in J\), \(\Phi_{s_j(X_j)} \geq \frac{\varepsilon}{m_j} \cdot \frac{1}{m_j} = \frac{\varepsilon^2}{(2\varepsilon)^2} = \frac{\varepsilon}{2^3}\). Since the number of sampled points is \(N = \frac{(2^3)^{k^3}}{2^2}\), we get that the probability that \(S\) has no points from \(Y_j\) is at most \(\frac{1}{4k}\). Finally, using the union bound, we get the statement of the lemma.

Lemma 20. Let \(S\) denote the \(D^2\)-sample obtained w.r.t. center set \(C_i\) in line (3.1) of the algorithm and let \(S_j\) denote the representatives of \(X_j\) in \(S\). Let \(\max = \arg \max_{j \in \{i+1, \ldots, k\}} |S_j|\). Then \(\Pr[\max \notin J] \leq \frac{1}{4k}\).

Proof. From Corollary 16, we know that there is an index \(j \in \{i+1, \ldots, k\}\) such that \(\Phi_{s_j(X_j)} \geq \frac{\varepsilon}{m_j}\). Let \(\alpha = N \cdot \frac{1}{4k}\). The expected number of representatives from \(X_j\) in \(S\) is at least \(\alpha\). So, from Chernoff bounds, we have:

\[
\Pr[|S_j| \leq 3\alpha/4] \leq e^{-\alpha/32}
\]

On the other hand, for any \(r \in \{i+1, \ldots, k\} \setminus J\), the expected number of points in \(S\) from \(X_r\) is at most \(\frac{\alpha}{4k} \cdot N = \alpha/2\). So, from Chernoff bounds, we have:

\[
\Pr[|S_r| > 3\alpha/4] \leq e^{-\alpha/24}
\]

So, the probability that there exists such an \(r\) is at most \(k \cdot e^{-\alpha/24}\) by union bound. Finally, the probability that \(\max \notin J\) is at most \(\Pr[|S_j| \leq 3\alpha/4] + \Pr[\exists r \in \{i+1, \ldots, k\} \setminus J] |S_r| > 3\alpha/4\] which is at most \(\frac{1}{4k}\) due to our choice of \(N = \frac{(2^3)^{k^3}}{2^2}\).

From the previous two lemmas, we get that with probability at least \((1 - \frac{1}{4k})\), the \(s\) returned in line (3.2) belongs to \(Y_j\) for some \(j \in J\). Finally, we will need the following claim to argue that the set \(T\) returned in line (3.3) is a uniform sample from one of the sets \(X_j\) for \(j \in \{i+1, \ldots, k\}\).

Lemma 21. Let \(S\) denote the \(D^2\)-sample obtained w.r.t. center set \(C_i\) in line (3.1) and \(s\) be the point returned in line (3.2) of the algorithm. Let \(j\) denote the index of the cluster to which \(s\) belongs. If \(j \in J\) and \(s \in Y_j\), then with probability at least \((1 - \frac{1}{4k})\), \(T\) returned in line (3.3) is a uniform sample from \(X_j\) with size at least \(\frac{64k}{\varepsilon}\).
Proof. Consider the call to sub-routine UniformSample\(X, C, s\) with \(s\) as given in the statement of the lemma. If \(j\) is the index of the cluster to which \(s\) belongs, then \(j \in J\) and \(s \in Y_j\). Let us define \(L\) random variables \(Z_1, ..., Z_L\) one for every iteration of the sub-routine. These random variables are defined as follows: for any \(r \in [1, L]\), if the sampled point \(x\) belongs to the same cluster as \(s\) and it is picked to be included in multi-set \(S\), then \(Z_r = x\), otherwise \(Z_r = \bot\). We first note that for any \(r\) and any \(x, y \in X_j\), \(\Pr[Z_r = x] = \Pr[Z_r = y]\).

This is because for any \(x \in X_j\), we have \(\Pr[Z_r = x] = \frac{\Phi(C_i, x)}{\Phi(C_i, X)} = \frac{\Phi(C_i, y)}{\Phi(C_i, X)}\).

It is important to note that \(\frac{\sum_{x \in X_j} \Phi(C_i, x)}{\Phi(C_i, X)} \leq 1\) from property (2) of Lemma 18 and hence valid in the probability calculations above.

Let us now obtain a bound on the size of \(T\). Let \(T_r = I(Z_r)\) be the indicator variable that is 1 if \(Z_r \neq \bot\) and 0 otherwise. Using the fact that \(j \in J\), we get that for any \(r\):

\[
\mathbb{E}[T_r] = \Pr[T_r = 1] = \frac{\varepsilon}{128} \cdot \frac{\sum_{x \in X_j} \Phi(C_i, \{s\})}{\Phi(C_i, X)} \geq \frac{\varepsilon}{128} \cdot \frac{\varepsilon}{8k} \cdot \frac{\varepsilon}{64} = \frac{\varepsilon^3}{(2^{18})k}.
\]

Given that \(L = \frac{\varepsilon^22k^2}{\varepsilon}\), applying Chernoff bounds, we get the following:

\[
\Pr \left[ \left| T \right| \geq \frac{64k}{\varepsilon} \right] = 1 - \Pr \left[ \left| T \right| \leq \frac{64k}{\varepsilon} \right] \geq \left(1 - \frac{1}{4k}\right).
\]

This completes the proof of the lemma.

Since a suitable \(s\) (as required by the above lemma) is obtained in line (3.2) with probability at least \((1 - \frac{1}{2k})\cdot(1 - \frac{1}{3k})\). Finally, the probability that the centroid \(\mu(T)\) of the multi-set \(T\) that is obtained is a good center for \(X_j\) is at least \((1 - \frac{1}{k})\) using Inaba’s lemma. Combining everything, we get that with probability at least \((1 - \frac{1}{k})\) an uncovered cluster will be covered in the \(i^{th}\) iteration. This completes the inductive step and hence the approximation guarantee of \((1 + \varepsilon)\) holds for any dataset that satisfies the \((k, \varepsilon)\)-irreducibility assumption. For the number of queries and running time, note that every time sub-routine uncoveredCluster is called, it uses at most \(kN\) same cluster queries. For the subroutine UniformSample, the number of same-cluster queries made is \(L\). So, the total number of queries is \(O(k(kN + L)) = O(k^5/\varepsilon^4)\). More specifically, we have proved the following theorem.

**Theorem 22.** Let \(0 < \varepsilon \leq 1/2, k\) be any positive integer, and \(X \subseteq \mathbb{R}^d\) such that \(X\) is \((k, \varepsilon)\)-irreducible. Then \(\text{Query-k-means}(X, k, \varepsilon)\) runs in time \(O(ndk^5/\varepsilon^4)\) and with probability at least \((1/4)\) outputs a center set \(C\) such that \(\Phi(C, X) \leq (1 + \varepsilon) \cdot \Delta_k(X)\). Moreover, the number of same-cluster queries used by \(\text{Query-k-means}(X, k, \varepsilon)\) is \(O(k^5/\varepsilon^4)\).

To complete the proof of Theorem 10, we must remove the irreducibility assumption in the above theorem. We do this by considering the following two cases:

1. Dataset \(X\) is \((k, (1 + \varepsilon/2\varepsilon)k)\)-irreducible.
2. Dataset \(X\) is not \((k, (1 + \varepsilon/2\varepsilon)k)\)-irreducible.

In the former case, we can apply Theorem 22 to obtain Theorem 10. Now, consider the latter case. Let \(1 < i \leq k\) denote the largest index such that \(X\) is \((i, (1 + \varepsilon/2\varepsilon)k)\)-irreducible, otherwise \(i = 1\). Then we have:

\[
\Delta_i(X) \leq \left(1 + \frac{\varepsilon}{(4 + \varepsilon/2)k}\right)^{k-i} \cdot \Delta_k(X) \leq \left(1 + \frac{\varepsilon}{4}\right) \cdot \Delta_k(X).
\]
This means that a $(1 + \varepsilon/4)$-approximation for the $i$-means problem on the dataset $X$ gives the desired approximation for the $k$-means problem. Note that our approximation analysis works for the $i$-means problem with respect to the algorithm being run only for $i$ steps in line (3) (instead of $k$). That is, the centers sampled in the first $i$ iterations of the algorithm give a $(1 + \varepsilon/16)$-approximation for the $i$-means problem for any fixed $i$. This simple observation is sufficient for Theorem 10.

Note since Theorem 22 is used with value of the error parameter as $O(\varepsilon/k)$, the bounds on the query and running time get multiplied by a factor of $k^4$.

### Query Lower Bound (proof of Theorem 6)

In this section, we will obtain a conditional lower bound on the number of same-cluster queries assuming the Exponential Time Hypothesis (ETH). This hypothesis has been used to obtain lower bounds in various different contexts (see [29] for reference). We start by stating the Exponential Time Hypothesis (ETH).

▶ **Hypothesis 23 (Exponential Time Hypothesis (ETH)[20, 21]).** There does not exist an algorithm that can decide whether any 3-SAT formula with $m$ clauses is satisfiable with running time $2^{o(m)}$.

Since we would like to obtain lower bounds in the approximation domain, we will need a gap version of the above ETH hypothesis. The following version of the PCP theorem will be very useful in obtaining a gap version of ETH.

▶ **Theorem 24 (Dinur’s PCP Theorem [17]).** For some constants $\varepsilon,d > 0$, there exists a polynomial time reduction that takes a 3-SAT formula $\psi$ with $m$ clauses and produces another 3-SAT formula $\phi$ with $m' = O(m \text{ polylog } m)$ clauses such that:
- If $\psi$ is satisfiable, then $\phi$ is satisfiable,
- if $\psi$ is unsatisfiable, then $\text{val}(\phi) \leq 1 - \varepsilon$, and
- each variable of $\phi$ appears in at most $d$ clauses.

Here $\text{val}(\phi)$ denotes the maximum fraction of clauses of $\phi$ that are satisfiable by any assignment.

The following new hypothesis follows from ETH and will be useful in our analysis.

▶ **Hypothesis 25.** There exists constants $\varepsilon,d > 0$ such that the following holds: There does not exist an algorithm that, given a 3-SAT formula $\psi$ with $m$ clauses with each variable appearing in at most $d$ clauses, distinguishes whether $\psi$ is satisfiable or $\text{val}(\psi) \leq (1 - \varepsilon)$, runs in time $2^{\Omega\left(\frac{m}{\varepsilon d} \log \frac{m}{\varepsilon d}\right)}$.

The following simple lemma follows from Dinur’s PCP theorem given above.

▶ **Lemma 26.** If Hypothesis 23 holds, then so does Hypothesis 25.

We now see a reduction from the gap version of 3-SAT to the gap version of the Vertex Cover problem that will be used to argue the hardness of the $k$-means problem. The next result is a standard reduction and can be found in a survey by Luca Trevisan [31].

▶ **Lemma 27.** Let $\varepsilon,d > 0$ be some constants. There is a polynomial time computable function mapping 3-SAT instances $\psi$ with $m$ variables and where each variable appears in at most $d$ clauses, into graphs $G_{\psi}$ with $3m$ vertices and maximum degree $O(d)$ such that if $\psi$ is satisfiable, then $G_{\psi}$ has a vertex cover of size at most $2m$ and if $\text{val}(\psi) \leq (1 - \varepsilon)$, then every vertex cover of $G_{\psi}$ has size at least $2m(1 + \varepsilon/2)$. 
We formulate the following new hypothesis that holds given that hypothesis 25 holds. Eventually, we will chain all these hypothesis together.

**Hypothesis 28.** There exists constants $\epsilon, d > 0$ such that the following holds: There does not exist an algorithm that, given a graph $G$ with $n$ vertices and maximum degree $d$, distinguishes between the case when $G$ has a vertex cover of size at most $\frac{2n}{3}$ and the case when $G$ has a vertex cover of size at least $\frac{2n}{3} \cdot (1 + \epsilon)$, runs in time $2^{\Omega\left(\frac{n^{\log n}}{\log \log n}\right)}$.

The following lemma is a simple implication of Lemma 27

**Lemma 29.** If Hypothesis 25 holds, then so does Hypothesis 28.

We are getting closer to the $k$-means problem that has a reduction from the vertex cover problem on triangle-free graphs [9]. So, we will need reductions from vertex cover problem to vertex cover problem on triangle-free graphs and then to the $k$-means problem. These two reductions are given by Awasthi et al. [9].

**Lemma 30 (Follows from Theorem 21 [9]).** Let $\epsilon, d > 0$ be some constants. There is a polynomial-time computable function mapping any graph $G = (V,E)$ with maximum degree $d$ to a triangle-free graph $\tilde{G} = (\tilde{V}, \tilde{E})$ such that the following holds:

- $|\tilde{V}| = \text{poly}(d, 1/\epsilon) \cdot |V|$ and maximum degree of vertices in $\tilde{G}$ is $O(d^3/\epsilon^2)$, and
- $\left(1 - \frac{\text{VC}(G)}{|V|}\right) \leq \left(1 - \frac{\text{VC}(\tilde{G})}{|\tilde{V}|}\right) \leq (1 + \epsilon) \cdot \left(1 - \frac{\text{VC}(G)}{|V|}\right)$.

Here $\text{VC}(G)$ denote the size of the minimum vertex cover of $G$.

We can formulate the following hypothesis that will follow from Hypothesis 28 using the above lemma.

**Hypothesis 31.** There exists constants $\epsilon, d > 0$ such that the following holds: There does not exist an algorithm that, given a triangle-free graph $G$ with $n$ vertices and maximum degree $d$, distinguishes between the case when $G$ has a vertex cover of size at most $\frac{2n}{3}$ and the case when $G$ has a vertex cover of size at least $\frac{2n}{3} \cdot (1 + \epsilon)$, runs in time $2^{\Omega\left(\frac{n^{\log n}}{\log \log n}\right)}$.

The next claim is a simple application of Lemma 30.

**Lemma 32.** If Hypothesis 28 holds, then so does Hypothesis 31.

Finally, we use the reduction from the vertex cover problem in triangle-free graphs to the $k$-means problem to obtain the hardness result for the $k$-means problem. We will use the following reduction from Awasthi et al. [9].

**Lemma 33 (Theorem 3 [9]).** There is an efficient reduction from instances of Vertex Cover (in triangle free graphs) to those of $k$-means that satisfies the following properties:

- if the Vertex Cover instance has value $k$, then the $k$-means instance has cost at most $(m - k)$
- if the Vertex Cover instance has value at least $k(1 + \epsilon)$, then the optimal $k$-means cost is at least $m - (1 - \Omega(\epsilon))k$. Here $\epsilon$ is some fixed constant $> 0$.

Here $m$ denotes the number of edges in the vertex cover instance.

The next hypothesis follows from Hypothesis 31 due to the above lemma.

**Hypothesis 34.** There exists constant $c > 1$ such that the following holds: There does not exist an algorithm that gives an approximation guarantee of $c$ for the $k$-means problem that runs in time $\text{poly}(n,d) \cdot 2^{\Omega\left(\frac{n^{\log n}}{\log \log n}\right)}$.
Lemma 35. If Hypothesis 31 holds, then so does Hypothesis 34.

Now using Lemmas 26, 29, 32, and 35, get the following result.

Lemma 36. If the Exponential Time Hypothesis (ETH) holds then there exists a constant $c > 1$ such that any $c$-approximation algorithm for the $k$-means problem cannot have running time better than $\text{poly}(n,d) \cdot 2^{\Omega \left( \frac{k}{\log \log k} \right)}$.

This proves Theorem 6 since if there is a query algorithm that runs in time $\text{poly}(n,d,k)$ and makes $\frac{k}{\text{poly} \log k}$ same-cluster queries, then we can convert it to a non-query algorithm that runs in time $\text{poly}(n,d) \cdot 2^{\frac{k}{\text{poly} \log k}}$ in a brute-force manner by trying out all possible answers for the queries and then picking the best $k$-means solution.

5 Query Approximation Algorithm with Faulty Oracle

In this section, we describe how to extend our approximation algorithm for $k$-means clustering in the SSAC framework when the query oracle is faulty. That is, the answers to the same-cluster queries may be incorrect. Let us denote the faulty same-cluster oracle as $O^E$. We consider the following error model: for a query with points $u$ and $v$, the query answer $O^E(u,v)$ is wrong independently with probability at most $q$ where $q$ is a constant strictly less than $1/2$. More specifically, if $u$ and $v$ belong to the same optimal cluster, then $O^E(u,v) = 1$ with probability at least $(1 - q)$ and $O^E(u,v) = 0$ with probability at most $q$. Similarly, if $u$ and $v$ belong to different optimal clusters, then $O^E(u,v) = 1$ with probability at most $q$ and $O^E(u,v) = 0$ with probability at least $(1 - q)$.

The modified algorithm giving $(1 + \varepsilon)$-approximation for $k$-means with faulty oracle $O^E$ is given in Table 3. Let $X_1, \ldots, X_k$ denote the $k$ optimal clusters for the dataset $X$. Let $C = \{c_1, \ldots, c_i\}$ denote the set of $i$ centers chosen by the algorithm at the end of iteration $i$. Let $S$ denote the sample obtained using $D^2$-sampling in the $(i+1)^{th}$ iteration. The key idea for an efficient $(1 + \varepsilon)$-approximation algorithm for $k$-means in the SSAC framework with a perfect oracle was the following. Given a sample $S$, we could compute using at most $k|S|$ same-cluster queries the partition $S_1, \ldots, S_k$ of $S$ among the $k$ optimal clusters such that $S_j = S \cap X_j$ for all $j$. In the following, we discuss how to achieve this partitioning of $S$ among $k$ optimal clusters when the oracle $O^E$ is faulty.

We reduce the problem of finding the partitions of $S$ among the optimal clusters to the problem of recovering dense (graph) clusters in a stochastic block model (SBM). An instance of an SBM is created as follows. Given any arbitrary partition $V_1, \ldots, V_k$ of a set $V$ of vertices, an edge is added between two vertices belonging to the same partition with probability at least $(1 - q)$ and between two vertices in different partitions with probability at most $q$. We first construct an instance $I$ of an SBM using the sample $S$. By querying the oracle $O^E$ with all pairs of points $u, v$ in $S$, we obtain a graph $I$ on $|S|$ vertices, where vertices in $I$ correspond to the points in $S$, and an edge exists in $I$ between vertices $u$ and $v$ if $O^E(u,v) = 1$. Since oracle $O^E$ errs with probability at most $q$, for any $u, v \in S_j$ for some $j \in [k]$, there is an edge between $u$ and $v$ with probability at least $(1 - q)$. Similarly, there is an edge $(u,v) \in I$ for any two points $u \in S_y$ and $v \in S_z$, $y \neq z$ belonging to different optimal clusters with probability at most $q$. Note that the instance $I$ created in this manner would be an instance of an SBM. Since $q < 1/2$, this procedure, with high probability, creates more edges between vertices belonging to the same partition than the number of edges between vertices in different partitions. Intuitively, the partitions of $S$ would correspond to the dense (graph) clusters in the SBM instance $I$, and if there were no errors, then each partition would form a clique in $I$. One way to figure out the partitions $S_1, \ldots, S_k$ would be to retrieve the...
Table 3 Approximation algorithm for k-means (top-left frame) using faulty oracle. Note that \( \mu(T) \) denotes the centroid of \( T \) and \( D^2 \)-sampling w.r.t. empty center set \( C \) means just uniform sampling. The algorithm UniformSample\((X, C, s)\) (bottom-left) returns a uniform sample of size \( \Omega(1/\varepsilon) \) (w.h.p.) from the optimal cluster in which point \( s \) belongs.

<table>
<thead>
<tr>
<th>Constants: ( N = \frac{(2^{13})k^3}{\varepsilon^2}, M = \frac{64k}{\varepsilon}, L = \frac{(2^{23})k^2}{\varepsilon^4} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Faulty-Query-k-means((X, k, \varepsilon))</td>
</tr>
<tr>
<td>(1) ( R \leftarrow \emptyset )</td>
</tr>
<tr>
<td>(2) ( C \leftarrow \emptyset )</td>
</tr>
<tr>
<td>(3) for ( i = 1 ) to ( k )</td>
</tr>
<tr>
<td>(3.1) ( D^2 )-sample a multi-set ( S ) of ( N ) points</td>
</tr>
<tr>
<td>( ) from ( X ) with respect to center set ( C )</td>
</tr>
<tr>
<td>(3.2) ( s \leftarrow ) UncoveredCluster((C, S, R))</td>
</tr>
<tr>
<td>(3.3) ( T \leftarrow ) UniformSample((X, C, s))</td>
</tr>
<tr>
<td>(3.4) if ( \vert T \vert &lt; M ) continue</td>
</tr>
<tr>
<td>(3.5) ( R \leftarrow R \cup {s} )</td>
</tr>
<tr>
<td>(3.6) ( C \leftarrow C \cup \mu(T) )</td>
</tr>
<tr>
<td>(4) return((C))</td>
</tr>
<tr>
<td>UncoveredCluster((C, S, R))</td>
</tr>
<tr>
<td>- For all ( i \in {1, \ldots, k} ): ( S_i \leftarrow \emptyset )</td>
</tr>
<tr>
<td>- ( i \leftarrow 1 )</td>
</tr>
<tr>
<td>- For all ( y \in R ): ( {S_i \leftarrow y; i++} )</td>
</tr>
<tr>
<td>- ( T_1, \ldots, T_l = ) PartitionSample((S))</td>
</tr>
<tr>
<td>- for ( j = 1, \ldots, l )</td>
</tr>
<tr>
<td>- if ( ) IsCovered((C, T_j)) is FALSE</td>
</tr>
<tr>
<td>- if ( \exists t ) such that ( S_t = \emptyset ), then ( S_t = T_j )</td>
</tr>
<tr>
<td>- Let ( S_t ) be the largest set such that ( i &gt; \vert R \vert )</td>
</tr>
<tr>
<td>- Let ( s \in S_t ) be the element with smallest</td>
</tr>
<tr>
<td>( ) value of ( \Phi(C, {s}) ) in ( S_t )</td>
</tr>
<tr>
<td>- return((s))</td>
</tr>
<tr>
<td>UniformSample((X, C, s))</td>
</tr>
<tr>
<td>- ( S \leftarrow \emptyset )</td>
</tr>
<tr>
<td>- For ( i = 1 ) to ( L ):</td>
</tr>
<tr>
<td>- ( ) PartitionSample((S))</td>
</tr>
<tr>
<td>- ( D^2 )-sample point ( x \in X ) w.r.t center set ( C )</td>
</tr>
<tr>
<td>- ( U = U \cup {x} )</td>
</tr>
<tr>
<td>- ( T_1, \ldots, T_l = ) PartitionSample((U))</td>
</tr>
<tr>
<td>- for ( j = 1, \ldots, l )</td>
</tr>
<tr>
<td>- if ( ) IsCovered((s, T_j)) is TRUE</td>
</tr>
<tr>
<td>- ( \forall x \in T_j ), with probability</td>
</tr>
<tr>
<td>( \left( \frac{\Phi(C, {s})}{\Phi(C, {x})} \right) ) add ( x ) in multi-set ( S )</td>
</tr>
<tr>
<td>- return ((S))</td>
</tr>
<tr>
<td>PartitionSample((S))</td>
</tr>
<tr>
<td>- Construct SBM instance ( I ) by querying</td>
</tr>
<tr>
<td>( O^E(s, t) ) ( \forall s, t \in S )</td>
</tr>
<tr>
<td>- Run cluster recovery algorithm of Ailon et al. ([4]) on ( I )</td>
</tr>
<tr>
<td>- Return ( T_1, \ldots, T_l ) for ( l &lt; k )</td>
</tr>
<tr>
<td>IsCovered((C, U))</td>
</tr>
<tr>
<td>- for ( c \in C )</td>
</tr>
<tr>
<td>- if for majority of ( u \in U, O^E(c, u) = 1 )</td>
</tr>
<tr>
<td>- Return TRUE</td>
</tr>
<tr>
<td>- Return FALSE</td>
</tr>
</tbody>
</table>

dense (graph) clusters from the instance \( I \). Ailon et al. \([4]\) gave a randomized algorithm to retrieve all large clusters of any SBM instance. Their algorithm on a graph of \( n \) vertices retrieves all clusters of size at least \( \sqrt{n} \) with high probability. Their main result in our context is given as follows.

**Lemma 37** \([4]\). There exists a polynomial time algorithm that, given an instance of a stochastic block model on \( n \) vertices, retrieves all clusters of size \( t \) least \( \Omega(\sqrt{n}) \) with high probability, provided \( q < 1/2 \).

We use Lemma 37 to retrieve the large clusters from our SBM instance \( I \). We also need to make sure that the sample \( S \) is such that its overlap with at least one uncovered optimal
cluster is large, where an optimal cluster \( S_j \) for some \( j \) is uncovered if \( C \cap S_j = \emptyset \). More formally, we would require the following: \( \exists j \in [k] \) such that \( |S_j| \geq \Omega(\sqrt{|S|}) \), and \( X_j \) is uncovered by \( C \). From Corollary 16, given a set of centers \( C \) with \( |C| < k \), there exists an uncovered cluster such that any point sampled using \( D^2 \)-sampling would belong to that uncovered cluster with probability at least \( \frac{\epsilon}{\pi k} \). Therefore, in expectation, \( D^2 \)-sample \( S \) would contain at least \( \frac{\epsilon}{\pi k} |S| \) points from one such uncovered optimal cluster. In order to ensure that this quantity is at least as large as \( \sqrt{|S|} \), we need \( |S| = \Omega(\frac{4k^2}{\epsilon^2}) \). Our bounds for \( N \) and \( L \), in the algorithm, for the size of \( D^2 \)-sample \( S \) satisfy this requirement with high probability. This follows from a simple application of Chernoff bounds.

▶ **Lemma 38.** For \( D^2 \)-sample \( S \) of size at least \( \frac{2^{12}k^2}{\epsilon^2} \), there is at least one partition \( S_j = S \cap X_j \) among the partitions returned by the sub-routine \( \text{PartitionSample} \) corresponding to an uncovered cluster \( X_j \) with probability at least \( (1 - \frac{1}{16k}) \).

**Proof.** From Corollary 16, for any point \( p \) sampled using \( D^2 \)-sampling, the probability that point \( p \) belongs to some uncovered cluster \( X_j \) is at least \( \frac{\epsilon}{\pi k} \). In expectation, the number of points sampled from uncovered cluster \( X_j \) is \( E[|S_j|] = \frac{c|S|}{4k} = \frac{2^{12}k^2}{\epsilon^2} \). Exact recovery using Lemma 37 requires \( |S_j| \) to be at least \( \frac{\epsilon k^2}{\pi} \). Using Chernoff bounds, the probability of this event is at least \( (1 - \frac{1}{16k}) \). ▶

Following Lemma 38, we condition on the event that there is at least one partition corresponding to an uncovered cluster among the partitions returned by the sub-routine \( \text{PartitionSample} \). Next, we figure out using the sub-routine \( \text{IsCovered} \) which of the partitions returned by \( \text{PartitionSample} \) are covered and which are uncovered. Let \( T_1, \ldots, T_l \) be the partitions returned by \( \text{PartitionSample} \) where \( l < k \). Sub-routine \( \text{IsCovered} \) determines whether a cluster is covered or uncovered in the following manner. For each \( j \in [l] \), we check whether \( T_j \) is covered by some \( c \in C \). We query oracle \( O^F \) with pairs \((v, c)\) for \( v \in T_j \) and \( c \in C \). If majority of the query answers for some \( c \in C \) is 1, we say cluster \( T_j \) is covered by \( C \). If for all \( c \in C \) and some \( T_j \), the majority of the query answers is 0, then we say \( T_j \) is uncovered by \( C \). Using Chernoff bounds, we show that with high probability uncovered clusters would be detected.

▶ **Lemma 39.** With probability at least \( (1 - \frac{1}{16k}) \), all covered and uncovered clusters are detected correctly by the sub-routine \( \text{IsCovered} \).

**Proof.** We find the probability that any partition \( T_j \) for \( j \in [l] \) is detected correctly as covered or uncovered. Then we use union bound to bound the probability that all clusters are detected correctly. Recall that each partition returned by \( \text{PartitionSample} \) has size at least \( |T_j| \geq \frac{\epsilon k^2}{\pi} \) for \( j \in [l] \). We first compute for one such partition \( T_j \) and some center \( c \in C \), the probability that majority of the queries \( O^F(v, c) \) where \( v \in T_j \) are wrong. Since each query answer is wrong independently with probability \( q < \frac{1}{2} \), in expectation the number of wrong query answers would be \( q|T_j| \). Using Chernoff bound, the probability that majority of the queries is wrong is at most \( e^{-\frac{q^2k^2}{2\pi^2}}(1 - \frac{1}{4})^2 \). The probability that the majority of the queries is wrong for at least one center \( c \in C \) is at most \( ke^{-\frac{q^2k^2}{2\pi^2}}(1 - \frac{1}{4})^2 \). Again using union bound all clusters are detected correctly with probability at least \( (1 - k^2e^{-\frac{q^2k^2}{2\pi^2}}(1 - \frac{1}{4})^2) \geq (1 - \frac{1}{16k}) \). ▶

With probability at least \( (1 - \frac{1}{16k}) \), given a \( D^2 \)-sample \( S \), we can figure out the largest uncovered optimal cluster using the sub-routines \( \text{PartitionSample} \) and \( \text{IsCovered} \). The analysis of Algorithm 3 follows the analysis of Algorithm 2. For completeness, we compute the probability of success, and the query complexity of the algorithm. Note that \( s \) in line (3.2)
of the Algorithm 3 is chosen correctly with probability \((1 - \frac{1}{4k})(1 - \frac{1}{8k})\). The uniform sample in line (3.3) is chosen properly with probability \((1 - \frac{1}{4k})(1 - \frac{1}{8k})\). Since, given the uniform sample, success probability using Inaba’s lemma is at least \((1 - \frac{1}{16})\), overall the probability of success becomes \((1 - \frac{1}{2})\). For query complexity, we observe that \texttt{PartitionSample} makes \(O\left(\frac{k^2}{\epsilon^8}\right)\) same-cluster queries to oracle \(\mathcal{O}^E\), query complexity of \texttt{IsCovered} is \(O\left(\frac{k^4}{\epsilon^4}\right)\). Since \texttt{PartitionSample} is called at most \(k\) times, total query complexity would be \(O\left(\frac{k^5}{\epsilon^8}\right)\). Note that these are bounds for dataset that satisfies \((k, \epsilon)\)-irreducibility condition. For general dataset, we will use \(O\left(\frac{\epsilon}{k}\right)\) as the error parameter. This causes the number of same-cluster queries to be \(O\left(k^{15}/\epsilon^8\right)\). This proves the main result in Theorem 7.

### 6 Conclusion and Open Problems

This work explored the power of the SSAC framework defined by Ashtiani et al. [6] in the approximation algorithms domain. We showed how a simple modification of \(k\)-means++ seeding algorithm in SSAC framework gives a constant factor approximation for \(k\)-means. Furthermore, we obtained an efficient \((1 + \epsilon)\)-approximation algorithm for the \(k\)-means problem within the SSAC framework. This is interesting because it is known that such an efficient algorithm is not possible in the classical model unless \(P = NP\).

Our results encourage us to formulate similar query models for other hard problems. If the query model is reasonable (as is the SSAC framework for center-based clustering), then it may be worthwhile to explore its powers and limitations as it may be another way of circumventing the hardness of the problem. For instance, the problem closest to center-based clustering problems such as \(k\)-means is the correlation clustering problem. The query model for this problem may be similar to the SSAC framework. It will be interesting to see if same-cluster queries allow us to design efficient approximation algorithms for correlation clustering problem for which hardness results similar to that of \(k\)-means are known.

### References

Approximate Clustering with Same-Cluster Queries


Graph Clustering using Effective Resistance

Vedat Levi Alev\textsuperscript{1}, Nima Anari\textsuperscript{2}, Lap Chi Lau\textsuperscript{3}, and Shayan Oveis Gharan\textsuperscript{4}

1 University of Waterloo, Waterloo, Canada
vlalev@uwaterloo.ca
2 Simons Institute, Berkeley, USA
anari@stanford.edu
3 University of Waterloo, Waterloo, Canada
lapchi@uwaterloo.ca
4 University of Washington, Seattle, USA
shayan@cs.uwaterloo.ca

Abstract

We design a polynomial time algorithm that for any weighted undirected graph $G = (V,E,w)$ and sufficiently large $\delta > 1$, partitions $V$ into subsets $V_1, \ldots, V_h$ for some $h \geq 1$, such that

\[ w(E - \bigcup_{i=1}^{h} E(V_i)) \lesssim \frac{w(E)}{\delta}; \]

the effective resistance diameter of each of the induced subgraphs $G[V_i]$ is at most $\delta^3$ times the inverse of the average weighted degree, i.e.

\[ \max_{u,v \in V_i} \text{Reff}_{G[V_i]}(u,v) \lesssim \delta^3 \cdot \frac{|V|}{w(E)} \text{ for all } i = 1, \ldots, h. \]

In particular, it is possible to remove one percent of weight of edges of any given graph such that each of the resulting connected components has effective resistance diameter at most the inverse of the average weighted degree.

Our proof is based on a new connection between effective resistance and low conductance sets. We show that if the effective resistance between two vertices $u$ and $v$ is large, then there must be a low conductance cut separating $u$ from $v$. This implies that very mildly expanding graphs have constant effective resistance diameter. We believe that this connection could be of independent interest in algorithm design.
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1 Introduction

Graph decomposition is a useful algorithmic primitive with various applications. The general framework is to remove few edges so that the remaining components have nice properties, and then specific problems are solved independently in each component. Several types of graph decomposition results have been studied in the literature. The most relevant to this work are low diameter graph decompositions and expander decompositions. We refer the reader to Section 2 for notation and definitions.

Low Diameter Graph Decompositions: Given a weighted undirected graph \( G = (V, E, w) \) and a parameter \( \Delta > 0 \), a low diameter graph decomposition algorithm seeks to partition the vertex set \( V \) into sets \( V_1, \ldots, V_h \) with the following two properties:

- Each component \( G[V_i] \) has bounded shortest path diameter, i.e. \( \max_{u,v \in V_i} \text{dist}_w(u,v) \leq \Delta \), where \( \text{dist}_w(u,v) \) is the shortest path distance between \( u \) and \( v \) using the edge weight \( w \).
- There are not too many edges between the sets \( V_i \), i.e.

  \[
  E - \bigcup_{i=1}^h E(V_i) \leq \frac{D(G)}{\Delta} \cdot |E|,
  \]

  where \( D(G) \) is the “distortion” that depends on the input graph.

This widely studied [39, 31, 11, 38, 1] primitive (and its generalization to decomposition into padded partitions) has been very useful in designing approximation algorithms [17, 15, 21, 22, 35, 9, 37]. This approach is particularly effective when the input graph is of bounded genus \( g \) or \( K_r \)-minor free, in which case \( D(G) = \mathcal{O}(\log g) \) [38] and \( D(G) = \mathcal{O}(r) \) [1]. For these special graphs, this primitive can be used to proving constant flow-cut gaps [31], proving tight bounds on the Laplacian spectrum [12, 26], and obtaining constant factor approximation algorithms for NP-hard problems [9, 4]. However, there are graphs for which \( D(G) \) is necessarily \( \Omega(\log n) \) where \( n \) is the number of vertices, and this translates to a \( \Omega(\log n) \) factor loss in applying this approach to general graphs. For example, in a hypercube, if we only delete a small constant fraction of edges, some remaining components will have diameter \( \Omega(\log n) \).

Expander Decompositions: Given an undirected graph \( G = (V, E) \) and a parameter \( \phi > 0 \), an expander decomposition algorithm seeks to partition the vertex set \( V \) into sets \( V_1, \ldots, V_h \) with the following two properties.

- Each component \( G[V_i] \) is a \( \phi \)-expander, i.e. \( \Phi(G[V_i]) \geq \phi \), where \( \Phi(G[V_i]) \) is the conductance of the induced subgraph \( G[V_i] \); see Section 2 for the definition of conductance.

- There are not too many edges between the sets \( V_i \), i.e.

  \[
  E - \bigcup_{i=1}^h E(V_i) \leq \delta(G, \phi) \cdot |E|,
  \]

  where \( \delta(G, \phi) \) is a parameter depending on the graph \( G \) and \( \phi \).

This decomposition is also well studied [25, 44, 7, 42], and is proved useful in solving Laplacian equations, approximating Unique Games, and designing clustering algorithms. It is of natural interest to minimize the parameter \( \delta(G, \phi) \). Similar to the low diameter partitioning case, there are graphs where \( \delta(G, \phi) \geq \Omega(\phi \cdot \log(n)) \). For example, in a hypercube, if we delete a small constant fraction of edges, some remaining components will have conductance \( \mathcal{O}(1/\log n) \).

Motivations: In some applications, we could not afford to have an \( \Omega(\log n) \) factor loss in the approximation ratio. One motivating example is the Unique Games problem. It is known that Unique Games can be solved effectively in graphs with constant conductance [8] and more generally in graphs with low threshold rank [32, 24, 10], and in graphs with constant diameter [23]. Some algorithms for Unique Games on general graphs are based on graph
decomposition results that remove a small constant fraction of edges so that the remaining components are of low threshold rank [7] or of low diameter [4], but the $\Omega(\log n)$ factor loss in the decomposition is the bottleneck of these algorithms. This leads us to the question of finding a property that is closely related to low diameter and high expansion, so that every graph admits a decomposition into components with such a property without an $\Omega(\log n)$ factor loss.

**Effective Resistance Diameter:** The property that we consider in this paper is having low effective resistance diameter. We interpret the graph $G = (V, E, w)$ as an electrical circuit by viewing every edge $e \in E$ as a resistor with resistance $1/w(e)$. The effective resistance distance $Reff(u, v)$ between the vertices $u$ and $v$ is then the potential difference between $u$ and $v$ when injecting a unit of electric flow into the circuit from the vertex $u$ and removing it out of the circuit from the vertex $v$. We define

$$R_{\text{diam}}(G) := \max_{u,v \in V} Reff(u, v)$$

as the effective resistance diameter of $G$. Both the properties of low diameter and of high expansion have the property of low effective resistance diameter as a common denominator: The effective resistance distance $Reff(u, v)$ is upper bounded by the shortest path distance for any graph, and so every low diameter component has low effective resistance diameter. Also, a $d$-regular graph with constant expansion has effective resistance diameter $O(1/d)$ [14, 16], and so an expander graph also has low effective resistance diameter. See Section 2 for more details.

In this paper, we study the connection between effective resistance and graph conductance. Roughly speaking, we show if all sets have mild expansion (see Theorem 1), then the effective resistance diameter is small. We use this observation to design a graph partitioning algorithm to decompose a graph into clusters with effective resistance diameter at most the inverse of the average degree (up to constant losses) while removing only a constant fraction of edges. This shows that although we cannot partition a graph into $\Omega(1)$-expanders by removing a constant fraction of edges, we can partition it into components that satisfy the “electrical properties” of expanders.

**Applications of Effective Resistance:** Besides the motivation from the Unique Games problem, we believe that effective resistance is a natural property to be investigated on its own. The effective resistance distance between two vertices $u, v \in V$ has many useful probabilistic interpretations, such as the commute time [16], the cover time [41], and the probability of an edge being in a random spanning tree [29]. See Section 2 for more details. Recently, the concept of effective resistance has found surprising applications in spectral sparsification [43], in computing maximum flows [19], in finding thin trees [6], and in generating random spanning trees [27, 40, 20]. The recent algorithms in generating a random spanning tree are closely related to our work. Madry and Kelner [27] showed how to sample a random spanning tree in time $\tilde{O}(m \cdot \sqrt{n})$ where $m$ is the number of edges, faster than the worst case cover time $\tilde{O}(m \cdot n)$ (see Section 2). A crucial ingredient of their algorithm is the low diameter graph decomposition technique, which they use to ensure that the resulting components have small cover time. In subsequent work, Madry, Straszak and Tarnawski [40] have improved the time complexity of their algorithm to $\tilde{O}(m^{4/3})$ by working with the effective resistance metric instead of the shortest path metric. Indeed, their technique of reducing the effective resistance diameter is similar to our technique – even though it cannot recover our result.
Our main technical result is the following connection between effective resistance and graph partitioning.

**Theorem 1.** Let $G = (V, E)$ be a weighted graph with weights $w \in \mathbb{R}^E_{\geq 0}$. Suppose for any set $S \subseteq V$ with $\text{vol}(S) \leq \text{vol}(G)/2$ we have

$$\Phi(S) \geq c \frac{\text{vol}(S)^{1/2 - \varepsilon}}{\text{vol}(G)^{1/2 - \varepsilon}}$$

for some $c > 0$ and $1/2 \geq \varepsilon \geq 0$. Then, for any pair of vertices $s, t \in V$, we have

$$\text{Reff}(s, t) \lesssim \left(\frac{1}{\deg(s)^{2\varepsilon}} + \frac{1}{\deg(t)^{2\varepsilon}}\right) \cdot \frac{1}{\varepsilon \cdot \varepsilon^2},$$

where $\deg(v) = \sum_{u : uv \in E} w(u, v)$ is the weighted degree of $v$.

In [16], Chandra et al. proved that a $d$-regular graph with constant expansion has effective resistance diameter $O(1/d)$. They also proved that the effective resistance diameter of a $d$-dimensional grid is $O(1/d)$ when $d > 2$ even though it is a poor expander. Theorem 1 can be seen as a common generalization of these two results, using the mild expansion condition as a unifying assumption. Chandra et al. [16] also showed that the effective resistance diameter of a $2$-dimensional grid is $\Theta(\log n)$. Note that for a $\sqrt{n} \times \sqrt{n}$ grid, $\Phi(S) \approx 1/\text{vol}(S)^{1/2}$ for any $k \times k$ square. This shows that the mild expansion assumption of the theorem cannot be weakened in the sense that if $\varepsilon = 0$ for some sets $S$, then $\text{Reff}(s, t)$ may grow as a function of $|V|$.

The proof of Theorem 1 also provides an efficient algorithm to find such a sparse cut. The high-level idea is to prove that if all level sets of the $st$ electric potential vector satisfy the mild expansion condition, then the potential difference between $s$ and $t$ must be small, i.e., $\text{Reff}(s, t)$ is small. Combining with a fast Laplacian solver [45], we show that the existence of a pair of vertices $u, v \in V$ with high effective resistance distance implies the existence of a sparse cut which can be found in nearly linear time.

**Corollary 2.** Let $G = (V, E, w)$ be a weighted undirected graph. If $\deg(v) \geq 1/\alpha$ for all $v \in V$, then for any $0 < \varepsilon < 1/2$, there is a subset of vertices $U \subseteq V$ such that

$$\Phi(U) \lesssim \frac{\alpha^\varepsilon}{\sqrt{\text{Reff}(U)^{\varepsilon - 1/2}} \cdot \text{vol}(U)^{-1/2}}.$$

Furthermore, the set $U$ can be found in time $\tilde{O}\left(m \cdot \log\left(\frac{w(E)}{\min_{e} w(e)}\right)\right)$.

Using Corollary 2 repeatedly, we can prove the following graph decomposition result.

**Theorem 3 (Main).** Given a weighted undirected graph $G = (V, E, w)$, and a large enough parameter $\delta > 1$, there is an algorithm with time complexity $\tilde{O}\left(m \cdot n \cdot \log\left(\frac{w(E)}{\min_{e} w(e)}\right)\right)$ that finds a partition $V = \bigcup_{i=1}^{h} V_i$ satisfying

$$w\left(E - \bigcup_{i=1}^{h} E(V_i)\right) \lesssim \frac{w(E)}{\delta}$$

(loss bound)

and

$$\text{Reff}(V_i) \lesssim \delta^3 \cdot \frac{n}{w(E)}$$

(resistance bound)

for all $i = 1, \ldots, h$. 

Let $G$ be a $d$-regular unweighted graph. Theorem 3 implies that it is possible to remove a constant fraction of the edges of $G$ and decompose $G$ into components with effective resistance diameter at most $O(1/d)$. Note that $d$-regular $\Omega(1)$-expanders with $\mathcal{R}_{\text{diam}} = O(1/d)$ have the least effective resistance diameter among all $d$-regular graphs. So, even though it is impossible to decompose $d$-regular graphs into graphs with $\Omega(1)$-expansion while removing only a constant fraction of edges, we can find a decomposition with analogous “electrical properties”.

We can also view Theorem 3 as a generalization of the following result: Any $d$-regular graph can be decomposed into $\Omega(d)$-edge connected subgraphs by removing only a constant fraction of edges. This is because if the effective resistance diameter of an unweighted graph $G$ is $\epsilon$, then $G$ must be $1/\epsilon$-edge connected. Recall that a graph is $k$-edge connected, if the size of every cut in that graph is at least $k$.

2 Preliminaries

In this section, we will first define the notations used in this paper, and then we will review the background in effective resistances, Laplacian solvers, and graph expansions in the following subsections.

Given an undirected graph $G = (V, E)$ and a subset of vertices $U \subseteq V$, we use the notation $E_G(U)$ for the set of edges with both endpoints in $U$, i.e. $E_G(U) = \{\{u, v\} \in E(G) : u, v \in U\}$. We write $U^{c}$ for the complement of $U$ with respect to $V(G)$, i.e. $U^{c} = V \setminus U$. The variables $n$ and $m$ stand for the number of vertices and the edges of the graph respectively, i.e. $n = |V|$ and $m = |E|$. We use the notation $\partial_G U$ for the edge boundary of $U \subseteq V$, i.e. $\partial_G U = E_G(U, U^c) = \{\{u, v\} \in E : u \in U, v \in U^c\}$. For a graph $G = (V, E)$ with weights $w \in \mathbb{R}^E_{\geq 0}$, we write $\text{deg}_G(v) = \sum_{u: u \in E} w(u, v)$ for the weighted degree of $v$. For $S \subseteq V$, the volume $\text{vol}_G(S)$ of $S$ is defined to be $\text{vol}_G(S) = \sum_{s \in S} \text{deg}(s)$. When the graph is clear in the context we may drop the subscript in all aforementioned notation.

Scalar functions and vectors are typed in bold, i.e. $x \in \mathbb{R}^V$, or $w \in \mathbb{R}^E$. For a subset $A \subseteq E$, the notation $w(A)$ stands for the sum of the weights of all edges in $A$, i.e. $w(A) = \sum_{e \in A} w(e)$. The $j$-th canonical basis vector is denoted by $e_j \in \mathbb{R}^V$. Matrices are typed in serif, i.e. $A \in \mathbb{R}^{V \times V}$.

Time complexities are given in asymptotic notation. We employ the notation $\tilde{O}(f(n))$ to hide polylogarithmic factors in $n$, i.e. $\tilde{O}(f(n)) = O(f(n) \cdot \log(n))$. We use the notation $f \lesssim g$ for asymptotic inequalities, i.e. $f = O(g)$; and the notation $f \asymp g$ for asymptotic equalities, i.e. $f = \Theta(g)$.

2.1 Electric Flow, Electric Potential, and Effective Resistance

Let $G = (V, E)$ be a given graph with non-negative edge weights $w \in \mathbb{R}^E_{\geq 0}$. The notion of an electric flow arises when one interprets the graph $G$ as an electrical network where every edge $e \in E$ represents a resistor with resistance $1/w(e)$.

We fix an arbitrary orientation $E^\pm$ of the edges $E$ and define a unit st flow in this network as a function $f \in \mathbb{R}^E_{\geq 0}$ (where for $e \not\in E^\pm$ we define $f(e) = -f(-e)$) satisfying the following:

\[
\sum_{w \in \delta^+(v)} f(wv) - \sum_{u \in \delta^-(v)} f(uv) = \begin{cases} 
1 & \text{if } v = s \\
-1 & \text{if } v = t \\
0 & \text{otherwise} 
\end{cases}
\quad \text{(flow conservation)}
\]
where \( \delta^+(v) \) is the set of edges having \( v \) as the head in our orientation, and \( \delta^-(v) \) is the set of edges having \( v \) as tail. Let \( e = uv \in E^\pm \) be an oriented edge. The flow \( f \) has to obey Ohm’s law

\[
f(e) = w(e) \cdot \Delta_e \cdot p = w(e) \cdot (p(u) - p(v))
\]

(Ohm’s law)

for some vector \( p \in \mathbb{R}^V \) which we call the potential vector. The electrical flow between the vertices \( s \) and \( t \) is the unit \( st \) flow that satisfies flow conservation and Ohm’s law.

The electrical energy \( \mathcal{E}(f) \) of a flow \( f \) is defined as the following quantity,

\[
\mathcal{E}(f) = \sum_{e \in E^\pm} \frac{f(e)^2}{w(e)}.
\]

(electrical energy)

It is known that the electric flow between \( s \) and \( t \) is the unit \( st \) flow with minimal electrical energy. The effective resistance \( \text{Reff}(s, t) \) between the vertices \( s \) and \( t \) is the potential difference between the vertices \( s \) and \( t \) induced by this flow, i.e. \( \text{Reff}(s, t) = p(s) - p(t) \). It is known that the potential difference between \( s \) and \( t \) equals the energy \( \mathcal{E}(f_{st}) \) of this flow. This is often referred as Thomson’s principle.

The electric potential vector and the effective resistance are known to have the following closed form expressions: Let \( W \in \mathbb{R}^{V \times V} \) be the weighted adjacency matrix of \( G \), i.e. the matrix satisfying \( W(u, v) = 1[uv \in E] \cdot w(u, v) \), and \( D \in \mathbb{R}^{V \times V} \) the weighted degree matrix, i.e. the diagonal matrix satisfying \( D(v, v) = \deg(v) = \sum_{u : uv \in E} w(u, v) \). The (weighted) Laplacian \( L_G \in \mathbb{R}^{V \times V} \) is defined to be the matrix

\[
L_G = D - W.
\]

(weighted Laplacian)

It is well-known that this is a symmetric positive semi-definite matrix. We will take

\[
L_G = \sum_{i=2}^{n} \lambda_i v_i v_i^T
\]

as the spectral decomposition of \( L_G \), where \( \lambda_1 = 0 \leq \lambda_2 \leq \cdots \leq \lambda_n \) are the eigenvalues of \( L_G \) sorted in increasing order. It is easy to verify \( L_G \mathbf{1} = 0 \) and further it can be shown that this is the only vector (up to scaling) satisfying this when \( G \) is connected. This means if \( G \) is connected, the matrix \( L_G \) is invertible in the subspace perpendicular to \( \mathbf{1} \). This inversion will be done by the matrix \( L_G^+ \), the so-called Moore-Penrose pseudo-inverse of \( L_G \) defined by

\[
L_G^+ = \sum_{j=2}^{n} \frac{1}{\lambda_j} v_j v_j^T.
\]

(pseudo-inverse of \( L_G \))

Let \( f^* \in \mathbb{R}^E \) be the \( st \) unit electric flow vector. It can be verified that the \( st \) electric potential \( p^* \) – i.e. the vector satisfying \( w(uv) \cdot (p^*(u) - p^*(v)) = f^*(uv) \) for all \( uv \in E^\pm \) – satisfies the equation

\[
L_G p^* = e_s - e_t \iff p^* = L_G^+ (e_s - e_t).
\]

(2.1)

In particular, this implies the following closed form expression for \( \text{Reff}(s, t) \)

\[
\text{Reff}(s, t) = \langle e_s - e_t, L_G^+ (e_s - e_t) \rangle.
\]

(st effective resistance)

It can be verified that this defines a \((\ell_2^2)\) metric on the set vertices \( V \) of \( G \) [30], as we have

1. \( \text{Reff}(u, v) = 0 \) if and only if \( u = v \).
2. \( \text{Reff}(u, v) = \text{Reff}(v, u) \) for all \( u, v \in V \).
3. \( \text{Reff}(u, v) + \text{Reff}(v, w) \geq \text{Reff}(u, w) \) for all \( u, v, w \in V \).

Further, by routing the unit \( st \) flow along the \( st \) shortest path we see that the shortest path metric dominates the effective resistance metric, i.e. \( \text{Reff}(u, v) \leq \text{dist}(u, v) \) for all the pairs of vertices \( u, v \in V \).

It is known that the commute time distance \( \kappa(u, v) \) between \( u \) and \( v \) – the expected number of steps a random walk starting from the vertex \( u \) needs to visit the vertex \( v \) and then return to \( u \) – is \( \text{vol}(G) \) times the effective resistance distance \( \text{Reff}(u, v) \) [16]. Also, the effective resistance \( \text{Reff}(u, v) \) of an edge \( uv \in E \) corresponds to the probability of this edge being contained in a uniformly sampled random spanning tree [29]. A well-known result of Matthews [41] relates the effective resistance diameter to the cover time of the graph – the expected number of steps a random walk needs to visit all the vertices of \( G \). Aldous [2] and Broder [13] have shown that simulating a random walk until every vertex has been visited allows one to sample a uniformly random spanning tree of the graph.

### 2.2 Solving Laplacian Systems

For our algorithmic results, it will be important to be able to compute electric potentials, and effective resistances quickly. We will do this by appealing to Equation (2.1) and the definition of the \( st \) effective resistance. Both of these equations require us to solve a Laplacian system. Fortunately, it is known that these systems can be solved in nearly linear time [45, 33, 34, 28, 36].

\[ \mathbf{\tilde{x}} - \mathbf{L}^{\dagger} \mathbf{b} \|_{L} \leq \zeta \cdot \| \mathbf{L}^{\dagger} \mathbf{b} \|_{L} \]  
\( (\text{accuracy guarantee}) \)

with constant probability, where \( \| x \|_{A}^{2} = \langle x, A x \rangle \).

For our purposes it will suffice to pick \( \zeta \) inversely polynomial in the size of the graph in the unweighted case, and \( 1/\text{poly}(w(E)/\min_{e} w(e), 1/m) \) in the weighted case.

Extending the ideas of Kyng and Sachdeva [36], Durfee et al. [20] show that it is possible to compute approximations for effective resistances between a set of given pairs \( S \subseteq V \times V \) efficiently.

\[ e^{-\beta} \text{Reff}(u, v) \leq A(u, v) \leq e^{\delta} \text{Reff}(u, v). \]

This lemma will aid us in computing fast approximations for furthest points in the effective resistance metric. For our purposes, we only need to pick \( \beta \) as a small enough constant, i.e. \( \beta = \ln(3/2) \). Similar guarantees can also be obtained using the ideas of Spielman and Srivastava [43].

### 2.3 Conductance

For a graph \( G = (V, E) \) with non-negative edge weights \( w \in \mathbb{R}_{\geq 0}^{E} \), we define the conductance of a set \( S \subseteq V \) as

\[ \Phi(S) = \frac{w(\partial S)}{\text{vol}(S)}. \]  
\( (\text{conductance of a set}) \)
The conductance of the graph $G$ is then defined as

$$\Phi(G) = \min \{ \Phi(S) : S \subseteq V \text{ and } 2 \text{vol}(S) \leq \text{vol}(G) \}. \quad \text{(conductance of a graph)}$$

It is well-known [18, 5] that the conductance of the graph $G$ is controlled by the spectral gap (second smallest eigenvalue) $\tilde{\lambda}_2$ of the normalised Laplacian matrix $D^{-1/2}L_G D^{-1/2}$, i.e.

$$\tilde{\lambda}_2 \lesssim \Phi(G) \lesssim \sum \tilde{\lambda}_2. \quad \text{(Cheeger’s inequality)}$$

Appealing to the closed form formula for the $st$ effective resistance it can be verified that the spectral gap $\lambda_2$ of the (unnormalised) Laplacian controls the effective resistance distance, i.e.

$$\max_{s,t \in V} \text{Reff}(s,t) \lesssim \frac{1}{\lambda_2^2}. \quad \text{(resistance bound)}$$

By an easy application of Cheeger’s inequality we see that the expansion controls the effective resistance as well, i.e.

$$\max_{s,t \in V} \text{Reff}(s,t) \lesssim \frac{1}{\Phi(G)^2}. \quad \text{(3.1)}$$

Indeed, Theorem 1 and Corollary 2 will improve upon this bound.

### 3 From Well Separated Points to Sparse Cuts

In this section, we are going to prove Theorem 1 and Corollary 2. As previously mentioned, we will prove that if all the level sets of the potential vector have mild expansion, the effective resistance cannot be high.

**Theorem 1.** Let $G = (V, E)$ be a weighted graph with weights $w \in \mathbb{R}^E_{\geq 0}$. Suppose for any set $S \subseteq V$ with $\text{vol}(S) \leq \text{vol}(G)/2$ we have

$$\Phi(S) \geq \frac{c}{\text{vol}(S)^{1/2-\varepsilon}} \quad \text{for some } c > 0 \text{ and } 1/2 \geq \varepsilon \geq 0. \quad \text{(mild expansion)}$$

Then, for any pair of vertices $s, t \in V$, we have

$$\text{Reff}(s, t) \lesssim \left( \frac{1}{\text{deg}(s)^{2\varepsilon}} + \frac{1}{\text{deg}(t)^{2\varepsilon}} \right) \cdot \frac{1}{\varepsilon^2}. \quad \text{(resistance bound)}$$

where $\text{deg}(v) = \sum_{u : u \in \text{E}} w(u, v)$ is the weighted degree of $v$.

**Proof.** In the following let $f \in \mathbb{R}^E$ be a unit electric flow from $s$ to $t$, and $p \in \mathbb{R}^V$ be the corresponding vector of potentials where we assume without loss of generality that $p(t) = 0$. We direct our attention to the following threshold sets

$$S_p = \{ v \in V : p(v) \geq p \}.$$ 

Then, we have

$$\sum_{e \in \partial S_p} |f(e)| = 1.$$

Using Ohm’s law, we can rewrite this into

$$\sum_{e \in \partial S_p} w(e) \cdot |\Delta_e p| = 1, \quad \text{(3.1)}$$
where $\Delta_e p$ is the potential difference along the endpoints of the edge $e$. Normalizing this, we get
\[
\sum_{e \in \partial S_p} \frac{w(e)}{w(\partial S_p)} \cdot |\Delta_e p| = \frac{1}{w(\partial S_p)}.
\] (3.2)

Now, set $\mu(e) = w(e)/w(\partial S_p)$. Restricted over the set of edges $\partial S_p$, $\mu$ is a probability distribution and the LHS of (3.2) corresponds to the expected potential drop when edges $e \in \partial S_p$ are sampled with respect to the probability distribution $\mu$, i.e. we have
\[
\mathbb{E}_\mu|\Delta_e p| = \frac{1}{w(\partial S_p)}.
\]

Then, by Markov’s inequality, we get a set $F \subseteq \partial S_p$ such that all edges $f \in F$ satisfy
\[
|\Delta_f p| \leq \frac{2}{w(\partial S_p)};
\]
\[
P_{\mu}(e \in F) \geq \frac{1}{2},
\]
equivalently
\[
w(F) = \sum_{e \in F} w(e) = \sum_{e \in F} w(\partial S_p) \cdot \mu(e) = w(\partial S_p) \cdot \mu(F) \geq \frac{w(\partial S_p)}{2}.
\]

Using the observation that the endpoint of an edge $f \in F$ that is not contained in $S_p$ should have potential at least $p - \frac{2}{w(\partial S_p)}$, we obtain
\[
\text{vol}(S_{p-2/w(\partial S_p)}) \geq \text{vol}(S_p) + w(F) \geq \text{vol}(S_p) + \frac{w(\partial S_p)}{2}.
\]

Assuming $\text{vol}(\partial S_p) \leq \text{vol}(G)/2$, using the mild expansion property, we have $w(\partial S_p) \geq c \text{vol}(S_p)^{1/2+\epsilon}$. So, from above we get
\[
\text{vol}(S_{p-2c\text{vol}(S_p)^{1/2+\epsilon}}) \geq \text{vol}(S_{p-2/w(\partial S_p)}) \geq \text{vol}(S_p) + \frac{c \text{vol}(S_p)^{1/2+\epsilon}}{2},
\]
where in the first inequality we also used that $\text{vol}(S_p)$ increases as $p$ decreases. Now, iterating this procedure $2 \text{vol}(S_p)^{1/2-\epsilon}/c$ times we obtain
\[
\text{vol}\left(S_{p - \frac{4}{c^2 \text{vol}(S_p)^{1/2}}}\right) = \text{vol}\left(S_{p - \frac{2}{c \text{vol}(S_p)^{3/2 + \epsilon}}} \frac{2 \text{vol}(S_p)^{1/2-\epsilon}}{c}\right) \geq 2 \text{vol}(S_p),
\] (3.3)

as $\text{vol}(S_p)$ increases as $p$ decreases. We set $p_0 = p(s)$, then $\text{vol}(S_{p_0}) = \text{deg}(s)$. Inductively define
\[
p_{k+1} = p_k - \frac{4}{c^2 \text{vol}(S_{p_k})^{1/2}}.
\]

Then, using the inequality (3.3), we have
\[
\text{vol}(S_{p_{k+1}}) \geq 2 \cdot \text{vol}(S_{p_k}).
\] (3.4)

Note that we can run the above procedure as long as $\text{vol}(S_p) \leq \text{vol}(G)/2$. Therefore, for some $k^* \leq \log \frac{\text{vol}(G)}{\text{deg}(s)}$, we must have
\[
\text{vol}(G) \geq 2 \cdot \text{vol}(S_{p_{k^*}}) \geq \text{vol}(G)/2.
\]
Therefore,
\[
p_0 - p_k^* \leq 4 \cdot \sum_{j=0}^{k^*} \frac{1}{c^2 \text{vol}(S_p)^{2\varepsilon}}.
\]

Using (3.4) we get
\[
p_0 - p_k^* \lesssim \frac{1}{c^2 \text{vol}(S_0)^{2\varepsilon}} \cdot \sum_{j=0}^{k^*} \frac{1}{(2j)^{2\varepsilon}} \lesssim \frac{1}{\text{deg}(s)^{2\varepsilon} \cdot c^2 \cdot \varepsilon},
\]
where the last inequality is a geometric sum with ratio \(\approx 1/(1+\varepsilon)\).

By a similar argument (sending flow from \(t\) to \(s\)), we see that more than half of the vertices have potential smaller than
\[
\frac{1}{\text{deg}(t)^{2\varepsilon}} \cdot \frac{1}{\varepsilon \cdot c^2}.
\]

Combining these two bounds, we obtain
\[
\text{Reff}(s,t) = p(s) \lesssim \left( \frac{1}{\text{deg}(s)^{2\varepsilon}} + \frac{1}{\text{deg}(t)^{2\varepsilon}} \right) \cdot \frac{1}{\varepsilon \cdot c^2},
\]
where the equality follows since the flow is a unit flow. ▶

\textbf{Remark.} For our proof to go through, we do not need the mild expansion condition to be satisfied by all cuts. It suffices to have this condition satisfied by electric potential threshold cuts \((S_p, S_p^c)\) only.

For computational purposes, it will be important to show that our argument is robust to small perturbations in the potentials, i.e. we need to show that the proof will still go through when we are working with threshold cuts with respect to a vector \(\hat{p}\) which is close to the electric potential vector \(p\), rather than working with the potential vector \(p\) directly.

This is shown in Appendix A of the arxiv version of our paper [3].

### 3.1 Finding the Sparse Cuts Algorithmically

Next we prove Corollary 2.

\begin{corollary}
Let \(G = (V,E,w)\) be a weighted undirected graph. If \(\text{deg}(v) \geq 1/\alpha\) for all \(v \in V\), then for any \(0 < \varepsilon < 1/2\), there is a subset of vertices \(U \subseteq V\) such that
\[
\Phi(U) \lesssim \frac{\alpha^\varepsilon}{\sqrt{\text{R}_\text{diam} \cdot \varepsilon}} \cdot \text{vol}(U)^{-1/2}. \tag{3.5}
\]
Furthermore, the set \(U\) can be found in time \(\tilde{O}(m \cdot \log \left( \frac{w(E)}{\min_{v \in V} w(v)} \right))\).
\end{corollary}

\textbf{Proof.} First, we prove the existence of \(U\). Let \(u,v \in V\) such that
\[
\text{Reff}(u,v) = \text{Reff}(G).
\]

The choice of
\[
e \approx \sqrt{\frac{1}{\text{deg}(u)^{2\varepsilon}} + \frac{1}{\text{deg}(v)^{2\varepsilon}} \cdot \text{Reff}(u,v) \cdot \varepsilon} \quad \text{ensures} \quad \text{Reff}(u,v) > \left( \frac{1}{\text{deg}(s)^{2\varepsilon}} + \frac{1}{\text{deg}(t)^{2\varepsilon}} \right) \cdot \frac{1}{\varepsilon \cdot c^2}. \tag{3.6}
\]
Then, by Theorem 1, there must be a threshold set $S_p$ of the potential vector $p$ corresponding to sending one unit of electrical flow from $u$ to $v$ such that
\[
\Phi(U) \lesssim \frac{c}{\text{vol}(U)^{1/2} - \varepsilon} \lesssim \frac{\alpha\varepsilon}{\sqrt{\varepsilon} \cdot R_{\text{diam}}} \cdot \text{vol}(U)^{\varepsilon - 1/2},
\]
where the last inequality follows from our assumption that $\deg(v) \geq 1/\alpha$ for all $v \in V$. This proves the first part of the corollary.

It remains to devise a near linear time algorithm to find the set $U$. First, suppose that we are given the optimum pair of vertices $u, v$ satisfying (3.5). Using the Spielman-Teng solver (Lemma 4), we can compute the potential vector $p$ corresponding to sending one unit of electrical flow from $u$ to $v$ in time $\tilde{O}(m \cdot \log \left( \frac{w(E)}{\min_{e \in E} w(e)} \right))$. We can then sort the vertices by their potential values in time $O(n \log n) = \tilde{O}(m)$. Finally, we simply go over the sorted list and find the least expanding level set. This can be done in $O(m)$ time in total, since getting $\partial S_p(u_i)$ from $\partial S_p(u_{i+1})$ (resp. $\text{vol}(S_p(u_i))$ from $\text{vol}(S_p(u_{i+1}))$) can be done by considering the $\deg(v_i)$ edges $e \in \partial(v_i)$ incident to $v_i$.

It remains to find such an optimal pair of vertices $u, v$ satisfying (3.5). Instead, we find a pair of vertices $u', v'$ such that $\text{Reff}(u', v') \geq R_{\text{diam}}/3$, which is enough for our purposes as this only causes a constant factor loss in the conductance of $U$.

▶ **Lemma 7.** Let $G$ be a weighted graph. In time $\tilde{O}(m)$, one can compute a pair of vertices $u, v \in V$ satisfying
\[
\text{Reff}(u, v) \geq R_{\text{diam}}/3.
\]

Proof. By the triangle inequality for effective resistances, we have the following inequality for any $u \in V$:
\[
R_{\text{diam}} \leq 2 \max_{v \in V} \text{Reff}(u, v). \tag{3.7}
\]
Thus, we fix a $u \in V$. Appyling Lemma 5 (with $S = \{u\} \times V$), we get the numbers $A(u, v)$ which multiplicatively approximate $\text{Reff}(u, v)$ within a factor $e^\beta$. Let $v^* = \arg \max_{v \in V} A(u, v)$. By combining the inequality (3.7) with
\[
\max_{v \in V} \text{Reff}(u, v) \leq e^\beta \max_{v \in V} A(u, v) = e^\beta A(u, v^*) \leq e^{2\beta} \text{Reff}(u, v^*),
\]
we obtain $\text{Reff}(u, v^*) \geq R_{\text{diam}}/3$ for some $\beta = \Theta(1)$. The algorithm consists of an application of Lemma 5 with $|S| = n$, and a linear scan for finding the maximum. Hence, the time bound follows.

So, Corollary 2 follows by first using Lemma 7 to find $u', v'$ with $\text{Reff}(u', v') \geq R/3$, and then apply Theorem 1 with the choice of $c$ as described in (3.6).

▶ **Remark.** We have avoided treating the issues caused by working with an approximate potential vector for the sake of clarity. This issue is addressed in Appendix A of the arxiv version of our paper [3].

### 4 Low Effective Resistance Diameter Graph Decomposition

In this section we prove Theorem 3.
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Theorem 3 (Main). Given a weighted undirected graph $G = (V, E, w)$, and a large enough parameter $\delta > 1$, there is an algorithm with time complexity $\tilde{O}(m \cdot n \cdot \log \left( \frac{w(E)}{\min_v w(e)} \right))$ that finds a partition $V = \bigcup_{i=1}^{h} V_i$ satisfying

$$w \left( E - \bigcup_{i=1}^{h} E(V_i) \right) \lesssim \frac{w(E)}{\delta}$$

(loss bound)

and

$$R_{\text{diam}}(G[V_i]) \lesssim \delta^3 \cdot \frac{n}{w(E)}$$

(resistance bound)

for all $i = 1, \ldots, h$.

Proof. Let $R$ be the target effective resistance diameter and $W$ be the target sum of the weights of edges that we are going to cut. We will write the algorithm in terms of $R, W$, and we will optimize for these parameters later in the proof. Note that $n = |V|$ is the number of vertices of the original graph $G$, and it is fixed throughout the execution of the following algorithm.

Algorithm 1 Effective Resistance Partitioning

Input A graph $H$, and parameters $R, W, n$.
Output A partition $\mathcal{P} = \{V_i \mid i = 1, \ldots, h\}$ of $V(H)$.

1. If there is a vertex $v \in V(H)$ such that $\deg_H(v) \leq W/(2n)$, then delete all the edges incident to $v$. Repeat this step until there are no such vertices in the remaining graph $H$.
2. Use Lemma 7 to find vertices $u, v$ such that $\text{Reff}(u, v) \geq R_{\text{diam}}(H)/3$.
3. If $\text{Reff}(u, v) \leq R$, return $\{V(H)\}$.
4. Otherwise, find the cut $(U, U^C)$ with $\Phi_H(U) \lesssim \frac{(n/W)^{\varepsilon}}{\sqrt{R}} \cdot \text{vol}_H(U)^{\varepsilon^{1/2}}$ by invoking Corollary 2, with minimum degree at least $W/(2n)$ and $\varepsilon = 1/4$.
5. Call the algorithm recursively on $H[U]$ and $H[U^C]$.
6. Return the union of the outputs of both recursive calls.

First of all, by construction, every set $V_i$ in the output partition satisfies $R_{\text{diam}}(G[V_i]) \leq 3R$. It is not hard to see that the running time is $\tilde{O}(n \cdot m \cdot \log(w(E)/\min_v w(e)))$, as the most expensive of the above algorithm takes time $\tilde{O}(m \cdot \log(w(E)/\min_v w(e)))$, and we make at most $n$ recursive calls.

It remains to calculate the sum of the weights of all edges that we cut. Note that we cut edges either when a vertex has a low degree or when we find a low conductance set $U$. We classify the cut edges into two types as follows:

(i) Edges $e$ where $e$ is cut as an incident edge of a vertex $v$ with $\deg_H(v) \leq W/2n$.

(ii) The rest of the edges, i.e., edges $e$ where $e \in \partial_H(U)$ for some $U$ where $\Phi_H(U) \lesssim \frac{(n/W)^{\varepsilon}}{\sqrt{R}} \cdot \text{vol}_H(U)^{\varepsilon^{1/2}}$.

We observe that we are going to remove edges of type (i) for at most $n$ times, because each such removal isolates a vertex of $G$. So, the sum of the weights of edges of type (i) that we cut is at most $n \cdot W/2n \leq W/2$. It remains to bound the sum of the weight of edges of type (ii) that we cut.

We use an amortization argument: Let $\Psi(e)$ stand for the tokens charged from an edge. We assume that for each edge $e \in E$, the number of tokens $\Psi(e)$ is initially set to 0. Every
time we make a cut of type (ii), we assume without loss of generality that $\text{vol}_H(U) \leq \text{vol}(H)/2$ and modify the number of tokens as follows

$$
\Psi(e) := \begin{cases} \\
\Psi(e) + \frac{w(\partial_H U)}{w(E_H(U))} & \text{if } e \in E_H(U) \\
\Psi(e) & \text{otherwise.}
\end{cases}
$$

(4.1)

By definition, after the termination of the algorithm, we have

$$
w(\text{set of cut edges of type (ii)}) = \sum_{e \in E} \Psi(e) \cdot w(e).$$

(4.2)

Therefore, to bound the total weight of type (ii) edges that are cut, it is enough to show that no edge is charged with too many tokens provided $R$ is large enough.

Claim 8. If $R \geq n/(eW)$, we will have $\Psi(e) \leq \frac{4}{\sqrt{R \cdot W / n - 1}}$ for all edges $e \in E$ after the termination of the algorithm.

Proof. Fix an edge $e \in E$. Let $\Delta \Psi(e)$ be the increment of $\Psi(e)$ due to a cut $(U,U^c)$. We have

$$
\Delta \Psi(e) = \frac{w(\partial_H U)}{w(E_H(U))} = 2 \cdot \frac{w(\partial_H U)}{\text{vol}_H(U) - w(\partial_H U)} = 2 \cdot \frac{1}{\Phi(w(U))} - 1 \leq \frac{2c}{\text{vol}_H(U)^{1/2 - \varepsilon} - c},
$$

(4.3)

where $c$ is chosen as in (3.6) in the proof of Corollary 2 so that $\Phi(U) \leq c/\text{vol}(U)^{1/2 - \varepsilon}$ for the last inequality to hold. Since the minimum degree is at least $W/2n$ by Step (1) of the algorithm, we have

$$
c \geq \frac{(2n/W)^{\varepsilon}}{\sqrt{\varepsilon \cdot R}}.
$$

The minimum degree condition also implies that $\text{vol}_H(U) \geq W/(2n)$. Note that the denominator of the rightmost term of (4.3) is non-negative as long as $\text{vol}_H(U)^{1/2 - \varepsilon} \geq (W/2n)^{1/2 - \varepsilon} \geq c$, which holds when $R \geq n/(eW)$.

Let $U_0 \subseteq V(H_0)$ be the set for which $e$ was charged for the last time, and in general $U_k \subseteq V(H_k)$ be the $k$-th last set for which $e$ was charged. We write $\Delta_k \Psi(e)$ to denote the increment in $\Psi(e)$ due to $U_k$.

Note that by (4.1) we have $e \in E_H(U_i)$ for all $i$. Furthermore, since $\text{vol}_{H_i}(U_i) \leq \text{vol}_{H_{i+1}}(U_{i+1})/2$ for all $i$, we have

$$
\text{vol}_{H_i}(U_k) \geq 2^k \text{vol}_{H_0}(U_0)
$$

(4.4)

for all $k \geq 0$. Therefore, using (4.3) and (4.4), we can write

$$
\Psi(e) = \sum_{k \geq 0} \Delta_k \Psi(e) \leq \sum_{k \geq 0} \frac{2c}{\text{vol}_{H_i}(U_i)^{1/2 - \varepsilon} - c} \\
\leq \sum_{k \geq 0} \frac{2c}{(2^k \text{vol}_{H_0}(U_0))^{1/2 - \varepsilon} - c} \\
\leq \frac{2c}{\text{vol}_{H_0}(U_0)^{1/2 - \varepsilon} - c} \cdot \sum_{k \geq 0} \frac{1}{(2^{1/2 - \varepsilon})^k},
$$

where the last inequality assumes that $\varepsilon < 1/2$. As argued before, the minimum degree condition implies that every vertex is of degree at least $W/2n$ and thus $\text{vol}_{H_0}(U_0) \geq W/(2n)$. Therefore, by the geometric sum formula, we have

$$
\Psi(e) \leq \frac{2}{\varepsilon (W/2n)^{1/2 - \varepsilon} - 1} \cdot \frac{1}{1 - 2^{-1/2 - \varepsilon}}.
$$
Plugging the value of \( c = 1/4 < 1/2 \), we conclude that
\[
\Psi(e) \lesssim \frac{2}{\sqrt{\varepsilon \cdot R \cdot W/2n} - 1} \leq \frac{4}{\sqrt{R \cdot W/8n} - 1}.
\]

Setting \( R \approx \delta^2 \cdot n/W \) for a sufficiently large \( \delta^2 > 1 \) so that the assumption of Claim 8 is satisfied, it follows from (4.2) that the sum of the weights of all cut edges is at most
\[
W/2 + \sum_e \Psi(e) \cdot w(e) \lesssim W/2 + \frac{w(E)}{\delta}.
\]

Setting \( W = w(E)/\delta \) proves the theorem. This completes the proof of Theorem 3.

5 Conclusions and Open Problems

We have shown that we can decompose a graph into components of bounded effective resistance diameter while losing only a small number of edges. There are few questions which arise naturally from this work.

1. Can the decomposition in Theorem 3 be computed in near linear time? Is this decomposition useful in generating a random spanning tree?

2. For the Unique Games Conjecture, Theorem 3 implies that we can restrict our attention to graphs with bounded effective resistance diameter. Can we solve Unique Games instances better in such graphs? More generally, are there some natural and nontrivial problems that can be solved effectively in graphs of bounded effective resistance diameter?

3. Is there a generalization of Theorem 1 to multi-partitioning, i.e. does the existence of \( k \)-vertices with high pairwise effective resistance distance help us in finding a \( k \)-partitioning of the graph where every cut is very sparse?

4. Theorem 1 says that a small-set expander has bounded effective resistance diameter. Is it possible to strengthen Theorem 3 to show that every graph can be decomposed into small-set expanders? This may be used to show that the Small-Set Expansion Conjecture and the Unique Games Conjecture are equivalent, depending on the quantitative bounds.
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Abstract
Locality sensitive hashing (LSH) was introduced by Indyk and Motwani (STOC ’98) to give the first sublinear time algorithm for the $c$-approximate nearest neighbor (ANN) problem using only polynomial space. At a high level, an LSH family hashes “nearby” points to the same bucket and “far away” points to different buckets. The quality of measure of an LSH family is its LSH exponent, which helps determine both query time and space usage.

In a seminal work, Andoni and Indyk (FOCS ’06) constructed an LSH family based on random ball partitionings of space that achieves an LSH exponent of $1/c^2$ for the $\ell_2$ norm, which was later shown to be optimal by Motwani, Naor and Panigrahy (SIDMA ’07) and O’Donnell, Wu and Zhou (TOCT ’14). Although optimal in the LSH exponent, the ball partitioning approach is computationally expensive. So, in the same work, Andoni and Indyk proposed a simpler and more practical hashing scheme based on Euclidean lattices and provided computational results using the 24-dimensional Leech lattice. However, no theoretical analysis of the scheme was given, thus leaving open the question of finding the exponent of lattice based LSH.

In this work, we resolve this question by showing the existence of lattices achieving the optimal LSH exponent of $1/c^2$ using techniques from the geometry of numbers. At a more conceptual level, our results show that optimal LSH space partitions can have periodic structure. Understanding the extent to which additional structure can be imposed on these partitions, e.g. to yield low space and query complexity, remains an important open problem.
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1 Introduction

Nearest neighbor search (NNS) is a fundamental problem in data structure design. Here, we are given a database $P$ of $n$ points in a metric space $X$, and the goal is to build a data structure that can quickly return a closest point in the database to any queried target. In

* A full version of the paper is available at https://arxiv.org/abs/1712.08558.
its exact form, the problem is known to suffer from the curse of dimensionality, where data structures that beat brute force search (i.e. a linear scan through the data points) require either space or query time exponential in the dimension of the space $X$. To circumvent this issue, Indyk and Motwani [20] studied a relaxed version of NNS which allowed for both approximation and randomization. In $(c,r)$-approximate nearest neighbor search (ANN), we are given an approximation factor $c \geq 1$ and distance threshold $r > 0$, where we must guarantee that for a query $q$, if $d_X(q,P) \leq r$ then the data structure returns $p \in P$ such that $d_X(q,p) \leq cr$. When we allow randomization, we only require that any fixed query succeeds with good probability over the randomness used to construct the data structure.

In order to address ANN, Indyk and Motwani introduced the concept of Locality Sensitive Hashing (LSH). A locality sensitive hash function maps “nearby” points together and “far away” points apart. Indyk and Motwani showed that such LSH function families can be used to build data structures with both sublinear query time and subquadratic space for ANN. LSH is now one of the most popular methods for solving ANN and has found many applications in areas such as cryptanalysis [23, 10], information retrieval and machine learning (see [29] for a survey). Important metric spaces for LSH include for ANN. LSH is now one of the most popular methods for solving ANN and has found be used to build data structures with both sublinear query time and subquadratic space

A locality sensitive hash function maps “nearby” points together and “far away” points apart. Indyk and Motwani showed that such LSH function families can be used to build data structures with both sublinear query time and subquadratic space for ANN. LSH is now one of the most popular methods for solving ANN and has found many applications in areas such as cryptanalysis [23, 10], information retrieval and machine learning (see [29] for a survey). Important metric spaces for LSH include

Let $H$ be a family of functions with an associated probability distribution. An LSH family $H$ is $(c,r,p_1,p_2)$-sensitive for $X$ if a randomly chosen hash function $h$ from $H$ maps any two points in $X$ at distance at most $r$ to the same bucket with probability at least $p_1$ and any two points in $X$ at distance at least $cr$ to the same bucket with probability at most $p_2$. The measure of quality of the LSH family is the so-called LSH exponent $\rho := \ln(1/p_1)/\ln(1/p_2)$. If $X = (\mathbb{R}^d, \ell_2)$ and the maximum computational time for evaluating the hash function $h(x)$ at any point $x \in X$ for any element $h \in H$ is at most $\kappa$, then one can build a randomized $(c,r)$-ANN data structure that answers queries in $O((d + \kappa)n\rho(c)\log_{1/p_2}(n))$ time using $O(dn + n^{1+\rho(c)})$ space [20, 19]. Similar results hold for other $d$-dimensional metric spaces. Consequently, much research effort has been directed at constructing LSH families with both low LSH exponent and fast evaluation times.

For the $\ell_2$-norm, the first results [20, 18] gave constructions achieving an exponent $1/c + o(1)$ for $X$ being the hypercube $\{0,1\}^d$, which was later extended to all of $\mathbb{R}^d$ in [14]. For the $\ell_2$-norm over $X = \mathbb{R}^d$, Andoni and Indyk [4] gave the first construction of an LSH hash family achieving a limiting exponent of $1/c^2$, which was later shown to be optimal in [25, 26]. We note that optimality here holds only for “classical” LSH, in which the LSH family depends only on the ambient metric space and not on the database itself, and that these lower bounds have been recently circumvented using more sophisticated data dependent approaches [6, 8], which we discuss later.

While achieving the optimal exponent, the hash functions from Andoni and Indyk’s work [4] are unfortunately quite expensive to evaluate. Their hash function family can be described as follows: For a design dimension $k$, a function from the family corresponds to $k^{O(k)}$ random shifts $t_1, t_2, \ldots$ of the integer lattice $\mathbb{Z}^k$ which satisfy that every point in $\mathbb{R}^k$ is at $\ell_2$ distance at most $1/4$ from at least one shift. To map the database and the queries into $\mathbb{R}^k$, the hash function uses a Gaussian random projection $G$ mapping $\mathbb{R}^d$ to $\mathbb{R}^k$. The hash value on query $q$ then equals the closest vector to $Gq$ in $\mathbb{Z}^k + t_i$, where $i$ is the first index such that $Gq$ is at distance at most $1/4$ from some point in $\mathbb{Z}^k + t_i$. For this family they prove an upper bound on the LSH exponent of $1/c^2 + O(\log k/\sqrt{k})$, which tends to $1/c^2$ as $k \to \infty$. Note that storing the description of this hash function requires $k^{O(k)}$ space and evaluating it requires iterating over all shifts which takes $k^{O(k)}$ time. This prohibitive space usage and running time restricted the use of these hash functions to only very low
dimensions in the context of ANN (i.e. $k$ is restricted to be a very slow growing function of the number of points $n$ in the database), yielding a rather slow convergence to the optimal $1/c^2$ exponent.

**Lattice based LSH.** Motivated by the above-mentioned drawbacks, Andoni and Indyk [4] proposed a simpler and more practical LSH scheme based on Euclidean Lattices. A $k$-dimensional lattice $L \subset \mathbb{R}^k$ given by a collection of basis vectors $B = (b_1, \ldots, b_k)$ is defined to be all integer linear combinations of $b_1, \ldots, b_k$. The determinant of $L$ is defined as $|\det(B)|$, which we note is invariant to the choice of basis. In lattice based LSH, one simply replaces the $k^{O(k)}$ shifts of $\mathbb{Z}^k$ by a single random shift $t \in \mathbb{R}^k$ of a lattice $L$, and the hash value on query $q$ now becomes the closest vector to $Gq$ in $L + t$.

We note that the last step of the hashing algorithm corresponds to solving the closest vector problem (CVP) on $L$, i.e. given a target point $q$ one must compute a closest vector to $x$ in $L$ under the $\ell_2$ norm. While this problem is NP-Hard in the worst case [22], in analogy to coding, one has complete freedom to design the lattice. Thus the main potential benefit of lattice based LSH is that one may hope to find “LSH-good” lattices (i.e., lattices with good LSH exponent) for which CVP can be solved quickly (at least much faster than enumerating over a ball partition). A secondary benefit is that the corresponding hash functions require very little storage compared to the ball partitions, namely just a single shift vector $t$ together with the projection matrix $G$ are sufficient (note that the lattice is shared across all instantiations of the hash function). To evaluate lattice based LSH, Andoni and Indyk [4] provided experimental results for $L$ being the 24 dimensional Leech lattice equipped with the decoder of [3]. A version of this scheme with the 8 dimensional E8 lattice has also been implemented and tested in [21], and a parallelized GPU implementation of the Leech lattice scheme was tested in [11].

The following natural question was left open in the work of Andoni and Indyk: can the space partitions induced by lattices achieve the optimal LSH constant for the $\ell_2$-norm? Note that for a lattice $L$, the associated space partition corresponds to a random shift of the tiling of space \{$y + \mathcal{V}_L : y \in L$\}, where $\mathcal{V}_L$ is the Voronoi cell of the lattice, i.e. the set of all points closer to the origin than to any other lattice point.

**Our Contribution.** As our main result, we resolve this question in the affirmative. We show that for any fixed approximation factor $c > 1$, there exists a sequence of lattices $\{L_{k,c} \subset \mathbb{R}^k : k \geq 1\}$, where $L_{k,c}$ has an associated LSH exponent for $\ell_2$-norm bounded by $1/c^2 + O(1/\sqrt{k})$. We note that this is slightly better than the rate of convergence to optimality proven by Andoni and Indyk in [4] for the ball partitioning approach. To prove this result, we rely on the probabilistic method, using a delicate averaging argument over the space of all lattices of determinant 1.

Our result is currently non-constructive, as we lack the appropriate concentration results for the LSH collision probabilities, though we believe this should be achievable. A simple and efficient sampling algorithm for the random lattice distribution that we employ – known as the Siegel measure over lattices – was given by Ajtai [2], and we expect that a lattice sampled from this distribution should be “LSH-good” (in terms of the LSH exponent) with high probability. Perhaps a more significant issue is that for the same dimension $k$, the probabilistic argument may produce different lattices for different approximation factors. Resolving this issue would require a much finer understanding of the shape of the collision probability curve (currently, we can only control the curve at two points), and we leave this as an open problem. We note however, that if one allows for sampling a different random
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lattice for each hash function instantiation, as opposed to a single lattice shared by all instantiations, then our methods are indeed constructive. We find this approach somewhat less appealing however, since in general the cost of preprocessing a lattice in the context of CVP, say computing a short basis, the Voronoi cell, etc., is substantial, and hence it is desirable to only have to perform such preprocessing once. Furthermore, since the end goal is eventually to find a class of LSH good lattices with fast decoding algorithms, our main contribution here is to show that LSH good lattices do in fact exist.

From the perspective of the complexity of ANN, LSH-good lattices (when given as advice to an ANN algorithm) provide a slight improvement over [4] when using any of the recent $2^k + o(k)$-time and $2^{k+o(k)}$-space algorithms for the closest vector problem [13, 1] to implement the hash queries. In particular, for $(c, r)$-ANN on an $n$ element database in $\mathbb{R}^d$, by choosing the dimension of the lattice to be $k = \log^{2/3}(n)$, we get query time $dn^\rho$ using $dn + n^{1+\rho}$ space where $\rho = 1/c^2 + O(1/\log^{1/3}(n))$. These complexity results for ANN are however superseded by the more recent approaches using data dependent LSH [6, 8], which achieve $\rho = 1/(2c^2 - 1) + o(1)$. While more sophisticated, these approaches still depend on rather impractical and expensive random space partitions – with query complexity $2^{O(\sqrt{d})}$ instead of $2^d$ – and hence there is still room for progress.

Given this, we view our contribution mainly as a conceptual one, namely that structured space partitions can be optimal. We hope that this provides additional motivation for developing space partitions which admit fast query algorithms, and in particular for finding novel classes of “spherical” lattices (LSH-good or otherwise) admitting fast CVP solvers. We note that up to present, the only known general classes of lattices for which CVP is solvable in polynomial time are lattices of Voronoi’s first kind (VFK) [24] and tensor products of two root lattices [15], whose geometry is still rather restrictive (see [33] section 2.3 for an exposition of VFK lattices).

1.1 Techniques and High Level Proof Plan

The main techniques we use come from the theory of random lattices in the geometry of numbers. While getting precise estimates on an LSH collision probability for a generic high dimensional lattice seems very difficult, it turns out to be much easier to estimate the average collision probability for random lattices. The distribution on lattices we use is known as the Siegel measure on lattices, which is an invariant probability measure on the space of lattices of determinant 1 whose existence was established by Siegel [30] (the invariance is with respect to linear transformations of determinant 1).

A powerful point of leverage when using random lattices drawn from the Siegel distribution is that one can compute expected lattice point counts using volumes. In particular, for any Borel set $S \subseteq \mathbb{R}^k$, we have the useful identity $E_L[|L \cap S \setminus \{0\}|] = \text{vol}(S)$, i.e. the expected number of non-zero lattice points in $S$ is equal to its volume. We will need more refined tools than this however, and in particular, we shall rely heavily on powerful probabilistic estimates of Schmidt [28] and Rogers [27] developed for the Siegel measure. More specifically, Schmidt [28] provides extremely precise estimates on the probability that a Borel set of small volume does not intersect a random lattice, while Rogers [27] gives similarly precise estimates for the relative fraction of cosets of a random lattice not intersecting a Borel set.

Using these estimates, we quickly derive clean and tight integral expressions for the average collision probabilities. From then on, the strategy is simple if rather tedious, namely, to get precise enough estimates for these integrals to be able to show that the average “near” collision probability to the power $c^2 + o(1)$ is larger than average “far” collision probability. With this inequality in hand, we immediately deduce the existence of an LSH-good lattice.
from the probabilistic method. To prove that a random lattice is in fact LSH-good with high probability (making our proof constructive) it would suffice to show concentration for the relevant collision probabilities. While this seems very plausible, we leave it for future work.

**Estimating the Collision Probabilities and the LSH Constant.** We now give a more detailed geometric explanation of what the collision probabilities represent, how the computations for lattices differ from those for a random ball partition, and how the random lattice estimates mentioned above come into play.

We recall the lattice LSH family going from $\mathbb{R}^d$ to $\mathbb{R}^k$ induced by a lattice $L \subset \mathbb{R}^k$. We shall assume here that $L$ has determinant 1 and hence that the Voronoi cell $V_L$ of $L$ has volume 1 (any region that tiles space with respect to $L$ has the same volume). A function from the hash family $\mathcal{H}$ is generated as follows. First, pick a uniform random coset $t \leftarrow \mathbb{R}^d/L$ and a matrix $M \in \mathbb{R}^{k \times d}$ with i.i.d. $N(0, 1/k)$ entries (i.e. Gaussian with mean 0 and variance $1/k$). On query $q$, we define the hash value as $CV_L(Mq + t)$, namely the closest vector in $L$ to $Mq + t$. Note that $M$ is normalized here to approximately preserve distances, since $\mathbb{E}[\|Mq\|^2] = \|q\|^2$. For $x, y \in \mathbb{R}^d$, $\|x - y\|_2 = \Delta$, we wish to estimate the collision probability

$$p_\Delta := Pr_{h \leftarrow \mathcal{H}}[h(x) = h(y)] = Pr_{M,t}[CV_L(t + Mx) = CV_L(t + My)],$$

(1)

where $M, t$ are as above. We will show shortly that the right hand side indeed only depends on $\Delta$. Using the above hash family, showing that $L$ achieves the optimal LSH exponent for an approximation factor $c > 0$ corresponds to showing

$$\min_{\Delta > 0} \frac{\ln(1/p_\Delta)}{\ln(1/p_{\Delta'})} \leq 1/c^2 + o(1).$$

(2)

Note that for any desired distance threshold $r > 0$, we can always scale the database so that the scaled distance threshold becomes the minimizer above. Clearly, to be able to get a good upper bound on the LHS of (2), we have to be able to derive tight estimates for the collision probability curve $p_\Delta$ over a reasonably large range.

To understand $p_\Delta$, we now show that the collision probability can be expressed as the probability that a uniformly sampled point in $V_L$ stays inside $V_L$ after a Gaussian perturbation of size $\Delta$. Let $x, y, M, t$ be as in (1). A first easy observation is that conditioned on any realization of $M(y - x)$, the distribution of $Mx + t$ is still uniform over cosets of $\mathbb{R}^n/L$ since $t$ is uniform. Therefore,

$$Pr_{M,t}[CV_L(t + Mx) = CV_L(t + My)] = Pr_{M,t}[CV_L(t) = CV_L(t + M(y - x))]
= \Pr_{t, g \leftarrow N(0, I_d/k)}[CV_L(t) = CV_L(t + \Delta g)]
\quad (\text{since } M(y - x) \text{ has distribution } N(0, \Delta^2 I_k/k))
= \Pr_{v \leftarrow V_L, g \leftarrow N(0, I_d/k)}[v + \Delta g \in V_L].$$

For the last equality, note first that the Voronoi cell contains exactly one element from every coset of $\mathbb{R}^d/L$ and hence a uniformly chosen point $v$ from $V_L$ is also uniform over cosets. Lastly, by construction $CV_L(v) = 0$ and hence $CV_L(v) = CV_L(v + \Delta g) \Leftrightarrow v + \Delta g \in V_L$.

At this point, without any extra information about $V_L$, the task of bounding the delicate function of collision probabilities seems daunting if not intractable (note that generically $V_L$ is a polytope with $2(2^k - 1)$ facets). To compare with the ball partitioning approach, it is
not hard to show that up to a factor 2, the collision probabilities there are in correspondance with the quantities

\[ q_\Delta := \Pr_{u \sim r_k B^2_k, g \sim \mathcal{N}(0, I_k/k)} \left[ u + \Delta g \in r_k B^2_k \right], \]

where \( r_k \approx \sqrt{k/(2\pi e)} \) is the radius of a ball of volume 1 in \( \mathbb{R}^k \). We use the volume 1 ball here to make the correspondance to \( V_L \) which also has volume 1. Thus, to match the collision probabilities of the ball, which we now yield the right exponent, one would like \( V_L \) to “look like” a ball. Unfortunately, even seemingly strong notions of sphericality, such as assuming that \( V_L \) is within a factor 2 scaling of a ball (which random lattices in fact satisfy, see [16] for an exposition), do not seem to suffice to estimate these delicate collision probabilities at the right ranges. Note that to make the effects of the inevitable estimation errors and dimensionality effects small in the minimization of (2), we will want both \( p_\Delta \) and \( p_{c,\Delta} \) to be quite small when we estimate the ratio of their logarithms. For the ball, the function \( q_\Delta \) has the form \( e^{-\alpha \Delta^2} \), where \( \alpha := \alpha(\Delta) \) varies slowly within a constant range for \( \Delta = O(\sqrt{k}) \).

Note that if \( \alpha \) were in fact constant, then \( \ln(1/q_\Delta)/\ln(1/q_{c,\Delta}) \) would equal \( 1/c^2 \) for every \( \Delta \). The region where \( \alpha \) is the most stable turns out to be around \( \Delta = k^{1/4} \), where \( q_\Delta \) is quite small, i.e. around \( e^{-\Omega(\sqrt{k})} \).

Fortunately, while computing precise estimates for a fixed \( L \) is hard, computing the average collision probability over the Siegel measure on the space of lattices of determinant 1 is much easier. Note that the expected collision probability curve \( E_L[p_\Delta] \), where \( L \) is chosen from the Siegel measure, corresponds exactly to the collision probability curve associated with a slight modification of the LSH family examined above, namely, where instead of using a fixed lattice, we simply sample a new lattice \( L \) from the Siegel measure for each hash function instantiation. We now argue that to show existence of a good LSH lattice one can simply replace the collision probability curve above \( p_\Delta \) by the expected collision probability curve \( E_L[p_\Delta] \). To see this, assume that (2) holds for the expected curve. By rearranging, this implies that there exists \( \Delta > 0 \) such that \( E_L[p_{c,\Delta}]^{c^2-o(1)} \geq E_L[p_{c,\Delta}] \), since \( c^2-o(1) \geq 1 \), by Jensen’s inequality

\[ E_L[p_{\Delta}^{c^2-o(1)}] \geq E_L[p_{\Delta}]^{c^2-o(1)} \geq E_L[p_{c,\Delta}] \cdot \tag{3} \]

Thus, by the probabilistic method, there must exist a lattice \( L' \) such that \( p_{\Delta}^{c^2-o(1)} \geq p_{c,\Delta} \) holds for \( L' \), which shows that \( L' \) achieves an LSH constant of \( 1/c^2 + o(1) \), as needed.

We now explain how one can compute the expected collision probabilities using the estimates of Schmidt and Rogers. For a fixed \( \Delta \), a direct computation reveals

\[ E_L[p_\Delta] = E_{L, u \sim V_{L, g \sim \mathcal{N}(0, I_k/k)}} [u + \Delta g \in V_L] \]

\[ = E_{L, g \sim \mathcal{N}(0, I_k/k)} \left[ \int_{\mathbb{R}^n} I[u \in V_L, u + \Delta g \in V_L] \mathrm{d}u \right] \quad \text{(since } V_L \text{ has volume 1)} \]

\[ = \int_{\mathbb{R}^n} \Pr_{L, g \sim \mathcal{N}(0, I_k/k)} [u \in V_L, u + \Delta g \in V_L] \mathrm{d}u \cdot \tag{4} \]

Define \( B_x \) for \( x \in \mathbb{R}^k \) to be the open ball around \( x \) of radius \( \| x \| \). Note that for a fixed \( g \) and \( u \), the event that both \( u \) and \( \Delta g + u \) are in \( V_L \), can be directly expressed as \( (B_u \cup B_{\Delta g + u}) \cap L = \emptyset \), i.e. that there is no lattice point closer to \( u \) and \( \Delta g + u \) than 0. Thus, one can express (4) as

\[ \int_{\mathbb{R}^n} \Pr_{L, g \sim \mathcal{N}(0, I_k/k)} [(B_u \cup B_{\Delta g + u}) \cap L = \emptyset] \mathrm{d}u \cdot \tag{5} \]
From here, for fixed $g$ and $u$, the inner expression is exactly the probability that a random lattice $L$ doesn’t intersect a Borel set and hence we may apply Schmidt’s estimates. Here Schmidt shows that as long as the $B_u \cup B_{\Delta g+u}$ has volume less than $k-1$, then under a mild technical assumption, we can estimate

$$\Pr_{L}[(B_u \cup B_{\Delta g+u}) \cap L = \emptyset] \approx e^{-V_{u,\Delta g}}$$

where $V_{u,\Delta g}$ is the volume of $B_u \cup B_{\Delta g+u}$. This estimate is only useful when $u$ has norm roughly $r_k$, since otherwise the volume of $B_u$ is too large to usefully apply Schmidt’s estimate. However, one would expect that for large $u$, the probability that $u$ is in the Voronoi cell is already quite small. This is formalized by Roger’s estimate, which gives that the fraction of cosets of $L$ that are not covered by the ball of volume $k$ around the origin (i.e. again radius roughly $r_k$) is approximately $e^{-k}$. In particular, this implies that at most an $e^{-k}$ expected fraction of the Voronoi cell (since points in the Voronoi cell are in one to one correspondance with cosets) lies outside a ball of radius $\approx r_k$, and hence we can truncate the integral expression (5) at roughly this radius without losing much.

After these reductions, we get that the collision probabilities can be tightly approximated by the following explicit integral:

$$\int_{\mathbb{R}^n} E_g[e^{-V_{u,\Delta g}}]du.$$  \hfill (6)

The proof now continues with an unfortunately very long and tedious calculation, which shows that the above estimate closely matches the corresponding collision probability $q_{\Delta}$ for the ball, thus yielding the desired LSH constant.

1.2 Related Work

As mentioned earlier, the works [6, 8] show how to use a data dependent version of LSH to give an improved ANN exponent of $1/(2c^2 - 1)$, which was shown to be optimal under an appropriate formalization of data dependence in [9]. These works reduce ANN in $\ell_2$ to ANN on the sphere via a recursive clustering approach, where the base case of the recursion roughly corresponds to the clustered vectors being embedded as nearly orthogonal vectors on the sphere. A generic reduction from $\ell_2$ ANN to spherical ANN (without the exact base case guarantee as above) was also given in earlier work of Valiant [32]. We note that the above clustering style reductions to the sphere remain relatively impractical, and thus there still seems to be room for more direct and practical $\ell_2$ methods. For a different vein, the works [10, 12, 7] studied the achievable tradeoffs between query time and space usage, where the optimal tradeoff for hashing based approaches was achieved in [7].

With respect to structured and practical LSH hash functions, [5] computed the collision probabilities for cross-polytope LSH on the sphere (first introduced by [31, 17]), which corresponds to a Voronoi partition on the sphere induced by a vertices of a randomly rotated cross-polytope. As their main result, they show that when near vs far corresponds to $\ell_2$ distance $\sqrt{2}/c$ vs $\sqrt{2}$ (the latter case correspondings to orthogonal vectors), cross polytope LSH achieves the optimal limiting exponent of $1/(2c^2 - 1)$, corresponding to the base case of the recursive clustering approaches above. Furthermore, they show a fine grained lower bound on the LSH exponent (when the far case again corresponds to orthogonal vectors) of any hash function which partitions the sphere into at most $T$ parts\textsuperscript{1}, which allows them to

\textsuperscript{1} Under the mild technical assumption that each piece covers at most 1/2 the sphere.
conclude that any spherical LSH function that substantially improves upon cross polytope LSH needs to have query time sublinear in the number of parts. It is tempting here to seek an analogy with lattice based LSH, in that the complexity of CVP computations on a $d$-dimensional lattice $L$, after appropriate preprocessing, can be bounded by $\tilde{O}(d^{O(1)}|V_L|)$ [13] where $|V_L|$ denotes the number of facets of the Voronoi cell of $L$. Thus, one may wonder if $|V_L|$ can be associated with the number of “parts” in an analogous manner. For a generic $d$-dimensional lattice, we note that $|V_L| = 2(2^d - 1)$, and thus the corresponding question would be to find an LSH-good lattice for which CVP takes $\tilde{O}(2^{(1-\epsilon)d})$ for some positive $\epsilon > 0$. As another interesting comparison, the $d$-dimensional cross polytope induces a partition with $2d$ parts whose gap to optimality (in terms of the spherical LSH exponent) is $O(\log \log d / \log d)$, whereas a random $d$-dimensional lattice has a Voronoi cell is $2(2^d - 1)$ facets with a gap to optimality (for $\ell_2$ LSH) of $O(1/\sqrt{d})$.

1.3 Conclusions and Open Problems

To summarize, for a fixed approximation factor $c > 1$, we show that random space partitions induced by shifts of a single lattice can achieve the optimal data oblivious LSH exponent for the $\ell_2$ metric. While this shows that we can hope for “well-structured” space partitions for $\ell_2$, the lattices we use to show existence are random, and are in many ways devoid of easy to exploit structure (at least algorithmically). Thus, a natural open question is whether one can find a more structured family of lattices achieving the same limiting LSH exponent for which CVP queries can be executed faster. In terms of improving the present result, another natural question would be to make our proof constructive and to show that for a fixed dimension $k$, there exists a single $k$-dimensional lattice which achieves the optimal LSH exponent for every $c \geq 1$.

Organization. In Section 2, we setup notations and define formally the notion of lattices and approximate nearest neighbor search problem. We describe our lattice based hash function family in Section 3 and analyze its performance. The helper theorems needed to show the main result are proved in subsequent sections.

2 Preliminaries

We denote the set $\{1, 2, \ldots, n\}$ by $[n]$. We work over the Euclidean space. For $x \in \mathbb{R}^d$, let $|x| = \sqrt{\sum_i x_i^2}$ denote the $\ell_2$ norm of $x$. Let $V_B$ denote the volume of a $k$-dimensional unit-radius ball. Let $\tau = \sqrt{k \cdot V_B^2}$. By standard geometry facts, $\tau = \sqrt{2\pi e \left(1 + O\left(\frac{1}{k}\right)\right)}$. For $x \in \mathbb{R}^k$, let $B_x$ denote the open ball centered at $x$ of radius $|x|$ and let $V_x$ denote its volume. Note that $V_x = V_B |x|^k$.

Lattices. A lattice $L \subset \mathbb{R}^d$ is the set of all linear combinations with integer coefficients of a set of linearly independent vectors $\{b_1, b_2, \ldots, b_r\}$, i.e., $L = \{\sum \alpha_i b_i \mid \alpha_i \in \mathbb{Z}, \forall i \in [r]\}$. The lattice may be represented by the $d \times r$ basis matrix $B$, whose columns are the vectors $b_i$. If the rank $r$ is exactly equal to $d$, then the lattice is said to have full rank. It is common to assume that the lattice has full rank, and we do so in what follows, since otherwise one may just work over the real span of $B$.

The quotient group $\mathbb{R}^d/L$ of $L$ is the set of cosets $c + L = \{c + v \mid v \in L\}$, where $c \in \mathbb{R}^d$, with the group operation $(c_1 + L) + (c_2 + L) = (c_1 + c_2) + L$. The determinant of $L$, denoted $\det(L)$, is defined as $\det(L) = \sqrt{\text{det}B}$. A lattice has multiple bases: if $B$ is a basis then
2. pick the entries

3. **BU** is also a basis, for any unimodular matrix **U** (i.e., a matrix **U** with integer entries with \( \det(\mathbf{U}) = 1 \)). The Voronoi cell of a lattice is the set of all points closer to the origin than to any other lattice point. Formally, \( \mathcal{V}_L := \{ x \in \mathbb{R}^d \mid ||x|| \leq ||x-v||, \forall v \in L \} \). Define the shifted Voronoi cell centered at \( \mathbf{v} \), denoted \( \mathcal{V}_L(\mathbf{v}) \), to be the set of points \( \mathbf{v} + \mathcal{V}_L = \{ \mathbf{v} + \mathbf{u} \mid \mathbf{u} \in \mathcal{V}_L \} \).

4. It is a standard fact that the set of cells \( \{ \mathbf{v} + \mathcal{V}_L \}_{\mathbf{v} \in L} \) cover the entire space \( \mathbb{R}^d \). Moreover, for every \( x \in \mathbb{R}^d \), there exists a \( v \in \mathcal{V}_L \) such that \( x - v \in \mathcal{V}_L \). In fact, the (half-open) Voronoi cell contains exactly one representative from each coset \( c + L \), for \( c \in \mathbb{R}^d \). One of the fundamental computational problems on lattices is the Closest Vector Problem (CVP) defined as follows: given a target vector \( t \in \mathbb{R}^d \), find a closest vector from the lattice \( L \) to \( t \). We will denote a solution to CVP with input \( t \) by \( \mathcal{C}_L(t) \). We will use recent algorithms running in time \( O(2^d) \) as a blackbox [1]. We will need the following property of the Voronoi cell.

\[ \mathbf{v} \in \mathcal{C}_L(t) \text{ if and only if } t - \mathbf{v} \in \mathcal{V}_L. \]

**Fact 1.**  

**Approximate Near Neighbor and LSH.** In the \( c \)-approximate near neighbor (c-ANN) problem, given a collection \( \mathcal{P} \) of \( n \) points in \( \mathbb{R}^d \), and parameters \( r, \delta > 0 \), the goal is to construct a data structure with the following property: on input a query point \( q \in \mathbb{R}^d \), with probability \( 1 - \delta \), if there exists \( p \in \mathcal{P} \) with \( ||q - p|| \leq r \), it outputs some point \( p' \in \mathcal{P} \), with \( ||q - p'|| \leq c \cdot r \). By a simple scaling of the coordinates, one may assume that \( r = 1 \). Also, \( \delta \) is assumed to be a constant, and the success probability can be amplified by building several instances of the data structure.

A family \( \mathcal{H} \) is a locality-sensitive hashing scheme with parameters \((1, c, p_1, p_2)\) if it satisfies the following properties: for any \( p, q \in \mathbb{R}^d \)

- if \( ||p - q|| \leq 1 \) then \( \Pr_{\mathcal{H}}[h(q) = h(p)] \geq p_1 \).
- if \( ||p - q|| \geq c \) then \( \Pr_{\mathcal{H}}[h(q) = h(p)] \leq p_2 \).

The initial work of [20] shows that an LSH scheme implies a data structure for c-ANN.

**Theorem 2.** [20] Given a LSH family \( \mathcal{H} \) with parameters \((1, c, p_1, p_2)\), where each function in \( \mathcal{H} \) can be evaluated in time \( \tau \), let \( \rho = \frac{\log^{(1/p_1)}(1/p_2)}{\log^{(1/p_1)}(1/p_2)} \). Then there exists a data structure for c-ANN with \( O((d + \tau)n^b \log_{1/p_2} n) \) query time, using \( O(dn + n^{1+b}) \) amount of space.

**Multidimensional Gaussian.** A \( d \)-dimensional Gaussian distribution with mean 0 and covariance matrix \( \sigma^2 \mathbf{I}_d \in \mathbb{R}^{d \times d} \) has density function

\[
p(x) = \frac{1}{(2\pi)^{d/2}\sigma^d} \exp\left(-\frac{||x||^2}{2\sigma^2}\right),
\]

and is denoted by \( \mathcal{N}(0, \sigma^2 \mathbf{I}_d) \).

### 3 Our Lattice-based Hash Family and Proof Strategy

**LSH family for lattice \( L \) with \( \det(L) = 1 \).** A hash function \( h = h_{M,t} \) indexed by a projection matrix \( M \in \mathbb{R}^{k \times d} \) from \( \mathbb{R}^d \) to \( \mathbb{R}^k \), and a vector \( t \in \mathbb{R}^k \) is constructed as follows:

1. pick the entries \( M_{i,j} \) according to a Gaussian distribution with mean 0 and variance \( 1/k \).
2. pick \( t \) uniformly from the Voronoi cell \( \mathcal{V}_L \) of \( L \) (centered at 0). Sampling \( t \) can be achieved by sampling from \( \mathbb{R}^k/L \), namely by sampling from the fundamental parallelepiped with respect to any basis.
Given a point \( a \in \mathbb{R}^d \), we define \( h(a) \) to be a closest vector in \( L \) to its projection \( Ma \) translated by \( t \). Formally,

\[
h(a) = CV_L(Ma + t).
\]

We first show that for \( a, b \in \mathbb{R}^d \) the quantity \( \Pr_{M,t}[h(a) = h(b)] \) only depends on the distance \( ||a - b|| \), and not on the points \( a, b \) themselves.

\[\text{Proposition 3.} \quad \text{Let } a, b \in \mathbb{R}^d \text{ be arbitrary and let } \Delta = ||a - b||. \text{ Then}
\]

\[
\Pr_{M,t}[h(a) = h(b)] = \Pr_{x \sim V_L, y \sim N(0, \Delta^2 I_k/k)}[x + y \in V_L].
\]

Let \( p_\Delta \) denote the probability of collision of two inputs which are exactly distance \( \Delta \) apart. i.e., \( p_\Delta := \Pr_{M,t}[h(a) = h(b)] \), where \( ||a - b|| = \Delta \). An easy argument shows that \( p_\Delta \) is non-increasing as a function of \( \Delta \).

\[\text{Corollary 4.} \quad p_\Delta \text{ is non-increasing as a function of } \Delta.
\]

The performance of our LSH family is measured by the LSH constant defined by

\[
\rho_L := \min_{\Delta > 0} \frac{\ln 1/p_\Delta}{\ln 1/p_{c \Delta}}.
\]

Our result shows the existence of a lattice \( L \) with optimal performance guarantee.

\[\text{Theorem 5.} \quad \text{For every } k \text{ large enough and } c > 1, \text{ there exists a } k\text{-dimensional lattice } L \text{ with } \det(L) = 1 \text{ achieving}
\]

\[
\rho_L \leq \frac{1}{c^2} + O \left( \frac{1}{\sqrt{k}} \right).
\]

Theorem 5 follows from our main technical result, which bounds the expected collision probabilities \( p_\Delta \) and \( p_{c \Delta} \) for \( \Delta = k^{1/4} \).

\[\text{Theorem 6.} \quad \text{For every } k \text{ large enough and } c > 1, \text{ there exist absolute constants } K_1, K_2, K_3 \text{ such that for } \Delta = k^{1/4},
\]

\[
E_L[p_\Delta] \geq K_1 e^{-\frac{c^2}{2} \sqrt{k}} \quad \text{and,}
\]

\[
E_L[p_{c \Delta}] \leq K_2 e^{-\frac{c^2}{2} \sqrt{k} \left( 1 - K_3 \frac{c^2}{\sqrt{k}} \right)},
\]

where the expectation is over \( k \)-dimensional lattices \( L \) with \( \det(L) = 1 \).

We can now prove Theorem 5 using Corollary 4 and Theorem 6.

\[\text{Proof of Theorem 5.} \quad \text{For any } \Delta > 1, \text{ define } \tilde{\rho} := \frac{\ln 1/E_L[p_\Delta]}{\ln 1/E_L[p_{c \Delta}]} \text{. From Corollary 4, we know that } p_\Delta \text{ is non-increasing. Hence, } \tilde{\rho} \leq 1 \text{ for any } c > 1. \text{ So, we can use Jensen’s inequality to get that}
\]

\[
E_L[p_\Delta^{1/\tilde{\rho}}] \geq E_L[p_\Delta]^{1/\tilde{\rho}} \quad (\text{Jensen's inequality})
\]

\[
= E_L[p_{c \Delta}] \quad (\text{by the definition of } \tilde{\rho}).
\]

By the probabilistic method, it then follows that there exists a \( k \)-dimensional lattice \( L \) with \( \det(L) = 1 \), such that the collision probabilities satisfy \( \frac{\ln 1/p_\Delta}{\ln 1/p_{c \Delta}} = \tilde{\rho} \) and hence, \( \rho_L \leq \tilde{\rho} \).
We now show that $\hat{p} \leq \frac{1}{\beta^2} + O\left(\frac{1}{\sqrt{\kappa}}\right)$. From Theorem 6 we know that for any $c > 1$, and $\Delta = k^{\frac{1}{2}}$, there exist constants $K_1, K_2, K_3$ such that

$$\mathbb{E}_L[p_{\Delta}] \geq K_1 c^{-\frac{1}{\beta^2} e \sqrt{k}} \quad \text{and,}$$

$$\mathbb{E}_L[p_{c \Delta}] \leq K_2 e^{-\frac{c^2}{\sqrt{k}} \left(1 - \frac{c^2}{\sqrt{k}}\right)}$$

Note that for $c > \frac{k^{\frac{1}{2}}}{2\sqrt{k^3}}$, the upper bound on $\mathbb{E}_L[p_{c \Delta}]$ from Theorem 6 becomes trivial. First, we consider the case when $c \leq \frac{k^{\frac{1}{2}}}{2\sqrt{k^3}}$. For this value of $c$, we can use bounds obtained in Theorem 6 to show that $\hat{p} \leq \frac{1}{\beta^2} + O\left(\frac{1}{\sqrt{\kappa}}\right)$ as follows:

$$\ln \frac{1}{\mathbb{E}_L(p_{\Delta})} \leq \frac{\ln K_1}{\sqrt{\kappa}} - e^{\sqrt{k}} \ln K_2$$

$$\leq \frac{1}{\beta^2} \left(1 + K_4 \frac{c^2}{\sqrt{k}}\right) \quad \text{for some constant } K_4.$$

Now, for $c > \frac{k^{\frac{1}{2}}}{2\sqrt{k^3}}$, we need to show that there exists a $k$-dimensional lattice of determinant 1, such that $\rho_L \leq \frac{1}{\beta^2} + O\left(\frac{1}{\sqrt{\kappa}}\right)$. From the monotonicity of $p_{\Delta}$, we know that for any $c' < c$, $p_{c \Delta} \leq p_{c' \Delta}$. Therefore, consider $c' = k^{\frac{1}{2}}/2\sqrt{k^3} < c$. From Theorem 6, and the analysis above, we know that there exists a lattice of determinant 1 such that

$$\rho_L \leq \frac{1}{\beta^2} \left(1 + K_4 \frac{c^2}{\sqrt{k}}\right) \quad \text{for some constant } K_4$$

$$= 2K_3 \frac{1}{\sqrt{k}} + K_4 \frac{c^2}{\sqrt{k}}$$

$$= \frac{1}{\beta^2} + O\left(\frac{1}{\sqrt{\kappa}}\right). \quad \blacksquare$$

Proving Theorem 6 poses substantial technical hurdles. We will break the proof into smaller components, which we describe after introducing some helpful notation.

For any $\Delta \geq 1$, define

$$I(\Delta^2) := \int_{x \in \mathbb{R}^k \setminus V \leq \frac{\Delta}{4}} \mathbb{E}_{y \sim N(0, \Delta^2 I_{k \times k})} [e^{-\Delta y v - v^2}] \, dx.$$ 

In the next lemma, we show tight bounds on $\mathbb{E}_L[p_{\Delta}]$ in terms of $I(\Delta^2)$.

**Lemma 7.** For every $k$ large enough and any $\Delta \geq 1$,

$$I(\Delta^2) - e^{-k/8} \leq \mathbb{E}_L[p_{\Delta}] \leq 4I(4^{-\frac{1}{2}} \Delta^2) + 3e^{-k/8}.$$ 

where the expectation is over $k$-dimensional lattices $L$ with $\det(L) = 1$.

We now show tight bounds for $I(\Delta^2)$ for $\Delta^2 = \beta \sqrt{k}$, where $1 \leq \beta \leq O(\sqrt{k})$ in Lemma 8, which is the most technically delicate part of the analysis, as it involves precise balancing of parameters and taking care of minutious details.

**Lemma 8.** There exist absolute constants $K \in [0, 1], K_1, K_2, \bar{K}_1, \bar{K}_2$ such that for any $1 \leq \beta \leq K \sqrt{k}$,

$$K_1 e^{-\alpha \beta \sqrt{k}} \left(1 + \frac{\beta}{\sqrt{k}}\right) \leq I(\beta \sqrt{k}) \leq K_2 e^{-\alpha \beta \sqrt{k}} \left(1 - \frac{\beta}{\sqrt{k}}\right)$$
We now show how Lemmas 7 and Lemma 8 imply Theorem 6.

Proof of Theorem 6. First we prove the lower bound on $E_L[p_{\Delta}]$ for $\Delta = k^{1/4}$. From Lemma 7 and Lemma 8, we have

\[
E_L[p_{\Delta}] \geq I(\Delta^2) - e^{-k/8} \text{ (from Lemma 7)}
\]

\[
\geq K_1 e^{-\alpha \sqrt{\Delta} (1 + \frac{K_2}{\sqrt{\Delta}})} - e^{-k/8} \text{ (from Lemma 8 with } \beta = 1) \]

\[
\geq K_3 e^{-\alpha \sqrt{\Delta}}.
\]

Similarly, for the upper bound on $E_L[p_{\Delta}]$ for $\Delta = k^{1/4}$, we get

\[
E_L[p_{\Delta}] \leq 4 I(4^{1/2} \sqrt{\Delta^2}) + 3e^{-k/8} \text{ (from Lemma 7)}
\]

\[
\leq K_1 e^{-4^{1/2} \sqrt{\Delta^2} \beta} + 3e^{-k/8} \text{ (from Lemma 8 with } \beta = 4^{1/2} \sqrt{\Delta^2})
\]

\[
\leq K_3 e^{-\frac{c^2}{2} \alpha \sqrt{\Delta}} \text{ (since } 4^{1/2} \geq 1 - O(1/k)) .
\]

Note that since Lemma 8 holds for $\beta < O(\sqrt{k})$, the upper bound on $E_L[p_{\Delta}]$ holds for $c^2 \leq K \sqrt{k}$ for some constant $K$. △

We conclude this section with the proof of Proposition 3 and of Corollary 4, while devoting the rest of the paper for the proof of Lemma 7. Due to space constraints, the proof of Lemma 8 will appear in the full version of the paper.

Proof of Proposition 3. Let $M$ and $t$ be as defined above. From the definition of the hash function, $h(a) = h(b)$ if $Ma + t$ and $Mb + t$ land in the same Voronoi cell of $L$ about some lattice point. Let $||a - b|| = \Delta$. We have

\[
p_{\Delta} = \Pr_{M,t}[h(a) = h(b)]
\]

\[
= \Pr_{M,t}[CV_L(Ma + t) = CV_L(Mb + t)]
\]

\[
= \Pr_{M,t}[Ma + t, Ma + M(b - a) + t \text{ lie in the same Voronoi cell }]. \quad (7)
\]

Let $Ma + t \in V_L(\ell)$ for some $\ell \in L$. Define $x := Ma + t - \ell \in V_L$. Note that because of the random shift $t$, $x$ is a uniform random point in the Voronoi cell of $L$ about $0$.

Let $y := M(b - a) \in \mathbb{R}^k$. Since each entry $M_{ij}$ of $M$ is a Gaussian random variable with 0 mean and variance $1/k$, therefore, the $i^{th}$ entry of $y$, given as $y_i = \sum_{j=1}^{k} M_{ij} (b_j - a_j)$ has mean 0 and variance $\frac{1}{k} \sum_{j=1}^{k} (b_j - a_j)^2 = \frac{\Delta^2}{2}$.

Plugging these observations in Equation 7, we get

\[
p_{\Delta} = \Pr_{M,t}[Ma + t - \ell, Ma + M(b - a) + t - \ell \in V_L]
\]

\[
= \Pr_{x \in V_L, y \in N(0,\Delta^2 I_k/k)}[x, x + y \in V_L]
\]

\[
= \Pr_{x \in V_L, y \in N(0,\Delta^2 I_k/k)}[x + y \in V_L]. \quad \blacksquare
\]

Proof of Corollary 4. By Proposition 3, it suffices to show that the function

\[
f(s) = \Pr_{x \in V_L, y \in N(0, I_k/k)}[x + sy \in V_L],
\]
where $x$ is uniform in $\mathcal{V}_L$ and $y$ is standard Gaussian, is a non-increasing function of $s$ on $\mathbb{R}_+$. Since $\mathcal{V}_L$ has volume 1 and $x + sy \in \mathcal{V}_L \iff x \in \mathcal{V}_L - sy$, we have that

$$\Pr_{x,y}[x + sy \in \mathcal{V}_L] = \Pr_y[\text{vol}(\mathcal{V}_L \cap (\mathcal{V}_L - sy))].$$

Define $g_y(s) := \text{vol}(\mathcal{V}_L \cap (\mathcal{V}_L - sy))$. We claim that $g_y(s)$ is non-decreasing on $(-\infty, 0]$ and non-increasing on $[0, \infty)$. To see this, note that by symmetry of $\mathcal{V}$, $g_y$ is symmetric, i.e. $g_y(s) = g_y(-s)$. Furthermore, for $\lambda \in [0, 1]$, $s_1, s_2 \in \mathbb{R}$,

$$g_y(\lambda s_1 + (1 - \lambda)s_2)^{1/n} = \text{vol}(\mathcal{V}_L \cap (\mathcal{V}_L - \lambda(s_1 + (1 - \lambda)s_2)y))^{1/n} \geq \text{vol}(\mathcal{V}_L \cap (\mathcal{V}_L - s_1 y)) + (1 - \lambda)\text{vol}(\mathcal{V}_L \cap (\mathcal{V}_L - s_2 y))^{1/n} \quad (\text{by containment})$$

$$\geq \lambda \text{vol}(\mathcal{V}_L \cap (\mathcal{V}_L - s_1 y))^{1/n} + (1 - \lambda)\text{vol}(\mathcal{V}_L \cap (\mathcal{V}_L - s_2 y))^{1/n} \quad (\text{by Brunn-Minkowski})$$

$$= \lambda g_y(s_1)^{1/n} + (1 - \lambda)g_y(s_2)^{1/n}.$$

Therefore, $g_y(s)^{1/n}$ is a symmetric, non-negative and concave function of $s$. Any symmetric concave function on $\mathbb{R}$ must attain its maximum value at 0, and hence must be non-increasing away from 0.

Now consider $0 \leq s_1 \leq s_2$. Since $g_y$ is non-increasing on $\mathbb{R}_+$, we get that

$$f(s_1) = E_y[g_y(s_1)] \geq E_y[g_y(s_2)] = f(s_2)$$

as needed. ▶

4 Proof of Lemma 7

In the previous section, we had seen that the expected collision probability between points which are $\Delta$ apart is defined as

$$E_L[\Pr_{x\Delta}] = E_L \left[ \Pr_{x \in \mathcal{V}_L, y \sim N(0, \Delta^2 1_x/k)}[x + y \in \mathcal{V}_L] \right] = \int_{x \in \mathbb{R}^k} \int_{y \in \mathbb{R}^k} \Pr_L(x, x + y \in \mathcal{V}_L) \cdot \frac{\|y\|^2}{(2\pi\sigma^2)^{k/2}} dy \, dx \quad \text{for } \sigma^2 = \Delta^2/k.$$

The goal of this section is to derive tight bounds for this expression through the proof of Lemma 7.

Recall that $B_x$ denotes the open $k$-dimensional ball centered at $x \in \mathbb{R}^k$ of radius $\|x\|$ and $B_{x+y}$ denotes the open $k$-dimensional ball centered at $x + y \in \mathbb{R}^k$ of radius $\|x + y\|$. Also, $V_x$ and $V_{x+y}$ denotes their volumes. Consider $B_{x,y} = B_x \cup B_{x+y}$, the union of $B_x$ and $B_{x+y}$ and let $V_{x,y}$ denote its volume. We will need the following theorem for the proof of Lemma 7.

▶ Lemma 9.

$$e^{-V_{x,y}} - e^{-k/4} \leq \Pr_L(x, x + y \in \mathcal{V}_L) \leq e^{-\frac{1}{4}V_{x,y}} + e^{-k/4}.$$

In order to prove Lemmas 7 and 9, we invoke the following results of Rogers [27] and Schmidt [28].
Theorem 10 (Corollary of [27], Theorem 1). Let $B$ be the $k$-dimensional ball of volume $V$ centered at the origin. If $V \leq \frac{k}{8}$, then there exists a constant $k_0$ such that for $k > k_0$,
\[
\left| \int_{x \in \mathbb{R}^k} \Pr[x \in V_L \setminus B] \ dx - e^{-V} \right| \leq c_1 k^3 \left( \frac{16}{27} \right)^{\frac{k}{2}}
\]
where, the probability is taken over the space of all lattices of determinant 1.

Theorem 11 ([28], Theorem 4). Let $S$ be a Borel set of measure $V$ such that $0 \notin S$ and for all $x \in S$, $-x \notin S$. If $V \leq k^{-1}$, then for $k \geq 13$,
\[
\Pr_L [L \cap S = \emptyset] = e^{-V} (1 - R).
\]
where, the probability is taken over the space of all lattices of determinant 1 and $|R| < 6 \left( \frac{3}{4} \right)^{\frac{k}{2}} e^{4V + V - k + e^{V + k}}$.

Fact 12.
\[
\frac{1}{2} (V_x + V_{x+y}) \leq V_{x,y} \leq V_x + V_{x+y}.
\]

Proof. Let WLOG, $V_x \leq V_{x+y}$. Also, we know that $V_{x,y} = V_x + V_{x+y} - V(B_x \cap B_{x+y})$. We now show that $V(B_x \cap B_{x+y}) \leq \frac{1}{2} (V_x + V_{x+y})$. This fact follows easily from the observation that the intersection volume is at most the volume of the smaller ball. Therefore,
\[
V(B_x \cap B_{x+y}) \leq V_x = \frac{1}{2} V_x + \frac{1}{2} V_{x-y} \leq \frac{1}{2} (V_x + V_{x+y}).
\]

Proof of Lemma 7. For notational convenience, we will use $\sigma^2$ to denote $\Delta^2/k$. From the definition of $p_\Delta$ and Proposition 3, we have
\[
\mathbb{E}_L[p_\Delta] = \mathbb{E}_L \left[ \int_{x \in V_L} \Pr_L[x, y \sim N(0, \sigma^2 I_k)] \right]
\]
\[
= \int_{x \in \mathbb{R}^k} \int_{y \in \mathbb{R}^k} \Pr_L(x, x + y \in V_L) \cdot e^{-\frac{||x||^2}{2\sigma^2}} \ dy \ dx
\]
\[
= \int_{x \in \mathbb{R}^k : V_x \leq \frac{V}{8}} \int_{y \in \mathbb{R}^k} \Pr_L(x, x + y \in V_L) \cdot e^{-\frac{||x||^2}{2\sigma^2}} \ dy \ dx
\]
\[
+ \int_{x \in \mathbb{R}^k : V_x > \frac{V}{8}} \int_{y \in \mathbb{R}^k} \Pr_L(x, x + y \in V_L) \cdot e^{-\frac{||y||^2}{2\sigma^2}} \ dy \ dx.
\]

We first note that if $V_x \geq \frac{V}{8}$, then the probability that $x \in V_L$ is itself very small. This fact gives us tight bounds on $\mathbb{E}_L[p_\Delta]$ up to additive $e^{-\Omega(k)}$ term. We use Theorem 10 to
formalize this statement. Let $B_0$ be the 0 centered ball of volume $\frac{1}{8}$. We have,

$$\int_{x \in \mathbb{R}^k : V_x \geq \frac{1}{8}} \int_{y \in \mathbb{R}^k} \Pr(x, x + y \in V_L) \cdot \frac{e^{-\frac{||y||^2}{2\sigma^2}}}{(2\pi\sigma^2)^{\frac{k}{2}}} \ dy \ dx$$

$$\leq \int_{x \in \mathbb{R}^k : V_x \geq \frac{1}{8}} \int_{y \in \mathbb{R}^k} \Pr(x \in V_L) \cdot \frac{e^{-\frac{||y||^2}{2\sigma^2}}}{(2\pi\sigma^2)^{\frac{k}{2}}} \ dy \ dx$$

$$= \int_{x \in \mathbb{R}^k : V_x \geq \frac{1}{8}} \Pr(x \in V_L) \ dx$$

$$= \int_{x \in \mathbb{R}^k} \Pr(x \in V_L \setminus B_0) \ dx$$

$$= e^{-\frac{1}{8}} + e^{-\frac{1}{8}} \quad (\text{from Theorem 10})$$

Plugging this observation into the expression for $E_L[p\Delta]$ in Equation 8, we get that

$$\int_{x \in \mathbb{R}^k : V_x \leq \frac{1}{8}} \int_{y \in \mathbb{R}^k} \Pr(x, x + y \in V_L) \cdot \frac{e^{-\frac{||y||^2}{2\sigma^2}}}{(2\pi\sigma^2)^{\frac{k}{2}}} \ dy \ dx$$

$$\leq E_L[p\Delta]$$

$$\leq \int_{x \in \mathbb{R}^k : V_x \leq \frac{1}{8}} \int_{y \in \mathbb{R}^k} \left( e^{-\frac{1}{2}V_x} - e^{-\frac{k}{4}} \right) \cdot \frac{e^{-\frac{||y||^2}{2\sigma^2}}}{(2\pi\sigma^2)^{\frac{k}{2}}} \ dy \ dx + 2e^{-k/8}.$$

Further, using the bounds on $\Pr_L(x, x + y \in V_L)$ from Lemma 9, we get

$$\int_{x \in \mathbb{R}^k : V_x \leq \frac{1}{8}} \int_{y \in \mathbb{R}^k} \left( e^{-\frac{1}{2}V_x} - e^{-\frac{k}{4}} \right) \cdot \frac{e^{-\frac{||y||^2}{2\sigma^2}}}{(2\pi\sigma^2)^{\frac{k}{2}}} \ dy \ dx$$

$$\leq \int_{x \in \mathbb{R}^k : V_x \leq \frac{1}{8}} \int_{y \in \mathbb{R}^k} \left( e^{-\frac{1}{2}V_x} + e^{-\frac{k}{4}} \right) \cdot \frac{e^{-\frac{||y||^2}{2\sigma^2}}}{(2\pi\sigma^2)^{\frac{k}{2}}} \ dy \ dx + 2e^{-k/8}.$$

Since $V_{x,y} \leq V_x + V_{x+y}$, the lower bound in the theorem statement then follows trivially.

$$E_L[p\Delta] \geq \int_{x \in \mathbb{R}^k : V_x \leq \frac{1}{8}} \int_{y \in \mathbb{R}^k} \left( e^{-V_{x,y}} - e^{-\frac{k}{4}} \right) \cdot \frac{e^{-\frac{||y||^2}{2\sigma^2}}}{(2\pi\sigma^2)^{\frac{k}{2}}} \ dy \ dx$$

$$= \int_{x \in \mathbb{R}^k : V_x \leq \frac{1}{8}} \int_{y \in \mathbb{R}^k} e^{-V_{x,y}} \cdot \frac{e^{-\frac{||y||^2}{2\sigma^2}}}{(2\pi\sigma^2)^{\frac{k}{2}}} \ dy \ dx - \int_{x \in \mathbb{R}^k : V_x \leq \frac{1}{8}} \int_{y \in \mathbb{R}^k} e^{-\frac{k}{4}} \cdot \frac{e^{-\frac{||y||^2}{2\sigma^2}}}{(2\pi\sigma^2)^{\frac{k}{2}}} \ dy \ dx$$

$$\geq \int_{x \in \mathbb{R}^k : V_x \leq \frac{1}{8}} E_y \sim N(0,\sigma^2 I_k) \left[ e^{-V_x - V_{x+y}} \right] \ dx - \frac{k}{8} e^{-k/4}$$

$$\geq \int_{x \in \mathbb{R}^k : V_x \leq \frac{1}{8}} E_y \sim N(0,\sigma^2 I_k) \left[ e^{-V_x - V_{x+y}} \right] \ dx - e^{-k/8}$$

For the upper bound, set $u = 4^{-\frac{1}{8}} x$, and $v = 4^{-\frac{1}{8}} y$. Since $\frac{1}{2} V_{x,y} \geq \frac{V_x + V_{x+y}}{4} = V_u + V_{u+v}$,
we have

\[
\mathbb{E}_L[p_A] \leq \int_{x \in \mathbb{R}^k : |x| \leq \frac{1}{2}} \int_{y \in \mathbb{R}^k} \left(e^{-\frac{1}{4}V_{x,y} + e^{-k/4}}\right) \cdot e^{-\frac{|y|^2}{2\pi}} \frac{dy}{(2\pi)^{\frac{k}{4}}} \cdot dx + 2e^{-k/8}
\]

\[
\leq \int_{x \in \mathbb{R}^k} \int_{y \in \mathbb{R}^k} e^{-\frac{V_{x+y}}{2\pi} + e^{-k/4}} \frac{dy}{(2\pi)^{\frac{k}{4}}} \cdot dx + 3e^{-k/8}
\]

\[
= \int_{u \in \mathbb{R}^k} \int_{v \in \mathbb{R}^k} e^{-V_{v-v_u} + e^{-k/4}} \frac{4dv}{(2\pi)^{\frac{k}{2}}} \cdot du + 3e^{-k/8}
\]

\[
= 4 \int_{u \in \mathbb{R}^k} \int_{v \in \mathbb{R}^k} e^{-V_{v-v_u}} \frac{dv}{(2\pi(4^{k/2}\sigma)^{\frac{k}{2}})^{\frac{k}{2}}} \cdot du + 3e^{-k/8}
\]

\[
= 4 \int_{u \in \mathbb{R}^k} \mathbb{E}_u \left[e^{-V_{v-v_u}}\right] \cdot du + 3e^{-k/8}
\]

where, \(v \sim N(0, 4^{-k/2}\sigma^2 I_k)\).

Now it remains to prove Lemma 9.

**Proof of Lemma 9.** Recall that \(B_{x,y} = B_x \cup B_{x+y}\), the union of \(B_x\) and \(B_{x+y}\) and \(V_{x,y}\) denotes its volume. We note that \(x\) and \(x+y\) are in the voronoi cell of a lattice \(L\) if and only if \(B_{x,y}\) does not contain any lattice points. Therefore,

\[
\Pr_{L}[x, x+y \in V_L] = \Pr_{L}[B_{x,y} \cap \emptyset = \emptyset]
\]

As a first case, suppose \(V_{x,y} < \frac{k}{32}\). Now consider the following partition of \(B_{x,y}\). Let \(S\) be the set of points \(a \in B_{x,y}\) such that \(-a \in B_{x,y}\).

\[
S = \{a \in B_{x,y} \mid -a \in B_{x,y}\}
\]

Partition \(S\) with respect to an arbitrary hyperplane as follows: Define \(S_1 = \{a \in S \mid a' y < 0\}\) and \(S_2 = S \setminus S_1\) for an arbitrarily chosen \(y \in \mathbb{R}^k\). Note that for every \(a \in S_1\), \(-a \in S_2\). Define \(A = (B_{x,y} \setminus S) \cup S_1\). Note that \(\{A, S_2\}\) is a partition of \(B_{x,y}\), i.e., \(B_{x,y} = A \cup S_2\), and \(A \cap S_2 = \emptyset\).

Without loss of generality, assume that \(A\) is the larger partition of \(B_{x,y}\), i.e \(V_A \geq \frac{1}{2}V_{x,y}\). Also from the definition of \(A\) and \(S_2\), we have that if \(A \cap \emptyset = \emptyset\), then \(S_2 \cap \emptyset = \emptyset\). We can now apply Theorem 11 for both \(A\) and \(S_2\).

\[
\Pr_{L}[B_{x,y} \cap \emptyset = \emptyset] = \Pr_{L}[(A \cap \emptyset = \emptyset), (S_2 \cap \emptyset = \emptyset)]
\]

\[
= \Pr_{L}[(A \cap \emptyset = \emptyset)] \cdot \Pr_{L}[(S_2 \cap \emptyset = \emptyset) \mid (A \cap \emptyset = \emptyset)]
\]

\[
= \Pr_{L}[(A \cap \emptyset = \emptyset)]
\]

\[
e^{-V_A} (1 - R_A) \quad \text{where, } |R_A| = 6 \left(\frac{3}{4}\right)^{\frac{k}{4}} e^{4V_A + V_{A-1}^{k-1}k-1 + e^{V_A+k}}.
\]

Since \(\frac{1}{2}V_{x,y} \leq V_A \leq V_{x,y} < \frac{k}{32}\), we have \(|R_A| < e^{-k/4}\). Therefore,

\[
e^{-V_{x,y} + e^{-k/4}} \leq \Pr_{L}[B_{x,y} \cap \emptyset = \emptyset] \leq e^{-\frac{1}{2}V_{x,y} + e^{-k/4}}.
\]

Next, suppose \(V_{x,y} > \frac{k}{32}\). Then consider a body \(B'_{x,y}\) contained in \(B_{x,y}\) of volume \(\frac{k}{32}\). Using a similar argument as above with \(B_{x,y}\) replaced with \(B'_{x,y}\), we conclude that

\[
\Pr_{L}[B_{x,y} \cap \emptyset = \emptyset] \leq \Pr_{L}[B'_{x,y} \cap \emptyset = \emptyset] \leq e^{-k/4}.
\]

\[
\square
\]
References


Differential Privacy on Finite Computers∗†

Victor Balcer1 and Salil Vadhan2

1 Center for Research on Computation & Society, School of Engineering &
   Applied Sciences, Harvard University, 33 Oxford Street, Cambridge, MA
   02138, USA
   vbalcer@g.harvard.edu
2 Center for Research on Computation & Society, School of Engineering &
   Applied Sciences, Harvard University, 33 Oxford Street, Cambridge, MA
   02138, USA
   salil_vadhan@harvard.edu

Abstract

We consider the problem of designing and analyzing differentially private algorithms that can be implemented on discrete models of computation in strict polynomial time, motivated by known attacks on floating point implementations of real-arithmetic differentially private algorithms (Mironov, CCS 2012) and the potential for timing attacks on expected polynomial-time algorithms. We use a case study: the basic problem of approximating the histogram of a categorical dataset over a possibly large data universe \( \mathcal{X} \). The classic Laplace Mechanism (Dwork, McSherry, Nissim, Smith, TCC 2006 and J. Privacy & Confidentiality 2017) does not satisfy our requirements, as it is based on real arithmetic, and natural discrete analogues, such as the Geometric Mechanism (Ghosh, Roughgarden, Sundarajan, STOC 2009 and SICOMP 2012), take time at least linear in \(|\mathcal{X}|\), which can be exponential in the bit length of the input.

In this paper, we provide strict polynomial-time discrete algorithms for approximate histograms whose simultaneous accuracy (the maximum error over all bins) matches that of the Laplace Mechanism up to constant factors, while retaining the same (pure) differential privacy guarantee. One of our algorithms produces a sparse histogram as output. Its “per-bin accuracy” (the error on individual bins) is worse than that of the Laplace Mechanism by a factor of \( \log |\mathcal{X}| \), but we prove a lower bound showing that this is necessary for any algorithm that produces a sparse histogram. A second algorithm avoids this lower bound, and matches the per-bin accuracy of the Laplace Mechanism, by producing a compact and efficiently computable representation of a dense histogram; it is based on an \((n+1)\)-wise independent implementation of an appropriately clamped version of the Discrete Geometric Mechanism.

1998 ACM Subject Classification F.2.m Analysis of Algorithms and Problem Complexity, Miscellaneous

Keywords and phrases Algorithms, Differential Privacy, Discrete Computation, Histograms

Digital Object Identifier 10.4230/LIPIcs.ITCS.2018.43

∗ This work was supported by NSF grant CNS-1237235 and CNS-1565387, a Simons Investigator Award, and a grant from the Sloan Foundation.
† A full version of the paper is available at [1], http://arxiv.org/abs/1709.05396.
1 Introduction

Differential Privacy [11] is by now a well-established framework for privacy-protective statistical analysis of sensitive datasets. Much work on differential privacy involves an interplay between statistics and computer science. Statistics provides many of the (non-private) analyses that we wish to approximate with differentially private algorithms, as well as probabilistic tools that are useful in analyzing such algorithms, which are necessarily randomized. From computer science, differential privacy draws upon a tradition of adversarial modeling and strong security definitions, techniques for designing and analyzing randomized algorithms, and considerations of algorithmic resource constraints (such as time and memory).

Because of its connection to statistics, it is very natural that much of the literature on differential privacy considers the estimation of real-valued functions on real-valued data (e.g. the sample mean) and introduces noise from continuous probability distributions (e.g. the Laplace distribution) to obtain privacy. However, these choices are incompatible with standard computer science models for algorithms (like the Turing machine or RAM model) as well as implementation on physical computers (which use only finite approximations to real arithmetic, e.g. via floating point numbers). This discrepancy is not just a theoretical concern; Mironov [21] strikingly demonstrated that common floating-point implementations of the most basic differentially private algorithm (the Laplace Mechanism) are vulnerable to real attacks. Mironov shows how to prevent his attack with a simple modification to the implementation, but this solution is specific to a single differentially private mechanism and particular floating-point arithmetic standard. His solution increases the error by a constant factor and is most likely more efficient in practice than the algorithm we will use to replace the Laplace Mechanism. However, he provides no bounds on asymptotic running time. Gazeau, Miller and Palamidessi [13] provide more general conditions for which an implementation of real numbers and a mechanism that perturbs the correct answer with noise maintains differential privacy. However, they do not provide an explicit construction with bounds on accuracy and running time.

From a theoretical point of view, a more appealing approach to resolving these issues is to avoid real or floating-point arithmetic entirely and only consider differentially private computations that involve discrete inputs and outputs, and rational probabilities, as first done in [10]. Such algorithms are realizable in standard discrete models of computation. However, some such algorithms have running times that are only bounded in expectation (e.g. due to sampling from an exponential distribution supported on the natural numbers), and this raises a potential vulnerability to timing attacks. If an adversary can observe the running time of the algorithm, it learns something about the algorithm’s coin tosses, which are assumed to be secret in the definition of differential privacy. (Even if the time cannot be directly observed, in practice an adversary can determine an upper bound on the running time, which again is information that is implicitly assumed to be secret in the privacy definition.)

Because of these considerations, we advocate the following principle:

**Differential Privacy for Finite Computers:**

We should describe how to implement differentially private algorithms on discrete models of computation with strict bounds on running time (ideally polynomial in the bit length of the input) and analyze the effects of those constraints on both privacy and accuracy.

Note that a strict bound on running time does not in itself prevent timing attacks, but once we have such a bound, we can pad all executions to take the same amount of time.
Also, while standard discrete models of computation (e.g. randomized Turing machines) are defined in terms of countable rather than finite resources (e.g. the infinite tape), if we have a strict bound on running time, then once we fix an upper bound on input length, they can indeed be implemented on a truly finite computer (e.g. like a randomized Boolean circuit).

In many cases, the above goal can be achieved by appropriate discretizations and truncations applied to a standard, real-arithmetic differentially private algorithm. However, such modifications can have a nontrivial price in accuracy or privacy, and thus we also call for a rigorous analysis of these effects.

In this paper, we carry out a case study of achieving “differential privacy for finite computers” for one of the first tasks studied in differential privacy, namely approximating a histogram of a categorical dataset. Even this basic problem turns out to require some nontrivial effort, particularly to maintain strict polynomial time, optimal accuracy and pure differential privacy when the data universe is large.

We recall the definition of differential privacy.

▶ Definition 1.1 ([11]). Let \( M : \mathcal{X}^n \to \mathcal{R} \) be a randomized algorithm. We say \( M \) is \((\varepsilon, \delta)\)-differentially private if for every pair of neighboring datasets \( D \) and \( D' \) (datasets differing on one row) and every subset \( S \subseteq \mathcal{R} \)

\[
\Pr[M(D) \in S] \leq e^\varepsilon \cdot \Pr[M(D') \in S] + \delta
\]

We say an \((\varepsilon, \delta)\)-differentially private algorithm satisfies pure differential privacy when \( \delta = 0 \) and say it satisfies approximate differential privacy when \( \delta > 0 \).

In this paper, we study the problem of estimating the histogram of a dataset \( D \in \mathcal{X}^n \), which is the vector \( \tilde{c} = \tilde{c}(D) \in \mathbb{N}^{\mathcal{X}} \), where \( c_x \) is the number of rows in \( D \) that have value \( x \). Histograms can be approximated while satisfying differential privacy using the Laplace Mechanism, introduced in the original paper of Dwork, McSherry, Nissim and Smith [11]. Specifically, to obtain \((\varepsilon, 0)\)-differential privacy, we can add independent noise distributed according to a Laplace distribution, specifically \( \text{Lap}(2/\varepsilon) \), to each component of \( c \) and output the resulting vector \( \tilde{c} \). Here \( \text{Lap}(2/\varepsilon) \) is the continuous, real-valued random variable with probability density function \( f(z) \) that is proportional to \( \exp(-\varepsilon \cdot |z|/2) \). The Laplace Mechanism also achieves very high accuracy in two respects:

**Per-Query Error**: For each bin \( x \in \mathcal{X} \), with high probability we have \( |\tilde{c}_x - c_x| \leq O(1/\varepsilon) \).

**Simultaneous Error**: With high probability, we have \( \max_x |\tilde{c}_x - c_x| \leq O(\log(|\mathcal{X}|)/\varepsilon) \).

Note that both of the bounds are independent of the number \( n \) of rows in the dataset, and so the fractional error vanishes linearly as \( n \) grows.

Simultaneous error is the more well-studied notion in the differential privacy literature, but we consider per-query error to be an equally natural concept: if we think of the approximate histogram \( \tilde{c} \) as containing approximate answers to the \( |\mathcal{X}| \) different counting queries corresponding to the bins of \( \mathcal{X} \), then per-query error captures the error as experienced by an analyst who may be only interested in one or a few of the bins of \( \tilde{c} \). The advantage of considering per-query error is that it can be significantly smaller than the simultaneous error, as is the case in the Laplace Mechanism when the data universe \( \mathcal{X} \) is very large. It is known that both of the error bounds achieved by the Laplace Mechanism are optimal up to constant factors; no \((\varepsilon, 0)\)-differentially private algorithm for histograms can achieve smaller per-query error or simultaneous error [17, 2].

Unfortunately, the Laplace Mechanism uses real arithmetic and thus cannot be implemented on a finite computer. To avoid real arithmetic, we could use the Geometric Mechanism
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For every finite $\mathcal{X}$, $n$, $\varepsilon \in (0, 1]$, and $\delta \in (0, 1/n)$, there is an $(\varepsilon, \delta)$-differentially private algorithm $M : \mathcal{X}^n \rightarrow \{0, 1, \ldots, n\}^\mathcal{X}$ for histograms achieving:

- Per-query error $O(1/\varepsilon)$.
- Simultaneous error $O(\log(|\mathcal{X}|)/\varepsilon)$.
- Strict running time $\tilde{O}((|\mathcal{X}|/\varepsilon) \cdot \log^2 n) + O(n \log n \cdot \log |\mathcal{X}|)$.

We note that while we only consider our particular definition of per-query accuracy, namely that with high probability $|\tilde{c}_x - c_x| \leq O(1/\varepsilon)$, Ghosh et al. [14] proved that the output of the Bounded Geometric Mechanism can be used (with post-processing) to get optimal expected loss with respect to an extremely general class of loss functions and arbitrary priors. The same result applies to each individual noisy count $\tilde{c}_x$ output by our mechanism, since each bin is distributed according to the Bounded Geometric Mechanism (up to a modification of $\varepsilon$ to ensure rational probabilities).

The Bounded Geometric Mechanism is not polynomial time for large data universes $\mathcal{X}$. Indeed, its running time (and output length) is linear in $|\mathcal{X}|$, rather than polynomial in the bit length of data elements, which is $\log |\mathcal{X}|$. To achieve truly polynomial time, we can similarly discretize and truncate a variant of the Stability-Based Histogram that was introduced by Korolova, Kenthapadi, Mishra and Ntoulas [19], and explicitly described by Bun, Nissim and Stemmer [4]. This mechanism only adds $\text{Lap}(2/\varepsilon)$ noise to the nonzero components of $c_x$ and then retains only the noisy values $\tilde{c}_x$ that are larger than a threshold $t = \Theta(\log(1/\delta)/\varepsilon)$. Thus, the algorithm only outputs a partial histogram, i.e., counts $\tilde{c}_x$ for a subset of the bins $x$, with the rest of the counts being treated as zero. By replacing the use of the Laplace Mechanism with the (rational) Bounded Geometric Mechanism as above, we can implement this algorithm in strict polynomial time:

Theorem 1.3 (Stability-Based Histogram, formal statement omitted from this version). For every finite $\mathcal{X}$, $n$, $\varepsilon \in (0, 1]$ and $\delta \in (0, 1/n)$, there is an $(\varepsilon, \delta)$-differentially private algorithm $M : \mathcal{X}^n \rightarrow \{0, 1, \ldots, n\}^{\subseteq \mathcal{X}}$ for histograms achieving:

- Per-query error $O(1/\varepsilon)$ on bins with true count at least $O(\log(1/\delta)/\varepsilon)$.
- Simultaneous error $O(\log(1/\delta)/\varepsilon)$.
- Strict running time $\tilde{O}((n/\varepsilon) \cdot \log(1/\delta)) + O(n \log n \cdot \log |\mathcal{X}|)$.

Notice that the simultaneous error bound of $O(\log(1/\delta)/\varepsilon)$ is better than what is achieved by the Laplace Mechanism when $\delta > 1/|\mathcal{X}|$, and is known to be optimal up to constant...
factors in this range of parameters. The fact that this error bound is independent of the data universe size $|\mathcal{X}|$ makes it tempting to apply even for infinite data domains $\mathcal{X}$. However, we note that when $\mathcal{X}$ is infinite, it is impossible for the algorithm to have a strict bound on running time (as it needs time to read arbitrarily long data elements) and thus is vulnerable to timing attacks and is not implementable on a finite computer.

Note also that the per-query error bound only holds on bins with large enough true count (namely, those larger than our threshold $t$); we will discuss this point further below.

A disadvantage of the Stability-based Histogram is that it sacrifices pure differential privacy. It is natural to ask whether we can achieve polynomial running time while retaining pure differential privacy. A step in this direction was made by Cormode, Procopiuc, Srivastava and Tran [9]. They observe that for an appropriate threshold $t = \Theta(\log(|\mathcal{X}|)/\varepsilon)$, if we run the Bounded Geometric Mechanism and only retain the noisy counts $\tilde{c}_x$ that are larger than $t$, then the expected number of bins that remain is less than $n + 1$. Indeed, the expected number of bins we retain whose true count is zero (“empty bins”) is less than 1. They describe a method to directly sample the distribution of the empty bins that are retained, without actually adding noise to all $|\mathcal{X}|$ bins. This yields an algorithm whose output length is polynomial in expectation. However, the output length is not strictly polynomial, as there is a nonzero probability of outputting all $|\mathcal{X}|$ bins. And it is not clear how to implement the algorithm even in expected polynomial time, because even after making the probabilities rational, they have denominators of bit length linear in $|\mathcal{X}|$.

To address these issues, we consider a slightly different algorithm. Instead of trying to retain all noisy counts $\tilde{c}_x$ that are larger than some fixed threshold $t$, we retain the $n$ largest noisy counts (since there are at most $n$ nonzero true counts). This results in a mechanism whose output length is always polynomial, rather than only in expectation. However, the probabilities still have denominators of bit length linear in $|\mathcal{X}|$. Thus, we show how to approximately sample from this distribution, to within an arbitrarily small statistical distance $\delta$, at the price of a poly($\log(1/\delta)$) increase in running time. Naively, this would result only in $(\varepsilon, O(\delta))$-differential privacy. However, when $\delta$ is significantly smaller than $1/|\mathcal{R}|$, where $\mathcal{R}$ is the range of the mechanism, we can convert an $(\varepsilon, \delta)$-differentially private mechanism to an $(\varepsilon, 0)$-differentially private mechanism by simply outputting a uniformly random element of $\mathcal{R}$ with small probability. (A similar idea for the case that $|\mathcal{R}| = 2$ has been used in [18, 5].) Since our range is of at most exponential size (indeed at most polynomial in bit length), the cost in our runtime for taking $\delta \ll 1/|\mathcal{R}|$ is at most polynomial. With these ideas we obtain:

\begin{theorem}[Pure DP Histogram in Polynomial Time, informal statement of Thm. 6.6]
For every finite $\mathcal{X}$, $n$ and $\varepsilon \in (0, 1]$, there is an $(\varepsilon, 0)$-differentially private algorithm $\mathcal{M}: \mathcal{X}^n \to \{0, 1, \ldots, n\}^{\subseteq \mathcal{X}}$ for histograms achieving:

- Per-query error $O(1/\varepsilon)$ on bins with true count at least $O(\log(|\mathcal{X}|)/\varepsilon)$.
- Simultaneous error $O(\log(|\mathcal{X}|)/\varepsilon)$.
- Strict running time $\tilde{O}(n^2 \cdot \log^2 |\mathcal{X}| + (n/\varepsilon) \cdot \log^2 |\mathcal{X}|)$.

\end{theorem}

It is an open problem as to whether or not we can improve the nearly quadratic dependence in running time on $n$ to nearly linear while maintaining the sparsity, privacy and accuracy guarantees achieved in Theorem 1.4.

Both Theorems 1.3 and 1.4 only retain per-query error $O(1/\varepsilon)$ on bins with a large enough true count. In the full version of the paper [1], we also prove a lower bound showing that this limitation is inherent in any algorithm that outputs a sparse histogram (as both of these algorithms do).
Theorem 1.5 (Lower Bound on Per-Query Error for Sparse Histograms). Suppose that there is an \((\varepsilon, \delta)\)-differentially private algorithm \(M: X^n \rightarrow \{0, 1, \ldots, n\}^X\) for histograms that always outputs histograms with at most \(n'\) nonempty bins and has per-query error at most \(E\) on all bins. Then
\[
E \geq \Omega\left(\frac{\min\{\log |X|, \log(1/\delta)\}}{\varepsilon}\right)
\]
provided that \(\varepsilon > 0, \varepsilon^2 > \delta > 0\) and \(|X| \geq (n')^2\).

This lower bound is similar in spirit to a lower bound of [2], which shows that no \((\varepsilon, 0)\)-differentially private PAC learner for “point functions” (functions that are 1 on exactly one element of the domain) can produce sparse functions as hypotheses.

To bypass this lower bound, we can consider algorithms that produce succinct descriptions of dense histograms. That is, the algorithm can output a polynomial-length description of a function \(c: X \rightarrow [0, n]\) that can be evaluated in polynomial time, even though \(X\) may be of exponential size.

We show that this relaxation allows us to regain per-query error \(O(1/\varepsilon)\).

Theorem 1.6 (Polynomial-Time DP Histograms with Optimal Per-Query Accuracy, informal statement of Thm. 7.2). For every finite \(X\), \(n\) and \(\varepsilon \in (0, 1]\), there is an \((\varepsilon, 0)\)-differentially private algorithm \(M: X^n \rightarrow H\) for histograms (where \(H\) is an appropriate class of succinct descriptions of histograms) achieving:
- Per-query error \(O(1/\varepsilon)\).
- Simultaneous error \(O(\log(|X|)/\varepsilon)\).
- Strict running time \(O(n) \cdot \tilde{O}((1/\varepsilon^2) \cdot (\log^2 n + \log^2 |X|))\)
- Evaluation time \(O(n) \cdot \tilde{O}((1/\varepsilon) \cdot (\log n + \log |X|))\).

The algorithm is essentially an \((n+1)\)-wise independent instantiation of the Bounded Geometric Mechanism. Specifically, we release a function \(h: X \rightarrow \{0, 1\}^r\) selected from an \((n+1)\)-wise independent family of hash functions, and for each \(x \in X\), we view \(h(x)\) as coin tosses specifying a sample from the Bounded Geometric Distribution. That is, we let \(S: \{0, 1\}^r \rightarrow [0, n]\) be an efficient sampling algorithm for the Bounded Geometric Distribution, and then \(\tilde{c}_x = S(h(x))\) is our noisy count for \(x\). The hash function is chosen randomly from the family conditioned on values \(\tilde{c}_x\) for the nonempty bins \(x\), which we obtain by running the actual Bounded Geometric Mechanism on those bins. The \((n+1)\)-wise independence ensures that the behavior on any two neighboring datasets (which together involve at most \(n+1\) distinct elements of \(X\)) are indistinguishable in the same way as in the ordinary Bounded Geometric Mechanism. The per-query accuracy comes from the fact that the marginal distributions of each of the noisy counts are the same as in the Bounded Geometric Mechanism. (Actually, we incur a small approximation error in matching the domain of the sampling procedure to the range of a family of hash functions.)

As far as we know, the only other use of limited independence in constructing differentially private algorithms is a use of pairwise independence by [2] in differentially private PAC learning algorithms for the class of point functions. Although that problem is related to the one we consider (releasing a histogram amounts to doing “query release” for the class of point functions, as discussed below), the design and analysis of our algorithm appears quite different. (In particular, our analysis seems to rely on \((n+1)\)-wise independence in an essential way.)
Another potential interest in our technique is as another method for bypassing limitations of synthetic data for query release. Here, we have a large family of predicates \( \mathcal{Q} = \{ q : X \to \{0, 1\} \} \), and are interested in differentially private algorithms that, given a dataset \( D = (x_1, \ldots, x_n) \in X^n \), output a “summary” \( \mathcal{M}(D) \) that allows one to approximate the answers to all of the counting queries \( q(D) = \sum_i q(x_i) \) associated with predicates \( q \in \mathcal{Q} \). For example, if \( \mathcal{Q} \) is the family of point functions consisting of all predicates that evaluate to 1 on exactly one point in the data universe \( X \), then this query release problem amounts to approximating the histogram of \( D \). The fundamental result of Blum, Ligett, and Roth [3] and successors show that this is possible even for families \( \mathcal{Q} \) and data universes \( X \) that are of size exponential in \( n \). Moreover, the summaries produced by these algorithms has the form of a synthetic dataset — a dataset \( \hat{D} \in X^n \) such that for every query \( q \in \mathcal{Q} \), we have \( q(\hat{D}) \approx q(D) \). Unfortunately, it was shown in [24] that even for very simple families \( \mathcal{Q} \) of queries, such correlations between pairs of binary attributes, constructing such a differentially private synthetic dataset requires time exponential in the bit length \( \log|X| \) of data universe elements. Thus, it is important to find other ways of representing approximate answers to natural families \( \mathcal{Q} \) of counting queries, which can bypass the inherent limitations of synthetic data, and progress along these lines was made in a variety of works [15, 7, 16, 23, 6, 12]. Our algorithm, and its use of \( (n+1) \)-wise independence, can be seen as yet another representation that bypasses a limitation of synthetic data (albeit a statistical rather than computational one). Indeed, a sparse histogram is simply a synthetic dataset that approximates answers to all point functions, and by Theorem 1.5, our algorithm achieves provably better per-query accuracy than is possible with synthetic datasets. This raises the question of whether similar ideas can also be useful in bypassing the computational limitations of synthetic data for more complex families of counting queries.

2 Preliminaries

Throughout this paper, let \( \mathbb{N} \) be the set \( \{0, 1, \ldots\} \), \( \mathbb{N}_+ \) be the set \( \{1, 2, \ldots\} \) and \( \mathbb{N}^{-1} \) be the set \( \{1/n : n \in \mathbb{N}_+\} \). For \( n \in \mathbb{N}_+ \), let \( [n] \) denote the set \( \{0, \ldots, n\} \) and \( [n]_+ \) denote the set \( \{1, \ldots, n\} \). (Notice that \( |[n]| = n+1 \) while \( |[n]_+| = n \).) Given a set \( A \) and finite set \( B \), we define \( A^B \) to be the set of length \( |B| \) vectors over \( A \) indexed by the elements of \( B \).

2.1 Histograms

For \( x \in X \), the point function \( c_x : X^n \to \mathbb{N} \) is defined to count the number of occurrences of \( x \) in a given dataset, i.e. \( c_x(D) = |\{i \in [n]_+ : D_i = x\}| \). In this paper we focus on algorithms for privately releasing approximations to the values of all point functions, also known as a histogram. A histogram is a collection of bins, one for each element \( x \) in the data universe, with the \( x^{th} \) bin consisting of its label \( x \) and a count \( c_x \in \mathbb{N} \).

2.1.1 Representations

The input to our algorithms is always a dataset (i.e. an element \( D \in X^n \)) and the outputs represent approximate histograms. We consider the following histogram representations as our algorithms’ outputs:

- A vector in \( \mathbb{N}^X \). We use \( \{\hat{c}_x\}_{x \in X} \) to denote a histogram where \( \hat{c}_x \in \mathbb{N} \) is the approximate count for the element \( x \).
- A partial vector \( h \in (X \times \mathbb{N})^* \) such that each element \( x \in X \) appears at most once in \( h \) with each pair \( (x, \hat{c}_x) \in X \times \mathbb{N} \) interpreted as element \( x \) having approximate count \( \hat{c}_x \).
Elements \( x \) not listed in the partial vector are assumed to have count \( \hat{c}_x = 0 \). Implicitly, an algorithm can return a partial vector by releasing bins for a subset of \( \mathcal{X} \).\(^1\)

A data structure, encoded as a string, which defines a function \( h : \mathcal{X} \to \mathbb{N} \) where \( h(x) \), denoted \( h_x \), is the approximate count for \( x \in \mathcal{X} \) and \( h_x \) is efficiently computable given this data structure (e.g. time polynomial in the length of the data structure). In Section 7, this data structure consists of the coefficients of a polynomial, along with some parameters.

Each representation is able to express any histogram over \( \mathcal{X} \). The difference between them is the memory used and the efficiency of computing a count. For example, computing the approximate count for \( x \in \mathcal{X} \), when using the data structure representation is bounded by the time it takes to compute the associated function. But when using partial vectors, one only needs to iterate through the vector to determine the approximate count.

We define the following class of histograms. Let \( \mathcal{H}_{n,n'}(\mathcal{X}) \subseteq \mathbb{N}^X \) be the set of all histograms over \( \mathcal{X} \) with integer counts in \([0, n]\) (or \( \mathbb{N} \) when \( n = \infty \)) and at most \( n' \) of them nonzero. By using partial vectors each element of \( \mathcal{H}_{n,n'}(\mathcal{X}) \) can be stored in \( O(n' \cdot (\log n + \log |\mathcal{X}|)) \) bits, which is shorter than the vector representation when \( n' = o(|\mathcal{X}|/\log |\mathcal{X}|) \).

### 2.1.2 Accuracy

In order to preserve privacy, our algorithms return histograms with noise added to the counts. Therefore, it is crucial to understand their accuracy guarantees. So given a dataset \( D \in \mathcal{X}^n \) we compare the noisy count \( \hat{c}_x = \mathcal{M}(D)_x \) of \( x \in \mathcal{X} \) (the count released by algorithm \( \mathcal{M} \)) to its true count, \( c_x(D) \). We focus on the following two metrics:

**Definition 2.1.** A histogram algorithm \( \mathcal{M} : \mathcal{X}^n \to \mathbb{N}^X \) has \((a, \beta)\)-per-query accuracy if

\[
\forall D \in \mathcal{X}^n \quad \forall x \in \mathcal{X} \quad \Pr[|\mathcal{M}(D)_x - c_x(D)| \leq a] \geq 1 - \beta
\]

**Definition 2.2.** A histogram algorithm \( \mathcal{M} : \mathcal{X}^n \to \mathbb{N}^X \) has \((a, \beta)\)-simultaneous accuracy if

\[
\forall D \in \mathcal{X}^n \quad \Pr[\forall x \in \mathcal{X} \ | \mathcal{M}(D)_x - c_x(D)| \leq a] \geq 1 - \beta
\]

Respectively, these metrics capture the maximum error for any one bin and the maximum error simultaneously over all bins. However, we may not always be able to achieve as good per-query accuracy as we want. So we will also use the following relaxation which bounds the error only on bins with large enough true count.

**Definition 2.3.** A histogram algorithm \( \mathcal{M} : \mathcal{X}^n \to \mathbb{N}^X \) has \((a, \beta)\)-per-query accuracy on counts larger than \( t \) if

\[
\forall D \in \mathcal{X}^n \quad \forall x \in \mathcal{X} \text{ s.t. } c_x(D) > t \quad \Pr[|\mathcal{M}(D)_x - c_x(D)| \leq a] \geq 1 - \beta
\]

### 2.2 Probability Terminology

**Definition 2.4.** Let \( Z \) be an integer-valued random variable. The **probability mass function** of \( Z \), denoted \( f_Z \), is the function \( f_Z(z) = \Pr[Z = z] \) for all \( z \in \mathbb{Z} \). The **cumulative distribution function** of \( Z \), denoted \( F_Z \), is the function \( F_Z(z) = \Pr[Z \leq z] \) for all \( z \in \mathbb{Z} \). The **support** of \( Z \), denoted \( \text{supp}(Z) \), is the set of elements for which \( f(z) \neq 0 \).

---

1 Note that the order in which bins are released can result in a breach of privacy (e.g. releasing the bins of elements in the dataset before the bins of elements not in the dataset). As a result, our algorithms always sort the released bins according to a predefined ordering based only on \( \mathcal{X} \).
Definition 2.5. Let $Y$ and $Z$ be random variables taking values in discrete range $\mathcal{R}$. The total variation distance between $Y$ and $Z$ is defined as
\[
\Delta(Y, Z) = \max_{A \subseteq \mathcal{R}} |\Pr[Y \in A] - \Pr[Z \in A]| = \frac{1}{2} \sum_{a \in \mathcal{R}} |\Pr[Z = a] - \Pr[Y = a]|
\]

2.2.1 Sampling

Because we are interested in the computational efficiency of our algorithms we need to consider the efficiency of sampling from various distributions.

A standard method for sampling a random variable is via inverse transform sampling. Let $\text{Unif}(A)$ denote the uniform distribution over the set $A$.

Lemma 2.6. Let $U \sim \text{Unif}((0,1])$. Then for any integer-valued random variable $Z$ we have $F_Z^{-1}(U) \sim Z$ where $F_Z^{-1}(u)$ is defined as $\min\{z \in \text{supp}(Z) : F_Z(z) \geq u\}$.

If $Z$, the random variable we wish to sample, has finite support we can compute the inverse cumulative distribution by performing binary search on $\text{supp}(Z)$ to find the minimum. This method removes the need to compute the inverse function of the cumulative distribution function. If in addition, the cumulative distribution function of $Z$ can be represented by rational numbers, then we only need to sample from a discrete distribution instead of $(0,1]$.

Lemma 2.7. Let $Z$ be an integer-valued random variable with finite support and has all probabilities of its cumulative distribution function expressible as rational numbers with denominator $d$. Then $F_Z^{-1}(U) \sim Z$ where $U \sim (1/d) \cdot \text{Unif}([d]+1)$ and $F_Z^{-1}(u)$ is defined as $\min\{z \in \text{supp}(Z) : F_Z(z) \geq u\}$.

2.2.2 Order Statistics

Definition 2.8. Let $Z_1, \ldots, Z_\ell$ be integer-valued random variables. The $i$-th order statistic of $Z_1, \ldots, Z_\ell$ denoted $Z_{(i)}$ is the $i$-th smallest value among $Z_1, \ldots, Z_\ell$.

Lemma 2.9. Let $Z_1, \ldots, Z_\ell$ be i.i.d. integer-valued random variables with cumulative distribution function $F$. Then $F_{Z_{(i)}}(z) = (F(z))^\ell$ and
\[
F_{Z_{(i)}}(z_{(i+1)}=v_{i+1}, \ldots, z_{(\ell)}=v_{\ell})(z) = F_{Z_{(i)}}(z_{(i+1)}=v_{i+1})(z) = \begin{cases} 
1 & \text{if } z > v_{i+1} \\
(F(z)/F(v_{i+1}))^i & \text{otherwise}
\end{cases}
\]
for all $1 \leq i < \ell$ and $v_{i+1} \leq v_{i+2} \leq \ldots \leq v_\ell$ all in the support of $Z_1$.

From this lemma, we can iteratively sample random variables distributed identically to $Z_{(i)}, Z_{(i-1)}, \ldots, Z_{(1)}$ without having to sample all $\ell$ of the original random variables.

2.3 Model of Computation

We analyze the running time of our algorithms with respect to the $w$-bit word RAM model taking $w$ logarithmic in our input length, namely $w = O(\log n + \log \log |\mathcal{X}|)$. In this model, memory accesses and basic operations (arithmetic, comparisons and logical) on $w$-bit words are constant time. In addition, we assume the data universe $\mathcal{X} = [m]$ for some $m \in \mathbb{N}$. Some parameters to our algorithms are rational. We represent rationals by pairs of integers.

Some of our algorithms will use numbers that span many words. And one of our algorithms operates on finite fields $\mathbb{F}_d$ where $d = 2^{2^{3^\ell}}$ for some $\ell \in \mathbb{N}$. We will use the fact
that $\mathbb{F}_d \simeq \mathbb{F}_2[x]/(x^{2^d} + x^d + 1)$ [20] to provide an explicit representation of $\mathbb{F}_d$. For ease of notation, we make the following assumptions on running time: (i) multiplying two $x$-bit numbers is $\tilde{O}(x)$ [25], (ii) multiplying two elements of $\mathbb{F}_d$ is $O(\log d)$ [22], (iii) multiplying two degree $q$ polynomials over $\mathbb{F}_d$ is $\tilde{O}(q \cdot \log d)$ [22], (iv) evaluating a degree $q$ polynomial over $\mathbb{F}_d$ is $O(q \cdot \tilde{O}(\log d))$ [25] and (v) polynomial interpolation of $q$ distinct points over $\mathbb{F}_d$ is $\tilde{O}(q \cdot \log^2 d)$ [25].

Our algorithms require randomness so we assume that they have access to an oracle that when given a number $d \in \mathbb{N}_+$ returns a uniformly random integer between 1 and $d$ inclusive.

Finally, for representing histograms as partial vectors, we will assume internally to the algorithms that they are stored as red-black trees. This will allow us to insert and search for elements in $O(\log n \cdot \log |\mathcal{X}|)$ time [8]. However, when releasing a partial vector we return a list of bins using an in-order traversal of tree as the tree’s structure could violate privacy.

### 3 A General Framework for Implementing Differential Privacy

In this section, we outline a basic framework for implementing a pure differentially private algorithm $\mathcal{M}$ on a finite computer with only a small loss in privacy and possibly a small loss in accuracy. It can be broken down into the following steps:

1. Start by discretizing the input and output of $\mathcal{M}$ so that they can only take on a finite number of values (e.g. rounding a real-valued number to the nearest integer in some finite set). Depending on how utility is measured, the loss in accuracy by discretizing may be acceptable.
2. Then find an algorithm $\mathcal{M}'$ that runs on a finite computer and approximates the output distribution of the discretized version of $\mathcal{M}$ to within “small” statistical distance. Notice that $\mathcal{M}'$ is only guaranteed to satisfy approximate differential privacy and may not satisfy pure differentially privacy. (This step may requires a non-trivial amount of work. For one example, see Theorem 6.5.)
3. Finally, provided that the statistical distance of the previous step is small enough, by mixing $\mathcal{M}'$ with uniformly random output (from the discretized and finite output space), the resulting algorithm satisfies pure differential privacy.

We will use this framework several times in designing our algorithms. Here we start by formalizing Step 3. That is, for algorithms whose output distribution is close in total variation distance to that of a pure differentially private algorithm, we construct an algorithm satisfying pure differentially privacy by mixing it with random output inspired by similar techniques in [18, 5].

**Algorithm 1** $\mathcal{M}_{\mathcal{M}', D, \gamma}(D)$ for $D \in \mathcal{X}^n$ where $\mathcal{R}$ is discrete and finite, an algorithm $\mathcal{M}' : \mathcal{X}^n \rightarrow \mathcal{R}$, a distribution $\mathcal{D}$ over $\mathcal{R}$ and $\gamma \in \mathbb{N}^{-1}$

1. With probability $1 - \gamma$ release $\mathcal{M}'(D)$.
2. Otherwise release an element sampled from the distribution $\mathcal{D}$.

**Lemma 3.1.** Suppose that there is an $(\varepsilon,0)$-differentially private algorithm $\mathcal{M} : \mathcal{X}^n \rightarrow \mathcal{R}$ such that $\Delta (\mathcal{M}(D), \mathcal{M}'(D)) \leq \delta$ for all input datasets $D \in \mathcal{X}^n$ with parameter $\delta \in [0,1)$. Then the algorithm $\mathcal{M}_{\mathcal{M}', D, \gamma} : \mathcal{X}^n \rightarrow \mathcal{R}$ has the following properties:

- $(\varepsilon,0)$-differential privacy whenever

$$
\delta \leq \varepsilon \frac{\gamma}{\varepsilon^2 + 1} \cdot \min_{r \in \mathcal{R}} \left\{ \Pr_{\mathcal{Z} \sim \mathcal{D}} [Z = r] \right\}
$$

(1)
Running time $O(\log(1/\gamma)) + \text{Time}(\mathcal{M}') + \text{Time}(\mathcal{D})$ where $\text{Time}(\mathcal{D})$ is the time to sample from the distribution $\mathcal{D}$.

By taking $\gamma$ and $\delta$ small enough and satisfying (1), the algorithm $\mathcal{M}_{\mathcal{M}',\mathcal{D},\gamma}$ satisfies pure differential privacy and has nearly the same utility as $\mathcal{M}$ (due to having a statistical distance at most $\gamma + \delta$ from $\mathcal{M}$) while allowing for a possibly more efficient implementation since we only need to approximately sample from the output distribution of $\mathcal{M}$.

To maximize the minimum in (1), one can take $\mathcal{D} \sim \text{Unif}(\mathcal{R})$. However, it may be the case that sampling this distribution exactly is inefficient and we are willing to trade needing a smaller $\delta$ to maintain pure differential privacy for a faster sampling algorithm.

4 Counting Queries

Before discussing algorithms for privately releasing histograms, we show how to privately answer a single counting query using only integers of bounded length. While there exist known algorithms for this problem [10, 21], our algorithms have additional properties that will be used to construct histogram algorithms in later sections. In general, counting queries have as input the dataset $D \in \mathcal{X}^n$ and the bin $x$ to query. However, we will take the true count, $c_D(x)$, as the input to our counting query algorithms. When constructing histogram algorithms in later sections, this will allow us to improve the running time as we will only need to iterate through the dataset once to determine all true counts prior to answering any counting query. In addition, we would like to keep track of the randomness used by our algorithms so we write that as an explicit second input. As a result, we have the following definitions:

- **Definition 4.1.** Let $n, d \in \mathbb{N}_+$. We say an algorithm $\mathcal{M} : [n] \times [d]_+ \to [n]$ is $(\varepsilon, \delta)$-differentially private for counting queries if the algorithm $\mathcal{M} : \{0, 1\}^n \to [n]$ defined as $\mathcal{M}(D) = \mathcal{M}(\sum_{i=1}^n D_i, U)$ where $U \sim \text{Unif}([d]_+)$ is $(\varepsilon, \delta)$-differentially private.

- **Definition 4.2.** Let $n, d \in \mathbb{N}_+$. We say $\mathcal{M} : [n] \times [d]_+ \to [n]$ has $(\alpha, \beta)$-accuracy if for all $c \in [n]$, $\Pr[|\mathcal{M}(c, U) - c| \leq \alpha] \geq 1 - \beta$ where $U \sim \text{Unif}([d]_+)$.\[
\]

- **Definition 4.3.** Let $n, d \in \mathbb{N}_+$ and $\mathcal{M} : [n] \times [d]_+ \to [n]$ be deterministic. Let the scaled cumulative distribution function of $\mathcal{M}$ at 0 denoted $F_\mathcal{M}$ be the function $F_\mathcal{M} : [n] \to [d]_+$ defined as $F_\mathcal{M}(z) = d \cdot F_{\mathcal{M}(0,U)}(z)$ where $U \sim \text{Unif}([d]_+)$ for all $z \in [n]$.

4.1 The Geometric Mechanism

As shown by Dwork, McSherry, Nissim and Smith [11], we can privately release a counting query by adding appropriately scaled Laplace noise to the count. Because our algorithm’s outputs are counts, we do not need to use continuous noise and instead use a discrete analogue, as in [10, 14].

We say an integer-valued random variable $Z$ follows a two-sided geometric distribution with scale parameter $s$ centered at $c \in \mathbb{Z}$ (denoted $Z \sim c + \text{Geo}(s)$) if its probability mass function $f_Z(z)$ is proportional to $e^{-|z-c|/s}$. It can be verified that $f_Z$ and its cumulative distribution function $F_Z$ are

$$f_Z(z) = \left(\frac{e^{1/s} - 1}{e^{1/s} + 1}\right) \cdot e^{-|z-c|/s}$$

$$F_Z(z) = \begin{cases} e^{1/s} \cdot e^{-|z-c|/s} & \text{if } z \leq c \\ \frac{1}{e^{1/s} + 1} \cdot e^{-|z-c|/s} & \text{otherwise} \end{cases}$$

for all $z \in \mathbb{Z}$. When $c$ is not specified, it is assumed to be 0.
Now, we state the counting query algorithm using discrete noise, formally studied in [14]. We will not keep track of the randomness used by this algorithm, but to match our syntax for counting query algorithms we use a dummy parameter.

Algorithm 2 GeometricMechanism\(_{n,\varepsilon}(c, 1)\) for \(c \in [n]\) where \(n \in \mathbb{N}_+\) and \(\varepsilon > 0\)

1. Return \(\tilde{c}\) set to \(c + \text{Geo}(2/\varepsilon)\) clamped to the interval \([0, n]\), i.e.

\[
\tilde{c} = \begin{cases} 
0 & \text{if } Z \leq 0 \\
 n & \text{if } Z \geq n \\
 Z & \text{otherwise}
\end{cases}
\]

\[\text{FastSample}_{n,\varepsilon}\]

\[\text{GeoSample}_{n,\varepsilon}\]

\[\text{GeometricMechanism}_{n,\varepsilon}\]

\[\text{GeoSample}_{n,\varepsilon}\]

\[\text{FastSample}_{n,\varepsilon}\]

4.2 Approximating Geometric Noise to Release Counting Queries Faster

Notice that \(\text{GeoSample}_{n,\varepsilon}\) has running time at least linear in \(n\). This is due to evaluating a (scaled) cumulative distribution function operating on integers with bit length \(O(n)\). We can improve the running time by approximately sampling from a two-sided geometric distribution. Small tail probabilities are dropped to reduce the number of required bits to represent probabilities to logarithmic in \(n\). And then to recover pure differential privacy, following Lemma 3.1, we mix with uniformly random output.

\[\text{Theorem 4.4.}\] Let \(n \in \mathbb{N}_+\) and \(\varepsilon > 0\). Then GeometricMechanism\(_{n,\varepsilon}\) is \((\varepsilon/2, 0)\)-differentially private for counting queries [14]. GeometricMechanism\(_{n,\varepsilon}\) has \((a, \beta)\)-accuracy for \(\beta \in (0, 1)\) and \(a = \lceil (2/\varepsilon) \cdot \ln(1/\beta) \rceil\).

As presented above, this algorithm needs to store integers of unbounded size since \(\text{Geo}(2/\varepsilon)\) is unbounded in magnitude. As noted in [14], by restricting the generated noise to a fixed range we can avoid this problem. However, even when the generated noise is restricted to a fixed range we can avoid this problem. However, even when the generated noise is restricted to a fixed range, generating this noise via inverse transform sampling may require infinite precision. By appropriately choosing \(\varepsilon\), the probabilities of this noise’s cumulative distribution function can be represented with finite precision, and therefore generating this noise via inverse transform sampling only requires finite precision.

\[\text{Theorem 4.5.}\] Let \(n \in \mathbb{N}_+, \varepsilon \in \mathbb{N}^{-1}\) and \(\tilde{\varepsilon} = 2 \cdot \ln \left(1 + 2^{-\lceil \log(2/\varepsilon) \rceil}\right) \in (4/9 \cdot \varepsilon, \varepsilon]\). Then there is a deterministic algorithm \(\text{GeoSample}_{n,\varepsilon}: [n] \times [d]_+ \to [n]\) where \(\log d = O(n \cdot \log(1/\varepsilon))\) with the following properties:

\[\text{GeoSample}_{n,\varepsilon}(c, U) \sim \text{GeometricMechanism}_{n,\varepsilon}(c, 1)\] where \(U \sim \text{Unif}([d]_+)\) for all \(c \in [n]\).

Thus, \(\text{GeoSample}_{n,\varepsilon}\) is \((\tilde{\varepsilon}/2, 0)\)-differentially private for counting queries and has \((a, \beta)\)-accuracy for \(\beta \in (0, 1)\) and \(a = \lceil (2/\tilde{\varepsilon}) \cdot \ln(1/\beta) \rceil\).

\[\text{GeoSample}_{n,\varepsilon}\] has running time \(\tilde{O}(n \cdot \log(1/\varepsilon))\).

For all \(z \in [n]\), \(\text{F}_{\text{GeoSample}_{n,\varepsilon}}(z)\) can be computed in time \(\tilde{O}(n \cdot \log(1/\varepsilon))\).

4.2 Approximating Geometric Noise to Release Counting Queries Faster

We will not keep track of the randomness used by this algorithm, but to match our syntax for counting query algorithms we use a dummy parameter.
For all \( z \in [n] \), \( F_{\text{FastSample}_{a,\beta}}(z) \) can be computed in time \( \tilde{O}(1/\varepsilon) \cdot \log(n/\gamma)) \).

### 5 Generalization of the Laplace Mechanism

As shown by Dwork, McSherry, Nissim and Smith [11], we can privately release a histogram by adding independent and appropriately scaled Laplace noise to each bin. Below we state a generalization guaranteeing privacy provided the counting query algorithm used is private and the released counts are independent.

**Algorithm 3 BasicHistogram \(_{M,A}(D)\)** for \( D \in \mathcal{X}^n \), \( M : [n] \times [d]_+ \rightarrow [n] \) and \( A \subseteq \mathcal{X} \)

1. Compute \( c_x(D) \) for all \( x \in A \).
2. For each \( x \in A \), do the following:
   a. Sample \( u_x \) uniformly at random from \([d]_+\).
   b. Let \( \tilde{c}_x = M(c_x(D), u_x) \).
   c. Release \((x, \tilde{c}_x)\).

The output of this algorithm is a collection of bins \((x, \tilde{c}_x)\) representing a partial vector.

**Theorem 5.1.** Let \( A \subseteq \mathcal{X} \) and \( M : [n] \times [d]_+ \rightarrow [n] \) be \((\varepsilon/2, 0)\)-differentially private for counting queries and have \((a, \beta)\)-accuracy. Then BasicHistogram \(_{M,A} : \mathcal{X}^n \rightarrow \mathbb{N}^A\) has the following properties:

- **BasicHistogram \(_{M,A}\)** is \((\varepsilon, 0)\)-differentially private.
- For all \( D \in \mathcal{X}^n \), we have
  \[
  \forall x \in A \quad \Pr[|\text{BasicHistogram}_{M,A}(D)_x - c_x(D)| \leq a] \geq 1 - \beta
  \]
  In particular, BasicHistogram \(_{M,X}\) has \((a, \beta)\)-per-query accuracy.
- For all \( D \in \mathcal{X}^n \), we have
  \[
  \Pr[\forall x \in A \quad |\text{BasicHistogram}_{M,A}(D)_x - c_x(D)| \leq a] \geq 1 - |A| \cdot \beta
  \]
  In particular, BasicHistogram \(_{M,X}\) has \((a, |\mathcal{X}| \cdot \beta)\)-simultaneous accuracy.
- **Running time** \( O(n \log n \cdot \log |\mathcal{X}| + |A| \cdot (\log n \cdot \log |\mathcal{X}| + \log d + \text{Time}(M))) \).

It is important to note that the privacy guarantee only holds when \( A \) is fixed and does not depend on the dataset \( D \). The choice of parameterizing by \( A \) will be convenient in defining more complex histogram algorithms later.

<table>
<thead>
<tr>
<th>( M )</th>
<th>Running Time</th>
<th>((a, \beta))-Per-Query</th>
<th>((a, \beta))-Simul.</th>
</tr>
</thead>
<tbody>
<tr>
<td>GeometricMechanism</td>
<td>n/a</td>
<td>( [\frac{2}{\varepsilon} \ln \frac{1}{\beta}] )</td>
<td>( [\frac{2}{\varepsilon} \ln \frac{</td>
</tr>
<tr>
<td>GeoSample</td>
<td>( \tilde{O}(</td>
<td>\mathcal{X}</td>
<td>\cdot n \cdot \log(1/\varepsilon)) )</td>
</tr>
<tr>
<td>FastSample</td>
<td>( \tilde{O} \left( (</td>
<td>\mathcal{X}</td>
<td>/\varepsilon) \cdot \log^2 n \right) + \tilde{O}(n) \cdot \log</td>
</tr>
</tbody>
</table>

**Figure 1** The running time and errors of BasicHistogram \(_{M,X}\) for the counting query algorithms of Section 4. Values shown are for \((\varepsilon, 0)\)-differentially private release. For FastSample, we take \( \gamma = \beta/(2|\mathcal{X}|) \) and assume \( \beta \geq 1/n \tilde{O}(\varepsilon) \).
By taking $\mathcal{M} = \text{GeometricMechanism}$, $\text{BasicHistogram}_{\mathcal{M},X}$ is identically distributed to the Truncated Geometric Mechanism of Ghosh, Roughgarden and Sundararajan [14] which achieves per-query and simultaneous accuracy with error up to constant factors matching known lower bounds for releasing a private histogram [17, 2].

6 Improving the Running Time

In this section, we present an algorithm whose running time depends only poly-logarithmically on the universe size while maintaining pure differential privacy based on the observation that most counts are 0 when $n \ll |X|$; this is the same observation made by Cormode, Procopiuc, Srivastava and Tran [9] to release private histograms that are sparse in expectation.

6.1 Sparse Histograms

We start by reducing the output length of $\text{BasicHistogram}_{\mathcal{M},X}$ to release only the bins with the heaviest (or largest) counts (interpreted as a partial vector).

Algorithm 4 \text{KeepHeavy}_{\mathcal{M}}(D)$ for $D \in X^n$ where $\mathcal{M} : [n] \times [d]_+ \rightarrow [n]$

1. Let $\{(x, \tilde{c}_x) : x \in X = \text{BasicHistogram}_{\mathcal{M},X}(D)\}$.
2. Let $x_1, \ldots, x_{n+1}$ be the elements of $X$ with the largest counts in sorted order, i.e.
   \[ \tilde{c}_{x_1} \geq \tilde{c}_{x_2} \geq \ldots \geq \tilde{c}_{x_{n+1}} \geq \max_{x \in X \setminus \{x_1, \ldots, x_{n+1}\}} \tilde{c}_x \]
3. Release $h = \{(x, \tilde{c}_x) : x \in X$ and $\tilde{c}_x > \tilde{c}_{x_{n+1}}\} \in \mathcal{H}_{n,n}(X)$.

Observe that the output length has been improved to $O(n \cdot (\log |X| + \log n))$ bits compared to the $O(|X| \cdot (\log |X| + \log n))$ bits needed to represent the outputs of $\text{BasicHistogram}_{\mathcal{M},X}$.

\begin{theorem}
Let $\mathcal{M} : [n] \times [d]_+ \rightarrow [n]$ be $(\varepsilon/2, 0)$-differentially private for counting queries such that $\text{BasicHistogram}_{\mathcal{M},X}$ has $(a_1, \beta)$-per-query accuracy and $(a_2, \beta)$-simultaneous accuracy with $a_1 \leq a_2$. Then $\text{KeepHeavy}_{\mathcal{M}} : X^n \rightarrow \mathcal{H}_{n,n}(X)$ has the following properties:
\begin{itemize}
  \item $(\varepsilon, 0)$-differential privacy.
  \item $(a_1, 2\beta)$-per-query accuracy on counts larger than $2a_2$.
  \item $(2a_2, \beta)$-simultaneous accuracy.
\end{itemize}
\end{theorem}

Unlike $\text{BasicHistogram}_{\mathcal{M},X}$, by taking $\mathcal{M} = \text{GeoSample}$, the algorithm $\text{KeepHeavy}_{\mathcal{M}}$ achieves $O(\log(1/\beta)/\varepsilon, \beta)$-per-query accuracy only on counts larger than $O(\log(|X|/\beta)/\varepsilon)$. This loss is necessary for any algorithm that outputs a sparse histogram by Theorem 1.5.

However, as described $\text{KeepHeavy}$ still requires adding noise to the count of every bin. The following algorithm $\text{KH} : X^n \rightarrow \mathcal{H}_{n,n}(X)$ simulates $\text{KeepHeavy}$ by generating a candidate set of heavy bins from which only the heaviest are released. This candidate set is constructed from all bins with nonzero true count and a sample representing the bins with a true count of 0 that have the heaviest noisy counts.
Algorithm 5 $\text{KH}'_{\mathcal{M}}(D)$ for $D \in \mathcal{X}^n$ where $\mathcal{M} : [n] \times [d]_+ \to [n]$ and $|\mathcal{X}| \geq 2n + 1^2$

1. Let $A = \{ x \in \mathcal{X} : c_x(D) > 0 \}$ and $m = |\mathcal{X} \setminus A|$.
2. Let $\{(x, \tilde{c}_x) : x \in A\} = \text{BasicHistogram}_{\mathcal{M},A}(D)$.
3. Pick a uniformly random sequence $(q_0, \ldots, q_n)$ of distinct elements from $\mathcal{X} \setminus A$.
4. Sample $(\tilde{c}_{q_0}, \ldots, \tilde{c}_{q_n})$ from the joint distribution of the order statistics $(Z_{(m)}, \ldots, Z_{(m-n)})$ where $Z_1, \ldots, Z_m$ are i.i.d. $\mathcal{M}(0,U)$ random variables with $U \sim \text{Unif}([d]_+)$.
5. Sort the elements of $A \cup \{q_0, \ldots, q_n\}$ as $x_1, \ldots, x_{|A|+n+1}$ such that $\tilde{c}_{x_1} \geq \ldots \geq \tilde{c}_{x_{|A|+n+1}}$.
6. Release $h = \{(x, \tilde{c}_x) : x \in \{x_1, \ldots, x_n\} \text{ and } \tilde{c}_x > \tilde{c}_{x_{n+1}}\} \in \mathcal{H}_{n,n}(\mathcal{X})$.3

$\triangleright$ Proposition 6.2. $\text{KH}'_{\mathcal{M}}(D)$ is identically distributed to $\text{KeepHeavy}_{\mathcal{M}}(D)$.

In order to sample from the order statistics used by $\text{KH}'_{\mathcal{M}}$ we construct an algorithm using inverse transform sampling similar to the counting query algorithms of Section 4.

$\triangleright$ Proposition 6.3. Let $n, d \in \mathbb{N}_+$ and $F : [n] \to [d]_+$ such that $F$ is non-decreasing and $F(n) = d$. Let $m \in \mathbb{N}_+$ such that $m \geq n + 1$. Let $Z_1, \ldots, Z_m$ be i.i.d. random variables over $[n]$ with cumulative distribution function $F(z)/d$ for all $z \in [n]$. Then the following algorithm $\text{OrdSample}_F(m)$ is identically distributed to the top $n+1$ order statistics $(Z_{(m)}, \ldots, Z_{(m-n)})$.

Also, $\text{OrdSample}_F(m)$ has running time $O(n \log n) \cdot (O(m \cdot \log d) + \text{Time}(F))$.

Algorithm 6 $\text{OrdSample}_F(m)$ for $m \in \mathbb{N}_+$ such that $m \geq n + 1$ where $F : [n] \to [d]_+$

1. Let $v_{-1} = n$.
2. For $i \in [n]$, do the following:
   a. Sample $u_i$ uniformly at random from $[F(v)^{m-i}]_+$.
   b. Using binary search find the smallest $z \in [v_{i-1}]$ such that $F(z)^{m-i} \geq u_i$. Call it $v_i$.
3. Return $(v_0, \ldots, v_n)$.

Now from $\text{KH}'$ we replace sampling from the joint distribution of the order statistics with the explicit sampling algorithm $\text{OrdSample}$ to get the following algorithm.

---

$^2$ $|\mathcal{X}| \geq 2n + 1$ ensures that $|\mathcal{X} \setminus A| \geq n + 1$. One can use $\text{BasicHistogram}_{\mathcal{M}}(D, \mathcal{M})$ when $|\mathcal{X}| \leq 2n$.

$^3$ If instead $\mathcal{M}$ had real-valued range this last step is equivalent to releasing the $n$ heaviest bins. However, in the discrete case, where ties can occur, from the set $A \cup \{x_1, \ldots, x_n\}$ we cannot determine all bins with a count tied for the $n$-th heaviest as there may be many other noisy counts tied with $\tilde{c}_{v_n}$. As a result, we only output the bins with a strictly heavier count than $\tilde{c}_{v_{n+1}}$. 
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Algorithm 7 \( KH''_{M, \beta_1}(D) \) for \( D \in \mathcal{X}^n, \mathcal{M} : [n] \times [d]_+ \rightarrow [n], \beta_1 \in \mathbb{N}^{-1} \) and \( |\mathcal{X}| \geq 4n \)

1. Construct a sequence \( Q \) of \((4n + 2)/\beta_1\) elements sampled uniformly at random from \( \mathcal{X} \).
   
   If \( Q \) has less than \( 2n + 1 \) distinct elements release an empty histogram and stop.\(^4\)
2. Let \( A = \{ x \in \mathcal{X} : c_x(D) > 0 \} \) and \( m = |\mathcal{X} \setminus A| \).
3. Let \( \{(x, \tilde{c}_x)\}_{x \in A} = \text{BasicHistogram}_{M, A}(D) \).
4. Let \( (q_0, \ldots, q_n) \) be the first \( n + 1 \) distinct elements of \( Q \) not in \( A \).
5. Let \( (\tilde{c}_{q_0}, \ldots, \tilde{c}_{q_n}) = \text{OrdSample}_{F_M}(m) \).
6. Sort the elements of \( A \cup \{q_0, \ldots, q_n\} \) as \( x_1, \ldots, x_{|A|+n+1} \) such that \( \tilde{c}_{x_1} \geq \ldots \geq \tilde{c}_{x_{|A|+n+1}} \).
7. Release \( h = \{(x, \tilde{c}_x) : x \in \{x_1, \ldots, x_n\} \text{ and } \tilde{c}_x > \tilde{c}_{x_{n+1}} \} \in \mathcal{H}_{n,n}(\mathcal{X}) \).

\(^4\) Along with step 4, this process allows us to generate \( n + 1 \) distinct elements of \( \mathcal{X} \setminus A \) with running time that has a nearly linear dependence on \( n \) whenever \( \beta_1 \geq 1/\log^{O(1)} n \) at the cost of an additive increase in failure probability. However, if we are willing to accept a nearly quadratic dependence on \( n \), we can always sample the distinct elements instead of just with high probability.

\[ \Delta(KH''_{M, \beta_1}(D), \text{BasicHistogram}_{M, \beta_1}(D)) \leq \delta \text{ for all } D \in \mathcal{X}^n. \]

\[ \text{SparseHistogram}_{M, \beta_1, \delta} \text{ is } (\varepsilon, (\varepsilon + 1) \cdot \delta) \text{-differentially private}. \]

\[ \text{Moreover, for } \beta_1 \geq 1/\log^{O(1)} n \text{ the running time of } \text{SparseHistogram}_{M, \beta_1, \delta} \text{ is} \]

\[ \tilde{O}(n) \cdot |\mathcal{X}| \cdot \tilde{O}(\log d + \log(1/\delta) + \log |\mathcal{X}|) + O(n \log n) \cdot (\text{Time}(M) + \text{Time}(F_M)) \]

\[ \tilde{O}(n) = O(n) \cdot \tilde{O}(\log d + \log(1/\delta) + \log |\mathcal{X}|) + O(n \log n) \cdot (\text{Time}(M) + \text{Time}(F_M)) \]

\[ \tilde{O}(n) \cdot |\mathcal{X}| \cdot \tilde{O}(\log d + \log(1/\delta) + \log |\mathcal{X}|) + O(n \log n) \cdot (\text{Time}(M) + \text{Time}(F_M)) \]

\[ \tilde{O}(n) = O(n) \cdot \tilde{O}(\log d + \log(1/\delta) + \log |\mathcal{X}|) + O(n \log n) \cdot (\text{Time}(M) + \text{Time}(F_M)) \]

\[ \tilde{O}(n) = O(n) \cdot \tilde{O}(\log d + \log(1/\delta) + \log |\mathcal{X}|) + O(n \log n) \cdot (\text{Time}(M) + \text{Time}(F_M)) \]

\[ \tilde{O}(n) = O(n) \cdot \tilde{O}(\log d + \log(1/\delta) + \log |\mathcal{X}|) + O(n \log n) \cdot (\text{Time}(M) + \text{Time}(F_M)) \]

\[ \tilde{O}(n) = O(n) \cdot \tilde{O}(\log d + \log(1/\delta) + \log |\mathcal{X}|) + O(n \log n) \cdot (\text{Time}(M) + \text{Time}(F_M)) \]

\[ \tilde{O}(n) = O(n) \cdot \tilde{O}(\log d + \log(1/\delta) + \log |\mathcal{X}|) + O(n \log n) \cdot (\text{Time}(M) + \text{Time}(F_M)) \]

\[ \tilde{O}(n) = O(n) \cdot \tilde{O}(\log d + \log(1/\delta) + \log |\mathcal{X}|) + O(n \log n) \cdot (\text{Time}(M) + \text{Time}(F_M)) \]

\[ \tilde{O}(n) = O(n) \cdot \tilde{O}(\log d + \log(1/\delta) + \log |\mathcal{X}|) + O(n \log n) \cdot (\text{Time}(M) + \text{Time}(F_M)) \]

\[ \tilde{O}(n) = O(n) \cdot \tilde{O}(\log d + \log(1/\delta) + \log |\mathcal{X}|) + O(n \log n) \cdot (\text{Time}(M) + \text{Time}(F_M)) \]

\[ \tilde{O}(n) = O(n) \cdot \tilde{O}(\log d + \log(1/\delta) + \log |\mathcal{X}|) + O(n \log n) \cdot (\text{Time}(M) + \text{Time}(F_M)) \]

\[ \tilde{O}(n) = O(n) \cdot \tilde{O}(\log d + \log(1/\delta) + \log |\mathcal{X}|) + O(n \log n) \cdot (\text{Time}(M) + \text{Time}(F_M)) \]

\[ \tilde{O}(n) = O(n) \cdot \tilde{O}(\log d + \log(1/\delta) + \log |\mathcal{X}|) + O(n \log n) \cdot (\text{Time}(M) + \text{Time}(F_M)) \]
the numbers it uses do not exceed some maximum $s$ with bit length polynomial in $n$ and $\log|X|$. We achieve this by approximating $s \cdot (a/b)^t$ using repeated squaring and truncating each intermediate result to keep its bit length manageable. This process results in sampling the order statistics to within a statistical distance of $\delta$.

Now, we convert $\text{SparseHistogram}_{M,\beta_1,\delta}$ to a pure differentially private algorithm by mixing it with random output following Lemma 3.1.

Algorithm 8 $\text{PureSparseHistogram}_{M,\varepsilon,\beta_1,\beta_2}(D)$ for $D \in \mathcal{X}^n$ where $M : [n] \times [d]_+ \rightarrow [n]$, $\varepsilon, \beta_1, \beta_2 \in \mathbb{N}^{-1}$ and $|X| \geq 4n$.

1. With probability $1 - \beta_2$ release $\text{SparseHistogram}_{M,\beta_1,\delta}(D)$ with

$$\delta = \frac{\varepsilon}{3} \cdot \beta_2 \cdot \left(\frac{1}{6 \cdot |X|}\right)^n$$

2. Otherwise
   a. Draw $(x_1, \ldots, x_n)$ uniformly at random from $X$.
   b. Let $Q$ be the set of distinct elements from $(x_1, \ldots, x_n)$.
   c. For each $q \in Q$, sample $\tilde{c}_q$ uniformly at random from $[n]$.
   d. Release $h = \{(q, \tilde{c}_q) : q \in Q \text{ and } \tilde{c}_q > 0\} \in \mathcal{H}_{n,n}(X)$.

Theorem 6.6. Let $\varepsilon, \beta_1, \beta_2 \in \mathbb{N}^{-1}$ and deterministic $M : [n] \times [d]_+ \rightarrow [n]$ be $(\varepsilon/2, 0)$-differentially private for counting queries such that $\text{BasicHistogram}_{M,X}$ has $(a_1, \beta_3)$-per-query accuracy and $(a_2, \beta_3)$-simultaneous accuracy with $a_1 \leq a_2$.

Then $\text{PureSparseHistogram}_{M,\varepsilon,\beta_1,\beta_2} : \mathcal{X}^n \rightarrow \mathcal{H}_{n,n}(X)$ has the following properties:

- $(\varepsilon, 0)$-differential privacy.
- $(a_1, \beta_1 + 2\beta_2 + 2\beta_3)$-per-query accuracy on counts larger than $2a_2$.
- $(2a_2, \beta_1 + 2\beta_2 + \beta_3)$-simultaneous accuracy.
- For $\beta_1 \geq 1/\log^2(1)\ n$ and $\beta_2 \geq 1/O(2^n)$, the running time is

$$O(n^2 \cdot \log^2 |X| + n \cdot \log(d/\varepsilon) \cdot \log |X|) + O(n \log n) \cdot (\text{Time}(M) + \text{Time}(F_M))$$

\[\begin{array}{cccc}
\mathcal{M} & \text{Running Time} & (a, \beta)\text{-Per-Query on } c_x(D) > t & (a, \beta)\text{-Simultaneous} \\
\hline
\text{GeoSample} & \tilde{O} \left(n^2 \cdot \log^2 |X|\right) & 2 \cdot \left[\frac{\alpha}{\beta} \ln \frac{4 |X|}{\delta}\right] & 2 \cdot \left[\frac{\alpha}{\beta} \ln \frac{2 |X|}{\delta}\right] \\
\text{FastSample} & \tilde{O} \left(n^2 \cdot \log^2 |X|\right) & 2 \cdot \left[\frac{\alpha}{\beta} \ln \frac{8 |X|}{\delta}\right] & 2 \cdot \left[\frac{\alpha}{\beta} \ln \frac{4 |X|}{\delta}\right]
\end{array}\]

Figure 2 The running time and errors of $\text{SparseHistogram}_{M,\varepsilon,\beta_1,\beta_2}(D)$ for the counting query algorithms of Section 4. For per-query accuracy, the first value is the error $a$ and the second value is the threshold $t$. Values shown are for a $(\varepsilon, 0)$-differentially private release. We assume $\varepsilon \geq 1/O(n)$ and $\beta \geq 1/\log^2(1)\ n$. For $\text{FastSample}$, we take $\gamma = \beta/(4|X|)$.

7 Better Per-Query Accuracy via Compact, Non-Sparse Representations

In this section, we present a histogram algorithm whose running time is poly-logarithmic in $|X|$, but, unlike Algorithm 8, is able to achieve $(O(\log(1/\beta)/\varepsilon), \beta)$-per query accuracy. It
will output a histogram from a properly chosen family of succinctly representable histograms. This family necessarily contains histograms that have many nonzero counts to avoid the lower bound of Theorem 1.5.

### 7.1 The Family of Histograms

We start by defining this family of histograms.

- **Lemma 7.1.** Let \( \mathcal{M}_0 : [d_0]_+ \to [n] \), \( d_0 = 2^{2^\ell} \) for some \( \ell \in \mathbb{N} \), \( d_0 \geq |\mathcal{X}| \) and \( U \sim \text{Unif}([d_0]_+) \). There exists a multiset of histograms \( \mathcal{G}_{\mathcal{M}_0}(\mathcal{X}) \) satisfying:
  1. Let \( g \sim \text{Unif}(\mathcal{G}_{\mathcal{M}_0}(\mathcal{X})) \). For all \( x \in \mathcal{X} \), the marginal distribution \( g_x \) is distributed according to \( \mathcal{M}_0(U) \).
  2. Let \( g \sim \text{Unif}(\mathcal{G}_{\mathcal{M}_0}(\mathcal{X})) \). For all \( B \subseteq \mathcal{X} \) such that \( |B| \leq n + 1 \) and for all \( c \in [n]^B \)
    \[
    \Pr[\forall x \in B \ g_x = c_x] = \prod_{x \in B} \Pr[g_x = c_x]
    \]

- For all \( g \in \mathcal{G}_{\mathcal{M}_0}(\mathcal{X}) \), the histogram \( g \) can be represented by a string of length \( O(n \cdot \log d_0) \) and given this representation for all \( x \in \mathcal{X} \) the count \( g_x \) can be evaluated in time \( O(n \cdot \log d_0) + \text{Time}(\mathcal{M}_0) \).
- For all \( A \subseteq \mathcal{X} \) such that \( |A| \leq n \) and \( c \in [n]^A \) sampling a histogram \( h \) uniformly at random from \( \{ g \in \mathcal{G}_{\mathcal{M}_0}(\mathcal{X}) : \forall x \in A \ g_x = c_x \} \) can be done in time \( O(n) \cdot \text{Time}(\mathcal{S}) + \tilde{O}(n \cdot \log^2 d_0) \) where \( \text{Time}(\mathcal{S}) \) is the maximum time over \( v \in [n] \) to sample from the distribution \( \mathcal{S}_v \sim \text{Unif}([u_0 \in [d_0]_+ : \mathcal{M}_0(u_0) = v]) \).

**Proof.** (Construction) Let \( \mathcal{G}'_{\mathcal{M}_0}(\mathcal{X}) \) be the set of all degree at most \( n \) polynomials over the finite field \( \mathbb{F}_{d_0} \). Now, \( \mathcal{G}'_{\mathcal{M}_0}(\mathcal{X}) \) is a \((n + 1)\)-wise independent hash family mapping \( \mathbb{F}_{d_0} \) to \( \mathbb{F}_{d_0} \). And given any function \( p_g \in \mathcal{G}'_{\mathcal{M}_0}(\mathcal{X}) \) we construct a histogram \( g \in \mathcal{G}_{\mathcal{M}_0}(\mathcal{X}) \) by using \( p_g(x) \) as the randomness for \( \mathcal{M}_0 \). More specifically, let \( T : \mathbb{F}_{d_0} \to [d_0]_+ \) be a bijection and for all \( x \in \mathcal{X} \), define \( g_x = \mathcal{M}_0(T(p_g(x))) \).

### 7.2 The Algorithm

We can think of taking \( d_0 = d \) and \( \mathcal{M}_0(u) = \mathcal{M}(0, u) \) for all \( u \in [d]_+ \), but for technical reasons (e.g. requiring \( d_0 \geq |\mathcal{X}| \)), we will allow \( \mathcal{M}_0(u) \) to approximate \( \mathcal{M}(0, u) \). In this way, a histogram picked uniformly at random from the family \( \mathcal{G}_{\mathcal{M}_0}(\mathcal{X}) \) will have the desired marginal distributions for all empty bins.

Thus, for our algorithm to have the correct marginal distributions over all bins we first compute the noisy counts for the nonzero bins and then randomly pick a histogram from our family that is consistent with these computed counts.

**Algorithm 9 CompactHistogram\(_{\mathcal{M}, \mathcal{M}_0}(D)\)** for \( D \in \mathcal{X}^n \) where \( \mathcal{M} : [n] \times [d]_+ \to [n] \) and \( \mathcal{M}_0 : [d_0]_+ \to [n] \) such that \( d_0 = 2^{2^\ell} \) for some \( \ell \in \mathbb{N} \) and \( d_0 \geq |\mathcal{X}| \)

1. Let \( A = \{ x \in \mathcal{X} : c_x(D) > 0 \} \).
2. Let \( \{(x, \tilde{c}_x)\}_{x \in A} = \text{BasicHistogram}_{\mathcal{M}, \mathcal{M}_0}(D) \).
3. Release \( h \) drawn uniformly at random from \( \{ g \in \mathcal{G}_{\mathcal{M}_0}(\mathcal{X}) : \forall x \in A \ g_x = \tilde{c}_x \} \).
\textbf{Theorem 7.2.} Let deterministic $\mathcal{M} : [n] \times [d]_+ \to [n]$ be $(\varepsilon_1/2, 0)$-differentially private for counting queries and have $(a, \beta)$-accuracy. Let deterministic $\mathcal{M}_0 : [d_0]_+ \to [n]$ such that $d_0 = 2^{2^\ell} \cdot \varepsilon_2$ for some $\ell \in \mathbb{N}$ and $d_0 \geq |X|$. Assume $\Pr[\mathcal{M}_0(U_0) \leq a] \geq 1 - \beta$ and for all $c \in [n]$
\[ e^{-\varepsilon_2} \cdot \Pr[\mathcal{M}_0(U_0) = c] \leq \Pr[\mathcal{M}(0, U) = c] \leq e^{\varepsilon_2} \cdot \Pr[\mathcal{M}_0(U_0) = c] \]
where $U \sim \text{Unif}([d_0]_+)$ and $U_0 \sim \text{Unif}([d_0]_+)$. Then $\text{CompactHistogram}_{\mathcal{M}, \mathcal{M}_0}(D)$ has the following properties:
- $(\varepsilon_1 + \varepsilon_2 + \varepsilon_3, 0)$-differential privacy.
- $(a, \beta)$-per-query accuracy.
- $(a, |X| \cdot \beta)$-simultaneous accuracy.
- Running time $\tilde{O}(n \cdot \log d + n \cdot \text{Time}(\mathcal{M}) + n \cdot \text{Time}(\mathcal{S}) + n \cdot \log^2 d_0)$ where $\text{Time}(\mathcal{S})$ is the maximum time over $v \in [n]$ to sample from the distribution $\mathcal{S}_v \sim \text{Unif}([u_0 \in [d_0]_+ : \mathcal{M}_0(u_0) = v])$.
- Given its output $h$, the count $h_x$ can be evaluated in time $O(n) \cdot \tilde{O}(\log d_0) + \text{Time}(\mathcal{M}_0)$ for all $x \in X$.

As discussed above, a natural choice for $\mathcal{M}_0$ is to take $d_0 = d$ and $\mathcal{M}_0(u) = \mathcal{M}(0, u)$ for all $u \in [d]_+$. Although $d$ does not does satisfy the required constraints for the counting algorithms of Section 4, as we show in the full version of the paper [1], we can construct $\mathcal{M}_0$ for our counting query algorithms at only a constant loss in privacy.

\textbf{Corollary 7.3.} Let $\varepsilon \in \mathbb{N}^{-1}$, $\beta \in \mathbb{N}^{-1}$ such that $\beta \geq 1/nO(1)$ and $\mathcal{M} = \text{FastSample}_{n, \varepsilon', \gamma}$ where $\varepsilon' = 1/|10/9\varepsilon|$ and $\gamma = \beta/(2|X|)$. Then there exists $\mathcal{M}_0 : [d_0]_+ \to [n]$ where $\log d_0 = \tilde{O}(1/\varepsilon) \cdot (\log n + \log |X|)$ such that $\text{CompactHistogram}_{\mathcal{M}, \mathcal{M}_0}$ has the following properties:
- $(\varepsilon, 0)$-differential privacy.
- $(a, \beta)$-per-query accuracy for $a = [(5/\varepsilon) \cdot \ln(2/\beta)]$.
- $(a, \beta)$-simultaneous accuracy for $a = [(5/\varepsilon) \cdot \ln(2|X|/\beta)]$.
- Running time $O(n) \cdot \tilde{O}((1/\varepsilon^2) \cdot (\log^2 n + \log^2 |X|))$.
- Given its output, a count can be computed in time $O(n) \cdot \tilde{O}((1/\varepsilon) \cdot (\log n + \log |X|))$.
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Abstract

We study the problem of estimating finite sample confidence intervals of the mean of a normal population under the constraint of differential privacy. We consider both the known and unknown variance cases and construct differentially private algorithms to estimate confidence intervals. Crucially, our algorithms guarantee a finite sample coverage, as opposed to an asymptotic coverage. Unlike most previous differentially private algorithms, we do not require the domain of the samples to be bounded. We also prove lower bounds on the expected size of any differentially private confidence set showing that our the parameters are optimal up to polylogarithmic factors.

1 Overview

Differential privacy [7] is a strong and by now widely accepted definition of privacy for statistical analysis of datasets with sensitive information about individuals. While there is now a rich and flourishing body of research on differential privacy, extending well beyond theoretical computer science, the following three basic goals for research in the area have not been studied in combination with each other:

Differentially private statistical inference: The vast majority of work in differential privacy has studied how well one can approximate statistical properties of the dataset itself, i.e. empirical quantities, rather than inferring statistics of an underlying population from which a dataset is drawn. Since the latter is the ultimate goal of most data analysis, it should also be a more prominent object of study in the differential privacy literature.

Conservative statistical inference: An important purpose of statistical inference is to limit the chance that data analysts draw incorrect conclusions because their dataset may not accurately reflect the underlying population, for example due to the sample size being too small. For this reason, classical statistical inference also offers measures of statistical
significance such as p-values and confidence intervals. Constructing such measures for differentially private algorithms is more complex, as one must also take into account the additional noise that is introduced for the purpose of privacy protection. For this reason, we advocate that differentially private inference procedures should be conservative, and err on the side of underestimating statistical significance, even at small sample sizes and for all settings of other parameters.

Rigorous analysis of the inherent price of privacy: As has been done extensively in the differential privacy literature for empirical statistics, we should also investigate the fundamental “privacy–utility tradeoffs” for (conservative) differentially private statistical inference. This involves both designing and analyzing differentially private statistical inference procedures, as well as proving negative results about the performance that can be achieved, using the best non-private procedures as a benchmark.

In this paper, we pursue all of these goals, using as a case study the problem of constructing a confidence interval for the mean of normal data. The latter is one of the most basic problems in statistical inference, yet already turns out to be nontrivial to fully understand under the constraints of differential privacy. We expect that most of our modeling and methods will find analogues for other inferential problems (e.g. hypothesis testing, Bayesian credible intervals, non-normal data, and estimating statistics other than the mean).

2 Confidence Intervals for a Normal Mean

We begin by recalling the problem of constructing a \((1 - \alpha)\)-level confidence interval for a normal mean without privacy. Let \(X_1, \ldots, X_n\) be an independent and identically distributed (iid) random sample from a normal distribution with an unknown mean \(\mu\) and variance \(\sigma^2\). The goal is to design an estimator \(I\) that given \(X_1, \ldots, X_n\), outputs an interval \(I(X_1, \ldots, X_n) \subseteq \mathbb{R}\) such that

\[
P(I(X_1, \ldots, X_n) \ni \mu) \geq 1 - \alpha,
\]

for all \(\mu\) and \(\sigma\). Here \(1 - \alpha\) is called the coverage probability. Given a desired coverage probability, the goal is minimize the expected length of the interval, namely \(\mathbb{E}[|I(X_1, \ldots, X_n)|]\).

Known Variance. In the case that variance \(\sigma^2\) is known (so only \(\mu\) is unknown), the classic confidence interval for a normal mean is:

\[
I(X_1, \ldots, X_n) = \bar{X} \pm \frac{\sigma}{\sqrt{n}} \cdot z_{1 - \alpha/2},
\]

where \(\bar{X}\) is the sample mean and \(z_a\) represents the \(a^{th}\) quantile of a standard normal distribution.\(^1\) It is known that this interval has the smallest expected size among all \(1 - \alpha\) level confidence sets for a normal mean, see for example, [20]. In this case, the length of the confidence interval is fixed and equal to

\[
|I(X_1, \ldots, X_n)| = \frac{2\sigma z_{1 - \alpha/2}}{\sqrt{n}} = \Theta\left(\frac{\sigma \sqrt{\log(1/\alpha)}}{\sqrt{n}}\right).
\]

---

\(^1\) The proof that this is in fact a \((1 - \alpha)\)-confidence interval follows by observing that \(\sqrt{n} \cdot (\bar{X} - \mu)\) has a standard normal distribution, and \([-z_{1 - \alpha/2}, z_{1 - \alpha/2}]\) covers a \(1 - \alpha\) fraction of the mass of this distribution.
Unknown Variance. In the case that the variance $\sigma^2$ is unknown, the variance must be estimated from the data itself, and the classic confidence interval is:

$$I(X_1, \ldots, X_n) = \bar{X} \pm \frac{s}{\sqrt{n}} \cdot t_{n-1,1-\alpha/2},$$

where $s^2$ is the sample variance defined by

$$s^2 = \frac{1}{n-1} \sum_{i=1}^{n} (X_i - \bar{X})^2,$$

and $t_{n-1,a}$ is the $a^{th}$ quantile of a $t$-distribution with $n-1$ degrees of freedom (see the appendix for definitions). Now the length of the interval is a random variable with expectation

$$\mathbb{E}[|I(X_1, \ldots, X_n)|] = \frac{2\sigma}{\sqrt{n}} \cdot k_n \cdot t_{n-1,1-\alpha/2} = \Theta \left( \sigma \sqrt{\log(1/\alpha)}/n \right),$$

for an appropriate constant $k_n = 1 - O(1/n)$. (See [20].)

Relation to Hypothesis Tests. In general, including both cases above, a confidence interval for a population parameter also gives rise to hypothesis tests, which is often how the confidence intervals are used in applied statistics. For example, if our null hypothesis is that the mean $\mu$ is nonnegative, then we could reject the null hypothesis if the interval $I(X_1, \ldots, X_n)$ does not intersect the positive real line. The significance level of this hypothesis test is thus at least $1 - \alpha$. Minimizing the length of the confidence interval corresponds to being able to reject the alternate hypotheses that are closer to the null hypothesis; that is, when the confidence interval is of length at most $\beta$ and $\mu$ is distance greater than $\beta$ from the null hypothesis, then the test will reject with probability at least $1 - \alpha$.

### 3 Statistical Inference with Differential Privacy

The Laplace mechanism [7], one of the most basic differentially private algorithm, is used for estimating a function $f(x)$ of the dataset $x$, rather than the population from which $x$ is drawn, and much of the differential privacy literature is about estimating such empirical statistics. There are several important exceptions, the earliest being the work on differentially private PAC learning ([2, 18]), but still many basic statistical inference questions have not been addressed.

However, a natural approach for inference was already suggested in early works on differential privacy. In many cases, we know that population statistics are well-approximated by empirical statistics, and thus we can try to estimate these empirical statistics with differential privacy. For example, the population mean $\mu$ for a normal population is well-approximated by the sample mean $\bar{X}$, which we can estimate using the Laplace mechanism:

$$M(X_1, \ldots, X_n) = \bar{X} + Z,$$

where $Z \sim \text{Lap}(2B/\epsilon n)$.

On the positive side, observe that the noise being introduced for privacy vanishes linearly in $1/n$, whereas $\bar{X}$ converges to the population mean at a rate of $1/\sqrt{n}$, so asymptotically we obtain privacy “for free” compared to the (optimal) non-private estimator $\bar{X}$.

---

2 Again the proof follows by observing that $s \cdot (\bar{X} - \mu)$ follows a $t$ distribution, with no dependence on the unknown parameters.
However, this rough analysis hides some important issues. First, it is misleading to look only at the dependence on $n$. The other parameters, such as $\sigma$, $\epsilon$, and $B$ can be quite significant and should not be treated as constants. Indeed $\sigma/\sqrt{n} \gg B/\epsilon n$ only when $n \gg (B/\epsilon \sigma)^2$, which means that the asymptotics only kick in at a very large value of $n$. Thus it is important to determine whether the dependence on these parameters is necessary or can be improved. Second, the parameter $B$ is supposed to be a (worst-case) bound on the range of the data, which is incompatible with a modeling the population as following a normal distribution (which is supported on the entire real line). Thus, there have been several works seeking the best asymptotic approximations we can obtain for population statistics under differential privacy, such as [6, 22, 27, 26, 12, 4, 5, 1].

4 Conservative Statistical Inference with DP

The works discussed in the previous section focus on providing point estimates for population quantities, but as mentioned earlier, it is also important to be able to provide measures of statistical significance, to prevent analysts from drawing incorrect conclusions from the results. These measures of statistical significance need to take into account the uncertainty coming both from the sampling of the data and from the noise introduced for privacy. Ignoring the noise introduced for privacy can result in wildly incorrect results at finite sample sizes, as demonstrated empirically many times (e.g. [8, 14, 15]) and this can have severe consequences. For example, [9] found that naive use of differential privacy in calculating warfarin dosage would lead to unsafe levels of medication, but of course one should never use any sort of statistics for life-or-death decisions without some analysis of statistical significance.

Since calculating the exact statistical significance of differentially private computations seems difficult in general, we advocate conservative estimates of significance. That is, we require $P(I(X_1, \ldots, X_n) \ni \mu) \geq 1 - \alpha$, for all values of $n$, values of the population parameters, and values of the privacy parameter.

For sample sizes that are too small or privacy parameters that are too aggressive, we may achieve this property by allowing the algorithm to sometimes produce an extremely large confidence interval, but that is preferable to producing a small interval that does not actually contain the true parameter which may violate the desired coverage property. Note that what constitutes a sample size that is “too small” can depend on the unknown parameters of the population (e.g. the unknown variance $\sigma^2$) and their interplay with other parameters (such as the privacy parameter $\epsilon$).

Returning to our example of estimating a normal mean with known variance under differential privacy, if we use the Laplace Mechanism to approximate the empirical mean (as discussed above), we can obtain a conservative confidence interval for the population mean by increasing the length of classical, non-private confidence interval to account for the likely magnitude of the Laplace noise. More precisely, starting with the differentially private mechanism

$$M(X_1, \ldots, X_n) = \bar{X} + Z,$$

where $Z \sim \text{Lap}(2B/\epsilon n)$, the following is a $(1 - O(\alpha))$-level confidence interval for the population mean $\mu$:

$$I(X_1, \ldots, X_n) = M(X_1, \ldots, X_n) \pm \left( \frac{\sigma}{\sqrt{n}} \cdot z_{1-\alpha/2} + \frac{B}{\epsilon n} \cdot \log(1/\alpha) \right).$$

The point is that with probability $1 - O(\alpha)$, the Laplace noise $Z$ has magnitude at most $(B/\epsilon n) \cdot \log(1/\alpha)$, so increasing the interval by this amount will preserve coverage (up to an $O(\alpha)$ change in the probability). Again, the privacy guarantees of the Laplace mechanism
relies on the data points being guaranteed to lie in \([-B, B]\); otherwise, points need to be clamped to lie in the range, which can bias the empirical mean and compromise the coverage guarantee. Thus, to be safe, a user may choose a very large value of \(B\), but then this makes for a much larger (and less useful) interval, as the length of the interval grows linearly with \(B\). Thus, a natural research question (which we investigate) is whether such a choice and corresponding cost is necessary.

Conservative hypothesis testing with differential privacy, where we require that the significance level is at least \(1 - \alpha\), was advocated by [11]. Methods aimed at calculating the combined uncertainty due to sampling and privacy (for various differentially private algorithms) were given in [24, 28, 14, 16, 15, 11, 23, 25, 19], but generally the utility of these methods (e.g. the expected length of a confidence interval or power of a hypothesis test) is only evaluated empirically or the conservativeness only holds in a particular asymptotic regime. Rigorous, finite-sample analyses of conservative inference were given in [21] for confidence intervals on the coefficients from ordinary least-squares regression (which can be seen as a generalization of the problem we study to multivariate Gaussians) and in [3] for hypothesis testing of discrete distributions. However, neither paper provides matching lower bounds, and in particular, the algorithms of [21] only apply for bounded data (similar to the basic Laplace mechanism). In our work, we provide a comprehensive theoretical analysis of conservative differentially private confidence intervals for a normal mean, with both algorithms and lower bounds, without any bounded data assumption.

5 Our Results

As discussed above, in this paper we develop conservative differentially private estimators of confidence intervals for the mean \(\mu\) of a normal distribution with known and unknown variance \(\sigma^2\). Our algorithms are designed to be differentially private for all input datasets and they provide \((1 - \alpha)\)-level coverage whenever the data is generated from a normal distribution. Unlike the Laplace mechanism described above and many other differentially private algorithms, we do not make any assumptions on the boundedness of the data. Our pure DP (i.e. \((\epsilon, 0)\)-DP) algorithms assume that the mean \(\mu\) and variance \(\sigma^2\) lie in a bounded (but possibly very large) interval, and we show (using lower bounds) that such an assumption is necessary. Our approximate (i.e. \((\epsilon, \delta)\)) differentially private algorithms do not make any such assumptions, i.e. both the data and the parameters \((\mu, \sigma^2)\) can remain unbounded. We also show that the differentially private estimators that we construct have nearly optimal expected length, up to logarithmic factors. This is done by proving lower bounds on the length of differentially private confidence intervals. A key aspect of the confidence intervals that we construct is their conservativeness — the coverage guarantee holds in finite samples, as opposed to only holding asymptotically. We also show that as \(n \to \infty\), the length of our differentially private confidence intervals is at most \(1 + o(1)\) factor larger than length of their non-private counterparts.

Let \(X_1, \ldots, X_n\) be an independent and identically distributed (i.i.d) random sample from a normal distribution with an unknown mean \(\mu\) and variance \(\sigma^2\), where \(\mu \in (-R, R)\) and \(\sigma \in (\sigma_{\text{min}}, \sigma_{\text{max}})\). Our goal is to construct \((\epsilon, \delta)\)-differentially private \((1 - \alpha)\)-level confidence sets for \(\mu\) in both the known and the unknown variance case, i.e. we seek a set \(I = I(X_1, \ldots, X_n)\) such that

1. \(I(X_1, \ldots, X_n)\) is a \((1 - \alpha)\)-level confidence interval, and
2. \(I(x_1, \ldots, x_n)\) is \((\epsilon, \delta)\)-differentially private.
3. \(\mathbb{E}_{x_1, \ldots, x_n, I} [I(X_1, \ldots, X_n)]\) is as small as possible.
**Known Variance:** For the known variance case, we construct differentially private algorithms that output a fixed width \((1 - \alpha)\)-level confidence interval for any \(n\). Moreover, when \(n\) is large enough, the algorithm outputs a confidence interval of length \(\beta\) which is non-trivial in the sense that \(\beta \ll R\). Specifically, \(\beta\) is a maximum of two terms: The first term is \(O\left(\sigma \sqrt{\log(1/\alpha)/n}\right)\) which is the same as the length of the non-private confidence interval discussed in Section 2 up to constant factors. The second term is \(O(\sigma/(\epsilon n))\) up to polylogarithmic factors – it goes to 0 at the rate of \(O(1/n)\) which is faster than the rate at which the first term goes to 0. Thus for large \(n\) the increase in the length of the confidence interval due to privacy is mild. Note that, unlike the basic approach based on the Laplace mechanism discussed in Section 4, the length of the confidence interval has no dependence on the range of the data, or even the range \((-R, R)\) of the mean \(\mu\).

The sample complexity required for obtaining a non-trivial confidence interval is the minimum of two terms: \(O\left((1/\epsilon) \log(R/\alpha \sigma)\right)\) and \(O\left((1/\epsilon) \log(1/\alpha \delta)\right)\). The dependence of sample complexity on \(R/\sigma\) is only logarithmic. Thus one can choose a very large value of \(R\). Moreover, when \(\delta > 0\), we can set \(R = \infty\) and hence there is no dependence of the sample complexity on \(R\).

**Unknown Variance:** As in the known variance case, we construct \((\epsilon, \delta)\) differentially private algorithms that output an \((1 - \alpha)\) confidence interval of \(\mu\) for all \(n\). If \(n\) is large enough, the length of the confidence interval is a maximum of two terms, where the first term is same as the length of the non-private confidence interval and the second term goes to 0 at a faster rate.

As before, the dependence of sample complexity on \(R/\sigma_{\min}\) and \(\sigma_{\max}/\sigma_{\min}\) is logarithmic, as opposed to linear. Hence we can set these parameters to a large number. Moreover, when \(\delta > 0\), we can set \(R\) and \(\sigma_{\max}\) to be \(\infty\) and \(\sigma_{\min}\) to be 0. Thus when \(\delta > 0\), there are no assumptions on the boundedness of the parameters.

**Lower Bounds:** We also prove lower bounds on the length of any \((1 - \alpha)\)-level \((\epsilon, \delta)\)-differentially private confidence set of expected size \(\beta\). Our lower bounds show that one must pay \(\Omega\left(\sigma/(\epsilon n) \cdot \log(1/\alpha)\right)\) in the length of the confidence interval when \(R\) is very large. Our algorithms come quite close to this lower bound with an extra factor of \(\text{polylog}(n/\alpha)\). We also show that the sample complexity required by our algorithms is necessary to obtain a confidence interval that saves more than a factor of 2 over the trivial interval \((-R, R)\).

### 6 Directions for Future Work

The most immediate direction for future work is to close the (small) gaps between our upper and lower bounds. We came to the problem of constructing confidence intervals for a normal mean as part of an effort to bring differential privacy to practice in the sharing of social science research data through the design of the software tool PSI [10], as confidence intervals are a workhorse of data analysis in the social sciences. However, our algorithms are not optimized for practical performance, but rather for asymptotic analysis of the confidence interval length. Initial experiments indicate that alternative approaches (not just tuning of parameters) may be needed to reasonably sized confidence intervals (e.g., length at most twice that of the non-private length) handle modest sample sizes (e.g., in the 1000’s). Thus designing practical differentially private algorithms for confidence intervals remains an important open problem, whose solution could have wide applicability.
As mentioned earlier, we expect that much of the modelling and techniques we develop should also be applicable more widely. In particular, it would be natural to study the estimation of other population statistics, and families of distributions, such as other continuous random variables, Bernoulli random variables, and multivariate families. In particular, a natural generalization of the problem we consider is to construct confidence intervals for the parameters of a (possibly degenerate) multivariate Gaussian, which is closely related to the problem of ordinary least-squares regression (cf. [21]).

Finally, while we have advocated for conservative inference at finite sample size, to avoid spurious conclusions coming from the introduction of privacy, many practical, non-private inference methods rely on asymptotics also for measuring statistical significance. In particular, the standard confidence interval for a normal mean with unknown variance and its corresponding hypothesis test (see Section 2) is often applied on non-normal data, and heuristically justified using the Central Limit Theorem. (This is heuristic since the rate of convergence depends on the data distribution, which is unknown.) Is there a criterion to indicate what asymptotics are “safe”? In particular, can we formalize the idea of only using the “same” asymptotics that are used without privacy? [19] analyze their hypothesis tests using asymptotics that constrain the setting of the privacy parameter in terms of the sample size \( n \) (e.g. \( \epsilon \geq \Omega(1/\sqrt{n}) \)), but it’s not clear that this relationship is safe to assume in general.
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Abstract

We introduce a criterion, \textit{resilience}, which allows properties of a dataset (such as its mean or best low rank approximation) to be robustly computed, even in the presence of a large fraction of arbitrary additional data. Resilience is a weaker condition than most other properties considered so far in the literature, and yet enables robust estimation in a broader variety of settings. We provide new information-theoretic results on robust distribution learning, robust estimation of stochastic block models, and robust mean estimation under bounded $k$th moments. We also provide new algorithmic results on robust distribution learning, as well as robust mean estimation in $\ell_p$-norms. Among our proof techniques is a method for pruning a high-dimensional distribution with bounded 1st moments to a stable “core” with bounded 2nd moments, which may be of independent interest.
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1 Introduction

What are the fundamental properties that allow one to robustly learn from a dataset, even if some fraction of that dataset consists of arbitrarily corrupted data? While much work has been done in the setting of noisy data, or for restricted families of outliers, it is only recently that provable algorithms for learning in the presence of a large fraction of arbitrary (and potentially adversarial) data have been formulated in high-dimensional settings [14, 25, 5, 16, 24, 3]. In this work, we formulate a conceptually simple criterion that a dataset can satisfy—\textit{resilience}—which guarantees that properties such as the mean of that dataset can be estimated even if a large fraction of additional arbitrary data is inserted.

To illustrate our setting, consider the following game between Alice (the adversary) and Bob. First, a set $S \subseteq \mathbb{R}^d$ of $(1 - \epsilon)n$ points is given to Alice. Alice then adds $\epsilon n$ additional points to $S$ to create a new set $\tilde{S}$, and passes $\tilde{S}$ to Bob. Bob wishes to output a parameter
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Figure 1 Illustration of the robust mean estimation setting. First, a set of points (blue) is given to Alice, who adds an $\epsilon$ fraction of adversarially chosen points (red). Bob’s goal is to output the mean of the original set (indicated in green).

$\hat{\mu}$ that is as close as possible to the mean $\mu$ of the points in the original set $S$, with error measured according to some norm $\|\hat{\mu} - \mu\|$. The question is: how well can Bob do, assuming that Alice is an adversary with knowledge of Bob’s algorithm?

The above game models mean estimation in the presence of arbitrary outliers; one can easily consider other problems as well (e.g. regression) but we focus on mean estimation here.

With no assumptions on $S$, Bob will clearly incur arbitrarily large error in the worst case—Alice can add points arbitrarily far away from the true mean $\mu$, and Bob has no way of telling whether those points actually belong to $S$ or were added by Alice. A first pass assumption is to suppose that $S$ has diameter at most $\rho$; then by discarding points that are very far away from most other points, Bob can obtain error $O(\epsilon \rho)$. However, in most high-dimensional settings, the diameter $\rho$ grows polynomially with the dimension $d$ (e.g. the $d$-dimensional hypercube has $\ell_2$-diameter $\Theta(\sqrt{d})$). Subtler criteria are therefore needed to obtain dimension-independent bounds in most settings of interest.

Recently, [5] showed that Bob can incur $\ell_2$-error $O(\epsilon \sqrt{\log(1/\epsilon)})$ when the points in $S$ are drawn from a $d$-dimensional Gaussian, while [16] concurrently showed that Bob can incur $\ell_2$-error $O(\sqrt{\epsilon \log(d)})$ if the points in $S$ are drawn from a distribution with bounded 4th moments. Since then, a considerable amount of additional work has studied high-dimensional estimation in the presence of adversaries, which we discuss in detail below. However, in general, both Bob’s strategy and its analysis tend to be quite complex, and specialized to particular distributional assumptions. This raises the question—is it possible to formulate a general and simple-to-understand criterion for the set $S$ under which Bob has a (possibly inefficient) strategy for incurring small error?

In this paper, we provide such a criterion; we identify an assumption—resilience—on the set $S$, under which Bob has a straightforward exponential-time algorithm for estimating $\mu$ accurately. This yields new information-theoretic bounds for a number of robust learning problems, including robust learning of stochastic block models, of discrete distributions, and of distributions with bounded 4th moments. We also identify additional assumptions under which Bob has an efficient (polynomial-time) strategy for estimating $\mu$, which yields an efficient algorithm for robust learning of discrete distributions, as well as for robust mean estimation in $\ell_p$-norms.

The resilience condition is essentially that the mean of every large subset of $S$ must be close to the mean of all of $S$. More formally, for a norm $\|\cdot\|$, our criterion is as follows:

**Definition 1 (Resilience).** A set of points $\{x_i\}_{i \in S}$ lying in $\mathbb{R}^d$ is $(\sigma, \epsilon)$-resilient in a norm $\|\cdot\|$ around a point $\mu$ if, for all subsets $T \subseteq S$ of size at least $(1 - \epsilon)|S|$, $\|\frac{1}{|T|} \sum_{i \in T} (x_i - \mu)\| \leq \sigma$.

More generally, a distribution $p$ is said to be $(\sigma, \epsilon)$-resilient if $\|\mathbb{E}[x - \mu \mid E]\| \leq \sigma$ for every event $E$ of probability at least $1 - \epsilon$. 

In the definition above, \( \mu \) need not equal the mean of \( S \); this distinction is useful in statistical settings where the sample mean of a finite set of points differs slightly from the true mean. However, resilience implies that \( \mu \) differs from the mean of \( S \) by at most \( \sigma \).

Importantly, Definition 1 is satisfied with high probability by a finite sample in many settings. For instance, samples from a distribution with \( k \)th moments bounded by \( \sigma \) will be \( (O(\sigma^{-1/k}), \epsilon) \)-resilient in the \( \ell_2 \)-norm with high probability. Resilience also holds with high probability under many other natural distributional assumptions, discussed in more detail in Sections 1.1 and 6.

Assuming that the original set \( S \) is \( (\sigma, \epsilon) \)-resilient, Bob’s strategy is actually quite simple—find any large \( (\sigma, \epsilon) \)-resilient subset \( S' \) of the corrupted set \( \tilde{S} \), and output the mean of \( S' \). By pigeonhole, \( S' \) and \( S \) have large intersection, and hence by resilience must have similar means. We establish this formally in Section 2.

Pleasingly, resilience reduces the question of whether Bob can win the game to a purely algorithmic question—that of finding any large resilient set. Rather than wondering whether it is even information-theoretically possible to estimate \( \mu \), we can instead focus on efficiently finding resilient subsets of \( \tilde{S} \).

We provide one such algorithm in Section 4, assuming that the norm \( \| \cdot \| \) is *strongly convex* and that we can approximately solve a certain generalized eigenvalue problem in the dual norm. When specialized to the \( \ell_1 \)-norm, our general algorithm yields an efficient procedure for robust learning of discrete distributions.

In the remainder of this section, we will outline our main results, starting with information-theoretic results and then moving on to algorithmic results. In Section 1.1, we show that resilience is indeed information-theoretically sufficient for robust mean estimation. In Section 1.2, we then provide finite-sample bounds showing that resilience holds with high probability for i.i.d. samples from a distribution.

In Section 1.3, we turn our attention to algorithmic bounds. We identity a property—bounded variance in the dual norm—under which efficient algorithms exist. We then show that, as long as the norm is strongly convex, every resilient set has a large subset with bounded variance, thus enabling efficient algorithms. This connection between resilience and bounded variance is the most technically non-trivial component of our results, and may be of independent interest.

Both our information-theoretic and algorithmic bounds yield new results in concrete settings, which we discuss in the corresponding subsections. In Section 1.4, we also discuss an extension of resilience to low-rank matrix approximation, which enables us to derive new bounds in that setting as well. In Section 1.5 we outline the rest of the paper and point to technical highlights, and in Section 1.6 we discuss related work.

### 1.1 Information-Theoretic Sufficiency

First, we show that resilience is indeed information-theoretically sufficient for robust recovery of the mean \( \mu \). Let \( \sigma_*(\epsilon) \) denote the smallest \( \sigma \) such that \( S \) is \( (\sigma, \epsilon) \)-resilient.

**Proposition 2.** Suppose that \( \tilde{S} = \{x_1, \ldots, x_n\} \) contains a set \( S \) of size \( (1 - \epsilon)n \) that is resilient around \( \mu \) (where \( S \) and \( \mu \) are both unknown). Then if \( \epsilon < \frac{1}{2} \), it is possible to recover a \( \hat{\mu} \) such that \( \|\hat{\mu} - \mu\| \leq 2\sigma_*(\frac{1}{1-\epsilon}) \).

More generally, if \( |S| \geq \alpha n \) (even if \( \alpha < \frac{1}{2} \)), it is possible to output a (random) \( \hat{\mu} \) such that \( \|\hat{\mu} - \mu\| \leq \frac{16}{\alpha} \sigma_*(\frac{\alpha}{2}) \) with probability at least \( \frac{\alpha}{2} \).

The first part says that robustness to an \( \epsilon \) fraction of outliers depends on resilience to a \( \frac{1}{1-\epsilon} \) fraction of deletions. Thus, Bob has a good strategy as long as \( \sigma_*(\frac{1}{1-\epsilon}) \) is small.
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The second part, which is more surprising, says that Bob has a good strategy even if the majority of $\tilde{S}$ is controlled by Alice. Here one cannot hope for recovery in the usual sense, because if $\alpha = \frac{1}{2}$ (i.e., Alice controls half the points) then Alice can make $\tilde{S}$ the disjoint union of two identical copies of $S$ (one of which is shifted by a large amount) and Bob has no way of determining which of the two copies is the true $S$. Nevertheless, in this situation Bob can still identify $S$ (and hence $\mu$) with probability $\frac{1}{2}$; more generally, the second part of Proposition 2 says that if $|S| = \alpha|\tilde{S}|$ then Bob can identify $\mu$ with probability at least $\frac{\alpha}{2}$.

The fact that estimation is possible even when $\alpha < \frac{1}{2}$ was first established by [24] in a crowdsourcing setting, and later by [3] in a number of settings including mean estimation. Apart from being interesting due to its unexpectedness, estimation in this regime has immediate implications for robust estimation of mixtures of distributions (by considering each mixture component in turn as the “good” set $S$) or of planted substructures in random graphs. We refer the reader to [3] for a full elaboration of this point.

The proof of Proposition 2, given in detail in Section 2, is a pigeonhole argument. For the $\epsilon < \frac{1}{2}$ case, we simply search for any large resilient set $S'$ and output its mean; then $S$ and $S'$ must have large overlap, and by resilience their means must both be close to the mean of their intersection, and hence to each other.

For the general case where $|S| = \alpha|\tilde{S}|$ (possibly with $\alpha < \frac{1}{2}$), a similar pigeonhole argument applies but we now need to consider a covering of $\tilde{S}$ by $\frac{2}{\alpha}$ approximately disjoint sets $S'_1, \ldots, S'_{2/\alpha}$. We can show that the true set $S$ must overlap at least one of these sets by a decent amount, and so outputting the mean of one of these sets at random gives a good approximation to the mean of $S$ with probability $\frac{1}{2}$.

### 1.2 Finite-Sample Concentration

While Proposition 2 provides a deterministic condition under which robust mean estimation is possible, we would also like a way of checking that resilience holds with high probability given samples $x_1, \ldots, x_n$ from a distribution $p$. First, we provide an alternate characterization of resilience which says that a distribution is resilient if it has thin tails in every direction:

> **Lemma 3.** Given a norm $\| \cdot \|$, define the dual norm $\| v \|_* = \sup_{\| x \| \leq 1} \langle v, x \rangle$. For a fixed vector $v$, let $\tau_{\epsilon}(v)$ denote the $\epsilon$-quantile of $\langle x - \mu, v \rangle$: $\mathbb{P}_{x \sim p}[\langle x - \mu, v \rangle \geq \tau_{\epsilon}(v)] = \epsilon$. Then, $p$ is $(\sigma, \epsilon)$-resilient around its mean $\mu$ if and only if

$$
\mathbb{E}_p[\langle x - \mu, v \rangle | \langle x - \mu, v \rangle \geq \tau_{\epsilon}(v)] \leq \frac{1 - \epsilon}{\epsilon} \sigma \text{ whenever } \|v\|_* \leq 1.
$$

(1)

In other words, if we project onto any unit vector $v$ in the dual norm, the $\epsilon$-tail of $x - \mu$ must have mean at most $\frac{1 - \epsilon}{\epsilon} \sigma$. Thus, for instance, a distribution with variance at most $\sigma_0^2$ along every unit vector would have $\sigma = O(\sigma_0\sqrt{\epsilon})$. Note that Lemma 3 requires $\mu$ to be the mean, rather than an arbitrary vector as before.

We next provide a meta-result establishing that resilience of a population distribution $p$ very generically transfers to a finite set of samples from that distribution. The number of samples necessary depends on two quantities $B$ and $\log M$ that will be defined in detail later; for now we note that they are ways of measuring the effective dimension of the space.

> **Proposition 4.** Suppose that a distribution $p$ is $(\sigma, \epsilon)$-resilient around its mean $\mu$ with $\epsilon < \frac{1}{2}$. Let $B$ be such that $\mathbb{P}[\|x - \mu\| \geq B] \leq \epsilon/2$. Also let $M$ be the covering number of the unit ball in the dual norm $\| \cdot \|_*$.

Then, given $n$ samples $x_1, \ldots, x_n \sim p$, with probability $1 - \delta - \exp(-en/6)$ there is a subset $T$ of $(1 - \epsilon)n$ of the $x_i$ that is $(\sigma', \epsilon)$-resilient with $\sigma' = O\left(\sigma \left(1 + \sqrt{\frac{\log(M/\delta)}{en}} + \frac{B/\sigma}{n} \log(M/\delta)\right)\right)$. 
Note that Proposition 4 only guarantees resilience on a \((1 - \epsilon)n\)-element subset of the \(x_i\), rather than all of \(x_1, \ldots, x_n\). From the perspective of robust estimation, this is sufficient, as we can simply regard the remaining \(\epsilon n\) points as part of the “bad” points controlled by Alice. This weaker requirement seems to be actually necessary to achieve Proposition 4, and was also exploited in [3] to yield improved bounds for a graph partitioning problem. There has been a great deal of recent interest in showing how to “prune” samples to achieve faster rates in random matrix settings.

We remark that the sample complexity in Proposition 4 is suboptimal in many cases, requiring roughly \(d^{1.5}\) samples when \(d\) samples would suffice. At the end of the next subsection we discuss a tighter but more specialized bound based on spectral graph sparsification.

**Applications.** Propositions 2 and 4 together give us a powerful tool for deriving information-theoretic robust recovery results: one needs simply establish resilience for the population distribution \(p\), then use Proposition 4 to obtain finite sample bounds and Proposition 2 to obtain robust recovery guarantees. We do this in three illustrative settings: \(\ell_2\) mean estimation, learning discrete distributions, and stochastic block models. We outline the results below; formal statements and proofs are deferred to the full version of the paper.

**Mean estimation in \(\ell_2\)-norm.** Suppose that a distribution on \(\mathbb{R}^d\) has bounded \(k\)th moments: 
\[
\mathbb{E} [v - \mu, v)^k / k! \leq \sigma \|v\|_2 \text{ for all } v \text{ for some } k \geq 2.
\] Then \(p\) is \((O(\sigma \epsilon^{1-1/k}), \epsilon)\)-resilient in the \(\ell_2\)-norm. Propositions 4 and 2 then imply that, given \(n \geq d^{\sigma^2/\epsilon^2} + d\) samples from \(p\), and an \(\epsilon\)-fraction of corruptions, it is possible to recover the mean to \(\ell_2\)-error \(O(\sigma \epsilon^{1-1/k})\).

Moreover, if only an \(\alpha\)-fraction of points are good, the mean can be recovered to error \(O(\sigma \alpha^{-1/k})\) with probability \(\Omega(\alpha)\).

The \(d^{1.5}/\epsilon\) term in the sample complexity is likely loose, and we believe the true dependence on \(d\) is at most \(d \log(d)\). This looseness comes from Proposition 4, which uses a naïve covering argument and could potentially be improved with more sophisticated tools. Nevertheless, it is interesting that resilience holds long before the empirical \(k\)th moments concentrate, which would require \(d^{k/2}\) samples.

**Distribution learning.** Suppose that we are given \(k\)-tuples of independent samples from a discrete distribution: \(p = \pi^k\), where \(\pi\) is a distribution on \(\{1, \ldots, m\}\). By taking the empirical average of the \(k\) samples from \(\pi\), we can treat a sample from \(p\) as an element in the \(m\)-dimensional simplex \(\Delta_m\). This distribution turns out to be resilient in the \(\ell_1\)-norm with \(\sigma = O(\epsilon \sqrt{\log(1/\epsilon)/k})\), which allows us to estimate \(p\) in the \(\ell_1\)-norm (i.e., total variation norm) and recover \(\hat{\pi}\) such that \(\|\hat{\pi} - \pi\|_T = O(\epsilon \sqrt{\log(1/\epsilon)/k})\). This reveals a pleasing “error correction” property: if we are given \(k\) samples at a time, either all or none of which are good, then our error is \(\sqrt{k}\) times smaller than if we only observe the samples individually.

**Stochastic block models.** Finally, we consider the semi-random stochastic block model studied in [3]. For a graph on \(n\) vertices, this model posits a subset \(S\) of \(\alpha n\) “good” vertices, which are connected to each other with probability \(\frac{\alpha}{n}\) and to the other (“bad”) vertices with probability \(\frac{b}{n}\) (where \(b < a\); the connections among the bad vertices can be arbitrary. The goal is to recover the set \(S\).

We think of each row of the adjacency matrix as a vector in \(\{0, 1\}^n\), and show that for the good vertices these vectors are resilient in a truncated \(\ell_1\)-norm \(\|x\|\) defined as the sum of the
Learning in the Presence of Arbitrary Outliers

\(\alpha n\) largest coordinates of \(x\) (in absolute value). In this case, we have \(\sigma = \mathcal{O}(\alpha \sqrt{\log(2/\alpha)})\) (this requires a separate argument from Proposition 4 to get tight bounds). Applying Proposition 2, we find that we are able to recover (with probability \(\frac{2}{\sigma}\)) a set \(S\) with

\[
\frac{1}{\alpha n} |S\triangle \hat{S}| = \mathcal{O}\left(\frac{a \log(2/\alpha)}{(a-b)^2\alpha^2}\right). \tag{2}
\]

In particular, we get non-trivial guarantees as long as \(\frac{(a-b)^2}{a} \gg \frac{\log(2/\alpha)}{\alpha^2}\). [3] derive a weaker (but computationally efficient) bound when \(\frac{(a-b)^2}{a} \gg \frac{\log(2/\alpha)}{\alpha^2}\), and remark on the similarity to the famous Kesten-Stigum threshold \(\frac{(a-b)^2}{a} \gg \frac{1}{\alpha^2}\), which is the conjectured threshold for computationally efficient recovery in the classical stochastic block model (see [4] for the conjecture, and [20, 18] for a proof in the two-block case). Our information-theoretic upper bound matches the Kesten-Stigum threshold up to a \(\log(2/\alpha)\) factor. We conjecture that this upper bound is tight; some evidence for this is given in [23], which provides a nearly matching information-theoretic lower bound when \(a = 1, b = \frac{1}{2}\).

### 1.3 Strong Convexity, Second Moments, and Efficient Algorithms

Most existing algorithmic results on robust mean estimation rely on analyzing the empirical covariance of the data in some way (see, e.g., [16, 5, 1]). In this section we establish connections between bounded covariance and resilience, and show that in a very general sense, bounded covariance is indeed sufficient to enable robust mean estimation.

Given a norm \(\|\cdot\|\), we say that a set of points \(x_1, \ldots, x_n\) has variance bounded by \(\sigma_0^2\) in that norm if \(\frac{1}{n} \sum_{i=1}^n (x_i - \mu, v)^2 \leq \sigma_0^2 \|v\|_p^2\) (recall \(\|\cdot\|_p\) denotes the dual norm). Since this implies a tail bound along every direction, it is easy to see (c.f. Lemma 3) that a set with variance bounded by \(\sigma_0^2\) is \((\mathcal{O}(\sigma_0 \sqrt{r}), \epsilon)-\)resilient around its mean for all \(\epsilon < \frac{1}{2}\). Therefore, bounded variance implies resilience.

An important result is that the converse is also true, \emph{provided the norm is strongly convex}. We say that a norm \(\|\cdot\|\) is \(\gamma\)-strongly convex if \(\|x + y\|^2 + \|x - y\|^2 \geq 2(||x||^2 + \gamma\|y\|^2)\) for all \(x, y \in \mathbb{R}^d\).

As an example, the \(\ell_p\)-norm is \((p-1)\)-strongly convex for \(p \in (1, 2]\). For strongly convex norms, we show that any resilient set has a “core” with bounded variance:

\begin{itemize}
  \item \textbf{Theorem 5.} If \(S\) is \((\sigma, \frac{1}{2})\)-resilient in a \(\gamma\)-strongly convex norm \(\|\cdot\|\), then \(S\) contains a set \(S_0\) of size at least \(\frac{1}{2}|S|\) with bounded variance: \(\frac{1}{|S_0|} \sum_{i \in S_0} (x_i - \mu, v)^2 \leq \frac{28\sigma_0^2}{\gamma} \|v\|^2\) for all \(v\).
\end{itemize}

Using Lemma 3, we can show that \((\sigma, \frac{1}{2})\)-resilience is equivalent to having bounded 1st moments in every direction; Theorem 5 can thus be interpreted as saying that any set with bounded 1st moments can be pruned to have bounded 2nd moments.

We found this result quite striking—the fact that Theorem 5 can hold with no dimension-dependent factors is far from obvious. In fact, if we replace 2nd moments with 3rd moments or take a non-strongly-convex norm then the analog of Theorem 5 is false: we incur polynomial factors in the dimension even if \(S\) is the standard basis of \(\mathbb{R}^d\) (see the full paper for details). The proof of Theorem 5 involves minimax duality and Khintchine’s inequality. We can also strengthen Theorem 5 to yield \(S_0\) of size \((1 - \epsilon)|S|\). The proofs of both results are given in Section 3 and may be of independent interest.

---

1 In the language of Banach space theory, this is also referred to as having bounded co-type.
Algorithmic results. Given points with bounded variance, we establish algorithmic results assuming that one can solve the “generalized eigenvalue” problem \(\max_{\|v\|_1 \leq 1} v^\top A v\) up to some multiplicative accuracy \(\kappa\). Specifically, we make the following assumption:

\(\blacktriangleright\) \textbf{Assumption 6 (\(\kappa\)-Approximability).} There is a convex set \(\mathcal{P}\) of PSD matrices such that

\[
\sup_{\|v\|_1 \leq 1} v^\top A v \leq \sup_{M \in \mathcal{P}} \langle A, M \rangle \leq \kappa \sup_{\|v\|_1 \leq 1} v^\top A v
\]

(3)

for every PSD matrix \(A\). Moreover, it is possible to optimize linear functions over \(\mathcal{P}\) in polynomial time.

A result of [21] implies that this is true with \(\kappa = O(1)\) if \(\|\cdot\|_4\) is any “quadratically convex” norm, which includes the \(\ell_q\)-norms for \(q \in [2, \infty]\). Also, while we do not use it in this paper, one can sometimes exploit weaker versions of Assumption 6 that only require \(\sup_{M \in \mathcal{P}} \langle A, M \rangle\) to be small for certain matrices \(A\); see for instance [17], which obtains an algorithm for robust sparse mean estimation even though Assumption 6 (as well as strong convexity) fails to hold in that setting.

Our main algorithmic result is the following:

\(\blacktriangleright\) \textbf{Theorem 7.} Suppose that \(x_1, \ldots, x_n\) contains a subset \(S\) of size \((1 - \epsilon)n\) whose variance around its mean \(\mu\) is bounded by \(\sigma_0^2\) in the norm \(\|\cdot\|_2\). Also suppose that Assumption 6 holds for the dual norm \(\|\cdot\|_2^\ast\). Then, if \(\epsilon \leq \frac{1}{4}\), there is a polynomial-time algorithm whose output satisfies \(\|\hat{\mu} - \mu\|_2^\ast = O(\sigma_0 \sqrt{\epsilon})\).

If, in addition, \(\|\cdot\|_2\) is \(\gamma\)-strongly convex, then even if \(S\) only has size \(\epsilon n\) there is a polynomial-time algorithm such that \(\|\hat{\mu} - \mu\|_2^\ast = O(\frac{\sqrt{\epsilon} \sigma_0}{\sqrt{\gamma}})\) with probability \(\Omega(\alpha)\).

This is essentially a more restrictive, but computationally efficient version of Proposition 2.

We note that for the \(\ell_2\)-norm, the algorithm can be implemented as an SVD (singular value decomposition) combined with a filtering step; for more general norms, the SVD is replaced with a semidefinite program.

In the small-\(\epsilon\) regime, Theorem 7 is in line with existing results which typically achieve errors of \(O(\sqrt{\epsilon})\) in specific norms. While several papers achieve stronger rates of \(O(\epsilon^{3/4})\), citelai2016agnostic or \(\tilde{O}(\epsilon)\) [5, 1], these stronger results rely crucially on specific distributional assumptions such as Gaussianity. At the time of writing of this paper, no results obtained rates better than \(O(\sqrt{\epsilon})\) for any general class of distributions (even under strong assumptions such as sub-Gaussianity). After initial publication of this paper, [15] surpassed \(\sqrt{\epsilon}\) and obtained rates of \(\epsilon^{-1/\gamma}\) for any \(\gamma > 0\), for distributions satisfying the Poincaré isoperimetric inequality.

In the small-\(\alpha\) regime, Theorem 7 generalizes the mean estimation results of [3] to norms beyond the \(\ell_2\)-norm. That paper achieves a better rate of \(1/\sqrt{\alpha}\) (vs. the \(1/\alpha\) rate given here). It is likely possible to achieve the \(1/\sqrt{\alpha}\) rate here as well, but we leave this for future work.

Applications. Because Assumption 6 holds for \(\ell_p\)-norms for any \(p \in [1, 2]\), as long as the data have bounded variance in the dual \(\ell_q\)-norm (where \(\frac{1}{p} + \frac{1}{q} = 1\)). This is the first efficient algorithm for performing robust mean estimation in any \(\ell_p\)-norm with \(p \neq 2\). The \(\ell_1\)-norm in particular is often a more meaningful metric than the \(\ell_2\)-norm in discrete settings, allowing us to improve on existing results.

Indeed, as in the previous section, suppose we are given \(k\)-tuples of samples from a discrete distribution \(\pi\) on \(\{1, \ldots, m\}\). Applying Theorem 7 with the \(\ell_1\)-norm yields an
algorithm recovering a $\hat{\pi}$ with $\|\hat{\pi} - \pi\|_{TV} = \tilde{O}(\sqrt{\epsilon/k})$.\footnote{The $\tilde{O}$ notation suppresses log factors in $m$ and $\epsilon$; the dependence on $m$ can likely be removed with a more careful analysis.} In contrast, bounds using the $\ell_2$-norm would only yield $\|\hat{\pi} - \pi\|_2 = O(\sqrt{\epsilon \pi_{\max}/k})$, which is substantially weaker when the maximum probability $\pi_{\max}$ is large. Our result has a similar flavor to that of [5] on robustly estimating binary product distributions, for which directly applying $\ell_2$ mean estimation was also insufficient. We discuss our bounds in more detail in the full version of the paper.

Finite-sample bound. To get the best sample complexity for the applications above, we provide an additional finite-sample bound focused on showing that a set of points has bounded variance. This is a simple but useful generalization of Proposition B.1 of [3]; it shows that in a very generic sense, given $d$ samples from a distribution on $\mathbb{R}^d$ with bounded population variance, we can find a subset of samples with bounded variance with high probability. It involves pruning the samples in a non-trivial way based on ideas from graph sparsification [2]. The formal statement is given in Section 6.2.

1.4 Low-Rank Recovery

Finally, to illustrate that the idea behind resilience is quite general and not restricted to mean estimation, we also provide results on recovering a rank-$k$ approximation to the data in the presence of arbitrary outliers. Given a set of points $\{x_i\}_{i \in S}$, let $X_S$ be the matrix whose columns are the $x_i$. Our goal is to obtain a low-rank matrix $P$ such that the operator norm $\|(I - P)X_S\|_2$ is not much larger than $\sigma_{k+1}(X_S)$, where $\sigma_{k+1}$ denotes the $k+1$st singular value; we wish to do this even if $S$ is corrupted to a set $\tilde{S}$ by adding arbitrary outliers.

As before, we start by formulating an appropriate resilience criterion:

$\triangleright$ **Definition 8 (Rank-resilience).** A set of points $\{x_i\}_{i \in S}$ in $\mathbb{R}^d$ is $\delta$-rank-resilient if for all subsets $T$ of size at least $(1 - \delta)|S|$, we have $\text{col}(X_T) = \text{col}(X_S)$ and $\|X_T^\dagger X_S\|_2 \leq 2$, where $\dagger$ is the pseudoinverse and col denotes column space.

Rank-resilience says that the variation in $X$ should be sufficiently spread out: there should not be a direction of variation that is concentrated in only a $\delta$-fraction of the points. Under rank-resilience, we can perform efficient rank-$k$ recovery even in the presence of a $\delta$-fraction of arbitrary data:

$\triangleright$ **Theorem 9.** Let $\delta \leq \frac{1}{3}$. If a set of $n$ points contains a set $S$ of size $(1 - \delta)n$ that is $\delta$-rank-resilient, then it is possible to efficiently recover a matrix $P$ of rank at most $15k$ such that $\|(I - P)X_S\|_2 = O(\sigma_{k+1}(X_S))$.

The power of Theorem 9 comes from the fact that the error depends on $\sigma_{k+1}$ rather than e.g. $\sigma_2$, which is what previous results yielded. This distinction is crucial in practice, since most data have a few (but more than one) large singular values followed by many small singular values. Note that in contrast to Theorem 7, Theorem 9 only holds when $S$ is relatively large: at least $(1 - \delta)n \geq \frac{2}{3}n$ in size.

1.5 Summary, Technical Highlights, and Roadmap

In summary, we have provided a deterministic condition on a set of points that enables robust mean estimation, and provided finite-sample bounds showing that this condition holds with
high probability in many concrete settings. This yields new results for distribution learning, stochastic block models, mean estimation under bounded moments, and mean estimation in $\ell_p$ norms. We also provided an extension of our condition that yields results for robust low-rank recovery.

Beyond the results themselves, the following technical aspects of our work may be particularly interesting: The proof of Proposition 2 (establishing that resilience is indeed sufficient for robust estimation), while simple, is a nice pigeonhole argument that we found to be conceptually illuminating.

In addition, the proof of Theorem 5, on pruning resilient sets to obtain sets with bounded variance, exploits strong convexity in a non-trivial way in conjunction with minimax duality; we think it reveals a fairly non-obvious geometric structure in resilient sets, and also shows how the ability to prune points can yield sets with meaningfully stronger properties.

Finally, in the proof of our algorithmic result (Theorem 7), we establish an interesting generalization of the inequality $\sum_{i,j} X_{ij}^2 \leq \text{rank}(X) \cdot \|X\|_2^2$, which holds not just for the $\ell_2$-norm but for any strongly convex norm. This is given as Lemma 18.

Roadmap. The rest of the paper is organized as follows. In Section 2, we prove our information-theoretic recovery result for resilient sets (Proposition 2). In Section 3, we prove Theorem 5 establishing that all resilient sets in strongly convex norms contain large subsets with bounded variance; we also prove a more precise version of Theorem 5 in Section 3.1. In Section 4, we prove our algorithmic results, warming up with the $\ell_2$-norm (Section 4.1) and then moving to general norms (Section 4.2). In Section 5, we prove our results on rank-$k$ recovery. In Section 6, we present and prove the finite-sample bounds discussed in Section 1.2. Applications of our results are deferred to the full version of the paper.

1.6 Related Work

A number of authors have recently studied robust estimation and learning in high-dimensional settings: [16] study mean and covariance estimation, while [5] focus on estimating Gaussian and binary product distributions, as well as mixtures thereof; note that this implies mean/-covariance estimation of the corresponding distributions. [3] recently showed that robust estimation is possible even when the fraction $\alpha$ of “good” data is less than $\frac{1}{2}$. We refer to these papers for an overview of the broader robust estimation literature; since those papers, a number of additional results have also been published: [6] provide a case study of various robust estimation methods in a genomic setting, [1] study sparse mean estimation, and others have studied problems including regression, Bayes nets, planted clique, and several other settings [8, 9, 7, 10, 12, 19].

Special cases of the resilience criterion are implicit in some of these earlier works; for instance, $\ell_2$-resilience appears in equation (9) in [5], and resilience in a sparsity-inducing norm appears in Theorem 4.5 of [17]. However, these conditions typically appear concurrently with other stronger conditions, and the general sufficiency of resilience for information-theoretic recovery appears to be unappreciated (for instance, [17], despite already having implicitly established resilience, proves its information-theoretic results via reduction to a tournament lemma from [5]).

Low rank estimation was studied by [16], but their bounds depend on the maximum eigenvalue $\|\Sigma\|_2$ of the covariance matrix, while our bound provides robust recovery guarantees in terms of lower singular values of $\Sigma$. (Some work, such as [5], shows how to estimate all of $\Sigma$ in e.g. Frobenius norm, but appears to require the samples to be drawn from a Gaussian.)
2 Resilience and Robustness: Information-Theoretic Sufficiency

Recall the definition of resilience: \( S \) is \((\sigma, \epsilon)\)-resilient if \( \frac{1}{|T|} \sum_{i \in T} (x_i - \mu) \| \leq \sigma \) whenever \( T \subseteq S \) and \( |T| \geq (1 - \epsilon)|S| \). Here we establish Proposition 2 showing that, if we ignore computational efficiency, resilience leads directly to an algorithm for robust mean estimation.

**Proof (Proposition 2).** We prove Proposition 2 via a constructive (albeit exponential-time) algorithm. To prove the first part, suppose that the true set \( S \) is \((\sigma, \frac{1}{8} \epsilon)\)-resilient around \( \mu \), and let \( S' \) be any set of size \((1 - \epsilon)n\) that is \((\sigma, \frac{1}{8} \epsilon)\)-resilient (around some potentially different vector \( \mu' \)). We claim that \( \mu' \) is sufficiently close to \( \mu \).

Indeed, let \( T = S \cap S' \), which by the pigeonhole principle has size at least \((1 - 2\epsilon)n = \frac{1 - 2\epsilon}{1 - \epsilon}|S| = (1 - \frac{1}{1 - \epsilon})|S| \). Therefore, by the definition of resilience,

\[
\| \frac{1}{|T|} \sum_{i \in T} (x_i - \mu) \| \leq \sigma.
\]

But by the same argument, \( \| \mu - \mu' \| \leq 2\sigma \), which completes the first part of the proposition.

For the second part, we need the following lemma relating \( \epsilon \)-resilience to \((1 - \epsilon)\)-resilience:

**Lemma 10.** For any \( 0 < \epsilon < 1 \), a distribution/set is \((\sigma, \epsilon)\)-resilient around its mean \( \mu \) if and only if it is \((\frac{1}{1 - \epsilon} \sigma, 1 - \epsilon)\)-resilient. Moreover, even if \( \mu \) is not the mean, the distribution/set is \((\frac{2}{\epsilon} \sigma, 1 - \epsilon)\)-resilient. In other words, if \( \| \frac{1}{|T|} \sum_{i \in T} (x_i - \mu) \| \leq \sigma \) for all sets \( T \) of size at least \((1 - \epsilon)n\), then \( \| \frac{1}{|T|} \sum_{i \in T} (x_i - \mu) \| \leq \frac{2}{\epsilon} \sigma \) for all sets \( T' \) of size at least \( \epsilon n \).

Given Lemma 10, the second part of Proposition 2 is similar to the first part, but requires us to consider multiple resilient sets \( S_i \) rather than a single \( S' \). Suppose \( S \) is \((\sigma, \frac{16}{\epsilon} \sigma)\)-resilient around \( \mu \)—and thus also \((\frac{2}{\epsilon} \sigma, 1 - \frac{2}{\epsilon})\)-resilient by Lemma 10—and let \( S_1, \ldots, S_m \) be a maximal collection of subsets of \([n]\) such that:

1. \( |S_j| \geq \frac{n}{2} \) for all \( j \).
2. \( S_j \) is \((\frac{2}{\epsilon} \sigma, 1 - \frac{2}{\epsilon})\)-resilient around some point \( \mu_j \).
3. \( S_j \cap S_{j'} = \emptyset \) for all \( j \neq j' \).

Clearly \( m \leq \frac{n}{\frac{2}{\epsilon} \sigma} \). We claim that at least one of the \( \mu_j \) is close to \( \mu \). By maximality of the collection \( \{S_j\}_{j=1}^m \), it must be that \( S_0 = S \setminus (S_1 \cup \cdots \cup S_m) \) cannot be added to the collection. First suppose that \( |S_0| \geq \frac{n}{2} \). Then \( S_0 \) is \((\frac{2}{\epsilon} \sigma, 1 - \frac{2}{\epsilon})\)-resilient (because any subset of \( \frac{n}{2} |S_0| \) points in \( S_0 \) is a subset of at least \( \frac{n}{2} |S| \) points in \( S \)). But this contradicts the maximality of \( \{S_j\}_{j=1}^m \), so we must have \( |S_0| < \frac{n}{2} \).

Now, this implies that \( |S \cap (S_1 \cup \cdots \cup S_m)| \geq \frac{n}{2} \), so by pigeonhole we must have \( |S \cap S_j| \geq \frac{n}{2} |S_j| \) for some \( j \). Letting \( T = S \cap S_j \) as before, we find that \( |T| \geq \frac{n}{4} |S_j| \geq \frac{n}{4} |S| \) and hence by resilience of \( S_j \) and \( S \) we have \( \| \mu - \mu_j \| \leq 2 \cdot (\frac{2}{\epsilon} \sigma) = \frac{8}{\epsilon} \sigma \). If we output one of the \( \mu_j \)'s at random, we are then within the desired distance of \( \mu \) with probability \( \frac{1}{m} \geq \frac{1}{2} \).

3 Powering up Resilience: Finding a Core with Bounded Variance

In this section we prove Theorem 5, which says that for strongly convex norms, every resilient set contains a core with bounded variance. Recall that this is important for enabling algorithmic applications that depend on a bounded variance condition.

First recall the definition of resilience (Definition 1): a set \( S \) is \((\sigma, \epsilon)\)-resilient if for every set \( T \subseteq S \) of size \((1 - \epsilon)|S|\), we have \( \| \frac{1}{|T|} \sum_{i \in T} (x_i - \mu) \| \leq \sigma \). For \( \epsilon = \frac{1}{2} \), we observe that resilience in a norm is equivalent to having bounded first moments in the dual norm:
Lemma 11. Suppose that $S$ is $(\sigma, \frac{1}{2})$-resilient in a norm $\| \cdot \|$, and let $\| \cdot \|_*$ be the dual norm. Then $S$ has 1st moments bounded by $3\sigma$: $\frac{1}{|S|} \sum_{i \in S} |\langle x_i - \mu, v \rangle| \leq 3\sigma \|v\|_*$ for all $v \in \mathbb{R}^d$.

Conversely, if $S$ has 1st moments bounded by $\sigma$, it is $(2\sigma, \frac{1}{2})$-resilient.

The proof is routine and can be found in the full paper. Supposing a set has bounded 1st moments, we will show that it has a large core with bounded second moments. This next result is not routine:

Proposition 12. Let $S$ be any set with 1st moments bounded by $\sigma$. Then if the norm $\| \cdot \|$ is $\gamma$-strongly convex, there exists a core $S_0$ of size at least $\frac{1}{\gamma} |S|$ with variance bounded by $\frac{32 \sigma^2}{\gamma}$. That is, $\frac{1}{|S_0|} \sum_{i \in S_0} |\langle x_i - \mu, v \rangle|^2 \leq \frac{32 \sigma^2}{\gamma} \|v\|_*^2$ for all $v \in \mathbb{R}^d$.

The assumptions seem necessary: i.e., such a core does not exist when $\| \cdot \|$ is the $\ell_p$-norm with $p > 2$ (which is a non-strongly-convex norm), or with bounded 3rd moments for $p = 2$.

The proof of Proposition 12 uses minimax duality and Khintchine’s inequality [13]. Note that Lemma 11 and Proposition 12 together imply Theorem 5.

Proof (Proposition 12). Without loss of generality take $\mu = 0$ and suppose that $S = [n]$. We can pose the problem of finding a resilient core as an integer program:

\[
\min_{c \in \{0, 1\}^n, \|c\|_1 \geq \frac{n}{2}} \max_{\|v\|_* \leq 1} \frac{1}{n} \sum_{i=1}^n c_i |\langle x_i, v \rangle|^2.
\]

Here the variable $c_i$ indicates whether the point $i$ lies in the core $S_0$. By taking a continuous relaxation and applying a standard duality argument, we obtain the following:

Lemma 13. Suppose that for all $m$ and all vectors $v_1, \ldots, v_m$ satisfying $\sum_{j=1}^m \|v_j\|_*^2 \leq 1$, we have

\[
\frac{1}{n} \sum_{i=1}^n \sqrt{\sum_{j=1}^m |\langle x_i, v_j \rangle|^2} \leq B.
\]

Then the value is at most $8B^2$.

The proof is straightforward and deferred to the full paper. Now, to bound (6), let $s_1, \ldots, s_m \in \{-1, +1\}$ be i.i.d. random sign variables. We have

\[
\frac{1}{n} \sum_{i=1}^n \sqrt{\sum_{j=1}^m |\langle x_i, v_j \rangle|^2} \overset{(i)}{\leq} \mathbb{E}_{s_1, \ldots, s_m} \left[ \frac{\sqrt{2}}{n} \sum_{i=1}^n \sum_{j=1}^m s_j |\langle x_i, v_j \rangle| \right]
\]

\[
= \mathbb{E}_{s_1, \ldots, s_m} \left[ \frac{\sqrt{2}}{n} \sum_{i=1}^n \sum_{j=1}^m s_j |\langle x_i, v_j \rangle| \right]
\]

\[
\overset{(i)}{\leq} \mathbb{E}_{s_1, \ldots, s_m} \left[ \sqrt{2} \sigma \|\sum_{j=1}^m s_j v_j\|_* \right]
\]

\[
\overset{(ii)}{\leq} \sqrt{2} \sigma \mathbb{E}_{s_1, \ldots, s_m} \left[ \|\sum_{j=1}^m s_j v_j\|_* \right]^{\frac{1}{2}}.
\]

Here (i) is Khintchine’s inequality [11] and (ii) is the assumed first moment bound. It remains to bound (10). The key is the following inequality asserting that the dual norm $\| \cdot \|_*$ is strongly smooth whenever $\| \cdot \|$ is strongly convex (c.f. Lemma 17 of [22]):
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4.1 Finding Resilient Cores when $\alpha \approx 1$

Lemma 11 together with Proposition 12 show that a $(\sigma, \frac{1}{2})$-resilient set has a core with bounded 2nd moments. One piece of looseness is that Proposition 12 only exploits resilience for $\epsilon = \frac{1}{2}$, and hence is not sensitive to the degree of $(\sigma, \epsilon)$-resilience as $\epsilon \to 0$. In particular, it only yields a core $S_0$ of size $\frac{1}{2}|S|$, while we might hope to find a much larger core of size $(1 - \epsilon)|S|$ for some small $\epsilon$.

Here we tighten Proposition 12 to make use of finer-grained resilience information. Recall that we let $\sigma_*(\epsilon)$ denote the resilience over sets of size $(1 - \epsilon)|S|$. For a given $\epsilon$, our goal is to construct a core $S_0$ of size $(1 - \epsilon)|S|$ with small second moments. The following key quantity will tell us how small the second moments can be:

$$\bar{\sigma}_*(\epsilon) \equiv \sqrt{\int_{1/2}^{1/2} u^{-2}\sigma_*(u)^2 \, du}. \quad (12)$$

The following proposition says that $\bar{\sigma}_*$ controls the 2nd moments of $S_0$:

**Proposition 15.** Let $S$ be any resilient set in a $\gamma$-strongly-convex norm. Then for any $\epsilon \leq \frac{1}{2}$, there exists a core $S_0$ of size $(1 - \epsilon)|S|$ with variance bounded by $O\left(\bar{\sigma}_*(\epsilon)/(\gamma)\right)$.

The proof is similar to Proposition 12, but requires more careful bookkeeping.

To interpret $\bar{\sigma}_*$, suppose that $\sigma_*(\epsilon) = \sigma \epsilon^{1-1/r}$ for some $r \in [1, 2)$, which roughly corresponds to having bounded $r$th moments. Then $\bar{\sigma}_*(\epsilon) = \sigma^2 \int_{1/2}^{1/2} u^{-2/r} \, du \leq \frac{\sigma^2}{2/2-1} \left(\frac{3}{2}\right)^{2/r-1}$. If $r = 1$ then a core of size $(1 - \epsilon)|S|$ might require second moments as large as $\sigma^2$; on the other hand, as $r \to 2$ the second moments can be almost as small as $\sigma^2$. In general, $\bar{\sigma}_*(\epsilon)$ is $O\left(\sigma \epsilon^{1/2-1/r}\right)$ if $r \in [1, 2)$, is $O\left(\sigma \sqrt{\log(1/\epsilon)}\right)$ if $r = 2$, and is $O\left(\sigma\right)$ if $r > 2$.

4 Efficient Recovery Algorithms

We now turn our attention to the question of efficient algorithms. The main point of this section is to prove Theorem 7, which yields efficient robust mean estimation for a general class of norms.

4.1 Warm-Up: Recovery in $\ell_2$-norm

We first prove a warm-up to Theorem 7 which focuses on the $\ell_2$-norm. Our warm-up is:

**Proposition 16.** Let $x_1, \ldots, x_n \in \mathbb{R}^d$, and let $S$ be a subset of size $cn$ with bounded variance in the $\ell_2$-norm: $\lambda_{\max}(\frac{1}{n} \sum_{i \in S} (x_i - \mu)(x_i - \mu)^T) \leq \sigma^2$, where $\mu$ is the mean of $S$. Then there is an efficient randomized algorithm (Algorithm 1) which with probability $\Omega(\alpha)$ outputs a parameter $\hat{\mu}$ such that $\|\mu - \hat{\mu}\|_2 = O\left(\frac{\sigma}{\sqrt{\alpha}}\right)$. Moreover, if $\alpha = 1 - \epsilon \geq \frac{1}{4}$ then $\|\mu - \hat{\mu}\|_2 = O\left(\sigma \sqrt{\epsilon}\right)$ with probability 1.
Algorithm 1 Algorithm for recovering the mean of a set with bounded variance in $\ell_2$-norm.

1: Initialize $c_i = 1$ for all $i = 1, \ldots, n$ and $A = \{1, \ldots, n\}.$
2: Let $Y \in \mathbb{R}^{d \times d}$ and $W \in \mathbb{R}^{A \times A}$ be the maximizer/minimizer of the saddle point problem

\[
\max_{Y \geq 0, \text{tr}(Y) \leq 1} \min_{0 \leq W \leq \frac{n}{\max_i \tau_i^*}, \mathbf{i} \in A} \sum_{i \in A} c_i (x_i - X_A w_i)^	op Y (x_i - X_A w_i). \tag{14}
\]

3: Let $\tau_i^* = (x_i - X_A w_i)^	op Y (x_i - X_A w_i)$.
4: if $\sum_{i \in A} c_i \tau_i^* > 4n\sigma^2$ then
   5: For $i \in A$, replace $c_i$ with $\left(1 - \frac{\tau_i^*}{\tau_{\max}}\right) c_i$, where $\tau_{\max} = \max_{i \in A} \tau_i^*$.
   6: For all $i$ with $c_i < \frac{1}{2}$, remove $i$ from $A$.
   7: Go back to line 2.
8: end if
9: Let $W_1$ be the result of zeroing out all singular values of $W$ that are greater than 0.9.
10: Let $Z = X_A W_0$, where $W_0 = (W - W_1)(I - W_1)^{-1}$.
11: if rank$(Z) = 1$ then
   12: Output the average of the columns of $X_A$.
13: else
   14: Output a column of $Z$ at random.
15: end if

At the heart of Algorithm 1 is the following optimization problem:

\[
\text{minimize}_{W \in \mathbb{R}^{d \times n}} \|X - XW\|_2^2 \text{ subject to } 0 \leq W_{ji} \leq \frac{1}{\alpha n} \forall i, j, \quad \sum_j W_{ji} = 1 \forall i. \tag{13}
\]

Here $X \in \mathbb{R}^{d \times n}$ is the data matrix $[x_1 \cdots x_n]$ and $\|X - XW\|_2$ is the operator norm (maximum singular value) of $X - XW$. Note that (13) can be expressed as a semidefinite program; however, it can actually be solved more efficiently than this, via a singular value decomposition (see the full paper for details).

The idea behind (13) is to re-construct each $x_i$ as an average of $\alpha n$ other $x_j$. Note that by assumption we can always re-construct each element of $S$ using the mean of $S$, and have small error. Intuitively, any element that cannot be re-constructed well must not lie in $S$, and can be safely removed. We do a soft form of removal by maintaining weights $c_i$ on the points $x_i$ (initially all 1), and downweighting points with high reconstruction error. We also maintain an active set $A$ of points with $c_i \geq \frac{1}{2}$.

Informally, Algorithm 1 for estimating $\mu$ takes the following form:

1. Solve the optimization problem (13).
2. If the optimum is $\gg \sigma^2 n$, then find the columns of $X$ that are responsible for the optimum being large, and downweight them.
3. Otherwise, if the optimum is $O(\sigma^2 n)$, then take a low rank approximation $W_0$ to $W$, and return a randomly chosen column of $XW_0$.

The hope in step 3 is that the low rank projection $XW_0$ will be close to $\mu$ for the columns belonging to $S$. The choice of operator norm is crucial: it means we can actually expect $XW$ to be close to $X$ (on the order of $\sigma \sqrt{n}$). In contrast, the Frobenius norm scales as $\sigma \sqrt{md}$. 

Finally, we note that \( \|X - XW\|_2^2 \) is equal to

\[
\|X - XW\|_2^2 = \max_{Y \geq 0, \text{tr}(Y) \leq 1} \sum_{i=1}^{n} (x_i - Xw_i)^T Y (x_i - Xw_i),
\]

which is the form we use in Algorithm 1.

**Proof (Proposition 16).** We show two things: (1) that the outlier removal step removes many more outliers than good points, and (2) that many columns of \( XW_0 \) are close to \( \mu \).

**Outlier removal.** To analyze the outlier removal step (step 2 above, or lines 5-6 of Algorithm 1), we make use of the following general lemma:

\[ \text{Lemma 17.} \quad \text{For any scalars } \tau_i \text{ and } a, \text{ suppose that } \sum_{i \in A} c_i \tau_i \geq 4a \text{ while } \sum_{i \in S \cap A} c_i \tau_i \leq \alpha a. \text{ Then the following invariants are preserved by lines 5-6 of Algorithm 1: (i) } \sum_{i \in S} (1 - c_i) \leq \frac{4}{\alpha} \sum_{i=1}^{n} (1 - c_i), \text{ and (ii) } |S \cap A| \geq \frac{\alpha^2}{4 - \alpha} n. \]

Lemma 17 says that we downweight points within \( S \) at least 4 times slower than we do overall (property i), and in particular we never remove too many points from \( S \) (property ii). This type of lemma is not new (cf. Lemma 4.5 of [3]) and its proof is deferred to the full paper.

We will show that we can take \( a = n\sigma^2 \) in Lemma 17, or in other words that \( \sum_{i \in S \cap A} c_i \tau_i^* \leq \alpha n \sigma^2 \). Let \( \tau_i(w) = (x_i - X_A w)^T (x_i - X_A w) \), and note that \( \tau_i^*(w_i) \leq \tau_i(w) \) \( \forall w \), \( \tau_i(w) \) \( \forall w \leq \frac{1}{\alpha n}, \sum_j w_j = 1 \). This is because for a fixed \( Y \), each of the \( w_i \) are optimized independently.

We can therefore bound \( \tau_i^* \) by substituting any feasible \( \hat{w}_i \). We will choose \( \hat{W}_j = \frac{\|Y \|_{S \cap A}}{\|S \cap A\|} \), in which case \( X_A \hat{w}_i = \hat{\mu} \), where \( \hat{\mu} \) is the average of \( x_j \) over \( S \cap A \). Then we have

\[
\sum_{i \in S \cap A} c_i \tau_i^* \leq \sum_{i \in S \cap A} c_i \tau_i(\hat{w}_i) \leq \sum_{i \in S \cap A} c_i (x_i - \hat{\mu})^T Y (x_i - \hat{\mu}) \leq \sum_{i \in S} c_i (x_i - \mu)^T Y (x_i - \mu) \leq \alpha n \sigma^2 \text{tr}(Y) \leq \alpha n \sigma^2
\]

as desired; (i) is because the covariance around the mean (\( \hat{\mu} \)) is smaller than around any other point (\( \mu \)).

**Analyzing \( XW_0 \).** By Lemma 17, we will eventually exit the if statement and obtain \( Z = X_A W_0 \). It therefore remains to analyze \( Z \); we will show in particular that \( \|Z_{A \cap S} - \mu 1^T \|_F \) is small, where the subscript indicates restricting to the columns in \( S \cap A \). At a high level, it suffices to show that \( W_0 \) has low rank (so that Frobenius norm is close to spectral norm) and that \( XW_0 \) and \( X \) are close in spectral norm (note that \( X \) and \( \mu 1^T \) are close by assumption).

To bound \( \text{rank}(W_0) \), note that the constraints in (14) imply that \( \|W\|_F^2 \leq \frac{4 - \alpha}{\alpha (2 + \alpha)} \), and so at most \( \frac{4 - \alpha}{\alpha (2 + \alpha)} \) singular values of \( W \) can be greater than 0.9. Importantly, at most 1 singular value can be greater than 0.9 if \( \alpha \geq \frac{1}{4} \), and at most \( O(\frac{1}{\alpha}) \) can be in general. Therefore, \( \text{rank}(W_0) \leq O(\frac{1}{\alpha}) \).
Next, we show that $X_A$ and $Z$ are close in operator norm. Indeed, $X_A - Z = X_A(I-W_0) = X_A(I - W_1)^{-1}$, hence:

$$
\|X_A - Z\|_2 = \|X_A(I - W)(I - W_1)^{-1}\|_2 \\
\leq \|X_A(I - W)\|_2 \| (I - W_1)^{-1}\|_2 \\
\leq 10 \|X_A(I - W)\|_2 \\
\leq 10 \sqrt{2} \|X_A(I - W)\|_{\text{diag}}(c_A)^{1/2} \leq 20 \sqrt{2} n \sigma.
$$

Here (i) is because all singular values of $W_1$ are less than 0.9, (ii) is because $\|X_A(I - W)\|_{\text{diag}}(c_A)^{1/2} \geq \frac{1}{2} I$, and (iii) is by the condition in the if statement (line 4 of Algorithm 1), since the sum on line 4 is equal to $\|X_A(I - W)\|_{\text{diag}}(c_A)^{1/2}$. 

Combining the previous two observations, we have

$$
\sum_{i \in S \cap A} \|z_i - \mu\|^2 \leq (\text{rank}(Z) + 1) \|z_i - \mu\|_{\text{S} \cap A}^2 \leq \sqrt{\alpha n} \|z_i\|_2 \\
\leq (\text{rank}(Z) + 1) (\|z_i - u\|_{S \cap A} + \|z_i - \mu\|_{S \cap A})^2 \leq (\text{rank}(Z) + 1) (20 \sqrt{2} n \sigma + \sqrt{\alpha n})^2 = \mathcal{O}\left(\frac{\sigma^2}{\alpha n}\right).
$$

Here (i) uses the preceding bound on $\|X_A - Z\|_2$, together with the 2nd moment bound $\|z_i - \mu\|_{\text{S} \cap A} \leq \sqrt{\alpha n} \sigma$. Note that $\text{rank}(Z) \leq \text{rank}(W_0) = \mathcal{O}\left(\frac{\sigma}{\alpha}\right)$.

Since $|S \cap A| = \Omega(\alpha n)$ by Lemma 17, the average value of $\|z_i - \mu\|^2$ over $S \cap A$ is $\mathcal{O}\left(\frac{\sigma^2}{\alpha n}\right)$, and hence with probability at least $\left|\frac{|S \cap A|}{2^{|A|}}\right| = \Omega(\alpha)$, a randomly chosen $z_i$ will be within distance $\mathcal{O}\left(\frac{\sigma}{\alpha}\right)$ of $\mu$, which completes the first part of Proposition 16.

For the second part, when $\alpha = 1 - \epsilon$, recall that we have $\text{rank}(W_0) = 1$, and that $W_0 = (W - W_1)(I - W_1)^{-1}$. One can then verify that $\mathbb{1}^\top W_0 = \mathbb{1}^\top$. Therefore, $W_0 = u \mathbb{1}^\top$ for some $u$. Letting $\tilde{\mu} = X_A u$, we have $\|X_A - \tilde{\mu} \mathbb{1}^\top\|_2 \leq \sqrt{2} n \sigma \sqrt{\frac{\epsilon}{1 - \epsilon}} \leq 40 \sigma \mathbb{1}^\top$ for $\epsilon \leq \frac{1}{4}$. Thus by the proof of Proposition 2 and the fact that $|A| \geq |S \cap A| \geq \frac{n(2 + \alpha)}{3 \alpha} n \geq (1 - \frac{\alpha}{3} (1 - \alpha)) n$, the mean of $A$ is within $\mathcal{O}(\sigma \sqrt{1 - \alpha})$ of $\mu$, as desired.

4.2 General Case

We are now ready to prove our general algorithmic result, Theorem 7 from Section 1.3. For convenience we recall Theorem 7 here:

**Theorem.** Suppose that $x_1, \ldots, x_n$ contains a subset $S$ of size $(1 - \epsilon) n$ whose variance around its mean $\mu$ is bounded by $\sigma^2$ in the norm $\| \cdot \|$. Also suppose that Assumption 6 ($\kappa$-approximability) holds for the dual norm $\| \cdot \|_\ast$. Then, if $\epsilon \leq \frac{1}{4}$, there is a polynomial-time algorithm whose output satisfies $\|\tilde{\mu} - \mu\| = \mathcal{O}\left(\frac{\sigma \sqrt{\epsilon}}{\sqrt{\alpha}}\right)$ with probability $\Omega(\alpha)$.

If, in addition, $\| \cdot \|$ is $\gamma$-strongly convex, then even if $S$ only has size $\alpha n$ there is a polynomial-time algorithm such that $\|\tilde{\mu} - \mu\| = \mathcal{O}\left(\frac{\gamma \sigma \sqrt{\alpha}}{\sqrt{\alpha}}\right)$ with probability $\Omega(\alpha)$.

Recall that bounded variance means that $\frac{1}{|S|} \sum_{i \in S} \langle x_i - \mu, v \rangle^2 \leq \sigma^2 \|v\|_\ast^2$ for all $v \in \mathbb{R}^d$. There are two equivalent conditions to bounded variance that will be useful. The first is $\sup_{\|v\|_\ast \leq 1} \mathbb{E} \Sigma v \leq \sigma^2$ for all $v \in \mathbb{R}^d$, where $\Sigma = \frac{1}{|S|} \sum_{i \in S} (x_i - \mu)(x_i - \mu)^	op$; this is useful because Assumption 6 allows us to $\kappa$-approximate this supremum for any given $\Sigma$.

The second equivalent condition re-interprets $\sigma$ in terms of a matrix norm. Let $\| \cdot \|_\psi$ denote the norm $\| \cdot \|$ above, and for a matrix $M$ define the induced $2 \rightarrow \psi$-norm $\|M\|_{2 \rightarrow \psi}$ as...
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sup_{\|u\|_2 \leq 1} \|M v\|_\psi. Then the set S has variance at most \( \sigma^2 \) if and only if \( \|[x_i - \mu]|_{S} \|_2 \leq \sqrt{|S|}/\sigma \). This will be useful because induced norms satisfy helpful compositional properties such as \( \|AB\|_{2 \rightarrow \psi} \leq \|A\|_{2 \rightarrow \psi} \|B\|_2 \).

The algorithm establishing Theorem 7 is almost identical to Algorithm 1, with two changes. The first change is that on line 4, the quantity \( 4n\sigma^2 \) is replaced with \( 4\kappa n\sigma^2 \), where \( \kappa \) is the approximation factor in Assumption 6. The second change is that in the optimization (14), the constraint \( Y \succeq 0, \text{tr}(Y) \leq 1 \) is replaced with \( Y \in \mathcal{P} \), where \( \mathcal{P} \) is the feasible set in Assumption 6. In other words, the only difference is that rather than finding the maximum eigenvalue, we \( \kappa \)-approximate the \( 2 \rightarrow \psi \) norm using Assumption 6. We therefore end up solving the saddle point problem

\[
\max_{Y \in \mathcal{P}} \min_{W} \left\{ \sum_{i \in A} c_i (x_i - X_A w_i)^T Y (x_i - X_A w_i) \mid 0 \leq W_{ji} \leq \frac{4 - \alpha}{\alpha(2 + \alpha)n}, \sum_{j} W_{ji} = 1 \right\}. \tag{27}
\]

Standard optimization algorithms such as Frank-Wolfe allow us to solve (27) to any given precision with a polynomial number of calls to the linear optimization oracle guaranteed by Assumption 6.

While Algorithm 1 essentially minimizes the quantity \( \|X - XW\|_\psi^2 \), this new algorithm can be thought of as minimizing \( \|X - XW\|_{2 \rightarrow \psi}^2 \). However, for general norms computing the \( 2 \rightarrow \psi \) norm is NP-hard, and so we rely on a \( \kappa \)-approximate solution by optimizing over \( \mathcal{P} \). We are now ready to prove Theorem 7.

**Proof (Theorem 7).** The proof is similar to Proposition 16, so we only provide a sketch of the differences. First, the condition of Lemma 17 still holds, now with \( \alpha \) equal to \( \kappa n\sigma^2 \) rather than \( n\sigma^2 \) due to the approximation ratio \( \kappa \). (This is why we needed to change line 4.)

Next, we need to modify equations (20-23) to hold for the \( 2 \rightarrow \psi \) norm rather than operator norm:

\[
\|X_A - Z\|_{2 \rightarrow \psi} = \|X_A (I - W)(I - W_1)^{-1}\|_{2 \rightarrow \psi} \leq \|X_A (I - W)\|_{2 \rightarrow \psi} \| (I - W_1)^{-1}\|_{2 \rightarrow 2} \leq 10\|X_A (I - W)\|_{2 \rightarrow \psi} \leq 10\sqrt{\frac{2}{\kappa}}\|X_A (I - W)\|_{2 \rightarrow \psi} \leq 20\sqrt{\frac{2\kappa}{n\sigma^2}}. \tag{31}
\]

Here (i) is from the general fact \( \|AB\|_{2 \rightarrow \psi} \leq \|A\|_{2 \rightarrow \psi} \|B\|_{2 \rightarrow 2} \), and the rest of the inequalities follow for the same reasons as in (20-23).

We next need to modify equations (24-26). This can be done with the following inequality:

**Lemma 18.** For any matrix \( A = [a_1 \cdots a_n] \) of rank \( r \) and any \( \gamma \)-strongly convex norm \( \| \cdot \|_\psi \), we have \( \sum_{i=1}^n \|a_i\|_\psi^2 \leq \frac{\gamma}{\kappa} \|A\|_{2 \rightarrow \psi}^2 \).

This generalizes the inequality \( \|A\|_F^2 \leq \text{rank}(A) \cdot \|A\|_2^2 \). Using Lemma 18 (proved below), we have

\[
\sum_{i \in S \cap A} \|z_i - \mu\|_\psi^2 \leq \frac{\text{rank}(Z) + 1}{\gamma} \|[z_i - \mu]|_{S \cap A}\|_{2 \rightarrow \psi}^2 \leq \frac{\text{rank}(Z) + 1}{\gamma} \left( \|[z_i - \mu]|_{S \cap A}\|_{2 \rightarrow \psi} + \|[x_i - \mu]|_{S \cap A}\|_{2 \rightarrow \psi} \right)^2 = O\left( \frac{n\gamma^2}{\kappa} \right). \tag{34}
\]
The inequalities again follow for the same reasons as before. If we choose $z_i$ at random, with probability $\Omega(\alpha)$ we will output a $z_i$ with $\|z_i - \mu\|_\psi = O\left(\frac{\sqrt{\kappa}}{\sqrt{n}}\right)$. This completes the first part of the proposition.

For the second part, by the same reasoning as before we obtain $\bar{\mu}$ with $\|X_A - \bar{\mu}^T\|_{2 \to \psi} = O\left(\sqrt{\kappa\sigma}\right)$, which implies that $A$ is resilient with $\sigma_*(\epsilon) = O\left(\sigma\sqrt{\kappa\epsilon}\right)$ for $\epsilon \leq \frac{1}{2}$. The mean of $A$ will therefore be within distance $O\left(\sigma\sqrt{\kappa\epsilon}\right)$ of $\mu$ as before, which completes the proof. ◀

We finish by proving Lemma 18.

Proof (Lemma 18). Let $s \in \{-1, +1\}^n$ be a uniformly random sign vector. We will compare $E_s[\|As\|^2_\psi]$ in two directions. Let $P$ be the projection onto the span of $A$. On the one hand, we have $\|As\|^2_\psi = \|APs\|^2_\psi \leq \|A\|_{2 \to \psi}^2 \|Ps\|^2_\psi$, and hence $E_s[\|As\|^2_\psi] \leq E_s[\|Ps\|^2_\psi]\|A\|_{2 \to \psi}^2 = \text{rank}(A)\|A\|_{2 \to \psi}^2$. On the other hand, similarly to (11) we have $E_s[\|As\|^2_\psi] \geq (1/\gamma) \sum_{i=1}^n \|a_i\|^2_\psi$ by the strong convexity of the norm $\|\cdot\|_\psi$. Combining these yields the desired result. ◀

## 5 Robust Low-Rank Recovery

In this section we present results on rank-$k$ recovery. We first justify the definition of rank-resilience (Definition 8) by showing that it is information-theoretically sufficient for (approximately) recovering the best rank-$k$ subspace. Then, we provide an algorithm showing that this subspace can be recovered efficiently.

### 5.1 Information-Theoretic Sufficiency

Let $X_S = \{x_i\}_{i \in S}$. Recall that $\delta$-rank-resilience asks that $\text{col}(X_T) = \text{col}(X_S)$ and $\|X_T^\dagger X_S\|_2 \leq 2$ for $|T| \geq (1 - \delta)|S|$. This is justified by the following:

- **Proposition 19.** Let $S \subseteq [n]$ be a set of points of size $(1 - \delta)n$ that is $\frac{\delta}{4}$-rank-resilient. Then it is possible to output a rank-$k$ projection matrix $P$ such that $\|(I - P)X_S\|_2 \leq 2\sigma_{k+1}(X_S)$.

Proof. Find the $\frac{\delta}{4}$-rank-resilient set $S'$ of size $(1 - \delta)n$ such that $\sigma_{k+1}(X_{S'})$ is smallest, and let $P$ be the projection onto the top $k$ singular vectors of $X_{S'}$. Then we have $\|(I - P)X_{S'}\|_2 = \sigma_{k+1}(X_{S'}) \leq \sigma_{k+1}(X_S)$. Moreover, if we let $T = S \cap S'$, we have $\|(I - P)X_T\|_2 \leq \|(I - P)X_{S'}\|_2 \leq \sigma_{k+1}(X_S)$ as well. By pigeonhole, $|T| \geq (1 - 2\delta)n = (1 - \frac{\delta}{4})|S|$. Therefore $\text{col}(X_T) = \text{col}(X_S)$, and $\|(I - P)X_S\|_2 = \|(I - P)X_TX_T^\dagger X_S\|_2 \leq \|(I - P)X_T\|_2\|X_T^\dagger X_S\|_2 \leq 2\sigma_{k+1}(X_S)$ as claimed. ◀

### 5.2 Efficient Recovery

We next provide an algorithm for efficient recovery, given as Algorithm 2 below. The proof that it satisfies the guarantees of Theorem 9 is deferred to the full paper.

## 6 Finite-Sample Concentration

In this section we provide two general finite-sample concentration results that establish resilience with high probability. The first holds for arbitrary resilient distributions but has suboptimal sample complexity, while the latter is specialized to distributions with bounded variance and has near-optimal sample complexity.
Algorithm 2 Algorithm for recovering a rank-$k$ subspace.

1: Initialize $c_i = 1$ for all $i = 1, \ldots, n$ and $A = \{1, \ldots, n\}$. Set $\lambda = \frac{(1-\delta)n\sigma^2}{\ell}$.
2: Let $Y \in \mathbb{R}^{d \times d}$ and $Q \in \mathbb{R}^{d \times d}$ be the maximizer/minimizer of the saddle point problem

$$\max_{Y \succeq 0, \text{tr}(Y) \leq 1} \min_{q \in \mathbb{R}^{n \times n}} \sum_{i \in A} c_i \| (x_i - X_A q_i) \| Y (x_i - X_A q_i) + \lambda \| q_i \|_2^2.$$  

3: Let $\tau^*_i = (x_i - X_A q_i) \| Y (x_i - X_A q_i) + \lambda \| q_i \|_2^2$.
4: if $\sum_{i \in A} c_i \tau^*_i > 8n\sigma^2$ then
5:   For $i \in A$, replace $c_i$ with $(1 - \frac{\tau^*_i}{\tau_{\max}}) c_i$, where $\tau_{\max} = \max_{i \in A} \tau^*_i$.
6:   For all $i$ with $c_i < \frac{1}{2}$, remove $i$ from $A$.
7:   Go back to line 3.
8: end if
9: Let $Q_1$ be the result of zeroing out all singular values of $Q$ greater than 0.9.
10: Output $P = X_A Q_0 X_A^\top$, where $Q_0 = (Q - Q_1)(I - Q_1)^{-1}$.

6.1 Concentration for Resilient Distributions

Our first result, stated as Proposition 4 in Section 1.2, applies to any $(\sigma, \epsilon)$-resilient distribution $p$; recall that $p$ is $(\sigma, \epsilon)$-resilient iff $\| E(x \mid E) - \mu \| \leq \sigma$ for any event $E$ of probability $1 - \epsilon$.

We define the covering number of the unit ball in a norm $\| \cdot \|_*$ to be the minimum $M$ for which there are vectors $v_1, \ldots, v_M$, each with $\| v_j \|_* \leq 1$, such that $\max_{v \in \mathbb{R}^d} \langle x, v \rangle \leq 1 \sup_{\| v \|_* \leq 1} \langle x, v \rangle$ for all vectors $v \in \mathbb{R}^d$. Note that $\log M$ is a measure of the effective dimension of the unit ball, i.e. $\log M = \Theta(d)$ if $\| \cdot \|_*$ is the $\ell_\infty$ or $\ell_2$ norm, while $\log M = \Theta(\log d)$ for the $\ell_1$ norm.

We recall Proposition 4 for convenience:

**Proposition.** Suppose that a distribution $p$ is $(\sigma, \epsilon)$-resilient around its mean $\mu$ with $\epsilon < \frac{1}{2}$. Let $B$ be such that $P[\| x - \mu \| > B] \leq \epsilon/2$. Also let $M$ be the covering number of the unit ball in the dual norm $\| \cdot \|_*$.

Then, given $n$ samples $x_1, \ldots, x_n \sim p$, with probability $1 - \delta - \exp(-cn/6)$ there is a subset $T$ of $(1 - \epsilon)n$ of the $x_i$ that is $(\sigma', \epsilon)$-resilient with $\sigma' = \sigma \left(1 + \sqrt{\frac{\log(M/\delta)}{cn}} + B(\sigma)\log(M/\delta)\right)$.

**Proof.** Let $p'$ be the distribution of samples from $p$ conditioned on $\| x - \mu \| \leq B$. Note that $p'$ is $(\sigma/2, \frac{\epsilon}{2})$-resilient since every event with probability $1 - \epsilon/2$ in $p'$ is an event of probability $(1 - \epsilon/2)^2 \geq 1 - \epsilon$ in $p$. Moreover, with probability $1 - \exp(-cn/6)$, at least $(1 - \epsilon)n$ of the samples from $p$ will come from $p'$. Therefore, we can focus on establishing resilience of the $n' = (1 - \epsilon)n$ samples from $p'$.

With a slight abuse of notation, let $x_1, \ldots, x_{n'}$ be the samples from $p'$. Then to check resilience we need to bound $\| \frac{1}{|T|} \sum_{i \in T} (x_i - \mu) \|$ for all sets $T$ of size at least $(1 - \epsilon)n'$. We will first use the covering $v_1, \ldots, v_M$ to obtain

$$\left\| \frac{1}{|T|} \sum_{i \in T} (x_i - \mu) \right\| \leq 2 \max_{j=1} M \frac{1}{|T|} \sum_{i \in T} (x_i - \mu, v_j).$$  

(36)

The idea will be to analyze the sum over $\langle x_i - \mu, v_j \rangle$ for a fixed $v_j$ and then union bound over the $M$ possibilities. For a fixed $v_j$, we will split the sum into two components: those with small magnitude (roughly $\sigma/\epsilon$) and those with large magnitude (between $\sigma/\epsilon$ and $B$). We can then bound the former with Hoeffding’s inequality, and using resilience we will be
able to upper-bound the second moment of the latter, after which we can use Bernstein’s inequality.

More formally, let \( \tau = \frac{1}{\epsilon^2} \sigma \) and define

\[
y_i = (x_i - \mu, v_j) \mathbb{I}[(x_i - \mu, v_j) < \tau],
\]

\[
z_i = (x_i - \mu, v_j) \mathbb{I}[(x_i - \mu, v_j) \geq \tau].
\]

Then by Hoeffding’s inequality, \( \sum_i z_i \) is non-zero with probability at most \( \epsilon^2 / 2 \) under \( \mu \) (see Lemma 3).

Now, for any set \( T \) of size at least \((1-\epsilon)n'\), we have

\[
\frac{1}{|T|} \sum_{i \in T} (x_i - \mu, v_j) = \frac{1}{|T|} \sum_{i \in T} y_i + z_i
\]

\[
\leq \frac{1}{|T|} \sum_{i \in T} y_i + \frac{1}{|T|} \sum_{i \in T} |z_i|
\]

\[
\leq \frac{1}{|T|} \sum_{i = 1}^{n'} y_i + \frac{1}{|T|} \sum_{i = 1}^{n'} y_i + \frac{1}{|T|} \sum_{i = 1}^{n'} |z_i|
\]

\[
\leq \frac{1}{1-\epsilon} \left[ \sum_{i = 1}^{n'} y_i \right] + \frac{\epsilon}{1-\epsilon} \tau + \frac{1}{(1-\epsilon)n'} \sum_{i = 1}^{n'} |z_i|.
\]

The last step uses the fact that \( |y_i| \leq \tau \) for all \( i \). It thus suffices to bound \( \frac{1}{n'} \sum_{i = 1}^{n'} |z_i| \) as well as \( \frac{1}{n'} \sum_{i = 1}^{n'} |z_i| \).

For the \( y_i \) term, note that by resilience \( \|E[y_i]\| \leq \sigma \) (since \( y_i \) is sampled from \( p \) conditioned on \( \langle x_i - \mu, v_j \rangle < \tau \) and \( \|x_i - \mu\| \leq B \), which each occur with probability at least \( 1-\epsilon/2 \)). Then by Hoeffding’s inequality, \( \frac{1}{n'} \sum_{i = 1}^{n'} y_i = O(\sigma + \tau \sqrt{\log(2/\delta)/n'}) \) with probability \( 1 - \delta \).

For the \( z_i \) term, we note that \( E[|z_i|] = E[\max(z_i, 0)] + E[\max(-z_i, 0)] \). Let \( \tau' \) be the \( \epsilon \)-quantile of \( \langle x_i - \mu, v_j \rangle \) under \( p \), which by Lemma 3 is at most \( \tau \). Then we have

\[
E_p[\max(z_i, 0)] = E_p[(x_i - \mu, v_j) \mathbb{I}[\langle x_i - \mu, v_j \rangle \geq \tau]]
\]

\[
\leq E_p[(x_i - \mu, v_j) \mathbb{I}[\langle x_i - \mu, v_j \rangle \geq \tau']]\]

\[
\leq \epsilon \cdot \frac{1 - \epsilon}{\epsilon} \sigma = (1 - \epsilon)\sigma,
\]

where (i) is again Lemma 3. Then we have \( E_p[\max(z_i, 0)] \leq \frac{1}{n'} E_p[\max(z_i, 0)] \leq \sigma \), and hence \( E_p[|z_i|] \leq 2\sigma \) (as \( E[\max(-z_i, 0)] \leq \sigma \) by the same argument as above). Since \( |z_i| \leq B \), we then have \( E[|z_i|^2] \leq 2B\sigma \).

Therefore, by Bernstein’s inequality, with probability \( 1 - \delta \) we have

\[
\frac{1}{n'} \sum_{i = 1}^{n'} |z_i| \leq O\left( \sigma + \sqrt{\frac{\sigma B \log(2/\delta)}{n'}} + \frac{B \log(2/\delta)}{n'} \right) = O\left( \sigma + \frac{B \log(2/\delta)}{n'} \right).
\]

Taking a union bound over the \( v_j \) for both \( y \) and \( z \), and plugging back into (42), we get that

\[
\frac{1}{|T|} \sum_{i \in T} \langle x_i - \mu, v_j \rangle \leq O\left( \sigma + \frac{\sigma}{\epsilon} \sqrt{\frac{\log(2/\delta)}{n}} + \frac{B \log(2/\delta)}{n} \right)
\]

for all \( T \) and \( v_j \) with probability \( 1 - \delta \).

Plugging back into (36), we get that \( \| \frac{1}{|T|} \sum_{i \in T} \langle x_i - \mu, \rangle \| \leq O\left( \sigma + \frac{\sigma}{\epsilon} \sqrt{\frac{\log(2/\delta)}{n}} + \frac{B \log(2/\delta)}{n} \right) \), as was to be shown.
6.2 Concentration Under Bounded Covariance

In this section we state a stronger but more restrictive finite-sample bound giving conditions under which samples have bounded variance. It is a straightforward extension of Proposition B.1 of [3], so we defer the proof to the full paper.

Proposition 20. Suppose that a distribution $p$ has bounded variance in a norm $\| \cdot \|_*$: $\mathbb{E}_{x \sim p}[\langle x - \mu, v \rangle^2] \leq \sigma^2_0 \|v\|^2_*$ for all $v \in \mathbb{R}^d$. Then, given $n$ samples $x_1, \ldots, x_n \sim p$, with probability $1 - \exp(-\epsilon^2 n/16)$ there is a subset $T$ of $(1 - \epsilon)n$ of the points such that

$$\frac{1}{|T|} \sum_{i \in T} (x_i - \mu, v)^2 \leq (\sigma')^2 \|v\|^2_*$$

for all $v \in \mathbb{R}^d$, where $(\sigma')^2 = \frac{4\sigma^2}{\epsilon} \left(1 + \frac{d(1 - \epsilon)n}{(1 - \epsilon)n}\right)$. (47)

This that whenever a distribution $p$ on $\mathbb{R}^d$ has bounded variance, if $n \geq d$ samples $x_i$ are drawn from $p$ then some large subset of the samples will have bounded variance as well.
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1 Introduction

Consider an unknown $M \times M$ matrix of probabilities $B$, satisfying $\sum_{i,j} B_{i,j} = 1$. Suppose one is given $N$ independently drawn $(i,j)$-pairs, sampled according to the distribution defined by $B$. How many draws are necessary to accurately recover $B$? What can one infer about the underlying matrix based on these samples? How can one accurately test whether the underlying matrix possesses certain properties of interest? How do structural assumptions on $B$ — for example, the assumption that $B$ has low rank — affect the information theoretic or computational complexity of these questions? For the majority of these tasks, we currently lack both a basic understanding of the computational and information theoretic lay of the land, as well as algorithms that seem capable of achieving the information theoretic or computational limits.

This general question of making accurate inferences about a matrix of probabilities, given a matrix of observed “counts” of discrete outcomes, lies at the core of a number of problems that disparate communities have been tackling independently. On the theoretical side, these problems include both work on community detection in stochastic block models (where the goal is to infer the community memberships from an adjacency matrix of a graph that has been drawn according to an underlying matrix of probabilities expressing the community structure) as well as the line of work on recovering topic models, hidden Markov models (HMMs), and richer structured probabilistic models (where the model parameters can often be recovered using observed count data). On the practical side, these problems include work on computing low-rank approximations to sparsely sampled data, which arise in collaborative filtering and recommendation systems, as well as the recent work from the natural language processing community on understanding matrices of word co-occurrence counts for the purpose of constructing good “word embeddings”. Additionally, work on latent semantic analysis and non-negative matrix factorization can also be recast in this setting.

In this work, we focus on this estimation problem where the probability matrix $B$ possesses a particular low rank structure. While this estimation problem is rather specific, it generalizes the basic community detection problem and the problem of learning various common models encountered in natural language processing such as probabilistic latent semantic analysis [28]. Additionally, this problem encompasses the main technical challenge behind learning HMMs and topic models, in the sense that after $B$ is accurately recovered, these learning problems have a number of parameters that is a function only of the number of topics/hidden states (which bounds the rank of $B$ and is, in practical applications, at most a few hundred) as opposed to the dictionary/alphabet size, $M$, which, in natural language settings is typically tens of thousands. Furthermore, this low rank case also provides a means to study how the relationships between property testing and estimation problems differ between this structured setting and the basic rank 1 setting that is equivalent to simply drawing i.i.d samples from a distribution supported on $M$ elements.

We focus on the estimation of a low rank probability matrix $B$ in the sparse data regime, near the information theoretic limit. In many practical scenarios involving sample counts, we seek algorithms capable of extracting the underlying structure in the sparsely sampled regime. To give two motivating examples, consider forming the matrix of word co-occurrences—the matrix whose rows and columns are indexed by the set of words, and whose $(i,j)$-th element consists of the number of times the $i$-th word follows the $j$-th word in a large corpus of text. In this context, the underlying probability matrix, $B$, represents the distribution of bi-grams encountered in written English. In the context of recommendation systems, one could consider a low rank matrix model, where the rows are indexed by customers, and the columns are indexed by products, with the $(i,j)$-th entry corresponding to the number of
times the $i$-th customer has purchased the $j$-th product. Here, the underlying probability matrix, $B$, models the distribution from which each customer/product purchase is drawn. In both settings, the structure of the probability matrix underlying these observed counts contains insights into the two domains, and in both domains we only have relatively sparse data. This is inherent in many other natural scenarios involving heavy-tailed distributions (including genomic settings), where despite having massive datasets, a significant fraction of the domain is observed only a single time.

Similar estimation questions have been actively studied in the community detection literature, where the objective is to accurately recover the communities in the regime where the average degree (e.g. the row sums of the adjacency matrix) are constant. In contrast, the recent line of works for recovering highly structured models (such as topic models, HMMs, etc.) are only applicable to the over-sampled regime where the amount of data is well beyond the information theoretic limits. In these cases, achieving the information theoretic limits remains a widely open question. This work begins to bridge the divide between these recent algorithmic advances in both communities. We hope that the low rank probability matrix setting considered here serves as a jumping-off point for the more general questions of developing information theoretically optimal algorithms for estimating structured matrices and tensors in general, or recovering low-rank approximations to arbitrary probability matrices, in the sparse data regime. While the general settings are more challenging, we believe that some of our algorithmic techniques can be fruitfully extended.

In addition to developing algorithmic tools which we hope are applicable to a wider class of problems, a second motivation for considering this particular low rank case is that, with respect to distribution learning and property testing, the entire lay-of-the-land seems to change completely when the probability matrix $B$ has rank larger than 1. In the rank 1 setting — where a sample consists of 2 independent draws from a distribution supported on $\{1, \ldots, M\}$ — the distribution can be learned using $\Theta(M)$ draws. Nevertheless, many properties of interest can be tested or estimated using a sample size that is sublinear in $M$. However, even just in the case where the probability matrix is of rank 2, although the underlying matrix $B$ can be represented with $O(M)$ parameters (and, as we show, it can also be accurately and efficiently recovered with $O(M)$ sample counts), sublinear sample property testing and estimation is generally impossible. This result begs a more general question: what conditions must be true of a structured statistical setting in order for property testing to be easier than learning?

### 1.1 Problem Formulation

We consider the following problem setup and notation:
- A vocabulary consisting of $M$ “words”, denoted by $\mathcal{M} = \{1, \ldots, M\}$.
- A low rank probability matrix $B$, of size $M \times M$, with the following structure: $B = PP^T$, where $P$ is an $M \times r$ non-negative matrix with column sums 1, and $W$ is p.s.d. with $\sum_{i,j} W_{i,j} = 1$.
- A set of $N$ independent $(i,j)$ pairs drawn according to $B$, with the probability of drawing $(i,j)$ given by $B_{i,j}$.
- An $M \times M$ matrix of “counts”, $C$, summarizing the frequencies of each $(i,j)$ pair in the $N$ draws.

---

1 Distinguishing whether a distribution is uniform versus far from uniform can be accomplished using only $O(\sqrt[M]{M})$ draws, testing whether two sets of samples were drawn from similar distributions can be done with $O(M^{2/3})$ draws, estimating the entropy of the distribution to within an additive $\epsilon$ can be done with $O(M \log M)$ draws, etc.
Throughout, we will make frequent use of the Poissonization technique whereby we assume that the number of draws follows a Poisson distribution of expectation $N$. This renders $C_{i,j}$ independent of the other entries of the count matrix, simplifying analysis. Additionally, for both upper and lower bounds, with all but inverse exponential probability the $o(N)$ discrepancy between $N$ and $\text{Poi}(N)$ contributes only to lower order terms.

**Notation**

Throughout the paper, we use the following standard shorthand notations. Denote $[n] \triangleq \{1, \ldots, n\}$. $\mathcal{I}$ denotes a subset of indices in $\mathcal{M}$. For a $M$-dimensional vector $x$, we use vector $x_\mathcal{I}$ to denote the elements of $x$ restricted to the indices in $\mathcal{I}$; for two index sets $\mathcal{I}$, $\mathcal{J}$, and a $M \times M$ dimensional matrix $X$, we use $X_{\mathcal{I} \times \mathcal{J}}$ to denote the submatrix of $X$ with rows restricting to indices in $\mathcal{I}$ and columns restricting to indices in $\mathcal{J}$.

We use $\text{Poi}(\lambda)$ to denote a Poisson distribution with expectation $\lambda$; we use $\text{Ber}(p)$ to denote a Bernoulli random variable with success probability $p \in [0, 1]$; and for a probability vector $x \in [0, 1]^M$ satisfying $\sum_i x_i = 1$ and an integer $t$, we use $\text{Mul}(x; t)$ to denote the multinomial distribution over $M$ outcomes corresponding to $t$ draws from $[M]$ according to the distribution specified by the vector $x$.

### 1.2 Main Results

Our main result is the accurate recovery of a rank $R$ matrix of the form described above in the linear data regime $N = O(M)$:

- **Theorem 1** (Upper bound for rank $R$, constant accuracy). Suppose we have access to $N$ i.i.d. samples generated according to the a probability matrix $B = \mathbb{P} \mathbb{W} \mathbb{P}^T$ with $\mathbb{P}$ an $M \times R$ nonnegative matrix with column sum 1, $\mathbb{W}$ an $R \times R$ p.s.d. matrix with entries summing to 1 and row sums bounded by $\sum_j W_{i,j} \geq w_{\text{min}}$. For any constants $\epsilon > 0, \delta > 0$ and $N = \Theta\left(\frac{M R^2}{w_{\text{min}}^2 \epsilon^2} \log(1/\delta)\right)$, there is an algorithm with $\text{poly}(M, \log(1/\delta))$ runtime that returns a rank $R$ matrix $\hat{B}$ such that with probability at least $1 - \delta$:

$$\|\hat{B} - B\|_{\ell_1} \leq \epsilon.$$

We emphasize that our recovery is in terms of $\ell_1$ distance, namely the total variation distance between the true distribution and the recovered distribution. In settings where there is a significant range in the row (or column) sums of $B$, a spectral error bound might not be meaningful.

Much of the difficulty in the algorithm is overcoming the fact that the row/column sums of $B$ might be very non-uniform. Nevertheless, our result can be compared to the community detection setting with $R$ communities (for which the row/column sums are completely uniform), for which accurate recovery can be efficiently achieved given $N = \Theta(M R^2)$ samples [20]. In our more general setting, we incur an extra factor of $w_{\text{min}}^{-1}$, whose removal might be possible with a more careful analysis of our approach.

#### 1.2.1 Topic Models and Hidden Markov Models

One of the motivations for considering low rank structure of a probability matrix $B$ is that this structure captures the structure of the matrix of expected bigrams generated by topic models [46, 28] and HMMs, as described below.
In the case of topic models, the decomposition of the matrix of bigram probabilities $B = PWP^T$ has the desired form required by our Theorem 1, with $W$ nonnegative and p.s.d., and hence the theorem guarantees an accurate recovery of $B$, even in the sparse data regime. The recovery of the mixing weights $\{w_i\}$ and topic distributions $\{p^{(i)}\}$ from $B$ requires an additional step, which will amount to solving a system of quadratic equations. Crucially, however, given the rank $R$ matrix $B$, the remaining problem becomes a problem only involving $R^2$ parameters—representing a linear combination of the $R$ factors of $B$ for each $p^{(i)}$—rather than recovering $MR$ parameters.

**Definition 3.** A Hidden Markov model with $R$ hidden states and observations over an alphabet of size $M$ is defined by an $R \times R$ transition matrix $T$, and $R$ observation distributions $p^{(1)}, \ldots, p^{(R)}$. A sequence of observations is sampled as follows: select an initial state (e.g. according to the stationary distribution of the chain) then evolve the Markov chain according to the transition matrix $T$, drawing an observation from the $i$th distribution $p^{(i)}$ at each timestep in which the underlying chain is in state $i$th.

Assuming the Markov chain has stationary distribution $\pi_1, \ldots, \pi_R$, the probability of seeing a bigram $(i, j)$ with symbol $i$ observed at the $k$th timestep and symbol $j$ observed at the $k+1$st timestep, tends towards the following (i.e. assuming the chain is close to mixing by timestep $k$) rank $R$ probability matrix $B = PWP^T$, with $P = [p^{(1)}, \ldots, p^{(R)}]$ and $W = \text{diag}(w_1, \ldots, w_R)$.

For HMMs, the low rank matrix of bigrams, $B = PWP^T$, does not necessarily have the required form—specifically the mixing matrix $W$ may not be p.s.d.—and it is unclear whether our approach can successfully recover such matrices. Nevertheless, with slightly more careful analysis, at least in certain cases the techniques yield tight results. For example, in the setting of an HMM with two hidden states, over an alphabet of size $M$, we can easily show that our techniques obtain an accurate reconstruction of the corresponding probability matrix $B$, and then leverage that reconstruction together with a constant amount of tri-gram information to accurately learn the HMM:

**Proposition 4.** (Learning 2-state HMMs) Consider a sequence of observations given by a Hidden Markov Model with two hidden states and symmetric transition matrix with entries bounded away from 0. Assuming a constant $\ell_1$ distance between the distributions of observations corresponding to the two states, there exists an algorithm which, given a sampled chain of length $N = \Omega(M/\epsilon^2)$, runs in time $\text{poly}(M)$ and returns estimates of the transition matrix and two observation distributions that are accurate in $\ell_1$ distance, with probability at least $2/3$.

This probability of failure can be trivially boosted to $1 - \delta$ at the expense of an extra factor of $\log(1/\delta)$ observations.
1.2.2 Testing vs. Learning

Theorem 1 and Proposition 4 are tight in an extremely strong sense: for both the topic model and HMM settings, it is information theoretically impossible to perform even the most basic property tests using fewer than $\Theta(M)$ samples. For topic models, the community detection lower bounds [43][34][55] imply that $\Theta(M)$ bigrams are necessary to even distinguish between the case that the underlying model is the uniform distribution over bigrams versus the case of a $R$-topic model in which each topic has a unique subset of $M/R$ words with a constant fraction higher probability than the remaining words. More surprisingly, for $k$-state HMMs with $k \geq 2$, even if we permit an estimator to have more information than merely bigram counts, namely access to the full sequence of observations, we prove the following linear lower bound.

- **Theorem 5.** There exists a constant $c > 0$ such that for sufficiently large $M$, given a sequence of observations from a HMM with two states and emission distributions $p, q$ supported on $M$ elements, even if the underlying Markov process is symmetric, with transition probability $1/4$, it is information theoretically impossible to distinguish the case that the two emission distributions, $p = q = \text{Unif}[M]$ from the case that $||p - q||_1 = 1$ with probability greater than $2/3$ using a sequence of fewer than $cM$ observations.

This immediately implies the following corollary for estimating the entropy rate of an HMM.

- **Corollary 6.** There exists an absolute constant $c > 0$ such that given a sequence of observations from a HMM with two hidden states and emission distributions supported on $M$ elements, a sequence of $cM$ observations is information theoretically necessary to estimate the entropy rate to within an additive $0.5$ with probability of success greater than $2/3$.

These strong lower bounds for property testing and estimation are striking for several reasons. First, the core of our learning algorithm for 2-state HMMs (Proposition 4) is a matrix reconstruction step that uses only the set of bigram counts. Conceivably, it might be helpful to consider longer sequences of observations — even for HMMs that mix in constant time, there are detectable correlations between observations separated by $O(\log M)$ steps. Regardless, our lower bound shows that actually no additional information from such longer k-grams can be leveraged to yield sublinear sample property testing or estimation.

A second notable point is the apparent brittleness of sublinear property testing and estimation as we deviate from the standard (unstructured) i.i.d sampling setting. Indeed for nearly all distributional property estimation or testing tasks, including testing uniformity and estimating the entropy, sublinear-sample testing and estimation is possible in the i.i.d. sampling setting (e.g. [26, 52, 51]). In contrast to the i.i.d. setting in which estimation and testing require asymptotically fewer samples than learning, as the above results illustrate, even in the setting of an HMM with just two hidden states, learning and testing require comparable numbers of observations.

1.3 Related Work

As mentioned earlier, the general problem of reconstructing an underlying matrix of probabilities given access to a count matrix drawn according to the corresponding distribution, lies at the core of questions that are being actively pursued by several different communities. We briefly describe these questions, and their relation to the present work.
**Community Detection.** With the increasing prevalence of large scale social networks, there has been a flurry of activity from the algorithms and probability communities to both model structured random graphs, and understand how (and when it is possible) to examine a graph and infer the underlying structures that might have given rise to the observed graph. One of the most well studied community models is the stochastic block model [29]. In its most basic form, this model is parameterized by a number of individuals, $M$, and two probabilities, $\alpha, \beta$. The model posits that the $M$ individuals are divided into two equal-sized “communities”, and such a partition defines the following random graph model: for each pair of individuals in the same community, the edge between them is present with probability $\alpha$ (independently of all other edges); for a pair of individuals in different communities, the edge between them is present with probability $\beta < \alpha$. Phrased in the notation of our setting, the adjacency matrix of the graph is generated by including each potential edge $(i,j)$ independently, with probability $\mathbb{B}_{i,j}$, with $\mathbb{B}_{i,j} = \alpha$ or $\beta$ according to whether $i$ and $j$ are in the same community. Note that $\mathbb{B}$ has rank 2 and is expressible as $\mathbb{B} = PWP^T$ where $P = [p,q]$ for vectors $p = \frac{\alpha}{\alpha + \beta} I_1$ and $q = \frac{\beta}{\alpha + \beta} I_2$ where $I_1$ is the indicator vector for membership in the first community, and $I_2$ is defined analogously, and $W$ is the $2 \times 2$ matrix with $\alpha \frac{\alpha^2}{4}$ on the diagonal and $\beta \frac{\beta^2}{4}$ on the off-diagonal.

What values of $\alpha, \beta$, and $M$ enable the community affiliations of all individuals to be accurately recovered with high probability? What values of $\alpha, \beta$, and $M$ allow for the graph to be distinguished from an Erdos-Renyi random graph (that has no community structure)? The crucial regime is where $\alpha, \beta = O(\frac{\log M}{M})$, and hence each person has a constant, or logarithmic expected degree. The naive spectral approaches will fail in this regime, as there will likely be at least one node with degree $\approx \log M / \log \log M$, which will ruin the top eigenvector. Nevertheless, in a sequence of works sparked by the paper of Friedman, and Szemeredi [24], the following punchline has emerged: the naive spectral approach will work, even in the constant expected degree setting, provided one first either removes, or at least diminishes the weight of these high-degree problem vertices (e.g. [23, 33, 42, 34, 35]). For both the exact recovery problem and the detection problem, the exact tradeoffs between $\alpha, \beta$, and $M$ were recently established, down to subconstant factors [43, 1, 38]. More recently, there has been further research investigating more complex stochastic block models, consisting of three or more components, components of unequal sizes, etc. (see e.g. [20, 2, 3]).

The community detection setting generates an adjacency matrix with entries in $\{0, 1\}$, choosing entry $C_{i,j} \leftarrow \text{Bernoulli}(\mathbb{B}_{i,j})$, as opposed to our setting where $C_{i,j}$ is drawn from the corresponding Poisson distribution. Nevertheless, the two models are extremely similar in the sparse regime considered in the community detection literature, since, when $\mathbb{B}_{i,j} = O(1/M)$, the corresponding Poisson and Bernoulli distributions have total variation distance $O(1/M^2)$.

**Word Embeddings.** On the more applied side, some of the most impactful advances in natural language processing over the past five years has been work on “word embeddings” [39, 37, 49, 10]. The main idea is to map every word $w$ to a vector $v_w \in \mathbb{R}^d$ (typically $d \approx 500$) in such a way that the geometry of the vectors captures the semantics of the word. One of the main constructions for such embeddings is to form the $M \times M$ matrix whose rows/columns are indexed by words, with $(i,j)$-th entry corresponding to the total number of times the $i$-th and $j$-th word occur next to (or near) each other in a large corpus of text (e.g. wikipedia).

---

2 The goal of word embeddings is not just to cluster similar words, but to have semantic notions encoded in the geometry of the points: the example usually given is that the direction representing the difference between the vectors corresponding to “king” and “queen” should be similar to the difference between the vectors corresponding to “man” and “woman”, or “uncle” and “aunt”, etc.
The word embedding is then computed as the rows of the singular vectors corresponding to the top rank $d$ approximation to this empirical count matrix. These embeddings have proved to be extremely effective, particularly when used as a way to map text to features that can then be trained in downstream applications. Despite their successes, current embeddings seem to suffer from sampling noise in the count matrix (where many transformations of the count data are employed, e.g. see [48])—this is especially noticeable in the relatively poor quality of the embeddings for relatively rare words. The theoretical work [11] sheds some light on why current approaches are so successful, yet the following question largely remains: Is there a more accurate way to recover the best rank-$d$ approximation of the underlying matrix than simply computing the best rank-$d$ approximation for the (noisy) matrix of empirical counts?

**Efficient Algorithms for Latent Variable Models.** There is a growing body of work from the algorithmic side (as opposed to information theoretic) on how to recover the structure underlying various structured statistical settings. This body of work includes work on learning HMMs [31, 41, 19], recovering low-rank structure [9, 8, 15], and learning or clustering various structured distributions such as Gaussian mixture models [21, 54, 40, 14, 30, 32, 25]. A number of these methods essentially can be phrased as solving an inverse moments problem, and the work in [7] provides a unifying viewpoint for computationally efficient estimation for many of these models under a tensor decomposition perspective. In general, this body of work has focused on the computational issues and has considered these questions in the regime in which the amount of data is plentiful—well above the information theoretic limits.

On the practical side, the natural language processing community has considered a variety of generative and probabilistic models that fall into the framework we consider. These include work on probabilistic latent semantic analysis (see e.g. [28, 22]), including the popular latent Dirichlet allocation topic model [18]. Much of the algorithmic work on recovering these models is either of a heuristic nature (such as the EM framework), or focuses on computational efficiency in the regime in which data is plentiful (e.g. [6]).

**Sublinear Sample Testing and Estimation.** In contrast to the work described in the previous section on efforts to devise computationally efficient algorithms for tackling complex structural settings in the “over–sampled” regime, there is also significant work establishing information theoretically optimal algorithms and (matching) lower bounds for estimation and distributional hypothesis testing in the most basic setting of independent samples drawn from (unstructured) distributions. This work includes algorithms for estimating basic statistical properties such as entropy [45, 27, 50, 52], support size [47, 50], distance between distributions [50, 52, 51], and various hypothesis tests, such as whether two distributions are very similar, versus significantly different [26, 12, 44, 53, 16], etc. While many of these results are optimal in a worst-case (“minimax”) sense, there has also been recent progress on instance optimal (or “competitive”) estimation and testing, e.g. [4, 5, 53], with stronger information theoretic optimality guarantees. There has also been a long line of work beginning with [17, 13] on these tasks in “simply structured” settings, e.g. where the domain of the distribution has a total ordering or where the distribution is monotonic or unimodal.

---

3 A number of pre-processing steps have been considered, including taking the element-wise square roots of the entries, or logarithms of the entries, prior to computing the SVD.
To motivate our algorithms, it will be helpful to first consider the more naive approaches. Recall that we are given $N$ samples drawn according to the probability matrix $B$, with $C$ denoting the matrix of empirical counts. By the Poisson assumption on sample size, we have that $C_{i,j} \sim \text{Poi}(NB_{i,j})$. Perhaps the most naive hope is to consider the rank $R$ truncated SVD of the empirical matrix $\frac{1}{N}C$, which concentrates to $B$ in Frobenius norm at $\frac{1}{\sqrt{N}}$ rate. Unfortunately, in order to achieve constant $\ell_1$ error, this approach would require a sample complexity as large as $\Theta(M^2)$. Intuitively, this is because the rows and columns of $C$ corresponding to words with larger marginal probabilities have higher row and column sums in expectation, as well as higher variances that undermine the spectral concentration of the matrix as a whole.

The above observation leads to the idea of pre-scaling the matrix so that every word (i.e. row/column) roughly has equal variance. Indeed, with the pre-scaling modification of the truncated SVD, one can likely improve the sample complexity of this approach to $\Theta(M \log M)$. To further reduce the sample complexity, it is worth considering what prevents the truncated SVD from achieving accurate recovery in the $N = \Theta(M)$ regime. Suppose the word marginals are roughly uniform, namely all in the order of $O\left(\frac{1}{M}\right)$, the linear sample regime roughly corresponds to the stochastic block model setup where the expected row sums are all of order $d = \frac{N}{M} = \Omega(1)$. It is well-known that in this sparse regime, the adjacency matrix (in the graph setting), or the empirical count matrix $C$ in our problem, does not concentrate to the expectation matrix in the spectral sense. Due to heavy rows/columns of sum $\Omega\left(\frac{\log M \log \log M}{\log \log M}\right)$, the leading eigenvectors are polluted by the local properties of these heavy rows/columns and do not reveal the global structure of the matrix/graph, which is precisely the desired information.

Fortunately, these heavy (empirical) rows/columns are the only impediment to spectral concentration in the linear sample size regime. Provided all rows/columns with observed weight significantly more than $d$ are zeroed out, spectral concentration prevails. This simple idea of taming the heavy rows/columns was first introduced by [24], and analyzed in [23] and many other works. Recently in [35] and [36], the authors provided clean and clever proofs to show that any manner of “regularization”—removing entries from the heavy rows/columns until their row/column sums are bounded—essentially leads to the desired spectral concentration for the adjacency matrix of random graphs whose row/column sums are roughly uniform in expectation.

The challenge of applying this regularization approach in our more general setting is that the row/column expectations of $C$ might be extremely non-uniform. If we try to “regularize”, we will not know whether we are removing entries from rows that have small expected sum but happened to have a few extra entries, or if we are removing entries from a row that actually has a large expected sum (in which case such removal will be detrimental).

Our approach is to partition the vocabulary $\mathcal{M}$ into bins that have roughly uniform marginal probabilities, corresponding to partitioning the rows/columns into sets that have roughly equal (empirical) counts. Restricting our attention to the diagonal sub-blocks of $B$ whose rows/columns consist of indices restricted to a single bin, the expected row and column sums are now roughly uniform. We can regularize (by removing abnormally heavy rows and columns) from each diagonal block separately to restore spectral concentration on each of these sub blocks. Now, we can apply truncated SVD to each diagonal sub block, recovering the column span of these blocks of $B$. With the column spans of each bin, we can now “stitch” them together as a single large projection matrix $P$ which has rank at most $R$. 

Algorithm 1: The algorithm to which Theorem 1 applies, which recovers rank $R$ probability matrices in the linear data regime.

**Input:** $3N$ i.i.d. samples from the distribution $B$ of dimension $M \times M$, where $N = O\left(\frac{MR^2}{w_{\min}}\right)^2$ (In each of the 3 steps, $B$ refers to an independent copy of the normalized count matrix $\frac{1}{N}C$.)

**Output:** Rank $R$ estimator $\hat{B}$ for $B$

**Step 1. (Binning according to the empirical marginal probabilities)**

Set $\hat{\rho}_i = \sum_{j=1}^M (C_{i,j} + C_{j,i})^2 / N$. Partition the vocabulary $M$ into:

$I_0 = \{ i : \hat{\rho}_i < 1 / N \}$, and $I_k = \{ i : \frac{e^{k-1}}{N} \leq \hat{\rho}_i \leq \frac{e^k}{N} \}$, for $k = 1, \ldots, \log N$.

Sort the $M$ words according to $\hat{\rho}_i$ in ascending order. Define $\bar{\rho}_k = \frac{e^{k+1}}{N}$. For each bin $I_k$, if $|I_k| < 20e^{-\frac{1}{2}(k+1)}N$ set $\hat{\rho}_k$ to be 0. Let $k_0 = 4 \log \left(\frac{c_0 R}{\sqrt{\epsilon w_{\min}}}\right) + 16$, for an absolute constant $c_0$ which will be specified in the analysis, and set $\hat{\rho}_k$ to be 0 for all $k < k_0$. Define the following block diagonal matrix:

$$D = \begin{bmatrix} \bar{\rho}_1^{1/2} I_{|I_1|} & & \\ & \ddots & \\ & & \bar{\rho}_{\log N}^{1/2} I_{|I_{\log N}|} \end{bmatrix}.$$  \hspace{1cm} (1)

**Step 2. (Estimate dictionary span in each bin)**

For each diagonal block $B_k = B_{I_k \times I_k}$, perform the following two steps:

1. **(Regularization):**
   a. If a row/column of $B$ has sum exceeding $2\hat{\rho}_k$, set the entire row/column to 0.
   b. If a row/column of $B_k$ has sum exceeding $2|I_k|/|I_n|$, set the entire row/column to 0.

   Denote the regularized block by $\bar{B}_k$.

2. **(R-SVD):** Define the $|I_k| \times R$ matrix $V_k$ to consist of the $R$ top singular vectors of $\bar{B}_k$.

**Step 3. (Recover estimate for $\hat{B}$ accurate in $\ell_1$)**

Define the following projection matrix:

$$P_V = \begin{bmatrix} P_{V_1} & & \\ & \ddots & \\ & & P_{V_{\log M}} \end{bmatrix}, \text{ where } P_{V_k} = V_kV_k^T.$$  \hspace{1cm} (2)

Let $\hat{B}'$ be the rank-$R$ truncated SVD of matrix $P_V D^{-1} BD^{-1} P_V$, and return $\hat{B} = D \hat{B}' D$.

times the number of bins, and roughly contains the column span of $B$. We then project a new count matrix, $C'$, obtained via a fresh partition of samples. As the projection is fairly low rank, it filters most of the sampling noise, leaving an accurate approximation of $B$.

We summarize these basic ideas of Algorithm 1.

1. Given a batch of $N$ samples, group words according to the empirical marginal probabilities,
so that in each bin consists of words whose (empirical) marginal probabilities, differ by at most a constant factor.

2. Given a second batch of $N$ samples, zeros out the words that have abnormally large empirical marginal probabilities comparing to the expected marginal probabilities of words in their bin. Then consider the diagonal blocks of the empirical bigram counts matrix $C$, with rows and columns corresponding to the words in the same bin. We “regularize” each diagonal block in the empirical matrix by removing abnormally heavy rows and columns of the blocks, and then apply truncated SVD to estimate the column span of that diagonal block of $B$.

3. With a third batch of $N$ samples, project the empirical count matrix into the “stitched” column spans recovered in the previous step which yields an accurate estimate of $\Diag(\rho)^{-1/2}B\Diag(\rho)^{-1/2}$ in spectral norm, where $\rho$ denotes the vector of marginal probabilities. Since the estimate is accurate in spectral norm after scaling by the marginal probabilities, this spectral concentration of the scaled matrix easily translates into an $\ell_1$ error bounds for the un-scaled matrix $B$, as desired.

There are several potential concerns that arise in implementing the above high-level algorithm outline and establishing the correctness of the algorithm:

1. We do not have access to the exact marginal probabilities of each word. With a linear sample size, the recovered vector of marginal probabilities has only constant (expected) accuracy in $\ell_1$ norm. Hence each bin, defined in terms of the empirical marginals, includes some non-negligible fraction of words with significantly larger (or smaller) marginal probabilities. When directly applied to the empirical bins with such “spillover” words, the existing results of “regularization” in [36] do not lead to the desired concentration result.

2. When we restrict our analysis to a diagonal block corresponding to a single bin, we throw away all the sample counts outside of that block. This greatly reduces the effective sample size, since a significant fraction of a word’s marginal probability might be due to co-occurrences with words outside of its bin. It is not obvious that we retain enough samples in each diagonal block to guarantee meaningful estimation. [If the mixing matrix $W$ in $B = PWP^T$ is not p.s.d., this effect may be sufficiently severe so as to render these diagonal blocks essentially empty, foiling this approach.]

3. Finally, even if the “regularization” trick works for each diagonal block, we need to extract the useful information and “stitch” together this information from each block to provide an estimator for the entire matrix, including the off-diagonal blocks. Fortunately, the p.s.d assumption of the mixing matrix $W$ ensures that sufficient information is contained in these diagonal blocks.
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Abstract

We consider the problem of learning a discrete distribution in the presence of an \( \epsilon \) fraction of malicious data sources. Specifically, we consider the setting where there is some underlying distribution, \( p \), and each data source provides a batch of \( \geq k \) samples, with the guarantee that at least a \((1-\epsilon)\) fraction of the sources draw their samples from a distribution with total variation distance at most \( \eta \) from \( p \). We make no assumptions on the data provided by the remaining \( \epsilon \) fraction of sources – this data can even be chosen as an adversarial function of the \((1-\epsilon)\) fraction of “good” batches. We provide two algorithms: one with runtime exponential in the support size, \( n \), but polynomial in \( k \), \( 1/\epsilon \) and \( 1/\eta \) that takes \( O((n+k)/\epsilon^2) \) batches and recovers \( p \) to error \( O(\eta + \epsilon/\sqrt{k}) \). This recovery accuracy is information theoretically optimal, to constant factors, even given an infinite number of data sources. Our second algorithm applies to the \( \eta = 0 \) setting and also achieves an \( O(\epsilon/\sqrt{k}) \) recover guarantee, though it runs in \( \text{poly}((nk)^k) \) time. This second algorithm, which approximates a certain tensor via a rank-1 tensor minimizing \( \ell_1 \) distance, is surprising in light of the hardness of many low-rank tensor approximation problems, and may be of independent interest.
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1 Introduction

Consider the following real-world problem: suppose there are millions of people texting away on their phones, and you wish to learn the distribution of words corresponding to a given mis-typed word, or the distribution of words that follow a given sequence, etc. The challenge of this setup is twofold. First, each person provides far too little data to accurately learn these distributions based solely on one person’s data, hence a successful learning or estimation algorithm must combine data from different sources. Second, these sources are heterogeneous – some people have wider fingers than others, and the nature of typos likely differs between people. Further complicating this heterogeneity is the very real possibility that a small but not negligible fraction of the sources might be operated by adversarial agents whose goal is to embarrass the learning algorithm either as a form of corporate sabotage or as a publicity stunt. In much the same way as “Google bombing” or “link bombing” was used to associate specific websites with certain terms – perhaps the most famous of which

* Gregory’s work is supported by ONR award N00014-17-1-2562 and NSF CAREER award CCF-1351108.
resulting in the George W. Bush biography being the top Google and Yahoo! hit when searching for the term “miserable failure” back in Sept. 2006 – it seems likely that certain groups of people would collectively attempt to influence the auto-correct or auto-suggest responses to certain misspellings.

This general problem of learning or estimation given data supplied by a large number of individuals has gained attention in the more practical communities under the keyword Federated Learning (see e.g. [24, 17] and Google research blog post [23]), and raises a number of pertinent questions: What notions of privacy can be maintained while leveraging everyone’s data? Do we train a single model or try to personalize models for each user?

In this work, we consider a basic yet fundamental problem in this space: learning a discrete distribution given access to batches of samples, where an unknown $(1 - \epsilon)$ fraction of batches are drawn i.i.d. from distributions that each has total variation (equivalently, $\ell_1$) distance at most $\eta$ from some target distribution, $p$, and we make no assumptions about the data contained in the remaining $\epsilon$ fraction of batches. The data in this “bad” $\epsilon$ fraction of the batches can even be chosen adversarially as a function of the “good” data. This problem is also a natural problem in the space of “robust statistics”, and the recent line of recent work from the theory community on estimation and learning with untrusted data (e.g. [20, 7, 31, 6, 30, 8]), and we outline these connections in Section 1.2.

We begin by summarizing our main results and discuss the connections with related work. We conclude the introduction with a discussion of several relevant directions for future research.

### 1.1 Summary of Results

The following theorem characterizes our tight information theoretic result for robustly learning a discrete distribution in the setting where a certain fraction of batches of data are arbitrarily corrupted:

**Theorem 1.** Let $p$ denote a distribution supported on $n$ domain elements, and fix parameters $\epsilon \in (0, 1/900)$, $\eta > 0$, failure probability $\delta \in (0, 1)$, and integer $k \geq 1$. Suppose we have access to $m = O((n + k + \log(1/\delta))/\epsilon^2)$ batches of data such that at least $m(1 - \epsilon)$ of the batches consist of $k$ i.i.d. draws from some distribution with $\ell_1$ distance at most $\eta$ from $p$. There exists an algorithm that runs in time $\text{poly}(2^n, k, 1/\epsilon, 1/\eta, \log(1/\delta))$ and, with probability at least $1 - \delta$, returns a distribution $\hat{p}$ satisfying $\|p - \hat{p}\|_1 = O(\eta + \epsilon/\sqrt{k})$, where the “$O$” notation hides an absolute constant.

The recovery guarantees of the above theorem are information theoretically optimal, even given infinite data, as the following lower bound formalizes:

**Theorem 2.** In the setup of Theorem 1 for integers $k \geq 1$ and $n \geq 2$ and parameters $\epsilon \in (0, 1/2)$ and $\eta \in (0, 1/4)$, no algorithm can, with probability greater than $1/2$, return a distribution $\hat{p}$ satisfying $\|p - \hat{p}\|_1 < 2\eta + \epsilon/\sqrt{2k}$, even in the limit as the number of batches, $m$, tends to infinity.

To provide some intuition for these results, consider the setting where $\eta = 0$, namely where the $(1 - \epsilon)$ fraction of “good” batches all consist of $k$ i.i.d. draws from $p$. In this case, the above results claim an optimal recovery error of $\Theta(\epsilon/\sqrt{k})$. Intuitively, this is due to the following “tensorization” property of the total variation distance, which we show in Appendix B: given two distributions $p$ and $q$ with $\|p - q\|_1 = \alpha = O(1/\sqrt{k})$, the $\ell_1$ distance between their $k$th tensor products, $\|p^{\otimes k} - q^{\otimes k}\|_1$, is at least $\Theta(\alpha\sqrt{k})$. Here, the $k$th tensor product $p^{\otimes k}$ denotes the $n^k$ sized object, indexed by a $k$-tuple $i_1, \ldots, i_k$, with
\[
p_{i_1,\ldots,i_k}^{\otimes k} = \prod_{j=1}^k p(i_j).
\]
This lower bound on the distance between the \(k\)th tensor products implies that, even though the adversary can alter the observed \(k\)-fold product distribution of \(p\) by \(\epsilon\) (w.r.t. the \(\ell_1\) or total variation distance), any two \(k\)-tensors with distance \(\leq \epsilon\) that each correspond to the \(k\)th tensor products of distributions will correspond to distributions whose distance is only \(O(\epsilon/\sqrt{k})\), motivating our claimed recovery guarantees.

The algorithm to which the guarantees of Theorem 1 apply proceeds by reducing the problem at hand to \(\leq 2^n\) instances of the problem of learning a Bernoulli random variable in this setting of untrusted batches. Specifically, for each of the \(\leq 2^n\) possible subsets of the observed domain elements, the algorithm attempts to estimate the probability mass that \(p\) assigns to that set. The algorithm then combines these \(\leq 2^n\) estimates to estimate \(p\). In Section 1.3, we discuss the possibility of an efficient variant of this algorithm that proceeds via estimating these weights for only a polynomial number of subsets. We also note that the requirement that \(\epsilon \leq 1/900\) can be relaxed slightly at the expense of readability of the proof.

Our proof of the lower bound (Theorem 2) proceeds by providing a construction of an explicit pair of indistinguishable instances, one corresponding to a distribution \(p\), one corresponding to a distribution \(q\), with \(\|p - q\|_1 = 4\eta + 2\epsilon/\sqrt{2k}\). Each instance consists of two parts – a distribution from which the “good” batches of data are drawn, and a distribution over \(k\)-tuples of samples from which the \(\epsilon\) fraction of “bad” batches are drawn. For the pair of instances constructed, the mixture of the good and bad batches corresponding to \(p\) is identical to the mixture of the good and bad batches corresponding to \(q\).

In addition to the algorithm of Theorem 1, which runs in time exponential in the support size, we provide a second algorithm in the setting where \(\eta = 0\), with runtime \((nk)^{O(k)}\) that also achieves the information theoretically optimal recovery error of \(O(\epsilon/\sqrt{k})\).

\textbf{Theorem 3.} As in the setup of Theorem 1, given \(m = (nk)^{O(k)} \log(1/\delta)/\epsilon^2\) batches of samples, of which a \((1-\epsilon)\) fraction consist of \(\geq k\) i.i.d. \(\ell_1\) draws from a distribution \(p\), supported on \(\leq n\) elements, there is an algorithm that runs in time \(\text{poly}((nk)^k, 1/\epsilon, \log(1/\delta))\) which, with probability at least \(1 - \delta\), returns a distribution \(\hat{p}\) such that \(\|p - \hat{p}\|_1 = O(\epsilon/\sqrt{k})\).

The algorithm to which the above theorem applies proceeds by forming the \(k\)-tensor corresponding to the empirical distribution over the \(m\) batches, with each batch regarded as a \(k\)-tuple. The algorithm then efficiently computes a rank-1 \(k\)-tensor which approximates this empirical tensor in the (element-wise) \(\ell_1\) sense. The ability to efficiently (in time polynomial in the size of the \(k\)-tensor) compute this rank-1 approximation is rather surprising, and crucially leverages the structure of the empirical \(k\)-tensor guaranteed by the setup of our problem. Indeed the general problem of finding the best rank-1 approximation (in either an \(\ell_1\) or \(\ell_2\) sense) of a \(k\)-tensor is NP-hard for \(k \geq 3\) [13]. Additionally, even for various “nice” random distributions of \(3\)-tensors, efficient algorithms for related rank-1 approximation problems would yield efficient algorithms for recovering planted cliques of size \(o(\sqrt{n})\) from \(G(n, 1/2)\) [9].

\subsection{1.2 Related Work}

There are a number of relevant lines of related work, including work from the theoretical computer science and information theory communities on learning, estimating and testing properties of distributions or collections of distributions, the classical work on “robust...
statistics”, the recent line of work from the computer science community on robust learning and estimation with untrusted data and “adversarial” machine learning, and the very recent work from the more applied community on “federated learning”. From a technical perspective, there are also connections between our work and the body of work on tensor factorizations, and low rank matrix and tensor approximations with respect to the $\ell_1$ norm. We briefly summarize these main lines of related work.

1.2.1 Learning and Testing Discrete Distributions

The problem of learning a discrete distribution given access to independent samples has been intensely studied over the past century (see, e.g. [10, 18] and the references therein). For distributions supported on $n$ elements, given access to $k$ i.i.d. samples, minimax optimal loss rates as a function of $n$ and $k$ have been considered for various loss functions, including KL-divergence [4], $\ell_2$ [15], $\chi^2$ loss [15]. For $\ell_1$ error (equivalently, “total variation distance” or “statistical distance”), it is easy to show that the expected worst-case error is $\Theta(\sqrt{n/k})$, and the recent work [15] establishes the exact first-order coefficients of this loss. Beyond this worst-case setting, there has also been significant work considering this learning problem with the goal of developing “instance optimal” algorithms that leverage whatever structure might be present in the given distribution (see e.g. [28, 35]).

In the context of work on testing distributional properties from the theoretical computer science community, the work closest to this current paper is the work of Levi, Ron, and Rubinfeld [21], which considers the following task: given access to independent draws from each of $m$ distributions, distinguish whether all $m$ distributions are identical (or very close), versus the case that there is significant variation between the distributions – namely that the average distance to any single distribution is at least a constant. We note that in this work, as in much of the distribution testing literature, the results are extremely sensitive to assumption that in the “yes” case, the distributions are all extremely close to one distribution. For example, the task of distinguishing whether the distributions have average distance at most $\alpha_1$ from a single distribution, versus having average distance at least $\alpha_2$, seems to be a significantly harder problem when $\alpha_1$ is not asymptotically smaller than $\alpha_2$. In a related vein, the recent work [32] considers the setting of drawing $k$ i.i.d. samples from each of $m$ possibly heterogeneous distributions, and shows that the set of such distributions can be accurately learned. For example, if each distribution is a Bernoulli random variable with the $i$th distribution corresponding to some probability $p_i$, the histogram of the $p_i$'s can be recovered to error $O(1/k)$, rather than the $\Theta(1/\sqrt{k})$ that would be given by the empirical estimates. Both [21] and [32], however, crucially rely on the assumption that the data consists of independent draws from the $m$ distributions, and the algorithms and results do not extend to the present setting where some non-negligible fraction of the data is arbitrary/adversarial.

1.2.2 Robust Statistics, Learning with Unreliable Data, and Adversarial Learning

The problem of estimation and learning in the presence of contaminated or outlying data points has a history of study in the Statistics community, dating back to early work of Tukey [33] (see also the surveys [14, 12]). Recently, these problems have gained attention

\[2\] For example, testing whether two distributions supported on $\leq n$ elements are identical, vs have distance at least 0.1 requires $\Theta(n^{2/3})$ samples, whereas distinguishing whether the two distributions have distance $\leq 0.1$ versus $\geq 0.9$ requires $\Theta(n/\log n)$ samples. [2, 5, 34].
from both the applied and theoretical computer science communities. On the applied side, the interest in “adversarial” machine learning stems from the very real vulnerabilities of many deployed learning systems to “data poisoning” attacks in which an adversary selectively alters or plants a small amount of carefully chosen training data that significantly impacts the resulting trained model (see e.g. [27, 26, 36]).

On the theory side, recent work has revisited some of the classical robust statistics settings with an eye towards 1) establishing the information theoretic dependencies between the fraction of corrupted data, dimension of the problem, and achievable accuracy of returned model or estimate, and 2) developing computationally tractable algorithms that approach or achieve these information theoretic bounds. These recent works include [20, 7, 8] who consider the problem of robustly estimating the mean and covariance of high-dimensional Gaussians (and other distributions such as product distributions), and [31] who consider a sparse ratings aggregation setting. Other learning problems, such as robustly learning halfspaces [16], robust linear regression [3] and more general convex optimization [6] have also been considered in similar settings where some fraction of the data is drawn from a distribution of interest, and no assumptions are made about the remaining data. This latter work and [25] also considers several models for which strong positive results can be attained even when the majority of the data is arbitrary (i.e. $\epsilon > 1/2$).

The present setting, in which data arrives in batches, with some batches corresponding to “good” data represents a practically relevant instance of this more general robust learning problem, and we are not aware of previous work from the theory community that explicitly considers it. The recent attention on “federated learning” [24, 17, 23] focuses on a similar setting where data is presented in batches (corresponding to individual users), although the current emphasis is largely on privacy and communication concerns, as opposed to robustness.

### 1.2.3 Low Rank Approximations in $\ell_1$

The algorithm underlying Theorem 3 efficiently computes a rank-1 approximation of the empirical $k$-tensor of data, where the recovered rank-1 tensor is close in the (element-wise) $\ell_1$ sense. Both the problems of computing the best low-rank $\ell_1$ approximation of a matrix, and the problems of computing the best rank-1 approximation of a $k$-tensor for $k \geq 3$ are NP-hard [11, 13]. Nevertheless, recent work has provided efficient algorithms for returning good (in a competitive-analysis sense) low-rank approximations of matrices in the $\ell_1$ norm [29], and for efficiently recovering low-rank approximations of special classes of tensors, including those with random or “incoherent” factors (see e.g. [19, 22]). Still, for many tensor decomposition problems over various families of random nearly low-rank tensors – such as those obtained from instances of planted-clique [9] – these decomposition problems remain mysterious.

### 1.3 Future directions and discussion

Two concrete open directions raised by this work are 1) understanding the computational hardness of this basic learning question, and 2) extending the information theoretic and algorithmic results to the setting where a minority of the batches of data are “good”, which generalizes the problem of robustly learning a mixture of distributions. Before discussing these problems, we note that there are a number of other practically relevant related questions,

---

3 One could view each batch of $k$ samples as a single $k$-dimensional draw from a product of multinomial distributions, or as a $k$-sparse sample from an $n$-dimensional product distribution, although the results of previous work do not yield strong results for these settings.
including the extent to which this problem can be solved while maintaining some notion of privacy for each batch/user, and considering other basic learning and estimation tasks in this batched robust setting.

### 1.3.1 An Efficient Algorithm?

Recall that the algorithm of Theorem 1 has a linear sample complexity (treating $\epsilon$ as fixed), yet requires a runtime exponential in $n$. The algorithm of Theorem 3 requires more data, but runs in time $(nk)^{O(k)}$, and only applies to the clean but less practically relevant setting where $\eta = 0$. One natural question is whether there exists an algorithm that achieves both the linear sample complexity and the $(nk)^{O(k)}$ runtime. Alternately, does there exist an algorithm with data requirements and runtime that are polynomial in all the parameters, $n,k,1/\epsilon$, and achieves the optimal recovery guarantees even in the $\eta = 0$ regime? Or are there natural barriers to such efficiency or connections to other problems that we believe to be computationally intractable?

One natural approach to yielding an efficient algorithm is via a variant of our first algorithm. At a high level, our algorithm proceeds by recovering $\epsilon/\sqrt{k}$-accurate estimates of the probability mass of each of the $2^n$ possible subsets of the $n$ domain elements, and then recovering a distribution consistent with these estimates via a linear program. A natural approach to improving the running time of the algorithm is to find an efficient separation oracle for this linear program. Alternately, one could even imagine recovering $\epsilon/\sqrt{k}$-accurate estimates of the mass of a random $\text{poly}(k,n)$ sized set of subsets of the domain and then using these to recover the distribution. If the error in each estimate were independent, say distributed according to $N(0,\epsilon^2/k)$, then a polynomial (and even linear!) number of such measurements would suffice to recover the distribution to error $O(\epsilon/\sqrt{k})$. On the other hand, if an adversary is allowed to choose the errors in each measurement, trivially, an exponential number would be required. In our setting, however, the adversaries are somewhat limited in their ability to corrupt the measurements, and it is plausible that such an approach could work, perhaps both in practice and theory.

### 1.3.2 The small-$\alpha$ regime

Our positive results (Theorems 1 and 3) assume that the fraction of adversarial data, $\epsilon$, is relatively small (at most of order $10^{-3}$). While this assumption can be slightly relaxed by carefully adjusting the constants in the proofs, it is also natural to ask: what can we do if $\epsilon$ is much larger and even close to 1? This regime is examined in [6, 25]. It is clearly impossible to estimate the distribution in question to a nontrivial precision in the setting where $\epsilon \geq 1/2$ due to the symmetry between the real distribution and the one chosen by the adversary. Nevertheless, two learning frameworks were proposed for this case in [6]: the list-decodable learning framework (first introduced by Balcan et al. [1]), in which the learning algorithm is allowed to output multiple answers to the learning problem (perhaps $1/(1-\epsilon)$), and the semi-verified model, where a small amount of reliable/verified data is available. It seems plausible that variants of our algorithms that attempt to recover a rank $1/(1-\epsilon)$ approximation to the empirical tensor might be successful, though the algorithm and analysis are certainly not immediate.

### 1.4 Organization of Paper

In Section 2 we establish our information theoretic lower bound, Theorem 2, which bounds the accuracy of the recovered distribution and applies even in the infinite data setting. Section 3 describes our information theoretically optimal algorithm that has runtime exponential in the
support size, \( n \), and establishes Theorem 1. Section 4 describes our more efficient algorithm, with runtime \((nk)^{O(k)}\), which directly approximates the \(k\)-tensor of observations via a rank-1 tensor, establishing Theorem 3. We conclude this section with a brief summary of the notation that will be used throughout the remainder of the paper.

1.5  Notation

Throughout, we use \( p \) to denote a discrete distribution of support size at most \( n \). Without loss of generality, we assume that the support of \( p \) is \( [n] = \{1, 2, \ldots, n\} \). Thus, \( p \) can also be interpreted as a probability vector \((p_1, p_2, \ldots, p_n) \in \mathbb{R}^n\), where \( p_i \) denotes the probability of element \( i \). For a set \( S \subseteq [n] \), we adopt the shorthand notation \( p(S) = \sum_{i \in S} p_i \) to denote the total probability mass assigned to elements of \( S \).

Let \( p^\otimes k \) denote the \( k \)-fold product distribution corresponding to \( p \), which is the \( k \)th tensor power of vector \( p \). Each entry of \( p^\otimes k \) is indexed by \( k \) indices \( i_1, i_2, \ldots, i_k \in [n] \), and

\[
p_{i_1, i_2, \ldots, i_k} = p_{i_1} p_{i_2} \cdots p_{i_k}.
\]

More generally, a \( n^k \)-tensor is a \( k \)-dimensional array in which each entry is indexed by \( k \) elements in \( [n] \). The marginal of \( n^k \)-tensor \( A \) is the vector \( a \in \mathbb{R}^n \) defined as

\[
a_i = \sum_{i_1, i_2, \ldots, i_k \in [n]} A_{i_1, i_2, \ldots, i_k}.
\]

The \( i \)-th slice of \( A \) is the \( n^{k-1} \)-tensor obtained by restricting the first index of \( A \) to \( i \).

A probability vector (resp. probability tensor) is a vector (resp. tensor) whose entries are nonnegative and sum to 1. Note that a probability \( n^k \)-vector defines a probability distribution on \([n]^k\). Moreover, its marginal is the marginal distribution of the first component, and its \( i \)-th slice (after normalization) is the conditional distribution of the other \( k-1 \) components given that the first component equals \( i \).

The learning algorithm is given \( m \) batches of data, each of which is a \( k \)-tuple in \([n]^k\). Among the \( m \) batches, \( m(1 - \epsilon) \) are “good” in the sense that each of them is drawn from \( \tilde{p}^\otimes k \) for some distribution \( \tilde{p} \) with \( \Delta(p, \tilde{p}) \leq \eta \).\(^4\) The other \( m\epsilon \) batches are chosen arbitrarily after the \( m(1 - \epsilon) \) good batches are drawn. The objective is to output a distribution \( q \) such that \( \Delta(p, q) \) is small. Here \( \Delta(p, q) \) stands for the total variation distance between \( p \) and \( q \), i.e., one half of the \( \ell_1 \)-distance between vectors \( p \) and \( q \):

\[
\Delta(p, q) := \frac{1}{2} \|p - q\|_1 = \frac{1}{2} \sum_{i=1}^n |p_i - q_i| = \max_{S \subseteq [n]} |p(S) - q(S)|.
\]

2  Information Theoretic Lower Bound

In this section we establish Theorem 2, showing that it is impossible to learn \( p \) to an \( o(\eta + \epsilon/\sqrt{k}) \) precision in \( \ell_1 \) distance, even for distributions supported on 2 domain elements. This lower bound holds even if the learning algorithm is given unlimited computation power and access to infinitely many batches, i.e., the input of the algorithm is simply the mixture distribution \((1 - \epsilon)P + \epsilon N\), where \( P \) is a mixture of \( k \)-fold product distributions of distributions that are \( \eta \)-close to \( p \) in the total variation distance, and \( N \) is a probability \( n^k \)-tensor that corresponds to the distribution of the adversarial batches.

\(^4\) The distribution \( \tilde{p} \) may vary for different good batches.
Lemma 4. For integer $k \geq 1$ and parameters $\epsilon \in (0, 1/2)$ and $\eta \in [0, 1/4)$, there are Bernoulli distributions $p, q, p', q'$, together with two probability $2^k$-tensors $N(p)$ and $N(q)$, such that:

1. $\Delta(p, q) = 2\eta + \epsilon/\sqrt{2k}$.
2. $\Delta(p, p') = \Delta(q, q') = \eta$. item $(1 - \epsilon)p^\otimes k + \epsilon N(p) = (1 - \epsilon)q^\otimes k + \epsilon N(q)$.

Lemma 4 implies that given the distribution $(1 - \epsilon)p^\otimes k + \epsilon N(p) = (1 - \epsilon)q^\otimes k + \epsilon N(q)$ as input, the algorithm cannot determine whether the underlying distribution is $p$ or $q$. This establishes the $\Omega(\eta + \epsilon/\sqrt{k})$ lower bound in Theorem 2.

Proof of Lemma 4. Since $\epsilon/\sqrt{2k} < \epsilon < 1/2$, by Lemma 11, for Bernoulli distributions $p'$ and $q'$ with means $(1 - \epsilon)\sqrt{2k}/2$ and $(1 + \epsilon)\sqrt{2k}/2$, it holds that $\Delta(p', q') = \epsilon/\sqrt{2k}$ and $\Delta(p'^\otimes k, q'^\otimes k) \leq \epsilon$. Let $p$ and $q$ be Bernoulli distributions with means $(1 - \epsilon)\sqrt{2k}/2 - \eta$ and $(1 + \epsilon)\sqrt{2k}/2 + \eta$. Then the distributions clearly satisfy the first two conditions.

Let $A$ be the entrywise maximum of $p'^\otimes k$ and $q'^\otimes k$, i.e., $A_i = \max(p'^\otimes k_i, q'^\otimes k_i)$ for every $i \in [2]^k$. Let $\alpha$ denote the sum of entries in $A$. Then, $\alpha = 1 + \Delta(p'^\otimes k, q'^\otimes k) \leq 1 + \epsilon \leq 1/(1 - \epsilon)$. Define $N(p) = \lfloor A / (1 - \epsilon) p'^\otimes k \rfloor / \epsilon$ and $N(q) = \lfloor A / (1 - \epsilon) q'^\otimes k \rfloor / \epsilon$. Then the third condition is met, and it remains to prove that $N(p)$ and $N(q)$ are probability tensors.

Note that the elements in $N(p)$ sum to $(\alpha/\alpha - (1 - \epsilon) \cdot 1)/\epsilon = 1$. Moreover, since $\alpha \leq 1/(1 - \epsilon)$, $N_i(p) = A_i / (1 - \epsilon) p_i'^\otimes k \geq (1 - \epsilon)(A_i - p_i'^\otimes k) \geq 0$ for any $i \in [2]^k$. This shows that $N(p)$ and $N(q)$ are probability tensors and finishes the proof.

3 An Information Theoretically Optimal Algorithm

In this section, we present an algorithm that approximates the distribution to an information theoretically optimal $O(\eta + \epsilon/\sqrt{k})$ accuracy using $O((m + k + \log(1/\delta))/\epsilon^2)$ batches. The algorithm runs in time $\text{poly}(2^m, k, 1/\epsilon, 1/\eta, \log(1/\delta))$. In particular, the algorithm is computationally efficient if the distribution has a relatively small support.

Our approach is to reduce the problem to learning Bernoulli distributions: we estimate the probability mass of any subset of the support to an $O(\eta + \epsilon/\sqrt{k})$ accuracy, and output a distribution that is consistent with the measurements. Then the total variation distance between our output and the true distribution would also be upper bounded by $O(\eta + \epsilon/\sqrt{k})$.

In the following we define a subroutine that efficiently estimates $p(S)$, the probability mass that $p$ assigns to set $S \subseteq [n]$. Given batches $x_1, x_2, \ldots, x_m \in [n]^k$, the algorithm counts the number of batches that contain exactly $i$ elements in $S \setminus \{i \leq k \}$. It then outputs $p(S)$ over $\{0, 1, \ldots, k\}$. Then it outputs $(i + 2)\eta$ for some $0 \leq i \leq 1/\eta - 4$ as the estimation, if there is a mixture of binomial distributions with success probabilities in interval $[\eta, (i + 4)\eta]$ such that its $\ell_1$ distance to $p(S)$ is upper bounded by $O(\epsilon)$.

Note that the mathematical program (8) can be transformed to an equivalent linear program, and therefore can be efficiently solved.

The following lemma bounds the difference between the estimation $\text{BinomialEst}(x_i \in [m], S, \epsilon, \eta)$ and $p(S)$.

Lemma 5. Suppose that $S \subseteq [n]$, $\epsilon \in (0, 1/900)$, and $\eta, \delta \in (0, 1)$. For some $m = O((k + \log(1/\delta))/\epsilon^2)$, $x_1, x_2, \ldots, x_m$ are $m$ batches chosen as in the setup of Theorem 1. With probability $1 - \delta$ over the randomness of the $m(1 - \epsilon)$ good batches,

$$\left| \text{BinomialEst}(x_i \in [m], S, \epsilon, \eta) - p(S) \right| \leq 3\eta + 60\epsilon/ \sqrt{k}.$$
Here the “$O$” notation hides an absolute constant.

Proof of Lemma 5. Let $I \subseteq [m]$ denote the indices of the $m(1 - \epsilon)$ good batches and let $T$ be its complement. Define distributions $\hat{p}^S$ and $\delta^S$ over $\{0, 1, \ldots, k\}$ as: $\hat{p}^S = \frac{1}{|S|} \sum_{j \in S} \mathbb{1}\{\text{cnt}_j = i\}$ and $\delta^S = \frac{1}{|T|} \sum_{j \in T} \mathbb{1}\{\text{cnt}_j = i\}$. Then the distribution $f^S$ defined in Algorithm 1 can be rewritten as $f^S = (1 - \epsilon)\hat{p}^S + \epsilon\delta^S$.

Concentration of $\hat{p}^S$. For each good batch $j \in I$, let $\theta_j$ denote the probability of set $S$ in the actual distribution from which batch $j$ is drawn. By the assumption that the underlying distribution of each good batch is $\eta$-close to the target $p$, we have $|\theta_j - p(S)| \leq \eta$. Define $p^S$ as the uniform mixture of binomial distributions $B(k, \theta_j)$ for $j \in I$, i.e., $p^S = \frac{1}{m} \sum_{j \in I} B(k, \theta_j)$. Since $\hat{p}^S$ denotes the frequency of $|I| = \Omega(m)$ samples, exactly one of which is drawn from $B(k, \theta_j)$ for each $j \in I$, for some $m = O((k + \ln(1/\delta))/\epsilon^2)$, it holds with probability $1 - \delta$ that $\Delta(p^S, \hat{p}^S) \leq \epsilon/2$. It follows that

$$\Delta(p^S, f^S) \leq \Delta(p^S, \hat{p}^S) + \Delta(\hat{p}^S, f^S) = \Delta(p^S, \hat{p}^S) + \epsilon\Delta(\hat{p}^S, \delta^S) \leq 3\epsilon/2.$$

Feasibility of mathematical program (8). Let $i^* = \lfloor p(S)/\eta \rfloor - 2$. We show that with probability $1 - \delta$, the mathematical program (8) is feasible for $i = i^*$.

Since $|(i^* + 2)\eta - p(S)| \leq \eta$ and $|\theta_j - p(S)| \leq \eta$, it holds for any $j \in I$ that $i^*\eta \leq \theta_j \leq (i^* + 4)\eta$. Let $\theta_j$ be the value among $\{i^*\eta + t\epsilon/k : t \in \{0, 1, \ldots, \text{tot}\}\}$ that is closest to $\theta_j$. By definition, we have $|\theta_j - \theta_j| \leq \epsilon/(2k)$, which implies that

$$\Delta(B(k, \theta_j), B(k, \hat{\theta}_j)) \leq k \cdot \epsilon/(2k) = \epsilon/2.$$
Let $\hat{p}^S = \frac{1}{|I|} \sum_{j \in I} B(k, \hat{\theta}_j)$. Then we have
\[
\Delta(p^S, \hat{p}^S) \leq \frac{1}{|I|} \sum_{j \in I} \Delta(B(k, \theta_j), B(k, \hat{\theta}_j)) \leq \epsilon/2,
\]
and it follows that with probability $1 - \delta$,
\[
\Delta(\hat{p}^S, f^S) \leq \Delta(p^S, \hat{p}^S) + \Delta(p^S, f^S) \leq \epsilon/2 + 3\epsilon/2 = 2\epsilon.
\]

Note that this naturally defines a feasible solution to the mathematical program (8) for $i = i^*$: for each $t \in \{0, 1, \ldots, \text{tot}\}$, $\alpha_t = \frac{1}{|I|} \sum_{j \in I} 1 \{\hat{\theta}_j = i^* \eta + t\epsilon/k\}$.

**Approximation guarantee.** Let $x_0$ denote $\text{BinomialEst}((x_i)_{i \in [m]}, S, \epsilon, \eta)$. In the following we prove that, with probability $1 - \delta$, $x_0$ is a good approximation of $p(S)$.

Recall that $p^S = \frac{1}{|I|} \sum_{j \in I} B(k, \theta_j)$ is a mixture of binomial distributions with success probabilities in $[p(S) - \eta, p(S) + \eta]$. Moreover, by definition of procedure $\text{BinomialEst}$, $f^S$ is $2\epsilon$-close to a mixture of binomial distributions with success probabilities that lie in $[x_0 - 2\eta, x_0 + 2\eta]$. Then the inequality $\Delta(p^S, f^S) \leq 3\epsilon/2$, which holds with probability $1 - \delta$, further implies that the two mixtures above are $4\epsilon$-close to each other.

Let $\epsilon' = 60\epsilon/\sqrt{k}$. Note that our assumption $\epsilon < 1/900$ implies that $\epsilon' < 1/(15\sqrt{k})$. Now suppose for a contradiction that $|x_0 - p(S)| > 3\eta + \epsilon'$. Without loss of generality, we have $x_0 > p(S) + 3\eta + \epsilon'$, or equivalently, $x_0 - 2\eta > p(S) + \eta + \epsilon'$. Applying the contrapositive of Lemma 13 with parameters $\epsilon = \epsilon'$, $p = p(S) + \eta$ and $q = x_0 - 2\eta$ gives a contradiction.

Now we prove our main theorem by Lemma 5 and a reduction to the estimation of Bernoulli random variables.

**Proof of Theorem 1.** We compute $\hat{p}(S) = \text{BinomialEst}((x_i)_{i \in [m]}, S)$ for each $S \subseteq [n]$, and then output an arbitrary feasible solution (if any) to the following linear program:

\[
\begin{align*}
\text{find} & \quad q \in \mathbb{R}^n \\
\text{subject to} & \quad \sum_{i \in S} q_i - \hat{p}(S) \leq 3\eta + 60\epsilon/\sqrt{k}, \quad \forall S \subseteq [n] \\
& \quad \sum_{i=1}^n q_i = 1 \\
& \quad q_i \geq 0, \quad \forall i \in [n]
\end{align*}
\]

(2)

The algorithm described above involves solving a linear program with $n$ variables and $O(2^n)$ constraints, as well as $2^n$ calls to the subroutine $\text{BinomialEst}$, each of which takes polynomial time. Thus the whole algorithm runs in $\text{poly}(2^n, k, 1/\epsilon, 1/\eta, \log(1/\delta))$ time.

Let $\delta_0 = \delta/2^n$. By Lemma 5 and a union bound, for some $m = O\left((k + \ln(1/\delta_0))/\epsilon^2\right) = O\left((n + k + \ln(1/\delta))/\epsilon^2\right)$, it holds with probability $1 - 2^n \cdot \delta_0 = 1 - \delta$ that, for any $S \subseteq [n]$, $|\hat{p}(S) - p(S)| \leq 3\eta + 60\epsilon/\sqrt{k}$. This implies that linear program (2) is feasible with probability $1 - \delta$. Moreover, let $q$ be any feasible solution to (2). Then it holds for any $S \subseteq [n]$ that
\[
|p(S) - q(S)| \leq |p(S) - \hat{p}(S)| + |q(S) - \hat{p}(S)| \leq 6\eta + 120\epsilon/\sqrt{k}.
\]
And hence, from the definition of total variation distance, $\Delta(p, q) = O(\eta + \epsilon/\sqrt{k})$. ▶
In this section, we present a different algorithm that efficiently learns the distribution in the small-batch regime where \( k \) is a constant, and where all the good batches are drawn from the actual distribution \( p \), i.e., \( \eta = 0 \). The algorithm works on the frequency tensor \( A \) defined by the \( m \) batches, i.e., \( A_{i_1, i_2, \ldots, i_k} \) is the fraction of batches whose set of samples equal \((i_1, i_2, \ldots, i_k)\).

The following recursive function \( \text{DistSet}(n, k, A) \) takes tensor \( A \) and outputs a set of “guesses” of the distribution.

**Algorithm 2: DistSet\((n, k, A)\)**

**Input:** \( n, k, \) and \( n^k \)-tensor \( A \).

**Output:** A set of \( n \)-dimensional vectors.

1. if \( k = 1 \) then
2. return \( \{A\} \);
3. for \( i = 1, 2, \ldots, n \) do
4. \( A_i \leftarrow \) the normalized \( i \)-th slice of \( A \);
5. \( S_i \leftarrow \text{DistSet}(n, k - 1, A_i) \);
6. \( a \leftarrow \) the marginal of \( A \);
7. return \( S_1 \cup S_2 \cup \cdots \cup S_n \cup \{a\} \);

The following lemma states that given sufficiently many batches, \( \text{DistSet}(n, k, A) \) contains a vector that is \( O(\epsilon/k) \)-close to the real distribution \( p \) in the total variation distance.

**Lemma 6.** Suppose that \( \epsilon \in (0, 1/2) \) and vector \( p \) is a probability distribution on \([n]\). Let \( A \in \mathbb{R}^{n^k} \) be the frequency tensor of \( m \) batches, among which \( m(1 - \epsilon) \) are drawn from \( p^{\otimes k} \) and the other \( m \epsilon \) batches are arbitrary and may depend on the \( m(1 - \epsilon) \) good batches. Then, with probability \( 1 - \delta \) (over the randomness in the good batches),

\[
\min_{q \in \text{DistSet}(n, k, A)} \Delta(p, q) \leq \frac{6 \epsilon}{k} + O\left(\sqrt{\frac{n^k \cdot k! \cdot (n + k \ln n + \ln(1/\delta))}{m}}\right).
\]

**Proof of Lemma 6.** Let \( \delta_0 = \delta/(n + 1)^k \). We recursively define functions \( f_{n,1}(\epsilon, m) \) through \( f_{n,t}(\epsilon, m) \) for \( \epsilon, m > 0 \) as follows:

\[
f_{n,1}(\epsilon, m) = 3 \epsilon + C \sqrt{\frac{n + \ln(1/\delta_0)}{m}},
\]

and for \( t \geq 2, \)

\[
f_{n,t}(\epsilon, m) = \max\left(\frac{3 \epsilon}{t} + C \sqrt{\frac{n + \ln(1/\delta_0)}{m}}, f_{n,t-1}\left(1 - (1 - \epsilon)^{(t-1)/t}, m/n^t\right)\right).
\]

Here \( C \) is an absolute constant to be determined later.

The following claim states that \( \min_{q \in \text{DistSet}(n, k, A)} \Delta(p, q) \) is upper bounded by \( f_{n,k}(\epsilon, m(1 - \epsilon)) \) with high probability.

**Claim 1.** Suppose that \( t \in [k], \epsilon \in (0, 1/2), \) and \( A \in \mathbb{R}^{n^t} \) is the frequency tensor of a data set, in which at least \( m \) batches are drawn from \( p^{\otimes t} \), and the fraction of these batches is at least \( 1 - \epsilon \). Then, with probability \( 1 - (n + 1)^{t-1} \cdot \delta_0 \), it holds that

\[
\min_{q \in \text{DistSet}(n, t, A)} \Delta(p, q) \leq f_{n,t}(\epsilon, m).
\]
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The following claim further upper bounds \( f_{n,k}(\epsilon, m) \).

**Claim 2.** For any \( \epsilon \in (0,1/2) \) and \( m > 0 \),

\[
f_{n,k}(\epsilon, m) \leq \frac{6\epsilon}{k} + C \sqrt{\frac{n^k \cdot k! \cdot (n + \ln(1/\delta_0))}{m}}.
\]

Claims 1 and 2 together imply that with probability \( 1 - (n + 1)^{k-1} \cdot \delta_0 = 1 - \delta \), it holds that

\[
\min_{q \in \text{DistSet}(n,k,A)} \Delta(p, q) \leq f_{n,k}(\epsilon, m(1 - \epsilon))
\leq \frac{6\epsilon}{k} + O \left( \sqrt{\frac{n^k \cdot k! \cdot (n + k \ln(n + \ln(1/\delta)))}{m}} \right).
\]

Lemma 6 implies that given

\[
m = O(n^k \cdot k! \cdot (n + k \ln(n + \ln(1/\delta))) \cdot k^2/\epsilon^2) = (nk)^{O(k)} \ln(1/\delta)/\epsilon^2
\]
batches, the minimum distance is upper bounded by \( O(\epsilon/k) \). Now we prove Theorem 3 by leveraging this approximation guarantee of procedure DistSet.

**Proof of Theorem 3.** Let \( q_0 = \arg\min_{q \in \text{DistSet}(n,k,A)} \Delta(A, q^\otimes k) \) and \( q_1 = \arg\min_{q \in \text{DistSet}(n,k,A)} \Delta(p, q) \). Note that \( q_0 \) can be computed from \( A \) in \( (nk)^{O(k)}/\epsilon^2 \) time. In the following we prove that \( q_0 \) is a good approximation of \( p \). By Lemma 6, for some \( m = (nk)^{O(k)} \ln(1/\delta)/\epsilon^2 \), it holds with probability \( 1 - \delta/2 \) that \( \Delta(p, q_1) \leq 7\epsilon/k \), and thus, \( \Delta(p^\otimes k, q_1^\otimes k) \leq k \Delta(p, q_1) \leq 7\epsilon \). We write \( A \) as \( A = (1 - \epsilon)\hat{P} + \epsilon N \), where \( \hat{P} \) and \( N \) are the frequency tensor of the “good” and “bad” batches, respectively. Since \( \hat{P} \) denotes the frequency among \( m(1 - \epsilon) = \Omega(m) \) samples drawn from \( p^\otimes k \), and the support of \( p^\otimes k \) is of size \( n^k \), for some \( m = O((n^k + \ln(1/\delta))/\epsilon^2) \), it holds with probability \( 1 - \delta/2 \) that \( \Delta(\hat{P}, p^\otimes k) \leq \epsilon \). Therefore,

\[
\Delta(A, p^\otimes k) \leq \Delta(A, \hat{P}) + \Delta(\hat{P}, p^\otimes k) = \epsilon \Delta(\hat{P}, N) + \Delta(\hat{P}, p^\otimes k) \leq 2\epsilon.
\]

By a union bound, it holds with probability \( 1 - \delta \) that

\[
\Delta(A, q_1^\otimes k) \leq \Delta(A, p^\otimes k) + \Delta(p^\otimes k, q_1^\otimes k) \leq 2\epsilon + 7\epsilon = 9\epsilon.
\]

Furthermore, by definition of \( q_0 \), \( \Delta(A, q_0^\otimes k) \leq \Delta(A, q_1^\otimes k) \leq 9\epsilon \), and thus

\[
\Delta(p^\otimes k, q_0^\otimes k) \leq \Delta(A, p^\otimes k) + \Delta(A, q_0^\otimes k) \leq 2\epsilon + 9\epsilon = 11\epsilon.
\]

Let \( \epsilon' = 165\epsilon/\sqrt{k} < 1/(15\sqrt{k}) \). Since \( \Delta(p^\otimes k, q_0^\otimes k) \leq 11\epsilon = \epsilon' \sqrt{k}/15 \), applying the contrapositive of Lemma 12 with parameter \( \epsilon' \) yields that, with probability at least \( 1 - \delta \),

\[\Delta(p, q_0) \leq \epsilon' = O(\epsilon/\sqrt{k}).\]

---
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A Technical Lemmas

We prove a few useful technical lemmas.

Lemma 7. For any \( \epsilon \in [0, 1/2] \) and \( \alpha \in [0, 1] \), \((1 - \epsilon)\alpha \geq 1 - 2\alpha\epsilon\).

Proof of Lemma 7. Let \( f(x) = (1 - x)^\alpha - (1 - 2\alpha x) \). Since \( f'(x) = \alpha [2 - (1 - x)\alpha - 1] \geq 0 \) for any \( x \in [0, 1/2] \) and \( \alpha \in [0, 1] \), it holds for any \( \epsilon \in [0, 1/2] \) that \( f(\epsilon) \geq f(0) = 0 \), which proves the lemma.

Lemma 8. For any \( a > 0 \), the function \((1 - a/x)^x\) is increasing on \((a, +\infty)\).

Proof of Lemma 8. Let \( f(x) = x \ln(1 - a/x) \). Then for \( x \in (a, +\infty) \), we have \( f'(x) = \ln(1 - \frac{a}{x}) + \frac{ax}{x^2 - ax} \) and \( f''(x) = -\frac{a^2}{(x^2 - ax)^2} < 0 \). Since \( \lim_{x \to +\infty} f'(x) = 0 \), \( f' \) is positive on \((a, +\infty)\), which proves the lemma.
Lemma 9. Suppose that $n$ and $m$ are positive integers such that $m \geq \max(n, 2)$. Then for any $\alpha \in [0, 1.11 \sqrt{n}]$, $(1 + \frac{\alpha}{n})^n (1 - \frac{\alpha}{m})^m \geq \frac{1}{7}$.

Proof of Lemma 9. For $x \in [0, 1.11 \sqrt{n}]$, define
\[
f_{n,m}(x) = n \ln \left(1 + \frac{x}{n}\right) + m \ln \left(1 - \frac{x}{m}\right).
\]
Note that $f_{n,m}$ is well-defined since $x \leq 1.11 \sqrt{n} \leq 1.11 \sqrt{m} < m$. Moreover,
\[
f'_{n,m}(x) = \frac{1}{1 + x/n} - \frac{1}{1 - x/m} \leq 0.
\]
Thus, it remains to prove the inequality for $\alpha = 1.11 \sqrt{n}$, i.e.,
\[
\left(1 + \frac{1.11}{\sqrt{n}}\right)^n \left(1 - \frac{1.11}{\sqrt{n}}\right)^m \geq \frac{1}{7}.
\]
(5)

If $n \geq 2$, we lower bound the lefthand side of (5) by
\[
\left(1 + \frac{1.11}{\sqrt{n}}\right)^n \left(1 - \frac{1.11}{\sqrt{n}}\right)^m \geq \left(1 + \frac{1.11}{\sqrt{n}}\right)^n \left(1 - \frac{1.11}{n}\right)^n = \left(1 - \frac{1.21}{n}\right)^n \geq \left(1 - \frac{1.21}{2}\right)^2 \geq \frac{1}{7}.
\]
Here the first and third steps follow from Lemma 8. For $n = 1$, we have
\[
\left(1 + \frac{1.11}{\sqrt{n}}\right)^n \left(1 - \frac{1.11}{\sqrt{n}}\right)^m = 2.1 \times \left(1 - \frac{1.11}{m}\right)^m \geq 2.1 \times \left(1 - \frac{1.1}{2}\right)^2 \geq \frac{1}{7}.
\]

Lemma 10. For any $k \in \mathbb{N}$ and $t \in \{1, \ldots, k-1\}$,
\[
\left(\frac{k}{t}\right) \left(\frac{t}{k}\right)^t \left(\frac{k-t}{k}\right)^{k-t} \geq \frac{1}{3\sqrt{t}}.
\]

Proof of Lemma 10. Stirling’s approximation states that $\sqrt{2\pi n} \cdot (n/e)^n \leq n! \leq e\sqrt{n} \cdot (n/e)^n$ for any positive integer $n$. Thus,
\[
\binom{k}{t} \frac{k!}{t!(k-t)!} \geq \frac{\sqrt{2\pi k}}{e^2 \sqrt{k(t-k)}} \cdot \frac{(k/e)^k}{(t/e)^t((k-t)/e)^{k-t}} = \frac{\sqrt{2\pi}}{e^2} \cdot \frac{k}{t(k-t)} \cdot \frac{k^{k-t}}{t^t(k-t)^k-t}.
\]
We conclude that
\[
\binom{k}{t} \left(\frac{t}{k}\right)^t \left(\frac{k-t}{k}\right)^{k-t} \geq \frac{\sqrt{2\pi}}{e^2} \cdot \frac{k}{t(k-t)} \geq \frac{1}{3\sqrt{t}}.
\]

B Tensorization of the Total Variation Distance

In this section we prove two inequalities regarding the total variation distance between $k$-fold product distributions.
Lemma 11. For any $\epsilon \in (0, 1/2)$ and $k \in \mathbb{N}$, there exist Bernoulli distributions $P$ and $Q$ such that:

1. $\Delta(P, Q) = \epsilon$.
2. $\Delta(P^\otimes k, Q^\otimes k) \leq \epsilon \sqrt{2k}$.

In particular, Bernoulli distributions with means $(1 - \epsilon)/2$ and $(1 + \epsilon)/2$ satisfy the above conditions.

Proof of Lemma 11. Let $P$ and $Q$ be Bernoulli distributions with means $(1 - \epsilon)/2$ and $(1 + \epsilon)/2$, respectively. Clearly, we have $\Delta(P, Q) = \epsilon$ and

$$\text{KL}(P, Q) = \epsilon \ln \frac{1 + \epsilon}{1 - \epsilon} \leq \frac{2\epsilon^2}{1 - \epsilon} \leq 4\epsilon^2.$$  

Here the second step applies the inequality $\ln(1 + x) \leq x$. By Pinsker’s inequality,

$$\Delta(P^\otimes k, Q^\otimes k) \leq \sqrt{\frac{1}{2} \text{KL}(P^\otimes k, Q^\otimes k)} = \sqrt{\frac{k}{2} \text{KL}(P, Q)} \leq \epsilon \sqrt{2k}.$$  

The next lemma shows that for sufficiently small $\epsilon$, the $O(\sqrt{k})$ ratio between $\Delta(P^\otimes k, Q^\otimes k)$ and $\Delta(P, Q)$ in Lemma 11 is tight (up to a constant factor).

Lemma 12. Suppose that $k \in \mathbb{N}$ and $\epsilon \in \left(0, 1/(15\sqrt{k})\right)$. $P$ and $Q$ are two distributions on the same support such that $\Delta(P, Q) \geq \epsilon$. Then, $\Delta(P^\otimes k, Q^\otimes k) \geq \epsilon \sqrt{k}/15$.

To prove Lemma 12, we have the following weaker claim for the special case of Bernoulli distributions.

Lemma 13. Suppose that $k \in \mathbb{N}$, $\epsilon \in (0, 1/(15\sqrt{k}))$, $p, q \in [0, 1]$ and $q - p \geq \epsilon$. $\hat{P}$ is a mixture of binomial distributions with $k$ trials and success probabilities in $[0, p]$, i.e., $\hat{P} = \sum_{i=1}^{\text{tot}} \alpha_i B(k, p_i)$ for some nonnegative weights $\alpha_1, \ldots, \alpha_{\text{tot}}$ and probabilities $p_1, \ldots, p_{\text{tot}}$ in $[0, p]$, such that $\sum_{i=1}^{\text{tot}} \alpha_i = 1$. $\hat{Q}$ is a mixture of binomial distributions with $k$ trials and success probabilities in $[q, 1]$. Then, $\Delta(\hat{P}, \hat{Q}) \geq \epsilon \sqrt{k}/15$.

We prove Lemma 12 by a reduction to Bernoulli distributions.

Proof of Lemma 12. Suppose that $P$ and $Q$ share the support $[n]$. Define $\pi : [n] \to \{0, 1\}$ as $\pi(x) = \begin{cases} 1, & P(x) \geq Q(x) \\ 0, & P(x) < Q(x). \end{cases}$ Let $p$ and $q$ the means of $\pi(P)$ and $\pi(Q)$. Without loss of generality, $p \leq q$. By construction, we have $|p - q| = \Delta(P, Q) \geq \epsilon$, and

$$\Delta(B(k, p), B(k, q)) = \Delta((\pi(P_1), \pi(P_2), \ldots, \pi(P_k)), (\pi(Q_1), \pi(Q_2), \ldots, \pi(Q_k))) \leq \Delta((P_1, P_2, \ldots, P_k), (Q_1, Q_2, \ldots, Q_k))$$

$$= \Delta(P^\otimes k, Q^\otimes k),$$

where $(P_i)_{i \in [k]}$ and $(Q_i)_{i \in [k]}$ are independent copies of $P$ and $Q$. Here the second step applies the data processing inequality. Applying Lemma 13 with $\hat{P} = B(k, p)$ and $\hat{Q} = B(k, q)$ yields that $\Delta(P^\otimes k, Q^\otimes k) \geq \Delta(B(k, p), B(k, q)) \geq \epsilon \sqrt{k}/15$.  

Now we turn to the more technical proof of Lemma 13.
Proof of Lemma 13. If $k < 10$, the inequality trivially follows from $\Delta(\tilde{P}, \tilde{Q}) \geq |p - q| > \epsilon\sqrt{k}/15$. Thus we assume that $k \geq 10$ in the following proof. Without loss of generality, we have $p \leq 1/2$ (otherwise we prove the lemma for $p' = 1 - q \leq 1/2$ and $q' = 1 - p$).

Let $t = \lfloor p(k - 1) \rfloor$. Note that $t \leq (k - 1)/2$ and $t \leq p(k - 1) < t + 1$. Define function $f(x) = \sum_{j=0}^{t} \binom{k}{j} x^j (1 - x)^{k-j}$. Note that

$$f'(x) = k \sum_{j=0}^{t} \left( \binom{k-1}{j-1} x^{j-1} (1-x)^{k-j} - \binom{k-1}{j} x^j (1-x)^{k-j-1} \right)$$

$$= -k \binom{k-1}{t} x^t (1-x)^{k-1-t} \leq 0,$$  \hspace{1cm} (6)

and thus $f$ is non-increasing.

Since $f(x)$ is the probability that the binomial distribution $B(k,x)$ assigns to set $\{0,1,\ldots,t\}$, $\tilde{P}(\{0,1,\ldots,t\})$ can be written as a weighted average of $f(p_i)$’s for $p_1, p_2, \ldots \in [0,p]$. Similarly, $\tilde{Q}(\{0,1,\ldots,t\})$ is a weighted average of $f(q_i)$’s for $q_1, q_2, \ldots \in [q,1]$. Since $\tilde{P}(\{0,1,\ldots,t\}) - \tilde{Q}(\{0,1,\ldots,t\})$ is a lower bound on $\Delta(\tilde{P}, \tilde{Q})$, it remains to show that $f(p_i) - f(q_i) \geq \epsilon\sqrt{k}/15$ for any $p_i \leq p$ and $q_i \geq q$. The monotonicity of $f$ and the fact that $q \geq p + \epsilon$ further imply that it suffices to prove $f(p) - f(p + \epsilon) \geq \epsilon\sqrt{k}/15$. We prove the inequality in the following two cases.

Case 1: $t = 0$. In this case, we have $0 \leq p < 1/(t - 1)$. Note that

$$f(p) - f(p + \epsilon) = -\epsilon f'(x) = \epsilon k(1-x)^{k-1}$$

for some $x \in (p, p + \epsilon)$. If $\epsilon \leq 1/k$, we have $x \leq p + \epsilon \leq 2/(k - 1)$, and

$$f(p) - f(p + \epsilon) \geq \epsilon k \left(1 - \frac{2}{k-1}\right)^{k-1} \geq \epsilon k \left(1 - \frac{2}{9}\right)^9 \geq \frac{\epsilon k}{10}. \hspace{1cm} (7)$$

Here the second step follows from Lemma 8 and the assumption that $k \geq 10$. It then follows that $f(p) - f(p + \epsilon) \geq \epsilon\sqrt{k}/15$.

If $\epsilon \geq 1/k$, by Inequality (7) and the assumption that $\epsilon < 1/(15\sqrt{k})$,

$$f(p) - f(p + \epsilon) \geq f(p) - f(p + 1/k) \geq \frac{1}{10} \geq \frac{\epsilon\sqrt{k}}{15}.$$  

Case 2: $t > 0$. Let $x_0 = t/(k - 1)$. By Equation (6) and Lemma 10, we have

$$|f'(x_0)| = k \binom{k-1}{t} \left(1 - \frac{2}{k-1}\right)^{k-1-t} \geq \frac{k}{3\sqrt{t}}.$$  

For any $x \in [p, p + \epsilon]$, we can write $x = (t + \alpha)/(k - 1)$ for some $\alpha \geq 0$. Then,

$$\frac{|f'(x)|}{|f'(x_0)|} = \left(1 + \frac{\alpha}{t}\right)^t \left(1 - \frac{\alpha}{k-1-t}\right)^{k-1-t}.$$  

Since $t \leq (k - 1)/2$ and $k \geq 10$, we have $k - 1 - t \geq \max(t, (k - 1)/2) \geq \max(t, 2)$. Applying Lemma 9 with $n = t$ and $m = k - 1 - t$ yields that

$$\left(1 + \frac{\alpha}{t}\right)^t \left(1 - \frac{\alpha}{k-1-t}\right)^{k-1-t} \geq \frac{1}{7}.$$
for any $\alpha \in [0, 1.1\sqrt{t}]$. Consequently, $|f''(x)| \geq \frac{|f'(x_0)|}{t} \geq \frac{k}{21\sqrt{t}}$ for any $x \in [x_0, x_0 + 1.1\sqrt{t}/(k-1)]$.

Let $l$ be the length of the intersection of $[p, p+\epsilon]$ and $[x_0, x_0 + 1.1\sqrt{t}/(k-1)]$. By our choice of $t$, we have $t \leq p(k-1) < t+1$, and thus, $x_0 \leq p < x_0 + 1/(k-1)$. This implies that

$$l = \min(p + \epsilon, x_0 + 1.1\sqrt{t}/(k-1)) - p \geq \min(\epsilon, \sqrt{t}/[10(k-1)]).$$

Therefore, we conclude that

$$f(p) - f(p + \epsilon) \geq \epsilon + \frac{k}{21\sqrt{t}} \geq \frac{1}{21} \min \left( \frac{\epsilon k}{\sqrt{t}}, \frac{1}{10} \right) \geq \frac{\epsilon \sqrt{t}}{15}.$$ 

Here the last step holds since our assumption $\epsilon < 1/(15\sqrt{t})$ implies that $\epsilon \sqrt{t} < 1/10$. ▷

### C Missing Proofs from Section 4

#### C.1 Proof of Claim 1

**Proof of Claim 1.** By assumption, the frequency tensor $A$ can be written as $A = (1 - \epsilon)\hat{P} + \epsilon N$, where $\hat{P}$ and $N$ are probability $n^t$-tensors. In particular, $\hat{P}$ denotes the frequency among the $m$ “good” samples drawn from $p^\otimes t$, while $N$ denotes the frequency among the other batches. We prove the lemma by induction on $t$.

**Base case.** When $t = 1$, we have $\text{DistSet}(n, t, A) = \{A\}$, and thus,

$$\min_{q \in \text{DistSet}(n, t, A)} \Delta(p, q) = \Delta(p, A) \leq \Delta(p, \hat{P}) + \Delta(\hat{P}, A) = \Delta(p, \hat{P}) + \epsilon \Delta(\hat{P}, N) \leq \Delta(p, \hat{P}) + \epsilon.$$

It is well-known that with probability $1 - \delta_0$, $\Delta(p, \hat{P}) \leq C\sqrt{\frac{n + \ln \delta_0^{-1}}{m}}$ for some absolute constant $C$. Therefore,

$$\min_{q \in \text{DistSet}(n, t, A)} \Delta(p, q) \leq C\sqrt{\frac{n + \ln \delta_0^{-1}}{m}} + \epsilon \leq f_{n,1}(\epsilon, m).$$

**Inductive step.** Let $\hat{p}$ and $\delta$ be the marginals of $\hat{P}$ and $N$, respectively. Then the marginal of $A$ is given by $a = (1 - \epsilon)\hat{p} + \epsilon \delta$. Moreover, the $i$-th slice of $A$ after normalization is given by

$$A_i = \frac{(1 - \epsilon)\hat{p}_i \cdot \hat{P}_i + \epsilon \delta_i \cdot N_i}{(1 - \epsilon)\hat{p}_i + \epsilon \delta_i} = (1 - \epsilon_i')\hat{p}_i + \epsilon_i'N_i,$$

where $\epsilon_i' = \frac{\epsilon \delta_i}{(1 - \epsilon)\hat{p}_i + \epsilon \delta_i}$. Moreover, $A_i$ contains $m_i' = m \cdot \hat{p}_i$ samples drawn from $p^\otimes (t-1)$

Let $\alpha = (1 - \sqrt{T - \epsilon})/\epsilon$ and $\beta = 1/t$. We consider the following two cases.

**Case 1:** For every $i \in [n]$, either $\delta_i/\hat{p}_i \geq 1 - \alpha$ or $\hat{p}_i \leq \beta/n$.

Since $a \in \text{DistSet}(n, t, A)$, we have

$$\min_{q \in \text{DistSet}(n, t, A)} \Delta(p, q) \leq \Delta(p, a) \leq \Delta(p, \hat{p}) + \Delta(\hat{p}, a) = \Delta(p, \hat{p}) + \epsilon \Delta(\hat{p}, \delta).$$
Moreover, since for any $i \in [n]$, either $\delta_i \geq (1-\alpha)\hat{p}_i$ or $\hat{p}_i \leq \beta/n$, it holds that $\hat{p}_i - \delta_i \leq \alpha\hat{p}_i + \beta/n$, and thus

$$\Delta(\hat{p}, \delta) = \sum_{i=1}^{n} \max(\hat{p}_i - \delta_i, 0) \leq \sum_{i=1}^{n} (\alpha\hat{p}_i + \beta/n) = \alpha + \beta.$$ 

It follows that

$$\min_{q \in \text{DistSet}(n,t,A)} \Delta(p,q) \leq \Delta(p,\hat{p}) + \epsilon(\alpha + \beta) = \Delta(p,\hat{p}) + 1 - \epsilon t$$

Here the last step $\sqrt{1 - \epsilon} \geq 1 - 2\epsilon/t$ follows from Lemma 7.

**Case 2:** For some $i \in [n]$, both $\delta_i/\hat{p}_i < 1-\alpha$ and $\hat{p}_i > \beta/n$ hold. In this case, we have

$$\epsilon'_i = \frac{\epsilon(\delta_i/\hat{p}_i)}{1 - \epsilon + \epsilon(\delta_i/\hat{p}_i)} \leq \frac{\epsilon(1-\alpha)}{1 - \epsilon\alpha} = 1 - (1-\epsilon)(t-1)/t$$

and $m'_i = m \cdot \hat{p}_i \geq \beta m/n = m/(nt)$. We have the following bound:

$$\min_{q \in \text{DistSet}(n,t,A)} \Delta(p,q) \leq \min_{q \in \text{DistSet}(n,t-1,A_i)} \Delta(p,q).$$

Combining the two cases shows that $\min_{q \in \text{DistSet}(n,t,A)} \Delta(p,q)$ is upper bounded by either $3\epsilon/t + \Delta(p,\hat{p})$ or $\min_{q \in \text{DistSet}(n,t-1,A_i)} \Delta(p,q)$ for some $i \in [n]$ such that $\epsilon'_i \leq 1 - (1-\epsilon)(t-1)/t$ and $m'_i \geq m/(nt)$. According to the induction hypothesis, for each $i \in [n]$, it holds with probability $1 - (n+1)^{t-2} \cdot \delta_0$ that

$$\min_{q \in \text{DistSet}(n,t-1,A_i)} \Delta(p,q) \leq f_{n,t-1}(\epsilon'_i, m'_i).$$

Moreover, with probability $1 - \delta_0$, $\Delta(p,\hat{p}) \leq C \sqrt{\frac{n+\ln \delta_0^{-1}}{m}}$. By a union bound, with probability $1 - n \cdot (n+1)^{t-2} \delta_0 - \delta_0 \geq 1 - (n+1)^{t-1} \delta_0$, it holds that

$$\min_{q \in \text{DistSet}(n,t,A)} \Delta(p,q) \leq \max \left( \frac{3\epsilon}{t} + C \sqrt{\frac{n+\ln \delta_0^{-1}}{m}}, f_{n,t-1} \left( 1 - (1-\epsilon)(t-1)/t, \frac{m}{nt} \right) \right)$$

$$= f_{n,t}(\epsilon, m).$$

This completes the inductive step.\[\square\]
C.2 Proof of Claim 2

Proof of Claim 2. Define \((\epsilon_k, m_k) = (\epsilon, m)\) and \((\epsilon_{t-1}, m_{t-1}) = (1 - (1 - \epsilon)(t-1)/t, m_t/(nt))\). Then by Equations (3) and (4),

\[
f_{n,k}(\epsilon_k, m_k) = \max \left( \frac{3\epsilon_k}{k} + C \sqrt{\frac{n + \ln \delta_0^{-1}}{m_k}}, f_{n,k-1}(\epsilon_{k-1}, m_{k-1}) \right)
\]

\[
= \max \left( \frac{3\epsilon_k}{k} + C \sqrt{\frac{n + \ln \delta_0^{-1}}{m_k}}, 3\epsilon_{k-1} + C \sqrt{\frac{n + \ln \delta_0^{-1}}{m_{k-1}}}, f_{n,k-2}(\epsilon_{k-2}, m_{k-2}) \right)
\]

\[
= \cdots
\]

\[
= \max_{t \in [k]} \left( \frac{3\epsilon_t}{t} + C \sqrt{\frac{n + \ln \delta_0^{-1}}{m_t}} \right).
\]

Moreover, by Lemma 7 and a simple induction, \(\epsilon_t = 1 - (1 - \epsilon)^{t/k} \leq 2t\epsilon/k\) and \(m_t = m/(n^{k-t}A_k^{k-t})\), where \(A_k^n = n(n-1) \cdots (n-m+1)\). It follows that for any \(t \in [k]\),

\[
\frac{3\epsilon_t}{t} + C \sqrt{\frac{n + \ln \delta_0^{-1}}{m_t}} \leq \frac{3}{t} \cdot \frac{2t\epsilon}{k} + C \sqrt{\frac{n^{k-t}A_k^{k-t}(n + \ln \delta_0^{-1})}{m}} \leq \frac{6\epsilon}{k} + C \sqrt{\frac{n^k \cdot k! \cdot (n + \ln \delta_0^{-1})}{m}}.
\]
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Abstract

Most modern systems strive to learn from interactions with users, and many engage in exploration: making potentially suboptimal choices for the sake of acquiring new information. We initiate a study of the interplay between exploration and competition—how such systems balance the exploration for learning and the competition for users. Here the users play three distinct roles: they are customers that generate revenue, they are sources of data for learning, and they are self-interested agents which choose among the competing systems.

In our model, we consider competition between two multi-armed bandit algorithms faced with the same bandit instance. Users arrive one by one and choose among the two algorithms, so that each algorithm makes progress if and only if it is chosen. We ask whether and to what extent competition incentivizes the adoption of better bandit algorithms. We investigate this issue for several models of user response, as we vary the degree of rationality and competitiveness in the model. Our findings are closely related to the “competition vs. innovation” relationship, a well-studied theme in economics.

1998 ACM Subject Classification F.1.1 Models of Computation

Keywords and phrases machine learning, game theory, competition, exploration, rationality

Digital Object Identifier 10.4230/LIPIcs.ITCS.2018.48

1 Introduction

Learning from interactions with users is ubiquitous in modern customer-facing systems, from product recommendations to web search to spam detection to content selection to fine-tuning the interface. Many systems purposefully implement exploration: making potentially suboptimal choices for the sake of acquiring new information. Randomized controlled trials, a.k.a. A/B testing, are an industry standard, with a number of companies such as Optimizely offering tools and platforms to facilitate them. Many companies use more sophisticated exploration methodologies based on multi-armed bandits, a well-known theoretical framework for exploration and making decisions under uncertainty.

Systems that engage in exploration typically need to compete against one another; most importantly, they compete for users. This creates an interesting tension between exploration and competition. In a nutshell, while exploring may be essential for improving the service tomorrow, it may degrade quality and make users leave today, in which case there will be no users to learn from! Thus, users play three distinct roles: they are customers that generate

---

* This research has been done while Y. Mansour was co-affiliated with Microsoft Research, and while Z.S. Wu was a graduate student at University of Pennsylvania.
revenue, they generate data for the systems to learn from, and they are self-interested agents which choose among the competing systems.

We initiate a study of the interplay between exploration and competition. The main high-level question is: **whether and to what extent competition incentivizes adoption of better exploration algorithms.** This translates into a number of more concrete questions. While it is commonly assumed that better learning technology always helps, is this so for our setting? In other words, would a better learning algorithm result in higher utility for a principal? Would it be used in an equilibrium of the “competition game”? Also, does competition lead to better social welfare compared to a monopoly? We investigate these questions for several models, as we vary the capacity of users to make rational decisions (rationality) and the severity of competition between the learning systems (competitiveness). The two are controlled by the same “knob” in our models; such coupling is not unusual in the literature, *e.g.*, see [18].

On a high level, our contributions can be framed in terms of the “inverted-U relationship” between rationality/competitiveness and the quality of adopted algorithms (see Figure 1).

---

**Our model.** We define a game in which two firms (principals) simultaneously engage in exploration and compete for users (agents). These two processes are interlinked, as exploration decisions are experienced by users and informed by their feedback. We need to specify several conceptual pieces: how the principals and agents interact, what is the machine learning problem faced by each principal, and what is the information structure. Each piece can get rather complicated in isolation, let alone jointly, so we strive for simplicity. Thus, the basic model is as follows:

- A new agent arrives in each round \( t = 1, 2, \ldots \), and chooses among the two principals. The principal chooses an action (*e.g.*, a list of web search results to show to the agent), the user experiences this action, and reports a reward. All agents have the same “decision rule” for choosing among the principals given the available information.

- Each principal faces a very basic and well-studied version of the multi-armed bandit problem: for each arriving agent, it chooses from a fixed set of actions (*a.k.a.* arms) and receives a reward drawn independently from a fixed distribution specific to this action.

- Principals simultaneously announce their learning algorithms before round 1, and cannot change them afterwards. There is a common Bayesian prior on the rewards (but the realized reward distributions are not observed by the principals or the agents). Agents do not receive any other information. Each principal only observes agents that chose him.

---

![Figure 1](image.jpg) **Figure 1** Inverted-U relationship between rationality/competitiveness and algorithms.
Technical results. Our results depend crucially on agents’ “decision rule” for choosing among the principals. The simplest and perhaps the most obvious rule is to select the principal which maximizes their expected utility; we refer to it as \texttt{HardMax}. We find that \texttt{HardMax} is not conducive to adopting better algorithms. In fact, each principal’s dominant strategy is to do no purposeful exploration whatsoever, and instead always choose an action that maximizes expected reward given the current information; we call this algorithm \texttt{DynamicGreedy}. While this algorithm may potentially try out different actions over time and acquire useful information, it is known to be dramatically bad in many important cases of multi-armed bandits — precisely because it does not explore on purpose, and may therefore fail to discover best/better actions. Further, we show that \texttt{HardMax} is very sensitive to tie-breaking when both principals have exactly the same expected utility according to agents’ beliefs. If tie-breaking is probabilistically biased — say, principal 1 is always chosen with probability strictly larger than $\frac{1}{2}$ — then this principal has a simple “winning strategy” no matter what the other principal does.

We relax \texttt{HardMax} to allow each principal to be chosen with some fixed baseline probability. One intuitive interpretation is that there are “random agents” who choose a principal uniformly at random, and each arriving agent is either \texttt{HardMax} or “random” with some fixed probability. We call this model \texttt{HardMax}\&\texttt{Random}. We find that better algorithms help in a big way: a sufficiently better algorithm is guaranteed to win all non-random agents after an initial learning phase. While the precise notion of “sufficiently better algorithm” is rather subtle, we note that commonly known “smart” bandit algorithms typically defeat the commonly known “naive” ones, and the latter typically defeat \texttt{DynamicGreedy}. However, there is a substantial caveat: one can defeat any algorithm by interleaving it with \texttt{DynamicGreedy}. This has two undesirable corollaries: a better algorithm may sometimes lose, and a pure Nash equilibrium typically does not exist.

We further relax the decision rule so that the probability of choosing a given principal varies smoothly as a function of the difference between principals’ expected rewards; we call it \texttt{SoftMax}. For this model, the “better algorithm wins” result holds under much weaker assumptions on what constitutes a better algorithm. This is the most technical result of the paper. The competition in this setting is necessarily much more relaxed: typically, both principals attract approximately half of the agents as time goes by (but a better algorithm may attract slightly more).

All results extend to a much more general version of the multi-armed bandit problem in which the principal may observe additional feedback before and/or after each decision, as long as the feedback distribution does not change over time. In most results, principal’s utility may depend on both the market share and agents’ rewards.

Economic interpretation. The inverted-U relationship between the severity of competition among firms and the quality of technologies that they adopt is a familiar theme in the economics literature (e.g., [2, 41]).¹ We find it illuminating to frame our contributions in a similar manner, as illustrated in Figure 1.

¹ The literature frames this relationship as one between “competition” and “innovation”. In this context, “innovation” refers to adoption of a better technology, at a substantial R&D expense to a given firm. It is not salient whether similar ideas and/or technologies already exist outside the firm. It is worth noting that adoption of exploration algorithms tends to require substantial R&D effort in practice, even if the algorithms themselves are well-known in the research literature; see [1] for an example of such R&D effort.
Our models differ in terms of rationality in agents’ decision-making: from fully rational decisions with \texttt{HardMax} to relaxed rationality with \texttt{HardMax\&Random} to an even more relaxed rationality with \texttt{SoftMax}. The same distinctions also control the severity of competition between the principals: from cut-throat competition with \texttt{HardMax} to a more relaxed competition with \texttt{HardMax\&Random}, to an even more relaxed competition with \texttt{SoftMax}. Indeed, with \texttt{HardMax} you lose all customers as soon as you fall behind in performance, with \texttt{HardMax\&Random} you get some small market share no matter what, and with \texttt{SoftMax} you are further guaranteed a market share close to $\frac{1}{2}$ as long as your performance is not much worse than the competition. The uniform choice among principals corresponds to no rationality and no competition.

We identify the inverted-U relationship in the spirit of Figure 1 that is driven by the rationality/competitiveness distinctions outlined above: from \texttt{HardMax} to \texttt{HardMax\&Random} to \texttt{SoftMax} to \texttt{Uniform}. We also find another, technically different inverted-U relationship which zeroes in on the \texttt{HardMax\&Random} model. We vary rationality/competitiveness inside this model, and track the marginal utility of switching to a better algorithm.

These inverted-U relationships arise for a fundamentally different reason, compared to the existing literature on “competition vs. innovation.” In the literature, better technology always helps in a competitive environment, other things being equal. Thus, the tradeoff is between the costs of improving the technology and the benefits that the improved technology provides in the competition. Meanwhile, we find that a better exploration algorithm may sometimes perform much worse under competition, even in the absence of R&D costs.

**Discussion.** We capture some pertinent features of reality while ignoring some others for the sake of tractability. Most notably, we assume that agents do not receive any information about other agents’ rewards after the game starts. In the final analysis, this assumption makes agents’ behavior independent of a particular realization of the Bayesian prior, and therefore enables us to summarize each learning algorithm via its Bayesian-expected rewards (as opposed to detailed performance on the particular realizations of the prior). Such summarization is essential for formulating lucid and general analytic results, let alone proving them. It is a major open question whether one can incorporate signals about other agents’ rewards and obtain a tractable model.

We also make a standard assumption that agents are myopic: they do not worry about how their actions impact their future utility. In particular, they do not attempt to learn over time, to second-guess or game future agents, or to manipulate principal’s learning algorithm. We believe this is a typical case in practice, in part because agent’s influence tend to be small compared to the overall system. We model this simply by assuming that each agent only arrives once.

Much of the challenge in this paper, both conceptual and technical, was in setting up the right model and the matching theorems, and not only in proving the theorems. Apart from making the modeling choices described above, it was crucial to interpret the results and intuitions from the literature on multi-armed bandits so as to formulate meaningful assumptions on bandit algorithms and Bayesian priors which are productive in our setting.

**Open questions.** How to incorporate signals about the other agents’ rewards? One needs to reason about how exact or coarse these signals are, and how the agents update their beliefs after receiving them. Also, one may need to allow principals’ learning algorithms to respond to updates about the other principal’s performance. (Or not, since this is not how learning algorithms are usually designed!) A clean, albeit idealized, model would be that (i)
each agent learns her exact expected reward from each principal before she needs to choose
which principal to go to, but (ii) these updates are invisible to the principals. Even then,
one needs to argue about the competition on particular realizations of the Bayesian prior,
which appears very challenging.

Another promising extension is to heterogeneous agents. Then the agents’ choices are
impacted by their idiosyncratic signals/beliefs, instead of being entirely determined by
priors and/or signals about the average performance. It would be particularly interesting
to investigate the emergence of specialization: whether/when an algorithm learns to target
specific population segments in order to compete against a more powerful “incumbent”.

Map of the paper. We survey related work (Section 2), lay out the model and preliminaries
(Section 3), and proceed to analyze the three main models, HardMax, HardMax & Random
and SoftMax (in Sections 4, 5, and 6, respectively). We discuss economic implications in Section 7.
Appendix A provides some pertinent background on multi-armed bandits. Appendix B gives
a broad example to support an assumption in our model.

2 Related work

Multi-armed bandits (MAB) is a particularly elegant and tractable abstraction for tradeoff
between exploration and exploitation: essentially, between acquisition and usage of informa-
tion. MAB problems have been studied in Economics, Operations Research and Computer
Science for many decades; see [13, 20, 39] for background on regret-minimizing and Bayesian
formulations, respectively. A discussion of industrial applications of MAB can be found in
[1].

The literature on MAB is vast and multi-threaded. The most related thread concerns
regret-minimizing MAB formulations with IID rewards [29, 4]. This thread includes “smart”
MAB algorithms that combine exploration and exploitation, such as UCB1 [4] and Successive
Elimination [16], and “naive” MAB algorithms that separate exploration and exploitation,
including explore-first and $\epsilon$-Greedy e.g., see [39].

The three-way tradeoff between exploration, exploitation and incentives has been studied
in several other settings: incentivizing exploration in a recommendation system [14, 17, 28,
30, 11, 9, 31], dynamic auctions e.g., [3, 10, 25], pay-per-click ad auctions with unknown
click probabilities e.g., [8, 15, 7], coordinating search and matching by self-interested agents
[27], as well as human computation e.g., [22, 19, 38].

[12, 26, 21] studied models with self-interested agents jointly performing exploration, with
no principal to coordinate them.

There is a superficial similarity (in name only) between this paper and the line of work
on “dueling bandits” e.g., [43, 44]. The latter is not about competing bandit algorithms, but
rather about scenarios where in each round two arms are chosen to be presented to a user,
and the algorithm only observes which arm has “won the duel”.

Our setting is closely related to the “dueling algorithms” framework [24] which studies
competition between two principals, each running an algorithm for the same problem.
However, this work considers algorithms for offline / full input scenarios, whereas we focus
on online machine learning and the explore-exploit-incentives tradeoff therein. Also, this
work specifically assumes binary payoffs (i.e., win or lose) for the principals.

Other related work in economics. The competition vs. innovation relationship and the
inverted-U shape thereof have been introduced in a classic book [37], and remained an
important theme in the literature ever since e.g., [2, 41]. Production costs aside, this
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literature treats innovation as a priori beneficial for the firm. Our setting is very different, as innovation in exploration algorithms may potentially hurt the firm.

A line of work on platform competition, starting with [36], concerns competition between firms (platforms) that improve as they attract more users (network effect); see [42] for a recent survey. This literature is not concerned with innovation, and typically models network effects exogenously, whereas in our model network effects are endogenous: they are created by MAB algorithms, an essential part of the model.

Relaxed versions of rationality similar to ours are found in several notable lines of work. For example, “random agents” (a.k.a. noise traders) can side-step the “no-trade theorem” [32], a famous impossibility result in financial economics. The SoftMax model is closely related to the literature on product differentiation, starting from [23], see [34] for a notable later paper.

There is a large literature on non-existence of equilibria due to small deviations (which is related to the corresponding result for HardMax & Random), starting with [35] in the context of health insurance markets. Notable recent papers [40, 6] emphasize the distinction between HardMax and versions of SoftMax.

3 Our model and preliminaries

**Principals and agents.** There are two principals and T agents. The game proceeds in rounds (we will sometimes refer to them as global rounds). In each round \( t \in [T] \), the following interaction takes place. A new agent arrives and chooses one of the two principals. The principal chooses a recommendation: an action \( a_t \in A \), where \( A \) is a fixed set of actions (same for both principals and all rounds). The agent follows this recommendation, receives a reward \( r_t \in [0, 1] \), and reports it back to the principal.

The rewards are i.i.d. with a common prior. More formally, for each action \( a \in A \) there is a parametric family \( \psi_a(\cdot) \) of reward distributions, parameterized by the mean reward \( \mu_a \). (The paradigmatic case is 0-1 rewards with a given expectation.) The mean reward vector \( \mu = (\mu_a : a \in A) \) is drawn from prior distribution \( P_{\text{mean}} \) before round 1. Whenever a given action \( a \in A \) is chosen, the reward is drawn independently from distribution \( \psi_a(\mu_a) \). The prior \( P_{\text{mean}} \) and the distributions \( (\psi_a(\cdot) : a \in A) \) constitute the (full) Bayesian prior on rewards, denoted \( P \).

Each principal commits to a learning algorithm for making recommendations. This algorithm follows a protocol of multi-armed bandits (MAB). Namely, the algorithm proceeds in time-steps: each time it is called, it outputs a chosen action \( a \in A \) and then inputs the reward for this action. The algorithm is called only in global rounds when the corresponding principal is chosen.

The information structure is as follows. The prior \( P \) is known to everyone. The mean rewards \( \mu_a \) are not revealed to anybody. Each agent knows both principals’ algorithms, and the global round when (s)he arrives, but not the rewards of the previous agents. Each principal is completely unaware of the rounds when the other is chosen.

**Some terminology.** The two principals are called “Principal 1” and “Principal 2”. The algorithm of principal \( i \in \{1, 2\} \) is called “algorithm \( i \)” and denoted \( \text{alg}_i \). The agent in global round \( t \) is called “agent \( t \)”; the chosen principal is denoted \( i_t \).

Throughout, \( E[\cdot] \) denotes expectation over all applicable randomness.

---

2 These time-steps will sometimes be referred to as local steps/rounds, so as to distinguish them from “global rounds” defined before. We will omit the local vs. global distinction when clear from the context.
**Bayesian-expected rewards.** Consider the performance of a given algorithm $\text{alg}_i$, $i \in \{1, 2\}$, when it is run in isolation (i.e., without competition, just as a bandit algorithm). Let $\text{rew}_i(n)$ denote its Bayesian-expected reward for the $n$-th step.

Now, going back to our game, fix global round $t$ and let $n_i(t)$ denote the number of global rounds before $t$ in which this principal is chosen. Then:

$$
\mathbb{E}[r_t \mid \text{principal } i \text{ is chosen in round } t \text{ and } n_i(t) = n] = \text{rew}_i(n + 1) \quad (\forall n \in \mathbb{N}).
$$

**Agents’ response.** Each agent $i$ chooses principal $i_t$ as as follows: it chooses a distribution over the principals, and then draws independently from this distribution. Let $p_t$ be the probability of choosing principal 1 according to this distribution. Below we specify $p_t$; we need to be careful so as to avoid a circular definition.

Let $I_t$ be the information available to agent $i$ before the round. Assume $I_t$ suffices to form posteriors for quantities $n_i(t)$, $i \in \{1, 2\}$, denote them by $\mathcal{N}_{i,t}$. Note that the Bayesian expected reward of each principal $i$ is a function only of the number rounds he was chosen by the agents, so the posterior mean reward for each principal $i$ can be written as

$$
\text{PMR}_i(t) := \mathbb{E}[r_t \mid I_t \text{ and } i_t = i] = \mathbb{E}[\text{rew}_i(n_i(t) + 1) \mid I_t] = \mathbb{E}_{n \sim \mathcal{N}_{i,t}}[\text{rew}_i(n + 1)].
$$

This quantity represents the posterior mean reward for principal $i$ at round $t$, according to information $I_t$; hence the notation $\text{PMR}$. In general, probability $p_t$ is defined by the posterior mean rewards $\text{PMR}_i(t)$ for both principals. We assume a somewhat more specific shape:

$$
p_t = f_{\text{resp}}(\text{PMR}_1(t) - \text{PMR}_2(t)). \quad (1)
$$

Here $f_{\text{resp}} : [-1, 1] \to [0, 1]$ is the response function, which is the same for all agents. We assume that the response function is known to all agents.

To make the model well-defined, it remains to argue that information $I_t$ is indeed sufficient to form posteriors on $n_1(t)$ and $n_2(t)$. This can be easily seen using induction on $t$.

Since all agents arrive with identical information (other than knowing which global round they arrive in), it follows that all agents have identical posteriors for $n_{i,t}$ (for a given principal $i$ and a given global round $t$). This posterior is denoted $\mathcal{N}_{i,t}$.

**Response functions.** We use the response function $f_{\text{resp}}$ to characterize the amount of rationality and competitiveness in our model. We assume that $f_{\text{resp}}$ is monotonically non-decreasing, is larger than $\frac{1}{2}$ on the interval $[0, 1]$, and smaller than $\frac{1}{2}$ on the interval $[-1, 0)$. Beyond that, we consider three specific models, listed in the order of decreasing rationality and competitiveness (see Figure 2):

- **HardMax:** $f_{\text{resp}}$ equals 0 on the interval $[-1, 0)$ and 1 on the interval $[0, 1]$. In other words, the agents will deterministically choose the principal with the higher posterior mean reward.

- **HardMax&Random:** $f_{\text{resp}}$ equals $\epsilon_0$ on the interval $[-1, 0)$ and $1 - \epsilon_0$ on the interval $[0, 1]$, where $\epsilon_0 \in (0, \frac{1}{2})$ are some positive constants. In words, each agent is a HardMax agent with probability $1 - 2\epsilon_0$, and with the remaining probability she makes a random choice.

- **SoftMax:** $f_{\text{resp}}(\cdot)$ lies in the interval $[\epsilon_0, 1 - \epsilon_0]$, $\epsilon_0 > 0$, and is “smooth” around 0 (in the sense defined precisely in Section 6).

We say that $f_{\text{resp}}$ is symmetric if $f_{\text{resp}}(-x) + f_{\text{resp}}(x) = 1$ for any $x \in [0, 1]$. This implies *fair tie-breaking:* $f_{\text{resp}}(0) = \frac{1}{2}$.
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\[ \Delta_t := \text{PMR}_1(t) - \text{PMR}_2(t) \]

Fig. 2 The three models for agents’ response function: HardMax is thick blue, HardMax&Random is slim red, and SoftMax is the dashed curve.

MAB algorithms. We characterize the inherent quality of an MAB algorithm in terms of its Bayesian Instantaneous Regret (henceforth, BIR), a standard notion from machine learning:

\[ \text{BIR}(n) := \mathbb{E}_{\mu \sim P_{\text{max}}} \left[ \max_{a \in A} \mu_a \right] - \text{rew}(n), \tag{2} \]

where \( \text{rew}(n) \) is the Bayesian-expected reward of the algorithm for the \( n \)-th step, when the algorithm is run in isolation. We are primarily interested in how BIR scales with \( n \); we treat \( K \), the number of arms, as a constant unless specified otherwise.

We will emphasize several specific algorithms or classes thereof:

- “smart” MAB algorithms that combine exploration and exploitation, such as UCB1 [4] and Successive Elimination [16]. These algorithms achieve \( \text{BIR}(n) \leq \tilde{O}(n^{-1/2}) \) for all priors and all (or all but a very few) steps \( n \). This bound is known to be tight for any fixed \( n \).

- “naive” MAB algorithms that separate exploration and exploitation, such as Explore-then-Exploit and \( \epsilon \)-Greedy. These algorithms have dedicated rounds in which they explore by choosing an action uniformly at random. When these rounds are known in advance, the algorithm suffers constant BIR in such rounds. When the “exploration rounds” are instead randomly chosen by the algorithm, one can usually guarantee an inverse-polynomial upper bound \( \text{BIR} \), but not as good as the one above: namely, \( \text{BIR}(n) \leq \tilde{O}(n^{-1/3}) \). This is the best possible upper bound on BIR for the two algorithms mentioned above.

- DynamicGreedy: at each step, recommends the best action according to the current posterior: an action \( a \) with the highest posterior expected reward \( \mathbb{E}_{\mu \sim P_{\text{max}}} [\mu_a] \), where \( \mathcal{I} \) is the information available to the algorithm so far. DynamicGreedy has (at least) a constant BIR for some reasonable priors, i.e., \( \text{BIR}(n) > \Omega(1) \).

- StaticGreedy: always recommends the prior best action, i.e., an action \( a \) with the highest prior mean reward \( \mathbb{E}_{\mu \sim P_{\text{max}}} [\mu_a] \). This algorithm typically has constant BIR.

We focus on MAB algorithms such that BIR(n) is non-increasing; we call such algorithms monotone. While some reasonable MAB algorithms may occasionally violate monotonicity, they can usually be easily modified so that monotonicity violations either vanish altogether, or only occur at very specific rounds (so that agents are extremely unlikely to exploit them in practice).

More background and examples can be found in Appendix A. In particular, we prove that DynamicGreedy is monotone.

\[ ^3 \text{This follows from the lower-bound analysis in [5].} \]
Competition game between principals. Some of our results explicitly study the game between the two principals. We model it as a simultaneous-move game: before the first agent arrives, each principal commits to an MAB algorithm. Thus, choosing a pure strategy in this game corresponds to choosing an MAB algorithm (and, implicitly, announcing this algorithm to the agents).

Principal’s utility is primarily defined as the market share, i.e., the number of agents that chose this principal. Principals are risk-neutral, in the sense that they optimize their expected utility.

Assumptions on the prior. We make some technical assumptions for the sake of simplicity. First, each action $a$ has a positive probability of being the best action according to the prior:

$$\forall a \in A : \Pr_{\mu \sim \mathcal{P}_{\text{mean}}} [\mu_a > \mu_a', \forall a' \in A] > 0.$$  

(3)

Second, posterior mean rewards of actions are pairwise distinct almost surely. That is, the history $h$ at any step of an MAB algorithm satisfies

$$E[\mu_a | h] \neq E[\mu_{a'} | h] \quad \forall a, a' \in A,$$

(4)

except at a set of histories of probability 0. In particular, prior mean rewards of actions are pairwise distinct: $E[\mu_a] \neq E[\mu_{a'}]$ for any $a, a' \in A$.

We provide two examples for which property (4) is ‘generic’, in the sense that it can be enforced almost surely by a small random perturbation of the prior. Both examples focus on 0-1 rewards and priors $\mathcal{P}_{\text{mean}}$ that are independent across arms. The first example assumes Beta priors on the mean rewards, and is very easy.\(^5\) The second example assumes that mean rewards have a finite support, see Appendix B for details.

Some more notation. Without loss of generality, we label actions as $A = [K]$ and sort them according to their prior mean rewards, so that $E[\mu_1] > E[\mu_2] > \ldots > E[\mu_K]$.

Fix principal $i \in \{1, 2\}$ and (local) step $n$. The arm chosen by algorithm $\text{alg}_i$ at this step is denoted $a_{i,n}$, and the corresponding BIR is denoted $\text{BIR}_i(n)$. History of $\text{alg}_i$ up to this step is denoted $H_{i,n}$.

Write $\text{PMR}(a | E) = E[\mu_a | E]$ for posterior mean reward of action $a$ given event $E$.

3.1 Generalizations

Our results can be extended compared to the basic model described above.

First, unless specified otherwise, our results allow a more general notion of principal’s utility that can depend on both the market share and agents’ rewards. Namely, principal $i$ collects $U_i(r_i)$ units of utility in each global round $t$ when she is chosen (and 0 otherwise), where $U_i(\cdot)$ is some fixed non-decreasing function with $U_i(0) > 0$. In a formula,

$$U_i := \sum_{t=1}^T 1_{\{i_t = i\}} \cdot U_i(r_t).$$  

(5)

\(^4\) The history of an MAB algorithm at a given step comprises the chosen actions and the observed rewards in all previous steps in the execution of this algorithm.

\(^5\) Suppose the rewards are Bernoulli r.v. and the mean reward $\mu_a$ for each arm $a$ is drawn from some Beta distribution $\text{Beta}(\alpha_a, \beta_a)$. Given any history that contains $h_a$ number of heads and $t_a$ number of tails from arm $a$, the posterior mean reward is $\frac{\alpha_a + h_a + t_a}{\alpha_a + \beta_a + n}$. Note that $h_a$ and $t_a$ take integer values. Therefore, perturbing the parameters $\alpha_a$ and $\beta_a$ independently with any continuous noise will induce a prior with property (4) with probability 1.
Second, our results carry over, with little or no modification of the proofs, to much more general versions of MAB, as long as it satisfies the i.i.d. property. In each round, an algorithm can see a context before choosing an action (as in contextual bandits) and/or additional feedback other than the reward after the reward is chosen (as in, e.g., semi-bandits), as long as the contexts are drawn from a fixed distribution, and the (reward, feedback) pair is drawn from a fixed distribution that depends only on the context and the chosen action. The Bayesian prior $\mathcal{P}$ needs to be a more complicated object, to make sure that $\mathcal{PMR}$ and $\mathcal{BIR}$ are well-defined. Mean rewards may also have a known structure, such as Lipschitzness, convexity, or linearity; such structure can be incorporated via $\mathcal{P}$. All these extensions have been studied extensively in the literature on MAB, and account for a substantial segment thereof; see [13] for background and details.

3.2 Chernoff Bounds

We use an elementary concentration inequality known as Chernoff Bounds, in a formulation from [33].

▶ Theorem 1 (Chernoff Bounds). Consider $n$ i.i.d. random variables $X_1 \ldots X_n$ with values in $[0, 1]$. Let $X = \frac{1}{n} \sum_{i=1}^{n} X_i$ be their average, and let $\nu = \mathbb{E}[X]$. Then:

$$\min (\Pr[X - \nu > \delta \nu], \quad \Pr[\nu - X > \delta \nu]) < e^{-\nu \delta^2 / 3} \quad \text{for any } \delta \in (0, 1).$$

4 Full rationality (HardMax)

In this section, we will consider the version in which the agents are fully rational, in the sense that their response function is HardMax. We show that principals are not incentivized to explore — i.e., to deviate from DynamicGreedy. The core technical result is that if one principal adopts DynamicGreedy, then the other principal loses all agents as soon as he deviates.

To make this more precise, let us say that two MAB algorithms deviate at (local) step $n$ if there is an action $a \in A$ and a set of step-$n$ histories of positive probability such that any history $h$ in this set is feasible for both algorithms, and under this history the two algorithms choose action $a$ with different probability.

▶ Theorem 2. Assume HardMax response function with fair tie-breaking. Assume that $\text{alg}_1$ is DynamicGreedy, and $\text{alg}_2$ deviates from DynamicGreedy starting from some (local) step $n_0 < T$. Then all agents in global rounds $t \geq n_0$ select principal 1.

▶ Corollary 3. The competition game between principals has a unique Nash equilibrium: both principals choose DynamicGreedy.

▶ Remark. This corollary holds under a more general model which allows time-discounting: namely, the utility of each principal $i$ in each global round $t$ is $U_{i,t}(r_t)$ if this principal is chosen, and 0 otherwise, where $U_{i,t}(\cdot)$ is an arbitrary non-decreasing function with $U_{i,t}(0) > 0$.

4.1 Proof of Theorem 2

The proof starts with two auxiliary lemmas: that deviating from DynamicGreedy implies a strictly smaller Bayesian-expected reward, and that HardMax implies a “sudden-death” property: if one agent chooses principal 1 with certainty, then so do all subsequent agents do. We re-use both lemmas in later sections, so we state them in sufficient generality.
Lemma 4. Assume that \( \text{alg}_1 \) is DynamicGreedy, and \( \text{alg}_2 \) deviates from DynamicGreedy starting from some (local) step \( n_0 < T \). Then \( \text{rew}_1(n_0) > \text{rew}_2(n_0) \). This holds for any response function \( f_{\text{resp}} \).

Lemma 4 does not rely on any particular shape of the response function because it only considers the performance of each algorithm without competition.

Proof of Lemma 4. Since the two algorithms coincide on the first \( n_0 - 1 \) steps, it follows by symmetry that histories \( H_{1,n_0} \) and \( H_{2,n_0} \) have the same distribution. We use a coupling argument: w.l.o.g., we assume the two histories coincide, \( H_{1,n_0} = H_{2,n_0} = H \).

At local step \( n_0 \), DynamicGreedy chooses an action \( a_{1,n_0} = a_{1,n_0}(H) \) which maximizes the posterior mean reward given history \( H \): for any realized history \( h \in \text{support}(H) \) and any action \( a \in \mathcal{A} \)

\[
\text{PMR}(a_{1,n_0} | H) = \text{PMR}(a | H).
\]

By assumption (4), it follows that

\[
\text{PMR}(a_{1,n_0} | H) > \text{PMR}(a | H) \quad \text{for any } h \in \text{support}(H) \text{ and } a \neq a_{1,n_0}(h).
\]

Since the two algorithms deviate at step \( n_0 \), there is a set \( S \subset \text{support}(H) \) of step-\( n_0 \) histories such that \( \Pr[S] > 0 \) and any history \( h \in S \) satisfies \( \Pr[a_{2,n_0} \neq a_{1,n_0} | H = h] > 0 \). Combining this with (7), we deduce that

\[
\text{PMR}(a_{1,n_0} | H = h) > \mathbb{E} \left[ \mu_{a_{2,n_0}} | H = h \right] \quad \text{for each history } h \in S.
\]

Using (6) and (8) and integrating over realized histories \( h \), we obtain \( \text{rew}_1(n_0) > \text{rew}_2(n_0) \).

Lemma 5. Consider HardMax response function with \( f_{\text{resp}}(0) \geq \frac{1}{2} \). Suppose \( \text{alg}_1 \) is monotone, and \( \text{PMR}_1(t_0) > \text{PMR}_2(t_0) \) for some global round \( t_0 \). Then \( \text{PMR}_1(t) > \text{PMR}_2(t) \) for all subsequent rounds \( t \).

Proof. Let us use induction on round \( t \geq t_0 \), with the base case \( t = t_0 \). Let \( \mathcal{N} = \mathcal{N}_{1,t_0} \) be the agents’ posterior distribution for \( n_{1,t_0} \), the number of global rounds before \( t_0 \) in which principal 1 is chosen. By induction, all agents from \( t_0 \) to \( t-1 \) chose principal 1, so \( \text{PMR}_2(t_0) = \text{PMR}_2(t) \). Therefore,

\[
\text{PMR}_1(t) = \mathbb{E}_{n \sim \mathcal{N}} \left[ \text{rew}_1(n + 1 + t - t_0) \right] \geq \mathbb{E}_{n \sim \mathcal{N}} \left[ \text{rew}_1(n + 1) \right] = \text{PMR}_1(t_0) > \text{PMR}_2(t_0) = \text{PMR}_2(t),
\]

where the first inequality holds because \( \text{alg}_1 \) is monotone, and the second one is the base case.

Proof of Theorem 2. Since the two algorithms coincide on the first \( n_0 - 1 \) steps, it follows by symmetry that \( \text{rew}_1(n) = \text{rew}_2(n) \) for any \( n < n_0 \). By Lemma 4, \( \text{rew}_1(n_0) > \text{rew}_2(n_0) \).

Recall that \( n_i(t) \) is the number of global rounds \( s < t \) in which principal \( i \) is chosen, and \( \mathcal{N}_{1,t} \) is the agents’ posterior distribution for this quantity. By symmetry, each agent \( t < n_0 \) chooses a principal uniformly at random. It follows that \( \mathcal{N}_{1,n_0} = \mathcal{N}_{2,n_0} \) (denote both distributions by \( \mathcal{N} \) for brevity), and \( \mathcal{N}(n_0 - 1) > 0 \). Therefore:

\[
\text{PMR}_1(n_0) = \mathbb{E}_{n \sim \mathcal{N}} \left[ \text{rew}_1(n + 1) \right] = \sum_{n=0}^{n_0-1} \mathcal{N}(n) \cdot \text{rew}_1(n + 1)
\]

\[
> \mathcal{N}(n_0 - 1) \cdot \text{rew}_2(n_0) + \sum_{n=0}^{n_0-2} \mathcal{N}(n) \cdot \text{rew}_2(n + 1)
\]

\[
= \mathbb{E}_{n \sim \mathcal{N}} \left[ \text{rew}_2(n + 1) \right] = \text{PMR}_2(n_0)
\]
So, agent $n_0$ chooses principal 1. By Lemma 5 (noting that $\text{DynamicGreedy}$ is monotone), all subsequent agents choose principal 1, too.

4.2 HardMax with biased tie-breaking

The HardMax model is very sensitive to the tie-breaking rule. For starters, if ties are broken deterministically in favor of principal 1, then principal 1 can get all agents no matter what the other principal does, simply by using StaticGreedy.

$\blacktriangleright$ Theorem 6. Assume HardMax response function with $f_{\text{resp}}(0) = 1$ (ties are always broken in favor of principal 1). If $\text{alg}_1$ is $\text{StaticGreedy}$, then all agents choose principal 1.

Proof. Agent 1 chooses principal 1 because of the tie-breaking rule. Since $\text{StaticGreedy}$ is trivially monotone, all the subsequent agents choose principal 1 by an induction argument similar to the one in the proof of Lemma 5.

A more challenging scenario is when the tie-breaking is biased in favor of principal 1, but not deterministically so: $f_{\text{resp}}(0) > \frac{1}{2}$. Then this principal also has a “winning strategy” no matter what the other principal does. Specifically, principal 1 can get all but the first few agents, under a mild technical assumption that $\text{DynamicGreedy}$ deviates from $\text{StaticGreedy}$. Principal 1 can use $\text{DynamicGreedy}$, or any other monotone MAB algorithm that coincides with $\text{DynamicGreedy}$ in the first few steps.

$\blacktriangleright$ Theorem 7. Assume HardMax response function with $f_{\text{resp}}(0) > \frac{1}{2}$ (i.e., tie-breaking is biased in favor of principal 1). Assume the prior $\mathcal{P}$ is such that $\text{DynamicGreedy}$ deviates from $\text{StaticGreedy}$ starting from some step $n_0$. Suppose that principal 1 runs a monotone MAB algorithm that coincides with $\text{DynamicGreedy}$ in the first $n_0$ steps. Then all agents $t \geq n_0$ choose principal 1.

Proof. The proof re-uses Lemmas 4 and 5, which do not rely on fair tie-breaking.

Because of the biased tie-breaking, for each global round $t$ we have:

$$\text{if } \text{PMR}_1(t) \geq \text{PMR}_2(t) \text{ then } \Pr[i_t = 1] > \frac{1}{2}. \quad (10)$$

Recall that $i_t$ is the principal chosen in global round $t$.

Let $m_0$ be the first step when $\text{alg}_2$ deviates from $\text{DynamicGreedy}$, or $\text{DynamicGreedy}$ deviates from $\text{StaticGreedy}$, whichever comes sooner. Then $\text{alg}_2$, $\text{DynamicGreedy}$ and $\text{StaticGreedy}$ coincide on the first $m_0 - 1$ steps. Moreover, $m_0 \leq n_0$ (since $\text{DynamicGreedy}$ deviates from $\text{StaticGreedy}$ at step $n_0$), so $\text{alg}_1$ coincides with $\text{DynamicGreedy}$ on the first $m_0$ steps.

So, $\text{rew}_1(n) = \text{rew}_2(n)$ for each step $n < m_0$, because $\text{alg}_1$ and $\text{alg}_2$ coincide on the first $m_0 - 1$ steps. Moreover, if $\text{alg}_2$ deviates from $\text{DynamicGreedy}$ at step $m_0$ then $\text{rew}_1(m_0) > \text{rew}_2(m_0)$ by Lemma 4; else, we trivially have $\text{rew}_1(m_0) = \text{rew}_2(m_0)$. To summarize:

$$\text{rew}_1(n) \geq \text{rew}_2(n) \quad \text{for all steps } n \leq m_0. \quad (11)$$

We claim that $\Pr[i_t = 1] > \frac{1}{2}$ for all global rounds $t \leq m_0$. We prove this claim using induction on $t$. The base case $t = 1$ holds by (10) and the fact that in step 1, $\text{DynamicGreedy}$ chooses the arm with the highest prior mean reward. For the induction step, we assume that
Pr[i_t = 1] > \frac{1}{2} for all global rounds t < t_0, for some t_0 \leq m_0. It follows that distribution \(N_{1,t_0}\) stochastically dominates distribution \(N_{2,t_0}\). Observe that

\[
\text{PMR}_1(t_0) = \mathbb{E}_{n \sim N_{1,t_0}}[\text{rew}_1(n + 1)] \geq \mathbb{E}_{n \sim N_{2,t_0}}[\text{rew}_2(n + 1)] = \text{PMR}_2(t_0). \tag{12}
\]

So the induction step follows by (10). Claim proved.

Now let us focus on global round \(m_0\), and denote \(N_i = N_{1,m_0}\). By the above claim,

\[
N_i \text{ stochastically dominates } N_2, \text{ and moreover } N_i(m_0 - 1) > N_i(m_0 - 1). \tag{13}
\]

By definition of \(m_0\), either (i) \texttt{alg}_1 deviates from \texttt{DynamicGreedy} starting from local step \(m_0\), which implies \(\text{rew}_1(m_0) > \text{rew}_2(m_0)\) by Lemma 4, or (ii) \texttt{DynamicGreedy} deviates from \texttt{StaticGreedy} starting from local step \(m_0\), which implies \(\text{rew}_1(m_0) > \text{rew}_1(m_0 - 1)\) by Lemma 19. In both cases, using (11) and (13), it follows that the inequality in (12) is strict for \(t_0 = m_0\).

Therefore, agent \(m_0\) chooses principal 1, and by Lemma 5 so do all subsequent agents. ▶

5 Relaxed rationality: HardMax & Random

This section is dedicated to the \texttt{HardMax\&Random} response model, where each principal is always chosen with some positive baseline probability. The main technical result for this model states that a principal with asymptotically better \texttt{BIR} wins by a large margin: after a “learning phase” of constant duration, all agents choose this principal with maximal possible probability \(f_{\text{resp}}(1)\). For example, a principal with \(\text{BIR}(n) \leq O(n^{-1/2})\) wins over a principal with \(\text{BIR}(n) \geq \Omega(n^{-1/3})\). However, this positive result comes with a significant caveat detailed in Section 5.1.

We formulate and prove a cleaner version of the result, followed by a more general formulation developed in a subsequent Remark 5. We need to express a property that \texttt{alg}_1 eventually catches up and surpasses \texttt{alg}_2, even if initially it receives only a fraction of traffic. For the cleaner version, we assume that both algorithms are well-defined for an infinite time horizon, so that their \texttt{BIR} does not depend on the time horizon \(T\) of the game. Then this property can be formalized as:

\[
(\forall \epsilon > 0) \quad \text{BIR}_1(\epsilon n)/\text{BIR}_2(n) \rightarrow 0. \tag{14}
\]

In fact, a weaker version of (14) suffices: denoting \(\epsilon_0 = f_{\text{resp}}(-1)\), for some constant \(n_0\) we have

\[
(\forall n \geq n_0) \quad \text{BIR}_1(\epsilon_0 n/2)/\text{BIR}_2(n) < \frac{1}{2}. \tag{15}
\]

We also need a very mild technical assumption on the “bad” algorithm:

\[
(\forall n \geq n_0) \quad \text{BIR}_2(n) > 4 e^{-\epsilon_0 n/12}. \tag{16}
\]

▶ Theorem 8. Assume \texttt{HardMax\&Random} response function. Suppose both algorithms are monotone and well-defined for an infinite time horizon, and satisfy (15) and (16). Then each agent \(t \geq n_0\) chooses principal 1 with maximal possible probability \(f_{\text{resp}}(1) = 1 - \epsilon_0\).

6 For random variables \(X, Y\) on \(\mathbb{R}\), we say that \(X\) stochastically dominates \(Y\) if \(\Pr[X \geq x] \geq \Pr[Y \geq x]\) for any \(x \in \mathbb{R}\).
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**Proof.** Consider global round $t \geq n_0$. Recall that each agent chooses principal 1 with probability at least $f_{\text{exp}}(1) > 0$.

Then $\mathbb{E}[n_1(t + 1)] \geq 2 \epsilon_0 t$. By Chernoff Bounds (Theorem 1), we have that $n_1(t + 1) \geq \epsilon_0 t$ holds with probability at least $1 - q$, where $q = \exp(-\epsilon_0 t/12)$.

We need to prove that $\text{PMR}_1(t) - \text{PMR}_2(t) > 0$. For any $m_1$ and $m_2$, consider the quantity

$$\Delta(m_1, m_2) := \text{BIR}_2(m_2 + 1) - \text{BIR}_1(m_1 + 1).$$

Whenever $m_1 \geq \epsilon_0 t/2 - 1$ and $m_2 < t$, it holds that

$$\Delta(m_1, m_2) \geq \Delta(\epsilon_0 t/2, t) \geq \text{BIR}_2(t)/2.$$  

The above inequalities follow, resp., from algorithms’ monotonicity and (15). Now,

$$\text{PMR}_1(t) - \text{PMR}_2(t) = \mathbb{E}_{m_1 \sim N_{1,t}} [\Delta(m_1, m_2)]$$

$$\geq -q + \mathbb{E}_{m_1 \sim N_{1,t}, m_2 \sim N_{2,t}} [\Delta(m_1, m_2) \mid m_1 \geq \epsilon_0 t/2 - 1]$$

$$\geq \text{BIR}_2(t)/2 - q$$

$$> \text{BIR}_2(t)/4 > 0 \quad \text{(by} \ (16)). \quad \triangledown$$

**Remark.** Many standard MAB algorithms in the literature are parameterized by the time horizon $T$. Regret bounds for such algorithms usually include a polylogarithmic dependence on $T$. In particular, a typical upper bound for BIR has the following form:

$$\text{BIR}(n \mid T) \leq \text{polylog}(T) \cdot n^{-\gamma} \quad \text{for some} \ \gamma \in (0, 1/2].$$ \hspace{1cm} (17)

Here we write $\text{BIR}(n \mid T)$ to emphasize the dependence on $T$.

We generalize (15) to handle the dependence on $T$: there exists a number $T_0$ and a function $n_0(T) \in \text{polylog}(T)$ such that

$$(\forall T \geq T_0, n \geq n_0(T)) \quad \frac{\text{BIR}_1(\epsilon_0 n/2 \mid T)}{\text{BIR}_2(n \mid T)} < \frac{1}{2}. \hspace{1cm} (18)$$

If this holds, we say that $\text{alg}_1$ BIR-dominates $\text{alg}_2$.

We provide a version of Theorem 8 in which algorithms are parameterized with time horizon $T$ and condition (15) is replaced with (18); its proof is very similar and is omitted.

To state a game-theoretic corollary of Theorem 8, we consider a version of the competition game between the two principals in which they can only choose from a finite set $\mathcal{A}$ of monotone MAB algorithms. One of these algorithms is “better” than all others; we call it the special algorithm. Unless specified otherwise, it BIR-dominates all other allowed algorithms. The other algorithms satisfy (16). We call this game the restricted competition game.

**Corollary 9.** Assume HardMax or Random response function. Consider the restricted competition game with special algorithm $\text{alg}$. Then, for any sufficiently large time horizon $T$, this game has a unique Nash equilibrium: both principals choose $\text{alg}$.

### 5.1 A little greedy goes a long way

Given any monotone MAB algorithm other than DynamicGreedy, we design a modified algorithm which learns at a slower rate, yet “wins the game” in the sense of Theorem 8. As a corollary, the competition game with unrestricted choice of algorithms typically does not have a Nash equilibrium.

Given an algorithm $\text{alg}_1$ that deviates from DynamicGreedy starting from step $n_0$ and a “mixing” parameter $p$, we will construct a modified algorithm as follows.
1. The modified algorithm coincides with \( \text{alg}_1 \) (and \( \text{DynamicGreedy} \)) for the first \( n_0 - 1 \) steps;  
2. In each step \( n \geq n_0 \), \( \text{alg}_1 \) is invoked with probability \( 1 - p \), and with the remaining probability \( p \) does the “greedy choice”: chooses an action with the largest posterior mean reward given the current information collected by \( \text{alg}_1 \).

For a cleaner comparison between the two algorithms, the modified algorithm does not record rewards received in steps with the “greedy choice”. Parameter \( p > 0 \) is the same for all steps.

**Theorem 10.** Assume symmetric \( \text{HardMax}&\text{Random} \) response function. Let \( \epsilon_0 = f_{\text{resp}}(-1) \) be the baseline probability. Suppose \( \text{alg}_1 \) deviates from \( \text{DynamicGreedy} \) starting from some step \( n_0 \). Let \( \text{alg}_2 \) be the modified algorithm, as described above, with mixing parameter \( p \) such that \( (1 - \epsilon_0)(1 - p) > \epsilon_0 \). Then each agent \( t \geq n_0 \) chooses principal 2 with maximal possible probability \( 1 - \epsilon_0 \).

**Corollary 11.** Suppose that both principals can choose any monotone MAB algorithm, and assume the symmetric \( \text{HardMax}&\text{Random} \) response function. Then for any time horizon \( T \), the only possible pure Nash equilibrium is one where both principals choose \( \text{DynamicGreedy} \). Moreover, no pure Nash equilibrium exists when some algorithm “dominates” \( \text{DynamicGreedy} \) in the sense of (18) and the time horizon \( T \) is sufficiently large.

**Remark.** The modified algorithm performs exploration at a slower rate. Let us argue how this may translate into a larger BIR compared to the original algorithm. Let \( \text{BIR}_1(n) \) be the BIR of the “greedy choice” after \( n - 1 \) steps of \( \text{alg}_1 \). Then

\[
\text{BIR}_2(n) = \mathbb{E}_{m \sim (n_0 - 1) + \text{Binomial}(n-n_0+1,1-p)}[(1-p) \cdot \text{BIR}_1(m) + p \cdot \text{BIR}_1(m)].
\]

In this expression, \( m \) is the number of times \( \text{alg}_1 \) is invoked in the first \( n \) steps of the modified algorithm. Note that \( \mathbb{E}[m] = n_0 - 1 + (n - n_0 + 1)(1 - p) \geq (1 - p)n \).

Suppose \( \text{BIR}_1(n) = \beta n^{-\gamma} \) for some constants \( \beta, \gamma > 0 \). Further, assume \( \text{BIR}_1(n) \geq c \cdot \text{BIR}_1(n) \), for some \( c > 1 - \gamma \). Then for all \( n \geq n_0 \) and small enough \( p > 0 \) it holds that:

\[
\text{BIR}_2(n) \geq (1 - p + pc) \mathbb{E}[\text{BIR}_1(m)]
\]

By Jensen’s inequality:

\[
\mathbb{E}[\text{BIR}_1(m)] \geq \text{BIR}_1(\mathbb{E}[m])
\]

By plugging in \( \text{BIR}_1(n) = \beta n^{-\gamma} \):

\[
\text{BIR}_2(n) > \alpha \cdot \text{BIR}_1(n),
\]

where \( \alpha = \frac{1-p+p\epsilon}{1-p} > 1. \)

(In the above equations, all expectations are over \( m \) distributed as in (19).)

**Proof of Theorem 10.** Let \( \text{rew}_1(n) \) denote the Bayesian-expected reward of the “greedy choice” after after \( n - 1 \) steps of \( \text{alg}_1 \). Note that \( \text{rew}_1(\cdot) \) and \( \text{rew}_1'(\cdot) \) are non-decreasing: the former because \( \text{alg}_1 \) is monotone and the latter because the “greedy choice” is only improved with an increasing set of observations. Therefore, the modified algorithm \( \text{alg}_2 \) is monotone by (19).

By definition of the “greedy choice,” \( \text{rew}_1(n) \leq \text{rew}_1'(n) \) for all steps \( n \). Moreover, by Lemma 4, \( \text{alg}_3 \) has a strictly smaller \( \text{rew}(n_0) \) compared to \( \text{DynamicGreedy} \); so, \( \text{rew}_1(n_0) < \text{rew}_2(n_0) \).

Let \( \text{alg} \) denote a copy of \( \text{alg}_1 \) that is running “inside” the modified algorithm \( \text{alg}_2 \). Let \( m_2(t) \) be the number of global rounds before \( t \) in which the agent chooses principal 2 and
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**alg** is invoked; in other words, it is the number of agents seen by **alg** before global round $t$. Let $\mathcal{M}_{2,t}$ be the agents’ posterior distribution for $m_2(t)$.

We claim that in each global round $t \geq n_0$, distribution $\mathcal{M}_{2,t}$ stochastically dominates distribution $\mathcal{N}_{1,t}$, and $\text{PMR}_1(t) < \text{PMR}_2(t)$. We use induction on $t$. The base case $t = n_0$ holds because $\mathcal{M}_{2,t} = \mathcal{N}_{1,t}$ (because the two algorithms coincide on the first $n_0 - 1$ steps), and $\text{PMR}_1(n_0) < \text{PMR}_2(n_0)$ is proved as in (9), using the fact that $\text{rew}_1(n_0) < \text{rew}_2(n_0)$.

The induction step is proved as follows. The induction hypothesis for global round $t$ implies that agent $t - 1$ is seen by **alg** with probability $(1 - c_0)(1 - p)$, which is strictly larger than $c_0$, the probability with which this agent is seen by **alg**. Therefore, $\mathcal{M}_{2,t}$ stochastically dominates $\mathcal{N}_{1,t}$.

$$\text{PMR}_1(t) = \mathbb{E}_{n \sim \mathcal{N}_{1,t}}[\text{rew}_1(n + 1)]$$

$$\leq \mathbb{E}_{m \sim \mathcal{M}_{2,t}}[\text{rew}_1(m + 1)]$$

$$< \mathbb{E}_{m \sim \mathcal{M}_{2,t}}[(1 - p) \cdot \text{rew}_1(m + 1) + p \cdot \text{rew}_1(m + 1)]$$

$$= \text{PMR}_2(t).$$

Here inequality (20) holds because $\text{rew}_1(\cdot)$ is monotone and $\mathcal{M}_{2,t}$ stochastically dominates $\mathcal{N}_{1,t}$, and inequality (21) holds because $\text{rew}_1(n_0) < \text{rew}_2(n_0)$ and $\mathcal{M}_{2,t}(n_0) > 0.\phantom{0}^7$

6 **SoftMax response function**

This section is devoted to the **SoftMax** model. We recover a positive result under the assumptions from Theorem 8 (albeit with a weaker conclusion), and then proceed to a much more challenging result under weaker assumptions. We start with a formal definition:

- **Definition 12.** A response function $f_{\text{resp}}$ is **SoftMax** if the following conditions hold:
  - $f_{\text{resp}}(\cdot)$ is bounded away from 0 and 1: $f_{\text{resp}}(\cdot) \in [\epsilon, 1 - \epsilon]$ for some $\epsilon \in (0, \frac{1}{2})$,
  - the response function $f_{\text{resp}}(\cdot)$ is “smooth” around 0:
    $$\exists \text{constants } \delta_0, c_0, c_0' > 0 \quad \forall x \in [-\delta_0, \delta_0] \quad c_0 \leq f'_{\text{resp}}(x) \leq c_0'. \quad (22)$$
  - fair tie-breaking: $f_{\text{resp}}(0) = \frac{1}{2}$.

- **Remark.** This definition is fruitful when parameters $c_0$ and $c_0'$ are close to $\frac{1}{2}$. Throughout, we assume that **alg** is better than **alg**, and obtain results parameterized by $c_0$. By symmetry, one could assume that **alg** is better than **alg**, and obtain similar results parameterized by $c_0'$.

Our first result is a version of Theorem 8, with the same assumptions about the algorithms and essentially the same proof. The conclusion is much weaker: we can only guarantee that each agent $t \geq n_0$ chooses principal 1 with probability slightly larger than $\frac{1}{2}$. This is essentially unavoidable in a typical case when both algorithms satisfy $\text{BIR}(n) \rightarrow 0$, by Definition 12.

- **Theorem 13.** Assume **SoftMax** response function. Suppose **alg** has better **BIR** in the sense of (15), and **alg** satisfies the condition (16). Then each agent $t \geq n_0$ chooses principal 1 with probability
  $$\Pr[i_t = 1] \geq \frac{1}{2} + \frac{c_0}{4} \text{BIR}_2(t).$$

---

7 If $\text{rew}_1(\cdot)$ is strictly increasing, then inequality (20) is strict, too; this is because $\mathcal{M}_{2,t}(t - 1) > \mathcal{N}_{1,t}(t - 1)$. 
Proof Sketch. We follow the steps in the proof of Theorem 8 to derive

\[ \text{PMR}_1(t) - \text{PMR}_2(t) \geq \text{BIR}_2(t)/2 - q, \quad \text{where } q = \exp(-\epsilon_0 t/12). \]

This is at least BIR_2(t)/4 by (16). Then (23) follows by the smoothness condition (22).

We recover a version of Corollary 9, if each principal’s utility is the number of users (rather than the more general model in (5)). We also need a mild technical assumption that cumulative Bayesian regret (BReg) tends to infinity. BReg is a standard notion from the literature (along with BIR):

\[ \text{BReg}(n) := n \cdot \mathbb{E}_{\mu \sim P_{\text{max}}} \left[ \max_{n' \in A} \mu_{a} \right] - \sum_{n=1}^{n} \text{rew}(n') = \sum_{n'=1}^{n} \text{BIR}(n'). \]

\[ \textbf{Corollary 14.} \text{ Assume that the response function is SoftMax, and each principal’s utility is the number of users. Consider the restricted competition game with special algorithm alg, and assume that all other allowed algorithms satisfy BReg(n) \to \infty. Then, for any sufficiently large time horizon } T, \text{ this game has a unique Nash equilibrium: both principals choose alg}. \]

Further, we prove a much more challenging result in which the condition (15) is replaced with a much weaker “BIR-dominance” condition. For clarity, we will again assume that both algorithms are well-defined for an infinite time horizon. The weak BIR dominance condition says there exist constants \( \beta_0, \alpha_0 \in (0, 1/2) \) and \( n_0 \) such that

\[ (\forall n \geq n_0) \quad \frac{\text{BIR}_1((1 - \beta_0)n)}{\text{BIR}_2(n)} < 1 - \alpha_0. \]

If this holds, we say that \( \text{alg}_1 \) weakly BIR-dominates \( \text{alg}_2 \). Note that the condition (18) involves sufficiently small multiplicative factors (resp., \( \epsilon_0/2 \) and \( 1/2 \)), the new condition replaces them with factors that can be arbitrarily close to 1.

We make a mild assumption on \( \text{alg}_1 \) that its \( \text{BIR}_1(n) \) tends to 0. Formally, for any \( \epsilon > 0 \), there exists some \( n(\epsilon) \) such that

\[ (\forall n \geq n(\epsilon)) \quad \text{BIR}_1(n) \leq \epsilon. \]

We also require a slightly stronger version of the technical assumption (16): for some \( n_0 \),

\[ (\forall n \geq n_0) \quad \text{BIR}_2(n) \geq \frac{4}{\epsilon_0} \exp\left(\frac{-\min\{\epsilon_0, 1/8\} n}{12}\right) \]

\[ \textbf{Theorem 15.} \text{ Assume the SoftMax response function. Suppose } \text{alg}_1 \text{ weakly-BIR-dominates alg}_2, \text{ alg}_1 \text{ satisfies (26), and alg}_2 \text{ satisfies (27). Then there exists some } t_0 \text{ such that each agent } t \geq t_0 \text{ chooses principal 1 with probability}

\[ \Pr[t \geq 1] \geq \frac{1}{2} + \frac{\epsilon_0}{12} \text{BIR}_2(t). \]

The main idea behind our proof is that even though \( \text{alg}_1 \) may have a slower rate of learning in the beginning, it will gradually catch up and surpass \( \text{alg}_2 \). We will describe this process in two phases. In the first phase, \( \text{alg}_1 \) receives a random agent with probability at least \( f_{\text{exp}}(-1) = \epsilon_0 \) in each round. Since \( \text{BIR}_1 \) tends to 0, the difference in \( \text{BIRs} \) between the two algorithms is also diminishing. Due to the SoftMax response function, \( \text{alg}_1 \) attracts each agent with probability at least \( 1/2 - O(\beta_0) \) after a sufficient number of rounds. Then the game enters the second phase: both algorithms receive agents at a rate close to \( 1/2 \)
the fractions of agents received by both algorithms — $n_1(t)/t$ and $n_2(t)/t$ — also converge to $\frac{1}{2}$. At the end of the second phase and in each global round afterwards, the counts $n_1(t)$ and $n_2(t)$ satisfy the weak BIR-dominance condition, in the sense that they both are larger than $n_0$ and $n_1(t) \geq (1 - \beta_0) n_2(t)$. At this point, $\text{alg}_1$ actually has smaller BIR, which reflected in the PMRs eventually. Accordingly, from then on $\text{alg}_1$ attracts agents at a rate slightly larger than $\frac{1}{2}$. We prove that the “bump” over $\frac{1}{2}$ is at least on the order of $\text{BIR}_2(t)$.

**Proof of Theorem 15.** Let $\beta_1 = \min\{c_0, \delta_0/20\}$ with $\delta_0$ defined in (22). Recall each agent chooses $\text{alg}_1$ with probability at least $f_{\text{resp}}(-1) = \epsilon_0$. By condition (26) and (27), there exists some sufficiently large $T_1$ such that for any $t \geq T_1$, $\text{BIR}_1(\epsilon_0 T_1/2) \leq \beta_1/c_0$ and $\text{BIR}_2(t) > e^{-\epsilon_0 t/12}$. Moreover, for any $t \geq T_1$, we know $\mathbb{E}[n_1(t+1)] = \epsilon_0 t$, and by the Chernoff Bounds (Theorem 1), we have $n_1(t+1) \geq \epsilon_0 t/2$ holds with probability at least $1 - q_1(t)$ with $q_1(t) = \exp(-\epsilon_0 t/12) < \text{BIR}_2(t)$. It follows that for any $t \geq T_1$,

$$
\text{PMR}_2(t) - \text{PMR}_1(t) = \mathbb{E}_{m_1 \sim \mathcal{N}_1, m_2 \sim \mathcal{N}_2} \left[ \text{BIR}_1(m_1 + 1) - \text{BIR}_2(m_2 + 1) \right] 
\leq q_1(t) + \mathbb{E}_{m_1 \sim \mathcal{N}_1} \left[ \text{BIR}_1(m_1 + 1) \mid m_1 \geq \epsilon_0 t/2 - 1 \right] - \text{BIR}_2(t) 
\leq \text{BIR}_1(\epsilon_0 T_1/2) \leq \beta_1/c_0
$$

Since the response function $f_{\text{resp}}$ is $c_0'$-Lipschitz in the neighborhood of $[-\delta_0, \delta_0]$, each agent after round $T_1$ will choose $\text{alg}_1$ with probability at least $p_t \geq \frac{1}{2} - c_0'(\text{PMR}_2(t) - \text{PMR}_1(t)) \geq \frac{1}{2} - \beta_1$.

Next, we will show that there exists a sufficiently large $T_2$ such that for any $t \geq T_1 + T_2$, with high probability $n_1(t) > \max\{n_0, (1 - \beta_0)n_2(t)\}$, where $n_0$ is defined in (25). Fix any $t \geq T_1 + T_2$. Since each agent chooses $\text{alg}_1$ with probability at least $1/2 - \beta_1$, by Chernoff Bounds (Theorem 1) we have with probability at least $1 - q_2(t)$ that the number of agents that choose $\text{alg}_1$ is at least $\beta_0(1/2 - \beta_1)t/5$, where the function $q_2(x) = \exp\left(-\frac{(1/2 - \beta_1)(1 - \beta_0/5)^2 x}{3}\right)$. Note that the number of agents received by $\text{alg}_2$ is at most $T_1 + (1/2 + \beta_1)t + (1/2 - \beta_1)(1 - \beta_0/5)t$.

Then as long as $T_2 \geq \frac{T_1}{20}$, we can guarantee that $n_1(t) > n_2(t)(1 - \beta_0)$ and $n_1(t) > n_0$ with probability at least $1 - q_2(t)$ for any $t \geq T_1 + T_2$. Note that the weak BIR-dominance condition in (25) implies that for any $t \geq T_1 + T_2$ with probability at least $1 - q_2(t)$,

$$
\text{BIR}_1(n_1(t)) < (1 - \alpha_0)\text{BIR}_2(n_2(t)).
$$

It follows that for any $t \geq T_1 + T_2$,

$$
\text{PMR}_1(t) - \text{PMR}_2(t) = \mathbb{E}_{m_1 \sim \mathcal{N}_1, m_2 \sim \mathcal{N}_2} \left[ \text{BIR}_2(m_2 + 1) - \text{BIR}_1(m_1 + 1) \right] 
\geq (1 - q_2(t))\alpha_0\text{BIR}_2(t) - q_2(t) 
\geq \alpha_0\text{BIR}_2(t)/4
$$

where the last inequality holds as long as $q_2(t) \leq \alpha_0\text{BIR}_2(t)/4$, and is implied by the condition in (27) as long as $T_2$ is sufficiently large. Hence, by the definition of our SoftMax response function and assumption in (22), we have

$$
\Pr[t_t = 1] \geq \frac{1}{2} + \frac{c_0\alpha_0\text{BIR}_2(t)}{4}.
$$

Similar to the condition (15), we can also generalize the weak BIR-dominance condition (25) to handle the dependence on $T$: there exist some $T_0$, a function $n_0(T) \in \text{polylog}(T)$, and constants $\beta_0, \alpha_0 \in (0, 1/2)$, such that

$$\forall T \geq T_0, n \geq n_0(T) \quad \frac{\text{BIR}_1((1 - \beta_0) n | T)}{\text{BIR}_2(n | T)} < 1 - \alpha_0.$$  \quad (29)

We also provide a version of Theorem 13 under this more general weak BIR-dominance condition; its proof is very similar and is omitted. The following is just a direct consequence of Theorem 13 with this general condition.

**Corollary 16.** Assume that the response function is $\text{SoftMax}$, and each principal’s utility is the number of users. Consider the restricted competition game in which the special algorithm $\text{alg}$ weakly-BIR-dominates the other allowed algorithms, and the latter satisfy $\text{BReg}(n) \to \infty$. Then, for any sufficiently large time horizon $T$, there is a unique Nash equilibrium: both principals choose $\text{alg}$.

### 7. Economic Implications

We frame our contributions in terms of the relationship between *competitiveness* and *rationality* on one side, and adoption of better algorithms on the other. Recall that both *competitiveness* (of the game between the two principals) and *rationality* (of the agents) are controlled by the response function $f_{\text{resp}}$.

**Main story.** Our main story concerns the restricted competition game between the two principals where one allowed algorithm $\text{alg}$ is “better” than the others. We track whether and when $\text{alg}$ is chosen in an equilibrium. We vary *competitiveness*/*rationality* by changing the response function from $\text{HardMax}$ (full rationality, very competitive environment) to $\text{HardMax} \& \text{Random}$ to $\text{SoftMax}$ (less rationality and competition). Our conclusions are as follows:

- Under $\text{HardMax}$, no innovation: $\text{DynamicGreedy}$ is chosen over $\text{alg}$.
- Under $\text{HardMax} \& \text{Random}$, some innovation: $\text{alg}$ is chosen as long as it BIR-dominates.
- Under $\text{SoftMax}$, more innovation: $\text{alg}$ is chosen as long as it weakly-BIR-dominates.

These conclusions follow, respectively, from Corollaries 3, 9 and 14. Further, we consider the uniform choice between the principals. It corresponds to the least amount of rationality and competition, and (when principals’ utility is the number of agents) uniform choice provides no incentives to innovate.

**Secondary story.** Let us zoom in on the symmetric $\text{HardMax} \& \text{Random}$ model. Competitiveness and rationality within this model are controlled by the baseline probability $\epsilon_0 = f_{\text{resp}}(-1)$, which goes smoothly between the two extremes of $\text{HardMax}$ ($\epsilon_0 = 0$) and the uniform choice ($\epsilon_0 = \frac{1}{2}$). Smaller $\epsilon_0$ corresponds to increased rationality and increased competitiveness. For clarity, we assume that principal’s utility is the number of agents.

---

8 This is a weaker condition, the better algorithm is chosen in a broader range of scenarios.

9 On the other hand, if principals’ utility is somewhat aligned with agents’ welfare, as in (5), then a monopolist principal is incentivized to choose the best possible MAB algorithm (namely, to minimize cumulative Bayesian regret $\text{BReg}(T)$). Accordingly, monopoly would result in better social welfare than competition, as the latter is likely to split the market and cause each principal to learn more slowly. This is a very generic and well-known effect regarding economies of scale.
We consider the marginal utility of switching to a better algorithm. Suppose initially both principals use some algorithm $\text{alg}$, and principal 1 ponders switching to another algorithm $\text{alg}'$ which BIR-dominates $\text{alg}$. We are interested in the marginal utility of this switch.

Then:

- $\epsilon_0 = 0$ (HardMax): the marginal utility can be negative if $\text{alg}$ is DynamicGreedy.

- $\epsilon_0$ near 0: only a small marginal utility can be guaranteed, as it may take a long time for $\text{alg}'$ to “catch up” with $\text{alg}$, and hence less time to reap the benefits.

- “medium-range” $\epsilon_0$: large marginal utility, as $\text{alg}'$ learns fast and gets most agents.

- $\epsilon_0$ near $\frac{1}{2}$: small marginal utility, as principal 1 gets most agents for free no matter what.

The familiar inverted-U shape is depicted in Figure 4.
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A Background on multi-armed bandits

This appendix provides some pertinent background on multi-armed bandits (MAB). We discuss BIR and monotonicity of several MAB algorithms, touching upon: DynamicGreedy and StaticGreedy (Section A.1), “naive” MAB algorithms that separate exploration and exploitation (Section A.2), and “smart” MAB algorithms that combine exploration and exploitation (Section A.3).

As we do throughout the paper, we focus on MAB with i.i.d. rewards and a Bayesian prior; we call it Bayesian MAB for brevity.

A.1 DynamicGreedy and StaticGreedy

We provide an example when DynamicGreedy and StaticGreedy have constant BIR, and prove monotonicity of DynamicGreedy. For the example, it suffices to consider deterministic rewards (for each action \(a\), the realized reward is always equal to the mean \(\mu_a\)) and independent priors (according to the prior \(P_{\text{mean}}\), random variables \(\mu_1, \ldots, \mu_K\) are mutually independent) each of full support.

The following claim is immediate from the definition of the CDF function

Claim 17. Assume independent priors. Let \(F_i\) be the CDF of the mean reward \(\mu_i\) of action \(a_i \in A\). Then, for any numbers \(z_2 > z_1 > \mathbb{E}[\mu_2]\) we have \(\Pr[\mu_1 \leq z_1 \text{ and } \mu_2 \geq z_2] = F_1(z_1)(1 - F_2(z_2))\).

We can now draw an immediate corollary of the above claim

Corollary 18. Consider any problem instance of Bayesian MAB with two actions and independent priors which are full support. Then:

(a) With constant probability, StaticGreedy has a constant BIR for all steps.
(b) Assuming deterministic rewards, with constant probability DynamicGreedy has a constant BIR for all steps.

Remark. A similar result holds for rewards which are distributed as Bernoulli random variables. In this case we consider accumulative reward of an action as a random walk, and use a high probability variation of the law of iterated logarithms. (Details omitted.)

Next, we show that DynamicGreedy is monotone.

Lemma 19. DynamicGreedy is monotone, in the sense that \(\text{rew}(n)\) is non-decreasing. Further, \(\text{rew}(n)\) is strictly increasing for every time step \(n\) with \(\Pr[a_n \neq a_{n+1}] > 0\).

Proof. We prove by induction on \(n\) that \(\text{rew}(n) \leq \text{rew}(n+1)\) for DynamicGreedy. Let \(a_n\) be the random variable recommended at time \(t\), then \(\mathbb{E}[\mu_a | I_n] = \text{rew}(n)\). We can rewrite this as:

\[
\text{rew}(n) = \mathbb{E}[\mathbb{E}[\mu_a | I_n, r_n]] = \mathbb{E}[\mu_a | I_{n+1}]
\]

since \(I_{n+1} = (I_n, r_n)\). At time \(n + 1\) DynamicGreedy will select an action \(a_{n+1}\) such that:

\[
\text{rew}(n + 1) = \mathbb{E}[\mu_{a_{n+1}} | I_{n+1}] \geq \mathbb{E}[\mu_a | I_n] = \text{rew}(n)
\]

which proves the monotonicity. In cases that \(\Pr[a_n \neq a_{n+1}] > 0\) we have a strict inequality, since with some probability we select a better action then the realization of \(a_n\). ▶
A.2 “Naive” MAB algorithms that separate exploration and exploitation

MAB algorithm ExplorExploit \((m)\) initially explores each action with \(m\) agents and for the remaining \(T - |A|/m\) agents recommends the action with the highest observed average. In the explore phase it assigns a random permutation of the \(mK\) recommendations.

\[\text{Lemma 20.} \quad \text{The ExplorExploit} (T^{2/3} \log |A|/\delta) \text{ algorithm has, with probability } 1 - \delta, \quad \text{for any } n \geq |A|T^{2/3} \text{ we have } \text{BIR} (n) = O(T^{-1/3}). \quad \text{In addition, ExplorExploit} (m) \text{ is monotone.} \]

\[\text{Proof.} \quad \text{In the explore phase we approximate for each action } a \in A, \text{ the value of } \mu_a \text{ by } \hat{\mu}_a. \quad \text{Using the standard Chernoff bounds we have that with probability } 1 - \delta, \text{ for every action } a \in A \text{ we have } |\mu_a - \hat{\mu}_a| \leq T^{-1/3}. \]

\[\text{Let } a^* = \arg \max_a \mu_a \text{ and } a^{ee} \text{ the action that ExplorExploit selects in the explore phase after the first } |A|T^{2/3} \text{ agents. Since } \hat{\mu}_{a^*} \leq \hat{\mu}_{a^{ee}}, \text{ this implies that } \mu_{a^*} - \mu_{a^{ee}} = O(T^{-1/3}). \]

\[\text{To show that ExplorExploit} (m) \text{ is monotone, we need to show only that } \text{rew}(mK) \leq \text{rew}(mK + 1). \text{ This follows since for any } t < mK \text{ we have } \text{rew}(t) = \text{rew}(t + 1), \text{ since the recommended action is uniformly distributed for each time } t. \text{ Also, for any } t \geq mK + 1 \text{ we have } \text{rew}(t) = \text{rew}(t + 1) \text{ since we are recommending the same exploration action. The proof that } \text{rew}(mK) \leq \text{rew}(mK + 1) \text{ is the same as for DynamicGreedy in Lemma 19.} \]

We can also have a phased version which we call PhasedExplorExploit \((m_t)\), where time is partition in to phases. In phase \(t\) we have \(m_t\) agents and a random subset of \(K\) explore the actions (each action explored by a single agent) and the other agents exploit. (This implies that we need that \(m_t \geq K\) for all \(t\). We also assume that \(m_t\) is monotone in \(t\).)

\[\text{Lemma 21.} \quad \text{Consider the case that } K = 2 \text{ and the rewards of the actions are Bernoulli r.v. with parameter } \mu_i \text{ and } \Delta = \mu_1 - \mu_2. \text{ Algorithm PhasedExplorExploit} (m_t) \text{ is monotone and for } m_t = \sqrt{T} \text{ it has } \text{BIR}(n) = O(n^{-1/3} + e^{-O(\Delta^2 n^{2/3}))).} \]

\[\text{Proof.} \quad \text{We first show that it is monotone. Recall that } \mu_1 > \mu_2. \text{ Let } S_i = \sum_{j=1}^{t_i} r_{i,j} \text{ be the sum of the rewards of action } i \text{ up to phase } t. \text{ We need to show that } \Pr[S_1 > S_2] + (1/2) \Pr[S_1 = S_2] \text{ is monotonically increasing in } t. \text{ Consider the random variable } Z = S_1 - S_2. \text{ At each phase it increases by } +1 \text{ with probability } \mu_1(1 - \mu_2), \text{ decreases by } -1 \text{ with probability } (1 - \mu_1)\mu_2 \text{ and otherwise does not change.} \]

\[\text{Consider the values of } Z \text{ up to phase } t. \text{ We really care only about the probability that is shifted from positive to negative and vice versa.} \]

\[\text{First, consider the probability that } Z = 0. \text{ We can partition it to } S_1 = S_2 = r \text{ events, and let } p(r, r) \text{ be the probability of this event. For each such event, we have } p(r, r)\mu_1 \text{ moved to } Z = +1 \text{ and } p(r, r)\mu_2 \text{ moved to } Z = -1. \text{ Since } \mu_1 > \mu_2 \text{ we have that } p(r, r)\mu_1 \geq p(r, r)\mu_2 \text{ (note that } p(r, r) \text{ might be zero, so we do not have a strict inequality).} \]

\[\text{Second, consider the probability that } Z = +1 \text{ or } Z = -1. \text{ We can partition it to } S_1 = r + 1; S_2 = r \text{ and } S_1 = r; S_2 = r + 1 \text{ events, and let } p(r + 1, r) \text{ and } p(r, r + 1) \text{ be the probabilities of those events. It is not hard to see that } p(r + 1, r)\mu_2 = p(r, r + 1)\mu_1. \text{ This implies that the probability mass moved from } Z = +1 \text{ to } Z = 0 \text{ is identical to that moved from } Z = -1 \text{ to } Z = 0. \]

\[\text{We have showed that } \Pr[S_1 > S_2] + (1/2) \Pr[S_1 = S_2] \text{ and therefore the expected value of the exploit action is non-decreasing. Since we have that the size of the phases are increasing, the } \text{BIR} \text{ is strictly increasing between phases and identical within each phase.} \]
We now analyze the BIR regret. Note that agent $n$ is in phase $O(n^{2/3})$ and the length of his phase is $O(n^{1/3})$. The BIR has two parts. The first is due to the exploration, which is at most $O(n^{-1/3})$. The second is due to the probability that we exploit the wrong action. This happens with probability $\Pr[S_1 < S_2] + (1/2) \Pr[S_1 = S_2]$ which we can bound using a Chernoff bound by $e^{-O(\Delta^2 n^{2/3})}$, since we explored each action $O(n^{2/3})$ times.

\[ \text{Lemma 22.} \text{ The algorithm UnsuccesiveEliminationReset has, with probability } 1 - \delta, \text{ BIR } (n) = O(\log(T/\delta)/\sqrt{n/K}). \]

\[ \text{Proof.} \text{ Let the best action be } a^* = \arg\max_a \mu_a. \text{ With probability } 1 - \delta \text{ at any time } n \text{ we have that for any action } i \in A, \text{ if } |\hat{\mu}_i - \mu_i| > \log(T/\delta)/\sqrt{n/K}, \text{ and } a^* \in A. \text{ This implies that any action } a \text{ such } \mu_{a^*} - \mu_a > 3 \log(T/\delta)/\sqrt{n/K} \text{ is eliminated. Therefore, any action in } A_{t} \text{ has BIR } (n) \text{ of at most } 6 \log(T/\delta)/\sqrt{n/K}. \]

\[ \text{Lemma 23.} \text{ Assume that if } \mu_i \geq \mu_j \text{ then the rewards } r_i \text{ stochastically dominates the rewards } r_j. \text{ Then, UnsuccesiveEliminationReset is monotone.} \]

\[ \text{Proof.} \text{ Consider the first time } T \text{ an action is eliminated, and let } T = \tau \text{ be a realized value of } T. \text{ Then, clearly for } n < \tau \text{ we have } \text{rew}(n) = \text{rew}(1). \]

Consider two actions $a_1, a_2 \in A$, such that $\mu_{a_1} \geq \mu_{a_2}$. At time $T = \tau$, the probability that $a_1$ is eliminated is smaller than the probability that $a_2$ is eliminated. This follows since $\hat{\mu}_{a_1}$ stochastically dominates $\hat{\mu}_{a_2}$, which implies that for any threshold $\theta$ we have $\Pr[\hat{\mu}_{a_1} \geq \theta] \geq \Pr[\hat{\mu}_{a_2} \geq \theta]$.

After the elimination we consider the expected reward of the eliminated action $\sum_{i \in A} \mu_i q_i$, where $q_i$ is the probability that action $i$ was eliminated in time $T = \tau$. We have that $q_i \leq q_{i+1}$, from the probabilities of elimination.

The sum $\sum_{i \in A} \mu_i q_i$ with $q_i \leq q_{i+1}$ and $\sum_i q_i = 1$ is maximized by setting $q_i = 1/|A|$. (We can see that if there are $q_i \neq 1/|A|$, then there are two $q_i < q_{i+1}$, and one can see that setting both to $(q_i + q_{i+1})/2$ increases the value.) Therefore we have that the rew($\tau$) $\geq$ rew($\tau - 1$).

Now we can continue by induction. For the induction, we can show the property for any remaining set of at most $k - 1$ actions. The main issue is that UnsuccesiveEliminationReset restarts from scratch, so we can use induction.
\section*{B Non-degeneracy via a random perturbation}

We show that Assumption (4) holds almost surely under a small random perturbation of the prior. We focus on problem instances with 0-1 rewards, and assume that the prior $\mathcal{P}_{\text{mean}}$ is independent across arms and has a finite support.\footnote{The assumption of 0-1 rewards is for clarity. Our results hold under a more general assumption that for each arm $a$, rewards can only take finitely many values, and each of these values is possible (with positive probability) for every possible value of the mean reward $\mu_a$.} Consider the probability vector in the prior for arm $a$:

$$\vec{p}_a = (\Pr[\mu_a = \nu] : \nu \in \text{support}(\mu_a)).$$

We apply a small random perturbation independently to each such vector:

$$\vec{p}_a \leftarrow \vec{p}_a + \vec{q}_a, \quad \text{where } \vec{q}_a \sim \mathcal{N}_a. \quad (30)$$

Here $\mathcal{N}_a$ is the noise distribution for arm $a$: a distribution over real-valued, zero-sum vectors of dimension $d_a = |\text{support}(\mu_a)|$. We need the noise distribution to satisfy the following property:

$$\forall x \in [-1,1]^{d_a} \setminus \{0\} \quad \Pr_{\vec{q} \sim \mathcal{N}_a} [x \cdot (\vec{p}_a + \vec{q}) \neq 0] = 1. \quad (31)$$

\textbf{Theorem 24.} Consider an instance of MAB with 0-1 rewards. Assume that the prior $\mathcal{P}_{\text{mean}}$ is independent across arms, and each mean reward $\mu_a$ has a finite support that does not include 0 or 1. Assume that noise distributions $\mathcal{N}_a$ satisfy property (31). If random perturbation (30) is applied independently to each arm $a$, then Eq. 4 holds almost surely for each history $h$.

\textbf{Remark.} As a generic example of a noise distribution which satisfies Property (31), consider the uniform distribution $\mathcal{N}$ over the bounded convex set

$$Q = \{ q \in \mathbb{R}^{d_a} \mid q \cdot \vec{1} = 0 \text{ and } \|q\|_2 \leq \epsilon \},$$

where $\vec{1}$ denotes the all-1 vector. If $x = a\vec{1}$ for some non-zero value of $a$, then (31) holds because

$$x \cdot (p + q) = x \cdot p = a \neq 0.$$  

Otherwise, denote $p = \vec{p}_a$ and observe that $x \cdot (p + q) = 0$ only if $x \cdot q = c \overset{\Delta}{=} x \cdot (-p)$. Since $x \neq \vec{1}$, the intersection $Q \cap \{x \cdot q = c\}$ either is empty or has measure 0 in $Q$, which implies

$$\Pr_{\vec{q}} [x \cdot (p + q) \neq 0] = 1.$$  

To prove Theorem 24, it suffices to focus on two arms, and perturb one of them. Since realized rewards have finite support, there are only finitely many possible histories. Therefore, it suffices to focus on a fixed history $h$.

\textbf{Lemma 25.} Consider an instance of MAB with 0-1 rewards. Assume that the prior $\mathcal{P}_{\text{mean}}$ is independent across arms, and that $\text{support}(\mu_1)$ is finite and does not include 0 or 1. Fix history $h$. Suppose random perturbation (30) is applied to arm $1$, with noise distribution $\mathcal{N}_1$ that satisfies (31). Then $\mathbb{E}[\mu_1 \mid h] \neq \mathbb{E}[\mu_2 \mid h]$ almost surely.
Proof. Note that $\mathbb{E}[\mu_a \mid h]$ does not depend on the algorithm which produced this history. Therefore, for the sake of the analysis, we can assume w.l.o.g. that this history has been generated by a particular algorithm, as long as this algorithm can produce this history with non-zero probability. Let us consider the algorithm that deterministically chooses the same actions as $h$.

Let $S = \text{support}(\mu_1)$. Then:

$$\mathbb{E}[\mu_1 \mid h] = \sum_{\nu \in S} \nu \cdot \Pr[\mu_1 = \nu \mid h] = \sum_{\nu \in S} \nu \cdot \Pr[h \mid \mu_1 = \nu] \cdot \Pr[\mu_1 = \nu] / \Pr[h],$$

$$\Pr[h] = \sum_{\nu \in S} \Pr[h \mid \mu_1 = \nu] \cdot \Pr[\mu_1 = \nu].$$

Therefore, $\mathbb{E}[\mu_1 \mid h] = \mathbb{E}[\mu_2 \mid h]$ if and only if

$$\sum_{\nu \in S} (\nu - C) \cdot \Pr[h \mid \mu_1 = \nu] \cdot \Pr[\mu_1 = \nu] = 0,$$

where $C = \mathbb{E}[\mu_2 \mid h]$.

Since $\mathbb{E}[\mu_2 \mid h]$ and $\Pr[h \mid \mu_1 = \nu]$ do not depend on the probability vector $\vec{p}_1$, we conclude that

$$\mathbb{E}[\mu_1 \mid h] = \mathbb{E}[\mu_2 \mid h] \iff x \cdot \vec{p}_1 = 0,$$

where vector

$$x := ( (\nu - C) \cdot \Pr[h \mid \mu_1 = \nu] : \nu \in S ) \in [-1,1]^{d_1}$$

does not depend on $\vec{p}_1$.

Thus, it suffices to prove that $x \cdot \vec{p}_1 \neq 0$ almost surely under the perturbation. In a formula:

$$\Pr_{q \sim \mathcal{N}_1} [x \cdot (\vec{p}_1 + q) \neq 0] = 1 \tag{32}$$

Note that $\Pr[h \mid \mu_1 = \nu] > 0$ for all $\nu \in S$, because $0, 1 \not\in S$. It follows that at most one coordinate of $x$ can be zero. So (32) follows from property (31). ▶
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Abstract

Biological systems can share and collectively process information to yield emergent effects, despite inherent noise in communication. While man-made systems often employ intricate structural solutions to overcome noise, the structure of many biological systems is more amorphous. It is not well understood how communication noise may affect the computational repertoire of such groups. To approach this question we consider the basic collective task of rumor spreading, in which information from few knowledgeable sources must reliably flow into the rest of the population.

In order to study the effect of communication noise on the ability of groups that lack stable structures to efficiently solve this task, we consider a noisy version of the uniform $\text{PULL}$ model. We prove a lower bound which implies that, in the presence of even moderate levels of noise that affect all facets of the communication, no scheme can significantly outperform the trivial one in which agents have to wait until directly interacting with the sources. Our results thus show an exponential separation between the uniform $\text{PUSH}$ and $\text{PULL}$ communication models in the presence of noise. Such separation may be interpreted as suggesting that, in order to achieve efficient rumor spreading, a system must exhibit either some degree of structural stability or, alternatively, some facet of the communication which is immune to noise.
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1 Introduction

1.1 Background and motivation

Systems composed of tiny mobile components must function under conditions of unreliability. In particular, any sharing of information is inevitably subject to communication noise. The effects of communication noise in distributed living systems appear to be highly variable. While some systems disseminate information efficiently and reliably despite communication noise [2, 21, 11, 31, 37], others generally refrain from acquiring social information, consequently losing all its potential benefits [25, 35, 38]. It is not well understood which characteristics of a distributed system are crucial in facilitating noise reduction strategies and, conversely, in which systems such strategies are bound to fail. Progress in this direction may be valuable towards better understanding the constraints that govern the evolution of cooperative biological systems.

Computation under noise has been extensively studied in the computer science community. These studies suggest that different forms of error correction (e.g., redundancy) are highly useful in maintaining reliability despite noise [3, 1, 40, 39]. All these, however, require the ability to transfer significant amounts of information over stable communication channels. Similar redundancy methods may seem biologically plausible in systems that enjoy stable structures, such as brain tissues.

The impact of noise in stochastic systems with ephemeral connectivity patterns is far less understood. To study these, we focus on rumor spreading - a fundamental information dissemination task that is a prerequisite to almost any distributed system [10, 12, 16, 28]. A successful and efficient rumor spreading process is one in which a large group manages to quickly learn information initially held by one or a few informed individuals. Fast information flow to the whole group dictates that messages be relayed between individuals. Similar to the game of Chinese Whispers, this may potentially result in runaway buildup of noise and loss of any initial information [9]. It currently remains unclear what are the precise conditions that enable fast rumor spreading. On the one hand, recent works indicate that in some models of random noisy interactions, a collective coordinated process can in fact achieve fast information spreading [22, 23]. These models, however, are based on push operations that inherently include a certain reliable component (see more details in Section 1.3.2). On the other hand, other works consider computation through noisy operations, and show that several distributed tasks require significant running time [26]. The tasks considered in these works (including the problem of learning the input bits of all processors, or computing the parity of all the inputs) were motivated by computer applications, and may be less relevant for biological contexts. Moreover, they appear to be more demanding than basic tasks, such as rumor spreading, and hence it is unclear how to relate bounds on the former problems to the latter ones.

In this paper we take a general stance to identify limitations under which reliable and fast rumor spreading cannot be achieved. Modeling a well-mixed population, we consider a passive communication scheme in which information flow occurs as one agent observes the cues displayed by another. If these interactions are perfectly reliable, the population could achieve extremely fast rumor spreading [28]. In contrast, here we focus on the situation in which messages are noisy. Informally, our main theoretical result states that when all components of communication are noisy then fast rumor spreading through large populations is not feasible. In other words, our results imply that fast rumor spreading can only be achieved if either 1) the system exhibits some degree of structural stability or 2) some facet of the pairwise communication is immune to noise. In fact, our lower bounds hold even when individuals are granted unlimited computational power and even when the system can take advantage of complete synchronization.
Finally, we corroborate our theoretical findings with new analyses regarding the efficiency of information dissemination during recruitment by desert ants. More specifically, we analyze data from an experiment conducted at the Weizmann Institute of Science, concerning recruitment in *Cataglyphis niger* desert ants [34]. These analyses suggest that this biological system lacks reliability in all its communication components, and its deficient performances qualitatively validate our predictions. We stress that this part of the paper is highly uncommon. Indeed, using empirical biological data to validate predictions from theoretical distributed computing is extremely rare. We believe, however, that this interdisciplinary methodology may carry significant potential, and hope that this paper could be useful for future works that will follow this framework.

1.2 The problem

An intuitive description of the model follows. For more precise definitions, see Section 2.

Consider a population of *n* agents. Thought of as computing entities, assume that each agent has a discrete internal *state*, and can execute randomized algorithms - by internally flipping coins. In addition, each agent has an *opinion*, which we assume for simplicity to be binary, *i.e.*, either 0 or 1. A small number, *s*, of agents play the role of *sources*. Source agents are aware of their role and share the same opinion, referred to as the *correct opinion*. The goal of all agents is to have their opinion coincide with the correct opinion.

To achieve this goal, each agent continuously displays one of several *messages* taken from some finite alphabet Σ. Agents interact according to a random pattern, termed as the parallel-PULL model: In each round *t* ∈ N+, each agent *u* observes the message currently displayed by another agent *v*, chosen uniformly at random (u.a.r) from all agents. Importantly, communication is noisy, hence the message observed by *u* may differ from that displayed by *v*. The noise is characterized by a *noise parameter* δ > 0. Our model encapsulates a large family of noise distributions, making our bounds highly general. Specifically, the noise distribution can take any form, as long as it satisfies the following criterion.

▶ **Definition 1** (The δ-uniform noise criterion). Any time some agent *u* observes an agent *v* holding some message *m* ∈ Σ, the probability that *u* actually receives a message *m*′ is at least δ, for any *m*′ ∈ Σ. All noisy samples are independent.

When messages are noiseless, it is easy to see that the number of rounds that are required to guarantee that all agents hold the correct opinion with high probability is \(O(\log n)\) [28]. In what follows, we aim to show that when the δ-uniform noise criterion is satisfied, the number of rounds required until even one non-source agent can be moderately certain about the value of the correct opinion is very large. Specifically, thinking of δ and *s* as constants independent of the population size *n*, this time is at least \(Ω(n)\).

To prove the lower bound, we will bestow the agents with capabilities that far surpass those that are reasonable for biological entities. These include:

- **Unique identities**: Agents have unique identities in the range \{1, 2, . . . , *n*\}. When observing agent *v*, its identity is received without noise.

- **Complete knowledge of the system**: Agents have access to all parameters of the system (including *n*, *s*, and δ) as well as to the full knowledge of the initial configuration except, of course, the correct opinion and the identity of the sources. In addition, agents have access to the results of random coin flips used internally by all other agents.

- **Full synchronization**: Agents know when the execution starts, and can count rounds.

We show that even given this extra computational power, fast convergence cannot be achieved.
1.3 Our contributions

1.3.1 Theoretical results

In all the statements that follow we consider the parallel-PULL model satisfying the \( \delta \)-uniform noise criterion, where \( cs/n < \delta \leq 1/2 \) for some sufficiently large constant \( c \). Note that our criterion given in Definition 1 implies that \( \delta \leq 1/|\Sigma| \). Hence, the previous lower bound on \( \delta \) implies a restriction on the alphabet size, specifically, \( |\Sigma| \leq n/(cs) \).

▶ Theorem 2. Any rumor spreading protocol cannot converge in less than \( \Omega\left(\frac{n^\delta}{\sqrt{1-2\delta}}\right) \) rounds.

Recall that a source is aware that it is a source, but if it wishes to identify itself as such to agents that observe it, it must encode this information in a message, which is, in turn, subject to noise. We also consider the case in which an agent can reliably identify a source when it observes one (i.e., this information is not noisy). For this case, the following bound, which is weaker than the previous one but still polynomial, apply (a formal proof appears in the full version of the paper):

▶ Corollary 3. Assume that sources are reliably detectable. There is no rumor spreading protocol that converges in less than \( \Omega\left(\left(\frac{n^\delta}{\sqrt{1-2\delta}}\right)^{1/3}\right) \) rounds.

Our results suggest that, in contrast to systems that enjoy stable connectivity, structureless systems are highly sensitive to communication noise. More concretely, the two crucial assumptions that make our lower bounds work are: 1) stochastic interactions, and 2) \( \delta \)-uniform noise (see the right column of Figure 1). When agents can stabilize their interactions the first assumption is violated. In such cases, agents can overcome noise by employing simple error-correction techniques, e.g., using redundant messaging or waiting for acknowledgment before proceeding. As demonstrated in Figure 1 (left column), when the noise is not uniform, it might be possible to overcome it with simple techniques based on using default neutral messages, and employing exceptional distinguishable signals only when necessary.

1.3.2 Exponential separation between \textsc{push} and \textsc{pull}

Our lower bounds on the parallel-PULL model (where agents observe other agents) should be contrasted with known results in the parallel-PUSH model, which is the push equivalent to parallel-PULL model, where in each round each agent may or may not actively push a message to another agent chosen u.a.r. (see also Section 2.3). Although never proved, and although their combination is known to achieve more power than each of them separately [28], researchers often view the parallel-PULL and parallel-PUSH models as very similar on complete communication topologies. Our lower bound result, however, undermines this belief, proving that in the context of noisy communication, there is an exponential separation between the two models. Indeed, when the noise level is constant for instance, convergence (and in fact, a much stronger convergence than we consider here) can be achieved in the parallel-PUSH using only logarithmic number of rounds [22, 23], by a simple strategy composed of two stages. The first stage consists of providing all agents with a guess about the source’s opinion, in such a way that ensures a non-negligible bias toward the correct guess. The second stage then boosts this bias by progressively amplifying it. A crucial aspect in the first stage is that agents remain silent until a certain point in time that they start sending messages continuously, which happens after being contacted for the first time. This prevents agents from starting to spread information before they have sufficiently reliable knowledge. It further allows to control the dynamics of the information spread in a balanced
Non-uniform noise vs. uniform noise. On the left, we consider an example with non-uniform noise. Assume that the message vocabulary consists of 5 symbols, i.e., $\Sigma = \{m_1, m_2, m_3, m_4, m_5\}$, where $m_1 = 0$ and $m_5 = 1$, represent the opinions. Assume that noise can occur only between consecutive messages. For example, $m_2$ can be observed as either $m_2$, $m_3$, or $m_1$, all with positive constant probability, but can never be viewed as $m_4$ or $m_5$. In this scenario, the population can quickly converge on the correct opinion by executing the following. The sources always display the correct opinion, i.e., either $m_1$ or $m_5$, and each other agent displays $m_3$ unless it has seen either $m_1$ or $m_5$ in which case it adopts the opinion it saw and displays it. In other words, $m_3$ serves as a default message for non-source agents, and $m_1$ and $m_5$ serve as attracting sinks. It is easy to see that the correct opinion will propagate quickly through the system without disturbance, and within $O(\log n)$ number of rounds, where $n$ is the size of the population, all agents will hold it with high probability. In contrast, as depicted on the right picture, if every message can be observed as any other message with some constant positive probability (for clarity, some of the arrows have been omitted from the sketch), then convergence cannot be achieved in less than $\Omega(n)$ rounds, as Theorem 2 dictates.

manner. More specifically, marking an edge corresponding to a message received for the first time by a node, the set of marked edges forms a spanning tree of low depth, rooted at the source. The depth of such tree can be interpreted as the deterioration of the message’s reliability.

On the other hand, as shown here, in the parallel-\texttt{PULL} model, even with the synchronization assumption, rumor spreading cannot be achieved in less than a linear number of rounds. Perhaps the main reason why these two models are often considered similar is that with an extra bit in the message, a \texttt{PUSH} protocol can be approximated in the \texttt{PULL} model, by letting this bit indicate whether the agent in the \texttt{PUSH} model was aiming to push its message. However, for such a strategy to work, this extra bit has to be reliable. Yet, in the noisy \texttt{PULL} model, no bit is safe from noise, and hence, as we show, such an approximation cannot work. In this sense, the extra power that the noisy \texttt{PUSH} model gains over the noisy \texttt{PULL} model, is that the very fact that one node attempts to communicate with another is reliable. This, seemingly minor, difference carries significant consequences.

### 1.3.3 Generalizations

Several of the assumptions discussed earlier for the parallel-\texttt{PULL} model were made for the sake of simplicity of presentation. In fact, our results can be shown to hold under more general conditions, that include: 1) different rate for sampling a source, and 2) a more relaxed noise criterion.

In addition, our theorems were stated with respect to the parallel-\texttt{PULL} model. In this model, at every round, each agent samples a single agent u.a.r. In fact, for any integer $k$, our analysis can be applied to the model in which, at every round, each agent observes $k$ agents chosen u.a.r. In this case, the lower bound would simply reduce by a factor of $k$. Our analysis can also apply to a sequential variant, in which in each time step, two agents $u$ and
are chosen u.a.r from the population and \(u\) observes \(v\). In this case, our lower bounds would multiply by a factor of \(n\), yielding, for example, a lower bound of \(\Omega(n^2)\) in the case where \(\delta\) and \(s\) are constants\(^1\).

### 1.3.4 Recruitment in desert ants

Our theoretical results assert that efficient rumor spreading in large groups could not be achieved without some degree of communication reliability. An example of a biological system whose communication reliability appears to be deficient in all of its components is recruitment in *Cataglyphis niger* desert ants. In this species, when a forager locates an oversized food item, she returns to the nest to recruit other ants to help in its retrieval [4, 34].

We complement our theoretical findings by providing new analyses from an experiment on this system conducted at the Weizmann Institute of Science [34]. In such experimental setting, we interpret our theoretical findings as an abstraction of the interaction modes between ants. While such high-level approximation may be considered very crude, we retain that it constitutes a good trade-off between analytical tractability and experimental data.

In our experimental setup recruitment happens in the small area of the nest’s entrance chamber (Figure 2a). We find that within this confined area, the interactions between ants are nearly uniform [32], such that an ant cannot control which of her nest mates she meets next (see Figure 2b). This random meeting pattern coincides with the first main assumption of our model. Additionally, it has been shown that recruitment in *Cataglyphis niger* ants relies on rudimentary alerting interactions [18, 27] which are subject to high levels of noise [34]. Furthermore, the responses to a recruiting ant and to an ant that is randomly moving in the nest are extremely similar [34]. Although this may resemble a noisy push interaction scheme, ants cannot reliably distinguish an ant that attempts to transmit information from any other non-communicating individual. In our theoretical framework, the latter fact means that the structure of communication is captured by a noisy-pull scheme (see more details about PULL vs. PULL in Section 1.3.2).

It has previously been shown that the information an ant passes in an interaction can be attributed solely to her speed before the interaction [34]. Binning ant speeds into four arbitrary discrete messages and measuring the responses of stationary ants to these messages, we can estimate the probabilities of one message to be mistakenly perceived as another one (see Materials and Methods). Indeed, we find that this communication is extremely noisy and complies with the uniform-noise assumption with a \(\delta\) of approximately 0.2 (Figure 2c).

Given the coincidence between the communication patterns in this ant system and the requirements of our lower bound we expect long delays before any uninformed ant can be relatively certain that a recruitment process is occurring. We therefore measured the time it takes an ant, that has been at the food source, to recruit the help of two nest-mates. We find that this time increases with group size \((p < 0.05\) Kolmogorov-Smirnov test over \(N = 24\) experiments, Figure 2d\). Thus, in this system, inherently noisy interactions on the microscopic level have direct implications on group level performance. While group sizes in these experiments are small, we nevertheless find these recruitment times in accordance with our asymptotic theoretical results. More details on the experimental methodology can be found in the full version of the paper.

\(^1\) This increase in not surprising as each round in the parallel-PULL model consists of \(n\) observations, while the sequential model consists of only one observation in each time step.
1.4 Related work

Lower bound approaches in biological contexts are still extremely rare \[8, 20\]. Our approach can be framed within the general endeavour of addressing problems in theoretical biology through the algorithmic perspective of theoretical computer science \[14, 13\].

The computational study of abstract systems composed of simple individuals that interact using highly restricted and stochastic interactions has recently been gaining considerable attention in the community of theoretical computer science. Popular models include population protocols \[7\], which typically consider constant size individuals that interact in pairs (using constant size messages) in random communication patterns, and the beeping model \[41\], which assumes a fixed network with extremely restricted communication. Our model also falls in this framework as we consider the PULL model \[16, 28, 29\] with constant size messages. So far, despite interesting works that consider different fault-tolerant contexts \[5, 6\], most of the progress in this framework considered noiseless scenarios.

In Rumor Spreading problems (also referred to as Broadcast) a piece of information typically held by a single designated agent is to be disseminated to the rest of the population. It is the subject of a vast literature in theoretical computer science, and more specifically in the distributed computing community, see, e.g., \[10, 12, 16, 17, 22, 26, 28, 33\]. While some works assume a fixed topology, the canonical setting does not assume a network. Instead
agents communicate through uniform \textit{PUSH/PULL} based interactions (including the \textit{phone call} model), in which agents interact in pairs with other agents independently chosen at each time step uniformly at random from all agents in the population. The success of such protocols is largely due to their inherent simplicity and fault-tolerant resilience \cite{19, 28}. In particular, it has been shown that under the \textit{PUSH} model, there exist efficient rumor spreading protocol that uses a single bit per message and can overcome flips in messages (noise) \cite{22}.

The line of research initiated by El-Gamal \cite{15}, also studies a broadcast problem with noisy interactions. The regime however is rather different from ours: all \( n \) agents hold a bit they wish to transmit to a single receiver. This line of research culminated in the \( \Omega(n \log \log n) \) lower bound on the number of messages shown in \cite{26}, matching the upper bound shown many years sooner in \cite{24}.

2 Formal description of the models

We consider a population of \( n \) agents that interact stochastically and aim to converge on a particular opinion held by few knowledgable individuals. For simplicity, we assume that the set of opinions contain two opinions only, namely, 0 and 1.

As detailed in this section, we shall assume that agents have access to significant amount of resources, often exceeding reasonable more realistic assumptions. Since we are concerned with lower bounds, we do not loose generality from such permissive assumptions. These liberal assumptions will actually simplify our proofs. One of these assumptions is the assumption that each agent is equipped with a unique identity \( id(v) \) in the range \( \{1, 2, \ldots, n\} \) (see more details in Section 2.4).

2.1 Initial configuration

The initial configuration is described in several layers. First, the \textit{neutral initial configuration} corresponds to the initial states of the agents, before the sources and the desired opinion to converge to are set. Then, a random initialization is applied to the given neutral initial configuration, which determines the set of sources and the opinion that agents need to converge to. This will result in what we call the \textit{charged initial configuration}. It can represent, for example, an external event that was identified by few agents which now need to deliver their knowledge to the rest of the population.

\textbf{Neutral Initial Configuration} \( x^{(0)} \). Each agent \( v \) starts the execution with an \textit{input} that contains, in addition to its identity, an initial \textit{state} taken from some discrete set of states, and\(^2\) a binary \textit{opinion} variable \( \lambda_v \in \{0, 1\} \). The \textit{neutral initial configuration} \( x^{(0)} \) is the vector whose \( i \)'th index, \( x^{(0)}_i \) for \( i \in [n] \), is the input of the agent with identity \( i \).

\textbf{Charged Initial Configuration and Correct Opinion.} The charged initial configuration is determined in three stages. The first corresponds to the random selection of sources, the second to the selection of the correct opinion, and the third to a possible update of states of sources, as a result of being selected as sources with a particular opinion.

\(^2\) The opinion of an agent could have been considered as part of the state of the agent. We separate these two notions merely for the presentation purposes.
1st stage - Random selection of sources. Given an integer \( s \leq n \), a set \( S \) of size \( s \) is chosen uniformly at random (u.a.r) among the agents. The agents in \( S \) are called sources. Note that any agent has equal probability of being a source. We assume that each source knows it is a source, and conversely, each non-source knows it is not a source.

2nd stage - Random selection of correct opinion. In the main model we consider, after sources have been determined in the first stage, the sources are randomly initialized with an opinion, called the correct opinion. That is, a fair coin is flipped to determine an opinion in \( \{0, 1\} \) and all sources are assigned with this opinion.

3rd stage - Update of initial states of sources. To capture a change in behavior as a result of being selected as a source with a particular opinion, we assume that once the opinion of a source \( u \) has been determined, the initial state of \( u \) may change according to some distribution \( f_{\text{source-state}} \) that depends on (1) its identity, (2) its opinion, and (3) the neutral configuration. Each source samples its new state independently.

2.2 Alphabet and noisy messages

Agents communicate by observing each other according to some random pattern (for details see Section 2.3). To improve communication agents may choose which content, called message, they wish to reveal to other agents that observe them. Importantly, however, such messages are subject to noise. More specifically, at any given time, each agent \( v \) (including sources) displays a message \( m \in \Sigma \), where \( \Sigma \) is some finite alphabet. The alphabet \( \Sigma \) agents use to communicate may be richer than the actual information content they seek to disseminate, namely, their opinions. This, for instance, gives them the possibility to express several levels of certainty [30]. We can safely assume that the size of \( \Sigma \) is at least two, and that \( \Sigma \) includes both symbols 0 and 1. We are mostly concerned with the case where \( \Sigma \) is of constant size (i.e., independent of the number of agents), but note that our results hold for any size of the alphabet \( \Sigma \), as long as the noise criterion is satisfied (see below).

\( \delta \)-uniform noise. When an agent \( u \) observes some agent \( v \), it receives a sample of the message currently held by \( v \). More precisely, for any \( m, m' \in \Sigma \), let \( P_{m, m'} \) be the probability that, any time some agent \( u \) observes an agent \( v \) holding some message \( m \in \Sigma \), \( u \) actually receives message \( m' \). The probabilities \( P_{m, m'} \) define the entries of the noise-matrix \( P \) [23], which does not depend on time. We hereby also emphasize that the agents’ samples are independent.

The noise in the sample is characterized by a noise parameter \( 0 < \delta \leq 1/2 \). One of the important aspects in our theorems is that they are general enough to hold assuming any distribution governing the noise, as long as it satisfies the following noise criterion.

\begin{definition} \textbf{(The noise ellipticity parameter \( \delta \))} \end{definition}

We say that the noise has ellipticity \( \delta \) if \( P_{m, m'} \geq \delta \) for any \( m, m' \in \Sigma \).

Observe that the aforementioned criterion implies that \( \delta \leq 1/|\Sigma| \), and that the case \( \delta = 1/|\Sigma| \) corresponds to messages being completely random, and the rumor spreading problem is thus unsolvable. We next define a weaker criterion, that is particularly meaningful in cases in which sources are more restricted in their message repertoire than general agents. This may be the case, for example, if sources always choose to display their opinion as their message (possibly together with some extra symbol indicating that they are sources). Formally, we define \( \Sigma' \subseteq \Sigma \) as the set of possible messages that a source can hold together with the set of messages that can be observed when viewing a source (i.e., after noise is applied). Our
Theorems actually apply to the following criterion, that requires that only messages in $\Sigma'$ are attained due to noise with some sufficient probability.

**Definition 5** (The relaxed noise ellipticity parameter $\delta$). We say that the noise has $\Sigma'$-relaxed ellipticity $\delta$ if $P_{m,m'} \geq \delta$ for any $m \in \Sigma$ and $m' \in \Sigma'$.

### 2.3 Random interaction patterns

We consider several basic interaction patterns. Our main model is the parallel-PULL model. In this model, time is divided into rounds, where at each round $i \in \mathbb{N}^+$, each agent $u$ independently selects an agent $v$ (possibly $u = v$) u.a.r from the population and then $u$ observes the message held by $v$. The parallel-PULL model should be contrasted with the parallel-PUSH model, in which $u$ can choose between sending a message to the selected node $v$ or doing nothing. We shall also consider the following variants of PULL model.

- **parallel-PULL**($k$). Generalizing parallel-PULL for an integer $1 \leq k \leq n$, the parallel-PULL($k$) model allows agents to observe $k$ other agents in each round. That is, at each round $i \in \mathbb{N}^+$, each agent independently selects a set of $k$ agents (possibly including itself) u.a.r from the population and observes each of them.

- **sequential-PULL**. In each time step $t \in \mathbb{N}^+$, two agents $u$ and $v$ are selected uniformly at random (u.a.r) among the population, and agent $u$ observes $v$.

- **broadcast-PULL**. It each time step $t \in \mathbb{N}^+$ one agent is chosen u.a.r. from the population and all agents observe it, receiving the same noisy sample of its message.$^3$

Regarding the difference in time units between the models, since interactions occur in parallel in the parallel-PULL model, one round in that model should informally be thought of as roughly $n$ time steps in the sequential-PULL or broadcast-PULL model.

### 2.4 Liberal assumptions

As mentioned, we shall assume that agents have abilities that surpass their realistic ones. These assumption not only increases the generality of our lower bounds, but also simplifies their proofs. Specifically, the following liberal assumptions are considered.

- **Unique identities**. Each agent is equipped with a unique identity $id(v) \in \{1, 2, \ldots, n\}$, that is, for every two agents $u$ and $v$, we have $id(u) \neq id(v)$. Moreover, whenever an agent $u$ observes some agent $v$, we assume that $u$ can infer the identity of $v$. In other words, we provide agents with the ability to reliably distinguish between different agents at no cost.

- **Unlimited internal computational power**. We allow agents to have unlimited computational abilities including infinite memory capacity. Therefore, agents can potentially perform arbitrarily complex computations based on their knowledge (and their $id$).

- **Complete knowledge of the system**. Informally, we assume that agents have access to the complete description of the system except for who are the sources and what is their opinion. More formally, we assume that each agent has access to:

  - the neutral initial configuration $x^{(0)}$.

---

$^3$ The broadcast-PULL model is mainly used for technical considerations. We use it in our proofs as it simplifies our arguments while not harming their generality. Nevertheless, this broadcast model can also capture some situations in which agents can be seen simultaneously by many other agents, where the fact that all agents observe the same sample can be viewed as noise being originated by the observed agent.
Full synchronization. We assume that all agents are equipped with clocks that can count time steps (in sequential-PULL or broadcast-PULL) or rounds (in parallel-PULL(k)). The clocks are synchronized, ticking at the same pace, and initialized to 0 at the beginning of the execution. This means, in particular, that if they wish, the agents can actually share a notion of time that is incremented at each time step.

Shared randomness. We assume that algorithms can be randomized. That is, to determine the next action, agents can internally toss coins and base their decision on the outcome of these coin tosses. Being liberal, we shall assume that randomness is shared in the following sense. At the outset, an arbitrarily long sequence \( r \) of random bits is generated and the very same sequence \( r \) is written in each agent’s memory before the protocol execution starts. Each agent can then deterministically choose (depending on its state) which random bits in \( r \) to use as the outcome of its own random bits. This implies that, for example, two agents can possibly make use of the very same random bits or merely observe the outcome of the random bits used by the other agents. Note that the above implies that, conditioning on an agent \( u \) being a non-source agent, all the random bits used by \( u \) during the execution are accessible to all other agents.

Coordinated sources. Even though non-source agents do not know who the sources are, we assume that sources do know who are the other sources. This means, in particular, that the sources can coordinate their actions.

2.5 Considered algorithms and solution concept

Upon observation, each agent can alter its internal state (and in particular, its message to be seen by others) as well as its opinion. The strategy in which agents update these variables is called “algorithm”. As mentioned, algorithms can be randomized, that is, to determine the next action, agents can use the outcome of coin tosses in the sequence \( r \) (see Shared randomness in Section 2.4). Overall, the action of an agent \( u \) at time \( t \) depends on:

1. the initial state of \( u \) in the charged initial configuration (including the identity of \( u \) and whether or not it is a source),
2. the initial knowledge of \( u \) (including the system’s parameters and neutral configuration),
3. the time step \( t \), and the list of its observations (history) up to time \( t - 1 \), denoted \( x_u^{(t-1)} \),
4. the sequence of random bits \( r \).

2.6 Convergence and time complexity

At any time, the opinion of an agent can be viewed as a binary guess function that is used to express its most knowledgeable guess of the correct opinion. The agents aim to minimize the probability that they fail to guess this opinion. In this context, it can be shown that the optimal guessing function is deterministic.

Definition 6. We say that convergence has been achieved if one can specify a particular non-source agent \( v \), for which it is guaranteed that its opinion is the correct opinion with probability at least \( 2/3 \). The time complexity is the number of time steps (respectively, rounds) required to achieve convergence.

We remark that the latter definition encompasses all three models considered.
Remark (Different sampling rates of sources). We consider sources as agents in the population but remark that they can also be thought of as representing the environment. In this case, one may consider a different rate for sampling a source (environment) vs. sampling a typical agent. For example, the probability to observe any given source (or environment) may be \( x \) times more than the probability to observe any given non-source agent. This scenario can also be captured by a slight adaptation of our analysis. When \( x \) is an integer, we can alternatively obtain such a generalization by considering additional artificial sources in the system. Specifically, we replace each source \( u_i \) with a set of sources \( U_i \) consisting of \( x \) sources that coordinate their actions and behave identically, simulating the original behavior of \( u_i \). (Recall that we assume that sources know who are the other sources and can coordinate their actions.) Since the number of sources increases by a multiplicative factor of \( x \), our lower bounds (see Theorem 7 and Corollary 3) decrease by a multiplicative factor of \( x^2 \).

3 The lower bounds

Throughout this section we consider \( \delta < \frac{1}{2} \), such that \( \left( \frac{1-2\delta}{\delta} \right)^n \leq \frac{1}{n!} \). Our goal in this section is to prove the following result.

Theorem 7. Assume that the relaxed \( \delta \)-uniform noise criterion is satisfied.

- Let \( k \) be an integer. Any rumor spreading protocol on the parallel-\( \text{PULL}(k) \) model cannot converge in fewer rounds than \( \Omega \left( \frac{n^5}{k^2 (1-2\delta)^2} \right) \).
- Consider either the sequential-\( \text{PULL} \) or the broadcast-\( \text{PULL} \) model. Any rumor spreading protocol cannot converge in fewer rounds than \( \Omega \left( \frac{n^5}{k^2 (1-2\delta)^2} \right) \).

To prove the theorem, we first prove (in Section 3.1) that an efficient rumor spreading algorithm in either the noisy sequential-\( \text{PULL} \) model or the parallel-\( \text{PULL}(k) \) model can be used to construct an efficient algorithm in the broadcast-\( \text{PULL} \) model. The resulted algorithm has the same time complexity as the original one in the context of sequential-\( \text{PULL} \) and adds a multiplicative factor of \( kn \) in the context of parallel-\( \text{PULL}(k) \).

We then show how to relate the rumor spreading problem in broadcast-\( \text{PULL} \) to a statistical inference test (Section 3.2). A lower bound on the latter setting is then achieved by adapting techniques from mathematical statistics (Section 3.3).

3.1 Reducing to the broadcast-\( \text{PULL} \) Model

The following lemma establishes a formal relation between the convergence times of the models we consider. We assume all models are subject to the same noise distribution.

Lemma 8. Any protocol operating in sequential-\( \text{PULL} \) can be simulated by a protocol operating in broadcast-\( \text{PULL} \) with the same time complexity. Moreover, for any integer \( 1 \leq k \leq n \), any protocol \( \mathcal{P} \) operating in parallel-\( \text{PULL}(k) \) can be simulated by a protocol operating in broadcast-\( \text{PULL} \) with a time complexity that is \( kn \) times that of \( \mathcal{P} \) in parallel-\( \text{PULL}(k) \).

Proof. Let us first show how to simulate a time step of sequential-\( \text{PULL} \) in the broadcast-\( \text{PULL} \) model. Recall that in broadcast-\( \text{PULL} \), in each time step, all agents receive the same observation sampled u.a.r from the population. Upon drawing such an observation, all agents use their shared randomness to generate a (shared) uniform random integer \( X \) between 1 and \( n \). Then, the agent whose unique identity corresponds to \( X \) is the one processing the observation, while all other agents ignore it. This reduces the situation to a scenario in sequential-\( \text{PULL} \), and the agents can safely execute the original algorithm designed for that model.
As for simulating a time step of parallel-PULL(k) in broadcast-PULL, agents divide time steps in the latter model into rounds, each composing of precisely \( kn \) time steps. Recall that the model assumes that agents share clocks that start when the execution starts and tick at each time step. This implies that the agents can agree on the division of time into rounds, and can further agree on the round number. For \( 1 \leq i \leq kn \), during the \( i \)-th step of each round, only the agent whose identity is \((i \mod n) + 1\) receives the observation, while all other agents ignore it. This ensures that when a round is completed in the broadcast-PULL model, each agent receives precisely \( k \) independent uniform samples as it would in a round of parallel-PULL(k). Therefore, at the end of each round \( j \in \mathbb{N}^+ \) in the broadcast-PULL model, all agents can safely execute their actions in the \( j \)'th round of the original protocol designed for parallel-PULL(k). This draws a precise bijection from rounds in parallel-PULL(k) and rounds in broadcast-PULL. The multiplicative overhead of \( kn \) simply follows from the fact that each round in broadcast-PULL consists of \( kn \) time steps.

Thanks to Lemma 8, Theorem 7 directly follows from the next theorem.

\[ \text{Theorem 9.} \quad \text{Consider the broadcast-PULL model and assume that the relaxed } \delta \text{-uniform noise criterion is satisfied. Any rumor spreading protocol cannot converge in fewer time steps than } \Omega \left( \frac{n^7 \delta}{2^{4(1-2\delta)^2}} \right). \]

The remaining of the section is dedicated to proving Theorem 9. Towards achieving this, we view the task of guessing the correct opinion in the broadcast-PULL model, given access to noisy samples, within the more general framework of distinguishing between two types of stochastic processes which obey some specific assumptions.

### 3.2 Rumor Spreading and hypothesis testing

To establish the desired lower bound, we next show how the rumor spreading problem in the broadcast-PULL model relates to a statistical inference test. That is, from the perspective of a given agent, the rumor spreading problem can be understood as the following: Based on a sequence of noisy observations, the agent should be able to tell whether the correct opinion is 0 or 1. We formulate this problem as a specific task of distinguishing between two random processes, one originated by running the protocol assuming the correct opinion is 0 and the other assuming it is 1.

One of the main difficulties lies in the stochastic dependencies affecting these processes. In general, at different time steps, they do not consist of independent draws of a given random variable. In other words, the law of an observation not only depends on the correct opinion, on the initial configuration and on the underlying randomness used by agents, but also on the previous noisy observation samples and (consequently) on the messages agents themselves choose to display on that round. An intuitive version of this problem is the task of distinguishing between two (multi-valued) biased coins, whose bias changes according to the previous outcomes of tossing them (e.g., due to wear). Following such intuition, we define the following general class of Adaptive Coin Distinguishing Tasks, for short \( \text{ACDT} \).

\[ \text{Definition 10 (ACDT). A distinguisher is presented with a sequence of observations taken from a coin of type } \eta \text{ where } \eta \in \{0, 1\}. \text{ The type } \eta \text{ is initially set to } 0 \text{ or } 1 \text{ with probability } 1/2 \text{ (independently of everything else). The goal of the distinguisher is to determine the type} \]

---

\(^4\) Receiving the observation doesn’t imply that the agent processes this observation. In fact, it will store it in its memory until the round is completed, and process it only then.
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\( \eta \), based on the observations. More specifically, for a given time step \( t \), denote the sequence of previous observations (up to, and including, time \( t-1 \)) by \( x^{(\leq t)} = (x^{(1)}, \ldots, x^{(t-1)}) \). At each time \( t \), given the type \( \eta \in \{0,1\} \) and the history of previous observations \( x^{(\leq t)} \), the distinguisher receives an observation \( X^{(t)}_{\eta} \in \Sigma \), which has law\(^5 \) \( P(X^{(t)}_{\eta} = m \mid x^{(\leq t)}) \).

We next introduce, for each \( m \in \Sigma \), the parameter \( \varepsilon(m, x^{(\leq t)}) = P(X^{(t)}_{1} = m \mid x^{(\leq t)}) - P(X^{(t)}_{0} = m \mid x^{(\leq t)}) \). Since, at all times \( t \), it holds that \( \sum_{m \in \Sigma} P(X^{(t)}_{0} = m \mid x^{(\leq t)}) = \sum_{m \in \Sigma} P(X^{(t)}_{1} = m \mid x^{(\leq t)}) = 1 \), then \( \sum_{m \in \Sigma} \varepsilon(m, x^{(\leq t)}) = 0 \). We shall be interested in the quantity \( d_{\varepsilon}(x^{(\leq t)}) := \sum_{m \in \Sigma} \varepsilon(m, x^{(\leq t)}) \), which corresponds to the \( \ell_{1} \) distance between the distributions \( P(X^{(t)}_{0} = m \mid x^{(\leq t)}) \) and \( P(X^{(t)}_{1} = m \mid x^{(\leq t)}) \) given the sequence of previous observations.

**Definition 11 (The bounded family ACDT(\( \varepsilon, \delta \)).** We consider a family of instances of ACDT, called ACDT(\( \varepsilon, \delta \)), governed by parameters \( \varepsilon \) and \( \delta \). Specifically, this family contains all instances of ACDT such that for every \( t \), and every history \( x^{(\leq t)} \), we have:

- \( d_{\varepsilon}(x^{(\leq t)}) \leq \varepsilon \), and
- \( \forall m \in \Sigma \) such that \( \varepsilon(m, x^{(\leq t)}) \neq 0 \), we have \( \delta \leq P(X^{(t)}_{\eta} = m \mid x^{(\leq t)}) \) for \( \eta \in \{0,1\} \).

In the rest of the section, we show how Theorem 9, that deals with the broadcast-PULL model, follows directly from the next theorem that concerns the adaptive coin distinguishing task, by setting \( \varepsilon = \frac{2^{\varepsilon(1-2\delta)}}{n} \). The actual proof of Theorem 12 appears in Section 3.3.

**Theorem 12.** Consider any protocol for any instance of ACDT(\( \varepsilon, \delta \)). The number of samples required to distinguish between a process of type 0 and a process of type 1 with probability of error less than \( \frac{1}{4} \) is at least \( \frac{l_{n}}{n} \left( \frac{\varepsilon(1-\varepsilon)^{3}}{\varepsilon(1-2\delta)^{3}} \right) \). In particular, if \( \varepsilon < 10 \), then the number of necessary samples is \( \Omega \left( \frac{2}{\varepsilon^{2}} \right) \).

### 3.2.1 Proof of Theorem 9 assuming Theorem 12

Consider a rumor spreading protocol \( \mathcal{P} \) in the broadcast-PULL model. Fix a node \( u \). We first show that running \( \mathcal{P} \) by all agents, the perspective of node \( u \) corresponds to a specific instance of ACDT(\( \frac{2^{\varepsilon(1-2\delta)}}{n}, \delta \)) called \( \Pi(\mathcal{P}, u) \). We break down the proof of such correspondence into two claims.

#### 3.2.1.1 The ACDT instance \( \Pi(\mathcal{P}, u) \).

Recall that we assume that each agent knows the complete neutral initial configuration, the number of sources \( s \), and the shared of random bits sequence \( r \). We avoid writing such parameters as explicit arguments to \( \Pi(\mathcal{P}, u) \) in order to simplify notation, however, we stress that what follows assumes that these parameters are fixed. The bounds we show hold for any fixed value of \( r \) and hence also when \( r \) is randomized.

Each agent is interested in discriminating between two families of charged initial configurations: Those in which the correct opinion is 0 and those in which it is 1 (each of these possibilities occurs with probability \( \frac{1}{2} \)). Recall that the correct opinion is determined in the 2nd stage of the charged initial configuration, and is independent form the choice of sources (1st stage).

\(^5\) We follow the common practice to use uppercase letters to denote random variables and lowercase letter to denote a particular realisation, e.g., \( X^{(\leq t)} \) for the sequence of observations up to time \( t \), and \( x^{(\leq t)} \) for a corresponding realisation.
We next consider the perspective of a generic non-source agent \( u \), and define the instance \( \Pi(\mathcal{P}, u) \) as follows. Given the history \( x^{(t)} \), we set \( P(X_0^{(t)} = m \mid x^{(t)}) \), for \( \eta \in \{0, 1\} \), to be equal to the probability that \( u \) observes message \( m \in \Sigma \) at time step \( t \) of the execution \( \mathcal{P} \). For clarity’s sake, we remark that the latter probability is conditional on: the history of observations being \( x^{(t)} \), the sequence of random bits \( r \), the correct opinion being \( \eta \in \{0, 1\} \), the neutral initial configuration, the identity of \( u \), the algorithm \( \mathcal{P} \), and the system’s parameters (including the distribution \( \mathcal{f}_{source-state} \) and the number of sources \( s \)).

**Claim 13.** Let \( \mathcal{P} \) be a correct protocol for the rumor spreading problem in broadcast-\( \text{PULL} \) and let \( u \) be an agent for which the protocol is guaranteed to produce the correct opinion with probability at least \( p \) by some time \( T \) (if one exists), for any fixed constant \( p \in (0, 1) \). Then \( \Pi(\mathcal{P}, u) \) can be solved in time \( T \) with correctness being guaranteed with probability at least \( p \).

**Proof.** Conditioning on \( \eta \in \{0, 1\} \) and on the random seed \( r \), the distribution of observations in the instance \( \Pi(\mathcal{P}, u) \) follows precisely the distribution of observations as perceived from the perspective of \( u \) in broadcast-\( \text{PULL} \). Hence, if the protocol \( \mathcal{P} \) at \( u \) terminates with output \( j \in \{0, 1\} \) at round \( T \), after the \( T \)-th observation in \( \Pi(\mathcal{P}, u) \) we can set \( \Pi(\mathcal{P}, u) \)’s output to \( j \) as well. Given that the two stochastic processes have the same law, the correctness guarantees are the same.

**Lemma 14.** \( \Pi(\mathcal{P}, u) \in \text{ACDT} \left( \frac{2(1-2\bar{p})s}{n}, \delta \right) \).

**Proof.** Since the noise in broadcast-\( \text{PULL} \) flips each message \( m \in \Sigma \) into any \( m' \in \Sigma' \) with probability at least \( \delta \), regardless of the previous history and of \( \eta \in \{0, 1\} \), at all times \( t \), if \( m \in \Sigma' \) then \( P(X_0^{(t)} = m \mid x^{(t)}) \geq \delta \). Consider a message \( m \in \Sigma \setminus \Sigma' \) (if such a message exists). By definition, such a message could only be received by observing a non-source agent. But given the same history \( x^{(t)} \), the same sequence of random bits \( r \), and the same initial knowledge, the behavior of a non-source agent is the same, no matter what is the correct opinion \( \eta \). Hence, for \( m \in \Sigma \setminus \Sigma' \) we have \( P(X_0^{(t)} = m \mid x^{(t)}) = P(X_1^{(t)} = m \mid x^{(t)}) \), or in other words, \( m \in \Sigma \setminus \Sigma' \implies \varepsilon(m, x^{(t)}) = 0 \).

It remains to show that \( d_{\varepsilon}(x^{(t)}) \leq \frac{2(1-2\bar{p})s}{n} \). Let us consider two executions of the rumor spreading protocol, with the same neutral initial configuration, shared sequence of random bits \( r \), same set of sources, except that in the first the correct opinion is \( 0 \) while in the other it is \( 1 \). Let us condition on the history of observations \( x^{(t)} \) being the same in both processes. As mentioned, given the same history \( x^{(t)} \), the behavior of a non-source agent is the same, regardless of the correct opinion \( \eta \). It follows that the difference in the probability of observing any given message is only due to the event that a source is observed. Recall that the number of sources is \( s \). Therefore, the probability of observing a source is \( s/n \), and we may write as a first approximation \( \varepsilon(m, x^{(t)}) \leq s/n \). However, we can be more precise. In fact, \( \varepsilon(m, x^{(t)}) \) is slightly smaller than \( s/n \), because the noise can still affect the message of a source. We may interpret \( \varepsilon(m, x^{(t)}) \) as the following difference. For a source \( v \in S \), let \( m_\eta^v \) be the message of \( u \) assuming the given history \( x^{(t)} \) and that \( v \) is of type \( \eta \in \{0, 1\} \) (the message \( m_\eta^v \) is deterministically determined given the sequence \( r \) of random bits, the neutral initial configuration, the parameters of the system, and the identity of \( v \)). Let \( \alpha_{m',m} \) be the probability that the noise transforms a message \( m' \) into a message \( m \). Then \( \varepsilon(m, x^{(t)}) = \frac{1}{n} \sum_{v \in S} (\alpha_{m_0^v, m} - \alpha_{m_1^v, m}) \), and

\[
d_{\varepsilon}(x^{(t)}) = \sum_{m \in \Sigma} |\varepsilon(m, x^{(t)})| \leq \frac{1}{n} \sum_{m \in \Sigma} \sum_{v \in S} |\alpha_{m_0^v, m} - \alpha_{m_1^v, m}|. \tag{1}
\]
By the definition of $\text{ACDT}(\varepsilon, \delta)$, it follows that either $\alpha_{m^*_n} = \alpha_{m^*_n}^* (m)$ if $\varepsilon(m, x^{(\varepsilon)}) = 0$ or $\delta \leq \alpha_{m^*_n}^*, \alpha^{m^*_n} \leq 1 - \delta (m, x^{(\varepsilon)}) \neq 0).$ Thus, to bound the right hand side in (1), we can use the following claim (proven in Appendix 3.2.1.1)

\begin{itemize}
  \item \textbf{Claim 15.} Let $P$ and $Q$ be two distributions over a universe $\Sigma$ such that for any element $m \in \Sigma$, $\delta \leq P(m)Q(m) \leq 1 - \delta$ Then $\sum_{m \in \Sigma} |P(m) - Q(m)| \leq 2(1 - 2\delta)$.
\end{itemize}

\begin{itemize}
  \item \textbf{Proof of Claim 15.} Let $\Sigma_+ := \{m : P(m) > Q(m)\}$. We may write
    \begin{align*}
      \sum_{m \in \Sigma} |P(m) - Q(m)| &= \sum_{m \in \Sigma_+} (P(m) - Q(m)) + \sum_{m \in \text{setminus} \Sigma_+} (Q(m) - P(m)) \\
      &= P(\Sigma_+) - Q(\Sigma_+) + Q(\Sigma \setminus \Sigma_+) - P(\Sigma_+) \\
      &= 2(P(\Sigma_+) - Q(\Sigma_+)),
    \end{align*}

where in the last line we used the fact that $Q(\Sigma \setminus \Sigma_+) - P(\Sigma \setminus \Sigma_+) = 1 - Q(\Sigma_+) - 1 + P(\Sigma_+) = P(\Sigma_+) - Q(\Sigma_+)$. We now distinguish two cases. \textbf{Case 1.} If $\Sigma_+$ is a singleton, $\Sigma_+ = \{m^*\}$, then $P(\Sigma_+) - Q(\Sigma_+) = P(m^*) - Q(m^*) \leq 1 - 2\delta$, by assumption. \textbf{Case 2.} Otherwise, $|\Sigma_+| \geq 2$ and $2\sum_{m \in \Sigma_+} (P(m) - Q(m)) \leq 2 \sum_{m \in \Sigma_+} Q(m) \leq 2(1 - \delta)(|\Sigma_+|) \leq 2(1 - 2\delta)$, using the fact that for any $m$, $Q(m) \geq \delta$, and the fact that $P$ is a probability measure. This completes the proof of Claim 15. \hfill \blacktriangleleft

Applying Claim 15 for a fixed $v \in S$ to distributions $(\alpha_{m^*_n}^*, m), (\alpha_{m^*_n}^*, m)$, we obtain

\[\frac{1}{n} \sum_{m \in \Sigma} \sum_{v \in S} |\alpha_{m^*_n}^*, m - \alpha_{m^*_n}^*, m| \leq \frac{1}{n} \sum_{v \in S} (1 - 2\delta) \leq \frac{2(1 - 2\delta)s}{n} \]

Hence, we have $\Pi(P) \in \text{ACDT}(\frac{2(1 - 2\delta)s}{n}, \delta)$, establishing Lemma 14. \hfill \blacktriangleleft

Thanks to Claims 13 and Lemma 14, Theorem 9 regarding the broadcast-PULL model becomes a direct consequence of Theorem 12 on the adaptive coin distinguishing task, taking $\varepsilon = \frac{2(1 - 2\delta)s}{n}$. More precisely, the assumption $\frac{1 - 2\delta}{\delta m}$ \leq c for some small constant $c$, ensures that $\frac{\delta}{2} \leq c$ as required by Theorem 12. The lower bound $\Omega\left(\frac{2}{\log_2(1 - \frac{2\delta}{m})}\right)$ corresponds to $\Omega\left(\frac{s^2}{(1 - 2\delta)^2}\right)$ . This concludes the proof of Theorem 9. \hfill \blacktriangleleft

To establish our results it remains to prove Theorem 12.

### 3.3 Proof of Theorem 12

We start by recalling some facts from Hypothesis Testing. First let us recall two standard notions of (pseudo) distances between probability distributions. Given two discrete distributions $P_0, P_1$ over a probability space $\Omega$ with the same support\(^6\), the \textit{total variation distance} is defined as $TV(P_0, P_1) := \frac{1}{2} \sum_{x \in \Omega} |P_0(x) - P_1(x)|$, and the Kullback-Leibler divergence $KL(P_0, P_1)$ is defined\(^7\) as $KL(P_0, P_1) := \sum_{x \in \Omega} P_0(x) \log \frac{P_1(x)}{P_0(x)}$.

The following lemma shows that, when trying to discriminate between distributions $P_0, P_1$, the total variation relates to the smallest error probability we can hope for.

\(\text{footnote text}\)
Then, we have the following lower bound,

$$P_0(f(X) = 1) + P_1(f(X) = 0) \geq 1 - TV(P_0, P_1).$$

The total variation is related to the KL divergence by the following inequality.

Lemma 17 (Pinsker [36, Lemma 5.8]). For any two distributions $P_0, P_1$,

$$TV(P_0, P_1) \leq \sqrt{KL(P_0, P_1)}.$$

We are now ready to prove the theorem.

Proof of Theorem 12. Let us define $P_\eta(\cdot) = P(\cdot | \text{correct distribution is } \eta)$ for $\eta \in \{0, 1\}$. We denote $P_0(\leq t), \eta \in \{0, 1\}$, the two possible distributions of $X(\leq t)$. We refer to $P_0(\leq t)$ as the distribution of type 0 and to $P_1(\leq t)$ as the distribution of type 1. Furthermore, we define the correct type of a sequence of observations $X(\leq t)$ to be 0 if the observations are sampled from $P_0(\leq t)$, and to be 1 if they are sampled from $P_1(\leq t)$.

After $t$ observations $x(\leq t) = (x^{(1)}, \ldots, x^{(t)})$ we have to decide whether the distribution is of type 0 or 1. Our goal is to maximize the probability of guessing the type of the distribution, observing $X(\leq t)$, which means that we want to minimize

$$f = \sum_{\eta \in \{0, 1\}} P_\eta(f(X(\leq t)) = 1 - \eta) P(\text{correct type is } \eta). \quad (2)$$

Recall that the correct type is either 0 or 1 with probability $\frac{1}{2}$. Thus, the error probability described in (2) becomes

$$\frac{1}{2}P_0(f(X(\leq t)) = 1) + \frac{1}{2}P_1(f(X(\leq t)) = 0). \quad (3)$$

By combining Lemmas 16 and 17 with $X = X(\leq t)$ and $P_\eta = P_\eta(\leq t)$ for $\eta = 0, 1$, we get the following Theorem. Although for convenience we think of $f$ as a deterministic function, it could in principle be randomized.

Theorem 18. Let $f$ be any guess function. Then

$$P_0(f(tX(\leq t)) = 1) + P_1(f(tX(\leq t)) = 0) \geq 1 - \sqrt{KL(P_0(\leq t), P_1(\leq t))}.$$

Theorem 18 implies that for the probability of error to be small, it must be the case that the term $KL(P_0(\leq t), P_1(\leq t))$ is large. Our next goal is therefore to show that in order to make this term large, $t$ must be large.

Note that $P_\eta(\leq t)$ for $\eta \in \{0, 1\}$ cannot be written as the mere product of the marginal distributions of the $X^{(i)}$'s, since the observations at different times may not necessarily be independent. Nevertheless, we can still express the term $KL(P_0(\leq t), P_1(\leq t))$ as a sum, using
the Chain Rule for KL divergence. It yields

\[
KL(P_0(x^{(t)}), P_1(x^{(t)})) = \sum_{t \leq T} KL(P_0(x^{(t)}), P_1(x^{(t)})) \\
= \sum_{x^{(t)} \in \Sigma^{t-1}} P_0(x^{(t)}) \sum_{x^{(t)} \in \Sigma} P_0(x^{(t)}) \log \frac{P_0(x^{(t)})}{P_1(x^{(t)})}.
\]

Since we are considering an instance of ACDT(ε, δ), we have

\[d_\varepsilon(x^{(t)}) = \sum_{m \in \Sigma} |\varepsilon(m, x^{(t)})| \leq \varepsilon, \text{ and}\]

for every \(m \in \Sigma\) such that \(\varepsilon(m, x^{(t)}) \neq 0\), it holds that \(\delta \leq P_0(x_0^{(t)} = m | x^{(t)})\) for \(\eta \in \{0, 1\}\).

We make use of the previous facts to upper bound the KL divergence terms in the right hand side of (5), as follows.

\[
KL(P_0(x^{(t)}), P_1(x^{(t)})) = \sum_{x^{(t)} \in \Sigma^{t-1}} P_0(x^{(t)}) \sum_{m \in \Sigma} P_0(X_0^{(t)} = m | x^{(t)}) \log \frac{P(X_0^{(t)} = m | x^{(t)})}{P(X_0^{(t)} = m | x^{(t)})}.
\]

Recall that we assume \(\frac{\varepsilon(m, x^{(t)})}{P(X_0^{(t)} = m | x^{(t)})} \leq \frac{\varepsilon(m, x^{(t)})}{\delta} \leq \frac{\delta}{3}\). We make use of the following claim, which follows from the Taylor expansion of \(\log(1 + u)\) around 0.

**Claim 19.** Let \(x \in [-a, a]\) for some \(a \in (0, 1)\). Then \(|\log(1 + x) - x + x^2/2| \leq \frac{x^3}{3(1 - a)}\).

Using Claim 19 with \(a = \frac{\delta}{3}\), we can bound the inner sum appearing in (6) from above and below with

\[
\frac{1}{2} \ln 2 \sum_{m \in \Sigma} (\varepsilon(m, x^{(t)})) - \frac{1}{2} \frac{(\varepsilon(m, x^{(t)}))^2}{P(X_0^{(t)} = m | x^{(t)})} \pm \frac{\delta^3}{3(\delta - e)^3} \left(\frac{(\varepsilon(m, x^{(t)}))^3}{P(X_0^{(t)} = m | x^{(t)})^2}\right). \tag{7}
\]

Since \(\sum_{m} \varepsilon(m, x^{(t)}) \leq \varepsilon\), we also have that \(\sum_{m} (\varepsilon(m, x^{(t)}))^2 \leq \varepsilon^2\). The latter bound, together with the fact that \(P(X_0^{(t)} = \bar{m} | x^{(t)}) \geq \delta\) for any \(\bar{m} \in \Sigma\) such that \(\varepsilon(\bar{m}, x^{(t)}) \neq 0\), implies

\[
\sum_{m} \frac{(\varepsilon(m, x^{(t)}))^2}{P(X_0^{(t)} = m | x^{(t)})} \leq \frac{\varepsilon^2}{\delta}. \tag{8}
\]

Finally, we can similarly bound the term \(\sum_{m \in \Sigma} (\varepsilon(m, x^{(t)}))^3/P(X_0^{(t)} = m | x^{(t)})^2\) with

\[
\sum_{m \in \Sigma} \frac{(\varepsilon(m, x^{(t)}))^3}{P(X_0^{(t)} = m | x^{(t)})^2} \leq \frac{\varepsilon^3}{\delta^2}. \tag{9}
\]

---

Recall that $\sum_{m} \varepsilon(m, x^{(\leq t)}) = 0$, thus the first term in (7) disappears. Hence, substituting the bounds (8) and (9) in (7), we have

$$\left| \log \left( 1 + \frac{\varepsilon(m, x^{(\leq t)})}{P(X_0^{(t)} = m | x^{(\leq t)})} \right) \right| \leq \frac{1}{\ln 2} \frac{1}{2} \left( \frac{\varepsilon^2}{\delta} + \frac{\delta \varepsilon^3}{3(\delta - \varepsilon)^3} \right) \leq \frac{1}{\ln 2} \left( \frac{1}{2} + \frac{\delta^2 \varepsilon}{3(\delta - \varepsilon)^3} \right) \frac{\varepsilon^2}{\delta}. \tag{10}$$

If we define the right hand side (10) to be $W(\varepsilon, \delta)$ and we substitute the previous bound in (6), we get

$$KL(P_0(x^{(\leq t)}), P_1(x^{(\leq t)})) \leq W(\varepsilon, \delta),$$

and combining the previous bound with (4), we can finally conclude that for any integer $T$, we have $KL(P_0^{(\leq T)}, P_1^{(\leq T)}) \leq T \cdot W(\varepsilon, \delta)$. Thus, from Theorem 18 and the latter bound, it follows that the error under a uniform prior of the source type, as defined in (3), is at least

$$\frac{1}{2} P_0 \left( f_t(X^{(\leq t)}) = 1 \right) + \frac{1}{2} P_1 \left( f_t(X^{(\leq t)}) = 0 \right) \geq \frac{1}{2} - \frac{1}{2} \sqrt{KL(P_0^{(\leq T)}, P_1^{(\leq T)})} \geq \frac{1}{2} - \frac{1}{2} \sqrt{T \cdot W(\varepsilon, \delta)}.$$

Hence, the number of samples $T$ needs to be greater than $\frac{1}{\ln 2} \frac{1}{W(\varepsilon, \delta)} = \ln 2 \left( \frac{\delta^2 \varepsilon}{3(\delta - \varepsilon)^3} \right) \frac{\varepsilon^2}{\delta}$ to allow the possibility that the error be less than $1/3$.

In particular, if we assume that $10 \varepsilon < \delta$, then we can bound $\frac{\delta^2 \varepsilon}{3(\delta - \varepsilon)^3} \leq \frac{\delta^3}{10} \cdot \frac{1}{3(9/10)^3} \leq \frac{1}{100(2187)}$. It follows that (10) can be bounded with $W(\varepsilon, \delta) \leq \frac{1}{\ln 2} \left( \frac{1}{2} + \frac{100(2187)}{79} \right) \leq 0.79$, and so $\frac{1}{\ln 2} \frac{1}{W(\varepsilon, \delta)} \geq 0.14 \cdot \frac{\delta}{\varepsilon^2} = \Omega \left( \frac{\delta}{\varepsilon^2} \right)$. This completes the proof of Theorem 12 and hence of Theorem 9. \hfill \blacksquare
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Abstract

We consider the problem of making distributed computations robust to noise, in particular to worst-case (adversarial) corruptions of messages. We give a general distributed interactive coding scheme which simulates any asynchronous distributed protocol while tolerating a maximal corruption level of $\Theta(1/n)$-fraction of all messages. Our noise tolerance is optimal and is obtained with only a moderate overhead in the number of messages.

Our result is the first fully distributed interactive coding scheme in which the topology of the communication network is not known in advance. Prior work required either a coordinating node to be connected to all other nodes in the network or assumed a synchronous network in which all nodes already know the complete topology of the network.

Overcoming this more realistic setting of an unknown topology leads to intriguing distributed problems, in which nodes try to learn sufficient information about the network topology in order to perform efficient coding and routing operations for coping with the noise. What makes these problems hard is that these topology exploration computations themselves must already be robust to noise.
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1 Introduction

Fault tolerance is one of the central challenges in the design of distributed algorithms. Typically, computation is performed by $n$ nodes, of which some subset may be faulty and not behave as expected. This includes crash or Byzantine failures. Faults can also occur as communication errors, if links suffer from, e.g., omissions, alterations or Byzantine errors (see, e.g., [31, 2]).

We focus on alteration errors, in which the content of sent messages may be corrupted. Previous work in the setting of faulty channels provides fault-tolerant algorithms either for
specific tasks such as the leader election or the consensus problem (e.g., [36, 39, 24, 40]), or for a specific class of topologies (e.g., [32]).

In this paper, we provide a general technique that takes as an input an asynchronous distributed protocol over an arbitrary topology and outputs a simulation of this protocol that is resilient to noise. Specifically, we develop several tools whose combination allows us to obtain the first fully distributed interactive coding scheme.

The Challenge. In order to tolerate channel noise and preserve the correctness of computations, sophisticated coding techniques must be employed. Several works (e.g., [35, 28, 27, 1]) provide such coding schemes, however, they all assume that the network’s topology is known in advance. We wish to challenge this assumption, and allow truly distributed coding schemes.

Interestingly, once communication is unreliable, even the simplest distributed tasks, such as flooding information over the network or constructing a BFS tree, become tremendously difficult to execute correctly. For instance, the asynchronous distributed Dijkstra or Bellman-Ford algorithms [33] miserably fail when messages may be corrupted. To see why, recall that in the Bellman-Ford algorithm, each node sends to all of its neighbors its distance from the root. A node then sets its neighbor that is closest to the root as its parent. However, if messages are incorrect, the distance mechanism may fail and nodes may set their parents in an arbitrary way.

Our Contribution. In any attempt to tolerate message corruptions, naturally, some bound on the noise must be given. Indeed, if a majority of the sent messages are corrupted, there is no hope to complete a computation correctly. On the other hand, when the noise falls below a certain threshold, fault tolerant computation can be obtained, for example, by employing various coding techniques.

The field of coding for interactive communication (see, e.g., the survey of [19]) considers the case where two or more parties carry some computation by sending messages to one another over noisy channels and strives to devise coding schemes with good guarantees. A coding scheme is a method that is given as an input a protocol \( \pi \) that assumes reliable channels, and outputs a noise-resilient protocol \( \Pi \) that simulates the communication of \( \pi \). The two main measures upon which a coding scheme is evaluated are its noise resilience – the fraction of noise that the resilient simulation \( \Pi \) can withstand – and its overhead – the amount of redundancy \( \Pi \) adds in order to tolerate faults. For networks with \( n \) nodes, it is easy to show that the maximal adversarial noise fraction that any resilient protocol can cope with is \( \Theta(1/n) \) [28]. Indeed, if more than \( (1/n) \)-fraction of the messages are corrupted, then the noise can completely corrupt all the communication of the node that sends the least number of messages. The overhead depends on the network topology, communication model, and noise resilience, as we elaborate upon in the Related Work section below.

Our main result, informally stated as follows, is a deterministic coding scheme that fortifies any asynchronous protocol designed for a noise-free setting over any network topology, such that its resilient simulation withstands the maximal \( \Theta(1/n) \)-fraction of noise.

\begin{theorem}
There exists a deterministic coding scheme that takes as an input any asynchronous distributed protocol \( \pi \) designed for reliable channels, and outputs an asynchronous distributed protocol \( \Pi \) that simulates \( \pi \), is resilient to an optimal fraction of \( \Theta(1/n) \) of adversarially corrupted messages, and has a multiplicative communication overhead of \( O(n \log^2 n) \).
\end{theorem}

Our coding scheme introduces a multiplicative overhead of \( O(n \log^2 n) \); no other results are known for this model. This overhead should be compared with the state of the art coding scheme by Hoza and Schulman [27]. Their scheme applies to synchronous networks where the
topology is known by all the parties in advance, and achieves an overhead of $O(|E|\log n)/n$, where $|E|$ is the number of communication links in the network. Setting the optimal coding overhead in the asynchronous model over an arbitrary topology (unknown to the parties) remains as an open question.

1.1 Techniques

1.1.1 A Content-Oblivious BFS Construction

A key ingredient in our coding scheme is a BFS construction which is content oblivious. That is, in our BFS construction, the nodes send messages to each other and ignore their content, basing their decisions only on the order of received messages. The challenge is to be able to do this despite asynchrony and despite lack of FIFO assumptions. In a sense, our construction can be seen as a variant of the distributed Dijkstra algorithm, with the property that the nodes send “empty messages” that contain no information (alternatively, the nodes ignore the content of received messages).

Recall that the distributed Dijkstra algorithm, see, e.g., [33, Chapter 5], is initiated by some node $r$, which governs the BFS construction layer by layer, where the construction of each layer is called a phase. The invariant is that after the $p$-th phase, the algorithm has constructed a BFS tree $T_p$ of depth $p$ rooted at $r$, where all nodes in $T_p$ know their parent and children in $T_p$. The base case is $T_0 = \{r\}$, and the construction of the first layer is as follows. The node $r$ sends an EXPLORE message to all of its neighbors, who in turn set $r$ as their parent. Each EXPLORE message is replied with an ACK message. Once $r$ receives ACK messages from all of its neighbors, the first phase ends and the construction of the second layer begins. Note that $T_1$ indeed holds $r$ and all of its neighbors.

For the $p$-th phase, the root floods a message PHASE through $T_{p-1}$. Once a leaf in $T_{p-1}$ receives a PHASE message, it sends EXPLORE to all of its neighbors, who in turn set their parent unless already in $T_{p-1}$. Each node that receives an EXPLORE replies with an ACK and an indication of its parent node, so that the exploring node learns which of its neighbors is a child and which is a sibling. Upon receiving an ACK from all of its neighbors, the node sends an ACK to its parent, which propagates it all the way to $r$. Once $r$ has received ACK messages from all of its children, the phase is complete.

Our content-oblivious BFS construction imitates the above behavior while using only a single type of message, instead of PHASE, EXPLORE and ACK messages. Specifically, the construction begins with $r$ sending a message (EXPLORE) to all of its neighbors, who in turn set $r$ as their parent and reply with a message (ACK). When $r$ receives a message from all of its neighbors, the first phase is complete. Then, $r$ begins the second phase by sending another message (EXPLORE/PHASE) to all of its neighbors. This message causes a node that has already set its parent to behave like $r$ — it sends a message to all of its neighbors (EXPLORE) except for its parent. After receiving a message (ACK) from all of its neighbors, it sends a message (ACK) to its parent.

One can easily verify that this approach behaves similarly to the Dijkstra algorithm described above, in the sense that every node sets its parent correctly. The only difference is when a node $u$ sends an (EXPLORE) message to its sibling $w$. In the Dijkstra algorithm

\[1\text{ In all the protocols we discuss, the root node does not need to be identified in advance. Rather, the algorithm initiates by waking up an arbitrary node who will act as the root. From this point on, nodes wake up when receiving a message from a neighbor.}\]

\[2\text{ To ease the readability, we write in parenthesis the functionality of each sent message, but we emphasize that messages in our construction contain no content at all, and the labels of EXPLORE and ACK are given only for the analysis.}\]
the sibling $w$ replies by telling the exploring node $u$ that they are siblings (by indicating the parent of $w$, which is not $u$). However, in our case messages contain no content and $u$ is unable to distinguish whether $w$ is a child or a sibling, since in both cases $w$ should reply to the EXPLORE message in the same way.

Our insight is that serializing each phase provides a solution to the above ambiguity. That is, we let $r$ send a message (EXPLORE/Phase) to one child at a time, waiting to receive a message (ACK) from that child before sending a message (EXPLORE/Phase) to the next child. This gives that if a node is expecting a message (EXPLORE) from its parent but instead it receives a message (EXPLORE) from a non-parent neighbor, then it knows that this neighbor must be a sibling. Hence, the node can mark all siblings and distinguish them from its children.

The main advantage of not basing our construction on the content of received messages is that the obtained BFS construction is inherently tolerant against message corruptions: the noise has no effect on the construction since the content of the communicated messages is already being ignored. Notice that in our construction, the nodes do not learn their distance from $r$, in contrast to what can easily be obtained in the noise-free case. However, this will suffice for our usage of the BFS tree in our coding scheme.

### 1.1.2 Interactive Coding over Sparse Subgraphs

A crucial framework we rely on in our simulation is a multiparty coding scheme for interactive communication by Hoza and Schulman [27], which is in turn based on ideas from [35]. This coding scheme allows simulating protocols over any graph $G = (V, E)$ and withstands an $O(1/|E|)$-fraction of adversarial message corruption, while incurring a constant communication overhead. The caveat of using this scheme for our simulation is that it applies only for synchronous protocols that communicate over $G$ in a manner which we call fully-utilized synchronous: in each round, every node communicates one symbol over to each of its neighbors.

In order to obtain our coding scheme for asynchronous protocol with resilience $\Theta(1/n)$, we first convert the asynchronous input protocol $\pi$ into a fully-utilized synchronous protocol defined over some subgraph $G' = (V, E')$ of $G$ with $|E'| = \Theta(n)$. To this end, we use the BFS tree constructed by our content-oblivious method described above. Once we obtain a BFS tree $T$, we simulate each message communicated by $\pi$ via $n$ fully-utilized synchronous rounds over the tree $T$. During each of such $n$ rounds, a message of $\pi$ is flooded throughout $T$ until it reaches all the nodes and, in particular, its destination node. Note that in every round, all nodes send messages over all the edges of $T$. This implies a communication overhead of $O(n^2 \log n)$: we have $n$ rounds with $O(n)$ messages per round. The $\log n$ term stems from adding the identity of the source node and the destination node to each flooded message.\footnote{Throughout this work, all logarithms are taken to base 2.}

Using the Hoza and Schulman [27] coding scheme taking as an input the fully-utilized synchronous protocol defined over the topology $T$ gives a resilient simulation of $\pi$ which withstands a maximal $\Theta(1/n)$-fraction of corrupted messages. Alas, it is a synchronous simulation, while our environment is asynchronous. Hence, to complete our simulation, we need to use a synchronizer [3].

### 1.1.3 A Root-Triggered Synchronizer

In the original error-free setting, if the input protocol to a synchronizer is guaranteed to be fully-utilized then synchronization is trivial. Each node simply attaches a round number to each of its outgoing messages and produces the outgoing messages for round $i + 1$ only after
receiving messages for round $i$ from all of its neighbors. The key difficulty is then for non-fully utilized synchronous input algorithms, in which a node cannot simply wait to receive a message for round $i$ from all of its neighbors, as it may be the case that some of these do not exist.

In our setting, we guarantee that we produce a fully-utilized synchronous algorithm as an input to our synchronizer. However, we do not assume FIFO channels, which means that we cannot rely on the naive synchronizer, despite the promise of a fully-utilized synchronous protocol for an input. Thus, we need a different solution for synchronizing the messages, and our approach is based on having a single node responsible for triggering messages of each round only after the previous round has been simulated by all nodes. To this end, our synchronizer bears similarity to the classic tree-based synchronizer of Awerbuch [3], with the difference that it does not incur any message overhead because it is given a fully-utilized synchronous input.

1.1.4 A Spanner-Based Coding Scheme

Finally, we show how to further improve the communication overhead of our coding technique. Routing each message over a tree $T$ requires $n$ rounds in the worst case for a message to reach its destination. A more efficient solution would be to route each message through a spanning subgraph $S = (V, E_S)$ of $G$ in which the distance over $S$ of every $(u, v) \in E$ is not too large. On the other hand, the Hoza-Schulman coding scheme on $S$ has a noise resilience of $\Theta(1/|E_S|)$, and hence we require $|E_S|$ to be $O(n)$ in order to maintain an optimal resilience level of $\Theta(1/n)$. Luckily, for every $G$ there exist sparse spanning subgraphs in which $|E_S| = O(n)$ while every two neighbors in $G$ are at distance at most $O(\log n)$ in $S$; such subgraphs are known as $O(\log n)$-spanners [33, 34].

Flooding a message of $\pi$ from $u$ to $v$ can be done within $O(\log n)$ rounds, in each of which $O(|E_S|) = O(n)$ messages are sent by a fully-utilized synchronous simulation of $\pi$, leading to our claimed communication overhead of $O(n \log^2 n)$. Here again, the extra $\log n$ term stems from adding identifiers to each flooded message.

However, flooding information over a spanner introduces several other difficulties. For instance, in contrast to the case of a tree, it is not guaranteed anymore that each message arrives only once to its destination – indeed, multiple paths may exist between any two nodes. Furthermore, when multiple nodes send messages, the congestion may cause super-polynomial delays if a simple flooding algorithm is used. Then, due to having multiple paths with arbitrary delays, messages may arrive to their destination out of order. Since the delay is super-polynomial in the worst case, adding a counter to each message increases the overhead by $\omega(\log n)$ and damages the global overhead.

Instead, we provide a contention-resolution flavored technique, which consists of priority-based windows for delivering the messages. In more detail, a message flooding starts only at the beginning of an $O(\log n)$-round window. Multiple messages that are sent during the same window may be dropped during their flooding, yet the source always learns when its message is dropped, so it can retransmit the message in the next window. A similar approach is well-known for constructing a BFS tree when no specific root is given, but our extension of this technique is more involved, since dropped messages must be resent.

It remains to explain how to construct the $O(\log n)$-spanner over the noisy network to begin with. For this, we use our previously described tree-based coding scheme to simulate a distributed spanner construction, e.g., the (noiseless) construction of Derbel, Mosbah, and Zemmari [13]. While coding this part incurs a large overhead of $O(n^2 \log n)$, this overhead applies only to the part of constructing the spanner, and the global overhead of our coding scheme is dominated by the overhead of coding the input protocol over the spanner.
1.2 Related Work

Performing computations over noisy channels is the heart of coding for interactive communication, initiated by Schulman [37, 38]. A long line of work considers the 2-party case in various settings and noise models [10, 6, 23, 17, 14, 29, 25, 20, 7, 9]. See [19] for a survey.

Interactive coding in the multiparty setting was first considered by Rajagopalan and Schulman [35] for the case of stochastic noise. For any topology $G$, they show a coding scheme with an overhead of $O(\log(d + 1))$, where $d$ is the maximal degree of $G$. Gelles et al. [22] provide an efficient extension to that scheme. Alon et al. [1] show a coding scheme with an overhead of $O(1)$ for $d$-regular graphs with degree $d = n^{O(1)}$. Braverman et al. [8] demonstrate a lower bound of $\Omega(\log n)$ on the communication over a star graph. All the above works assume fully-utilized synchronous protocols, in which in every round all nodes communicate on all the channels connected to them. Gelles and Kalai [21] show that if nodes are not required to speak at every round, a lower bound of $\Omega(\log n)$ on the overhead can be proved even for graphs with a small degree, e.g., $d = 2$.

Jain et al. [28] show a multiparty coding scheme resilient to an adversarial noise fraction of $\Theta(1/n)$ with constant overhead, assuming a topology that contains a star as a subgraph. Lewko and Vitercik [30] improve the communication balance of that scheme. Hoza and Schulman [27] consider fully-utilized synchronous protocols on arbitrary graphs and show a coding with resilience $\Theta(1/|E|)$ and overhead $O(1)$. If the topology of $G$ is known to all nodes, they can route information through a sparser spanning graph with $O(n)$ edges. In this case, they show a coding scheme with an optimal resilience level of $\Theta(1/n)$ and an overhead of $O((|E| \log n)/n)$.

Previous work in distributed settings that allow edge failures are typically different from our setting in various aspects. Most notable are synchrony assumptions, complete communication graphs or addressing specific distributed tasks [36, 39, 24, 40, 12]. Assumptions regarding the noise include random link corruptions [32, 5, 15], or a given bound on the number of links that may exhibit failures [32, 24, 40]. This is in contrast to our work, which addresses an asynchronous setting with an arbitrary topology, and considers the simulation of any distributed task where there is no bound on the number of faulty links. In particular, all links may send corrupted messages, with the bound being the number of corruptions rather than the number of faulty links.

Synchronizers for unreliable settings have been studied in [4], which addresses a dynamic setting, and in [26], which assumes faulty nodes.

2 Preliminaries

Throughout this work we assume a network described by a graph $G = (V, E)$ with $n = |V|$ nodes and $m = |E|$ edges. Each node $u \in V$ is a party that participates in the computation and each edge $(u, v) \in E$ is a bi-directional communication channel between nodes $u$ and $v$. The task of the nodes is to conduct some distributed computation given by a deterministic protocol $\pi$, which consists of the algorithm each node (locally) runs. In particular, the protocol dictates to each node which messages to send to which neighbor as a function of all previous communication (and possibly the node’s identity, private randomness and private input, if exists). The communication complexity of the protocol, $\mathbb{C}(\pi)$, is the maximal

\footnote{While we focus here on deterministic protocols, ours result also apply to randomized Monte-Carlo protocols.}
number of bits communicated by all nodes in any instance of $\pi$. The message complexity of $\pi$ is the maximal number of message sent by all nodes in any instance of $\pi$.

We assume that the topology of $G$ is known only locally, namely, each node $v$ knows only the set $N_v$ of identities of its own neighbors. However, the size of the network $n$ is known to all nodes.

Communication Models. Our protocols are for the Asynchronous communication model defined below. In addition, we describe a different communication model named the Fully-Utilized Synchronous Model, which is common in previous interactive coding work [35, 27, 1, 8]. In particular, we use coding schemes defined in the fully-utilized synchronous model (specifically, [27]) as primitives for encoding our asynchronous protocols (see Lemma 2 below).

- Asynchronous Model. In this setting, there are no timing assumptions. We assume each node is asleep until receiving a message. Once a message is received, the receiver wakes up, performs some local computation, transmits one or more messages to one or more adjacent nodes and goes back to sleep. Messages can be of any length. A protocol starts by waking up a single node $r$ of its choice.

- The Fully-Utilized Synchronous Model. Communication in this model works in synchronous rounds, determined by a global clock. At every clock tick, every node sends one symbol (from some fixed alphabet $\Sigma$) on each and every one of the communication links connected to it. That is, at every round exactly $2m$ symbols are being communicated.

Adversarial Channel Noise. We assume an all-powerful adversary that knows the network $G$, the protocol $\pi$ and the private inputs of the nodes (if there are any). The adversary is able to (a) corrupt messages by changing the content of a transmitted message and (b) rush or delay the delivery of messages by an unbounded but finite amount of time. We restrict the number of messages that the adversary can corrupt, namely, we assume that the adversary can corrupt at most some fixed fraction $\mu$ of the communicated messages. We do not restrict how a message can be corrupted and, in particular, the adversary may replace a sent message $M$ with any other message $M'$ of any length and content. However, our coding scheme will have the invariant that each message contains a single symbol (from a given alphabet $\Sigma$), thus a message corruption will be equivalent to corrupting a single symbol. Note that the adversary is not allowed to inject new messages or completely delete existing messages.\footnote{This type of noise, commonly called, \textit{insertion and deletion} noise is known cause issues of synchronization in the interactive setting [9] and may be destructive for asynchronous protocols [16].}

Protocol Simulation, Resilience, and Overhead. A protocol $\Pi$ is said to simulate $\pi$, if after the completion of $\Pi$, each node outputs the transcript it would have seen when running $\pi$ assuming noiseless channels. The protocol $\Pi$ is resilient to a $\mu$ fraction of noise, if $\Pi$ succeeds in simulating $\pi$ even if an all powerful adversary completely corrupts up to a fraction $\mu$ of the messages communicated by $\Pi$. The overhead of $\Pi$ with respect to $\pi$ is defined by $\text{overhead}(\Pi \mid \pi) = \text{CC}(\Pi)/\text{CC}(\pi)$.

A coding scheme $C: \pi \to \Pi$ converts any input protocol $\pi$ into a resilient version $\Pi = C(\pi)$. The resilience of a coding scheme is the minimal resilience of any simulation generated by the coding scheme. The (asymptotic) overhead of a coding scheme considers the maximal overhead for the worst input protocol $\pi$ when $\text{CC}(\pi)$ tends to infinity. Namely,

$$\text{overhead}(C) = \limsup_{c \to \infty} \max_{\pi \text{ r.t. } \text{CC}(\pi) = c} \text{overhead}(C(\pi) \mid \pi).$$
We are mainly interested in how the overhead scales with $n$ and $m$.

A famous multiparty coding scheme in the fully-utilized synchronous model, shown by Hoza and Schulman [27] (based on a previous scheme [35]), provides a coding scheme that simulates any noiseless fully-utilized synchronous protocol $\pi$ defined over some topology $G$ with resilience $\Theta(1/m)$ and a constant overhead $O(1)$.

Lemma 2 ([27]). In the fully-utilized synchronous model, any $T$-round protocol $\pi$ can be simulated by a protocol $\Pi = HS(\pi)$ with round complexity $O(T)$ and communication complexity $O(CC(\pi))$ that is resilient to adversarial corruption of up to an $\Theta(1/m)$ fraction of the messages.

3 A Distributed Content-Oblivious BFS Algorithm

In this section we show a distributed construction of a BFS tree using messages whose content can be arbitrary. We call this a content-oblivious construction. Our algorithm can be seen as a variant of a simple distributed layered-BFS algorithm, see, e.g., [18, 33, 41].

3.1 The BFS Algorithm: Description

The BFS construction is initiated by one designated node $r$ we call here the root. The construction builds the tree layer by layer. First, the root sends a message to all of its neighbors. This triggers its neighbors to set $r$ as their parent. Each such a neighbor replies a message to $r$ to acknowledge that it has received $r$’s message. Once $r$ has received a message from all of its neighbors, it knows that the first layer is completed, and all nodes with distance 1 have set $r$ as their parent. We call the above an Explore step.

The root then begins a second Explore which causes all nodes at distance 2 to set their parent and connect to the BFS tree. Specifically, the root sends a message to each of its children and waits until all children reply a message to indicate they are done. However, in contrast to previous distributed BFS algorithms, messages are sent sequentially – the root sends a message to its next child only after receiving the acknowledgement message from its previous child.

When a node $v$ that has already set its parent $parent_v$, receives a message from its parent $parent_v$, it acts as a root and invokes an Explore: it sends a message to all of its neighbors excluding $parent_v$ and waits until they all send a message back. Only then $v$ sends a message to its parent to indicate its Explore process has completed. It is easy to see that when the root completes its $k$-th Explore, all nodes within distance at most $k$ have set their parent and connected to the BFS tree.

A special treatment is needed when a node $u$ receives a message from a node $v$ who is not the parent of $u$ during a time at which $u$ is not in the middle of an Explore step. That is, $u$ is not expecting any messages from its neighbors, except for its parent that may trigger it to initiate another Explore step. Recalling that messages are sent to children in a sequential manner, it is easy to verify that such a message delivery may happen only when $v$ has received a message from its own parent and is now processing its own Explore. That is, such a message indicates that $v$ is a sibling of $u$ in the BFS tree (namely, $v$ is not a parent nor a child of $u$ in the BFS tree). Thus, upon receiving such a message, $u$ marks $v$ as a sibling and removes it from its list of children. To simplify the presentation, as we elaborate in Remark 1, in next exploration steps $u$ will keep sending messages to $v$ as if it was one of its children.

One additional property that we require from our BFS construction is that all the nodes complete the algorithm at the same time. As explained in the introduction, we use this construction as an initial part for our coding scheme. Furthermore, recall that in order to be
Algorithm 1(a) Content-oblivious BFS construction: Main Algorithm

**Initialization:** All nodes begin in the INIT state.

1. For node $r$ designated as root:
2. **Begin**
3. $\text{parent}_r \leftarrow \bot$
4. $\text{children}_r \leftarrow N_r$
5. $\text{count}_r \leftarrow 0$
6. $\text{state}_r \leftarrow \text{IDLE}$
7. **while** $\text{state}_r \neq \text{DONE}$ **do**
8. \hspace{1em} $r$ invokes \textsc{Explore} \hspace{1em} \(\triangleright\) Perform $n$ instances of \textsc{Explore}
9. **end while**
10. **End**

noise-resilient, during the BFS construction the nodes ignore the content of the messages and their entire behavior is based on whether or not a message was received. However, once this construction is complete, the nodes send and receive messages according to the coding scheme and it is crucial that a node is able to distinguish messages that belong to the BFS construction from messages of the coding scheme.

We solve this issue by making sure that each node participates in exactly $n$ steps of \textsc{Explore}. Once the node has sent the $n$-th acknowledgement to its parent, the node knows that the next message from the parent belongs to the coding scheme rather than to the BFS construction.\footnote{Note that additional messages may arrive from a sibling node for the BFS construction but still, the next message arriving from the parent belongs to the coding scheme rather than the BFS construction.}

To make sure that each node participates in exactly $n$ \textsc{Explore} steps, regardless of its distance from $r$, we let every node initiate one additional \textsc{Explore}, which we refer to as a dummy \textsc{Explore}. Specifically, when a node completes its $(n-1)$-th \textsc{Explore}, and before the node sends the acknowledgement back to its parent, it invokes another \textsc{Explore} step. Now, just by counting the messages received from the parent, every node knows whether the BFS construction has completed or not.

The pseudocode of the BFS construction is given in Algorithm 1(a) and Algorithm 1(b).

### 3.2 The BFS Algorithm: Analysis

In this section we analyze Algorithm 1 and show that it satisfies the following properties.

- **Theorem 3.** For any input $G = (V,E)$ and node $r \in V$, Algorithm 1 finds a BFS tree $T$ with root $r$. Specifically, each node knows its parent in $T$ and all of its adjacent edges that belong to $T$. The algorithm communicates $O(nm)$ messages, where no payload is needed in any messages.

Furthermore, we show that all nodes know that the BFS construction is complete, in the following sense.

- **Claim 4.** At the end of Algorithm 1 all nodes are in state DONE. Moreover, if $r$ is in state DONE then all other nodes are in state DONE as well.
Algorithm 1(b) Content-oblivious BFS construction: Message Handling Procedures

For every node \( u \) in state \( \text{INIT} \) upon receiving a message from node \( v \)

1: \textbf{procedure} \text{SetParent} \\
2: \hspace{1em} parent_u \leftarrow v \\
3: \hspace{1em} children_u \leftarrow N_u \setminus \{v\} \\
4: \hspace{1em} count_u \leftarrow 0 \\
5: \hspace{1em} state_u \leftarrow \text{IDLE} \\
6: \hspace{1em} \text{send a message to } v \triangleright \text{an "ACK" message} \\
7: \textbf{end procedure} \\

For every node \( u \) in state \( \text{IDLE/DONE} \) upon receiving a message from \( v \neq \text{parent}_u \)

8: \textbf{procedure} \text{MarkSibling} \\
9: \hspace{1em} children_u \leftarrow \text{children}_u \setminus \{v\} \\
10: \hspace{1em} \text{send a message to } v \triangleright \text{an "ACK" message} \\
11: \textbf{end procedure} \\

For every node \( u \) in state \( \text{IDLE} \) upon receiving a message from \( \text{parent}_u \)

12: \textbf{procedure} \text{Explore} \\
13: \hspace{1em} state_u \leftarrow \text{EXPLORE} \\
14: \hspace{1em} count_u \leftarrow count_u + 1 \\
15: \hspace{1em} \textbf{for all } v \in N_u \setminus \{\text{parent}_u\} \textbf{ do} \triangleright \text{note: for is sequential} \\
16: \hspace{2em} \text{send a message to } v \triangleright \text{an "Explore" message} \\
17: \hspace{2em} \text{wait until a message is received from } v \\
18: \hspace{1em} \textbf{end for} \\
19: \hspace{1em} \textbf{if } count_u = n - 1 \quad \triangleright \text{Extra dummy Explore} \\
20: \hspace{2em} \textbf{for all } v \in \text{children}_u \textbf{ do} \\
21: \hspace{3em} \text{send a message to } v \\
22: \hspace{3em} \text{wait until a message is received from } v \\
23: \hspace{2em} \textbf{end for} \\
24: \hspace{1em} \textbf{end if} \\
25: \hspace{1em} \text{send a message to } \text{parent}_u \quad \triangleright \text{an "ACK" message} \\
26: \hspace{1em} \textbf{if } count_u = n - 1 \quad \triangleright \text{Change state to DONE if completed; otherwise, back to IDLE} \\
27: \hspace{2em} state_u \leftarrow \text{DONE} \\
28: \hspace{1em} \textbf{else} \\
29: \hspace{2em} state_u \leftarrow \text{IDLE} \\
30: \hspace{1em} \textbf{end if} \\
31: \textbf{end procedure}

Proof of Theorem 3. Let \( T \) be a graph on the nodes \( V \) defined at the end of Algorithm 1 in the following manner: If \( v = \text{parent}_u \), then \( (u,v) \) is an edge in \( T \). We begin by proving that \( T \) is a spanning tree. This is implied by the following claim.

\textbf{Claim 5.} At the end of the \( k \)-th invocation of the root’s \text{Explore} step, all the nodes that are at distance \( k \) from \( r \) set their parent to a node with distance \( k - 1 \) from \( r \) and move to the state \( \text{IDLE} \), and every node of distance larger than \( k \) from \( r \) is in state \( \text{INIT} \).

\textbf{Proof.} We prove the claim by induction on \( k \). The base case \( k = 1 \) follows since in the first \text{Explore} invocation all of \( r \)’s children run \text{SetParent}, setting \( r \) as their parent, and switch to \text{IDLE}. They send message only back to \( r \), hence all other nodes remain in \text{INIT}.

Assume that the claim holds for the \( k \)-th invocation and consider the \( (k + 1) \)-th invocation of \text{Explore} by \( r \). Messages propagating along the BFS tree cause all nodes of distance at most
k to invoke EXPLORE (in some order). This triggers a message to every node of distance $k+1$, which causes it to switch its state to IDLE and set its parent to the first node (of distance $k$) that sent it a message. Note that nodes of distance $k+1$ only communicate back to their parent and do not invoke EXPLORE at this time, so nodes of distance larger than $k+1$ remain in state INIT. At the end of the invocation each EXPLORE, the invoking node switches back to state IDLE.

Next, we prove that each node learns which neighbors are its children and which are not. Assume $(u, v)$ is an edge in $G$ but not in $\mathcal{T}$. We show that at the end of the algorithm $v \not\in \text{children}_w$ and $u \not\in \text{children}_w$. Let $t$ be the first time after which both $u$ and $v$ have invoked SETPARENT. We claim that both $u$ and $v$ invoke EXPLORE after time $t$. This is because time $t$ is within the execution of an EXPLORE step invoked by $r$ and before Line 19 of that execution, and hence for every node $w \neq r$ there is a time $t_w > t$ during the execution of the loop in Lines 19–23 for $r$ in which $w$ invokes EXPLORE.

Finally, we note that since $(u, v)$ is an edge in $G$ but not in $\mathcal{T}$, then neither $u$ is an ancestor of $v$ in $\mathcal{T}$ nor $v$ is an ancestor of $u$ in $\mathcal{T}$. This implies that when $v$ invokes EXPLORE then $u$ is in state IDLE, which causes it to invoke MARKSIBLING and hence $v \not\in \text{children}_u$. The proof for $u \not\in \text{children}_w$ is exactly the same.

Finally let us analyze the message complexity. In Algorithm 1 each node invokes EXPLORE for $n$ times (see also the proof of Claim 4 below), where during each EXPLORE it sends a message on each edge. Therefore, there are $O(n)$ messages sent on each one of the $m$ edges, which amounts to a total message complexity of $O(nm) = O(|V| \cdot |E|)$. ▶

Remark 1. It is possible to reduce the message complexity by sending EXPLORE messages only to children nodes. However, this must be delayed at least one EXPLORE step, beyond the point in time where all the neighbors have completed their first EXPLORE (in order to be able to identify siblings). The new message complexity will be $O(|V|^2 + |E|)$. For simplicity, we avoid this optimization and assume EXPLORE messages are sent to all non-parent nodes all the time, incurring a message complexity of $O(|V| \cdot |E|)$.

We now prove Claim 4. This property is important in particular for the next section, as it suggests that there is a point in time (known by the root), when all nodes have completed their BFS algorithm. In hindsight, this allows to distinguish messages that are part of the BFS construction, whose content is ignored, from messages of the coding scheme, whose content is meaningful and must not be ignored.

Proof of Claim 4. Note that the EXPLORE procedure works in an DFS manner: a node replies an ACK to its parent only after all of its children reply an ACK to it. Similarly, the root completes an EXPLORE step after receiving an ACK from all its children, which means that they have all completed their EXPLORE steps.

Note that each node invokes exactly $n$ EXPLORE steps due to the dummy EXPLORE step initiated in Line 19. To see this, consider the same algorithm without the extra EXPLORE in Lines 19–23 and note that nodes at distance $k$ from the root $r$ invoke exactly $n - k$ EXPLORE steps. Adding this extra EXPLORE step at every node makes all nodes invoke EXPLORE exactly $n$ times. Specifically, during the $n$-th invocation of EXPLORE by $r$, every node with distance 1 from $r$ invokes its $(n-1)$-th EXPLORE step, and then, before sending an ACK to $r$ in Line 30, it invoke its $n$-th EXPLORE step. This then continues in an inductive manner all the way to the leaves.

Only once all of its children have sent an ACK and thus terminated the protocol and switched to DONE, a node replies with an ACK to its parent and changes its state to DONE. It follows that when the root receives an ACK for the $n$-th EXPLORE step from all of its children, all the nodes have terminated the protocol and switched state to DONE. ▶
A Distributed Interactive Coding Scheme

In this section we show how to simulate any asynchronous protocol over a noisy network whose topology is unknown in advance. Our main theorem for this part is the following.

**Theorem 6.** Any asynchronous protocol $\pi$ over a network $G$ can be simulated by an asynchronous protocol $\Pi$ resilient to an $\Theta(1/n)$-fraction of adversarial message corruption, and it holds that $\text{CC}(\Pi) = O(nm \log n) + \text{CC}(\pi) \cdot O(n^2 \log n)$.

4.1 A fully-utilized synchronous protocol from an asynchronous input protocol $\pi$

The first ingredient we need is a way to transform an asynchronous protocol (defined over $G$) into a fully-utilized synchronous protocol defined over a given spanning tree $T$ of $G$. This is done in order to be able to use the Hoza-Schulman coding scheme. This transformation does not need to be robust to noise, as it is not going to be executed as is, but we will rather encode the fully-utilized synchronous protocol and execute the robust version. Later, we transform it back into the asynchronous setting using a synchronizer that is robust to noise.

Recall that in a fully-utilized synchronous protocol nodes operate in rounds, where at each round every node communicates one symbol (from some fixed alphabet $\Sigma$) on each communication channel connected to it. We will assume the alphabet is large enough to convey all the information that our coding scheme needs. In particular, we assume each symbol contains $O(\log n)$ bits.

**Remark 2.** In the following, we assume the network $G$ is composed of channels with a fixed alphabet $\Sigma$ of size $\text{poly}(n)$. That is, each symbol contains $O(\log n)$ bits.

In order to avoid confusion, we will use the term “symbols” for messages sent by the coding scheme, while using “messages” to indicate the information sent by the noiseless protocol $\pi$.

The construction of our transformation into a fully-utilized synchronous protocol is given in Algorithm 2. In this construction, each node $u$ maintains a queue of symbols that it needs to relay throughout a locally known spanning tree $T$. The queue is initialized with the bits of any message that $u$ needs to send according to the input protocol $\pi$, where each bit is encapsulated in a symbol that contains the bit value, the identity of the source (i.e., of $u$), and the identity of the destination node. Every symbol received by $u$ is pushed into its queue, and relayed to $u$’s neighbors in future rounds. In particular, upon receiving the symbol $(\text{src}, \text{dest}, \text{val})$ from a node $w$, the node $u$ pushes the vector $(\text{src}, \text{dest}, \text{val}, w)$ to its queue. If $u$ is the destination node, it does not push the symbol into its queue; instead, $u$ collects this bit for decoding the message.

The transformation works by having each node pop a record from its queue in each round and send the obtained triplet to all of its neighbors in $T$ except for the node $w$ from which the message was received. If the queue is empty then an empty message is sent to all neighbors in $T$.

Note that all fragments of a message are received in order at the destination, since $T$ has no cycles. Therefore, we can assume that the protocol sends a predefined symbol that indicates the end of the message, in order to avoid an assumption of knowledge of the message length. This ensures that Line 17 is well-defined. Our transformation guarantees the following.

---

7 The spanning tree $T$ used here will be later constructed using our content-oblivious BFS construction.
Algorithm 2 Simulating an asynchronous protocol $\pi$ by a fully-utilized synchronous protocol $\pi'$.

Initialization: Given is a BFS tree $T$ rooted at $r$.

1: In every round, for every node $u$:
2: Begin
3: for every node $v$ do
4: Let $M_1 \cdots M_\ell$ be the bit representation of a message $M$ that $u$ has to send to $v$ in $\pi$.
5: Push $(u, v, M_1, \perp), \cdots, (u, v, M_\ell, \perp)$ into queue$_u$
6: end for
7: $(\text{src}, \text{dest}, \text{val}, w) \leftarrow$ pop item out of queue$_u$
8: if $(\text{src}, \text{dest}, \text{val}, w)$ is not empty then
9: send $(\text{src}, \text{dest}, \text{val})$ to every $v \in N_u(T) \setminus \{w\}$ and send $\perp$ to $w$
10: else
11: send $\perp$ to every $v \in N_u(T)$
12: end if
13: For every message $(\text{src}, \text{dest}, \text{val})$ received from $w$:
14: if $\text{dest} \neq u$ then
15: push $(\text{src}, \text{dest}, \text{val}, w)$ into queue$_u$
16: else
17: collect the bits $\text{val}$ for decoding $M$
18: end if
19: End

Lemma 7. Algorithm 2 creates a fully-utilized synchronous protocol $\pi'$ that simulates $\pi$, in the sense that all messages of $\pi$ are sent and received. The simulation $\pi'$ has a communication overhead of $O(n^2 \log n)$ with respect to $\pi$, and a message complexity of $\text{CC}(\pi) \cdot O(n^2)$.

Proof. By construction, every node sends a symbol to all of its neighbors in each round and hence Algorithm 2 is a fully-utilized synchronous protocol. In addition, eventually every messages of $\pi$ reaches its destination and hence the obtained fully-utilized synchronous protocol simulates $\pi$. For the communication overhead, note that $O(\log n)$ bits of the identities of source and destination are appended to each bit sent by $\pi$; that is, a symbol size of $O(\log n)$ bits suffices. In addition, a delivery of a single message of $\pi$ may require $O(n)$ rounds of relaying symbols sent along the tree $T$. In each such round there are $O(n)$ symbols that are sent since the obtained protocol is a fully-utilized synchronous protocol. This implies that $O(n^2)$ symbols are communicated per each bit of $\pi$ and gives a total communication overhead of $O(n^2 \log n)$.

Note that this is a worst-case analysis that assumes a single bit travels within the network at each time so that another bit is sent only after a previous bit reached its destination. If several bits are sent consecutively or if several nodes send bits simultaneously, the resulting number of messages can only decrease.

4.2 Root-triggered synchronizers

We now describe our root-triggered synchronizer, which we use in order to execute the resilient synchronous protocol (which can be obtained by using the Hoza-Schulman coding scheme) in our asynchronous setting. We constructed a tree-based synchronizer as in Awerbuch [3].
The synchronizer gets as an input a fully-utilized synchronous protocol $\Pi'$ and outputs an equivalent asynchronous protocol $\Pi$ that simulates $\Pi'$ round by round.

We first describe our simulation of a single round of $\Pi'$ over a tree. Our synchronizer works as follows. The protocol begins by waking up an arbitrary node; denote this node as the root. The root initiates the process by sending its messages, determined by $\Pi'$, to its children. This triggers its children to send their messages to their children, but not yet to their parent, and so forth, so that messages propagate all the way to the leaves. Once a leaf receives a message, it sends its message to its parent, and similarly, any node which receives a message from all of its children sends its message to its parent. This continues inductively all the way back to the root, which eventually receives messages from all of its children and complete the simulation of this round of $\Pi'$.

We build upon the above idea in order to simulate a fully-utilized synchronous algorithm $\Pi'$ over an arbitrary graph $S$. That is, each node $u$ has a message $m_{uv}$ designated to each one of its neighbors $v \in N_u(S)$. The pseudocode is given in Algorithm 3. We single out a node $r$, which we refer to as the initiator, which starts by sending a message to all of its neighbors in $S$. This triggers each neighboring node to send its messages to its neighbors, but not yet to its parent, which is now simply the neighbor from which it receives the first message. This continues inductively, and only when a node receives messages from all of its neighbors it sends its message to its parent. Eventually, the initiator receives messages from all of its neighbors and completes the simulation of the round.

We prove the following properties of Algorithm 3.

\begin{itemize}
  \item[Lemma 8.] By the end of Algorithm 3 each node $u$ receives the messages $m_{vu}$ from every node $v \in N_u(S)$, and all nodes are in state $\text{DONE}$.
\end{itemize}

\textbf{Proof.} Let $T$ denote the tree rooted at $r$ that is induced by the edges of $S$ that connect each node $u$ with $\text{parent}_u$. By construction, each node $u \neq r$ sets its parent to be the first node from which it receives a messages and hence $u$ sets exactly one node as its parent in an acyclic manner, inducing the tree $T$.

We prove by induction on the height of the nodes with respect to $T$, that each node $u$ receives the messages $m_{vu}$ from every node $v \in N_u(S)$ and then switches its state to $\text{DONE}$. Note that every node sends its messages to all of its neighbors so that eventually all such messages arrive, and we only need to verify that the message from $u$ to $\text{parent}_u$ is eventually sent.

The base case is for the leaves of $T$, which indeed receive messages from all of their neighbors since the only messages that get delayed are messages from nodes to their parents. Assume this holds for all nodes at height $h$, and consider a node $u$ at height $h + 1$. Node $u$ receives messages from all of its siblings in the tree. By the induction hypothesis, every child $v$ of $u$ in $T$ receives all of its messages and switches to state $\text{DONE}$. This implies that in between, node $v$ sends its message $m_{vu}$ to its parent $u$. When this happens for all nodes $v \in \text{children}_u$ it is the case that $u$ receives the messages $m_{vu}$ from every node $v \in N_u(S)$ and then switches its state to $\text{DONE}$.

By having the initiator $r$ control the simulation of each round of a simulated fully-utilized synchronous protocol $\Pi'$, we obtain synchronization for an arbitrary number of rounds.

---

8 Later, in Section 5, we apply our root-triggered synchronizer to an input protocol on $G$ which is fully-utilized on a spanning subgraph $S$ of $G$. 
Algorithm 3 A root-triggered synchronizer for a fully-utilized synchronous protocol $\Pi'$ over a graph $S$.

Initialization: All nodes begin in the INIT state.

1: For node $r$ designated as initiator:
2: Begin
3: \( state_r \leftarrow \text{ACTIVE} \)
4: \( parent_r \leftarrow \bot \)
5: \( children_r \leftarrow N_r(S) \)
6: \( r \) sends $m_{rv}$ to each node $v \in children_r$
7: \( r \) waits to receive a message $m_{vr}$ from every node $v \in children_r$
8: \( state_r \leftarrow \text{DONE} \)
9: End

10: For every node $u$, upon receiving a message from $w$ when in state INIT:
11: Begin
12: \( state_u \leftarrow \text{ACTIVE} \)
13: \( parent_u \leftarrow w \)
14: \( children_u \leftarrow N_r(S) \setminus \{w\} \)
15: \( u \) sends $m_{uv}$ to each node $v \in children_u$
16: \( u \) waits to receive a message $m_{vu}$ from every node $v \in children_u$
17: \( u \) sends $m_{uw}$ to $w$
18: \( state_u \leftarrow \text{DONE} \)
19: End

\( \triangleright \) Corollary 9. Multiple consecutive invocations of Algorithm 3 simulate any input fully-utilized synchronous protocol $\Pi'$ round by round, resulting in an asynchronous protocol $\Pi$ that uses the same number of messages.

4.3 The Coding Scheme

We can now complete the details of our coding scheme for asynchronous networks with unknown topology. The scheme consists of two parts. In the first part, the scheme uses the BFS construction given in Section 3 in order to obtain a spanning BFS tree $T$ of $G$. Note that the nodes ignore the content of messages during this part, therefore an adversary that can only modify messages cannot disturb this part.

In the second part, the scheme translates $\pi$ into a fully-utilized synchronous protocol $\pi'$ via $O(n)$ fully-utilized synchronous rounds over $T$. This is done using Algorithm 2. The protocol $\pi'$ is still non-resilient to noise and hence is not the protocol that is executed. Instead, we add a coding layer for multiparty interactive communication, namely via the Hoza-Schulman coding scheme, whose properties are given in Lemma 2. This results in a fully-utilized synchronous protocol $\Pi'$ that is resilient to noise, which we then execute through our root-triggered synchronizer to obtain the asynchronous resilient protocol $\Pi$.

The complete construction is given in Algorithm 4. We prove its communication overhead in the following lemma, and then we prove its correctness and resilience.
Algorithm 4 A coding scheme $\Pi$ for any noiseless asynchronous input protocol $\pi$.

Initialization: All nodes begin in the INIT state.

1. For node $r$ designated as initiator:
2. Begin
3. Execute Algorithm 1 with $r$ designated as root. Let $T$ be the obtained BFS tree.
4. Let $\pi'$ be a fully-utilized synchronous algorithm induced by $\pi$ using Algorithm 2.
5. Let $\Pi' = HS(\pi')$ be the Hoza-Schulman coding scheme for $\pi'$.
6. Simulate $\Pi'$ using the synchronizer of Algorithm 3 over $T$ with $r$ as the initiator.
7. End

Lemma 10. For any asynchronous protocol $\pi$ the coding $\Pi$ of Algorithm 4 has a communication complexity of $CC(\Pi) = O(nm \log n) + CC(\pi) \cdot O(n^2 \log n)$.

Proof. Recall that we assume channels with a fixed alphabet size, so that each symbol contains $O(\log n)$ bits (Remark 2). The $O(nm \log n)$ term follows from Theorem 3. The transformation of Algorithm 2 induces a communication overhead factor of $O(n^2 \log n)$ per bit of $\pi$, as shown in Lemma 7. By Lemma 2 there exists a resilient fully-utilized synchronous protocol $\Pi'$ that simulates $\pi'$ whose message/communication complexity is linear in the message complexity of $\pi'$. Finally, Corollary 9 gives that the asynchronous simulation of $\Pi'$ via Algorithm 2 has the same message and communication complexity as $\Pi'$. It follows that the total overhead in communication of Algorithm 4 is $O(n^2 \log n)$, as claimed.

Remark 3. Note that the BFS construction (Algorithm 1) ignores the contents of messages. Hence, if we relax the assumption of Remark 2, the communication complexity can be reduced by sending empty messages (without any payload) during that step. In this case the message complexity of $\Pi$ remains $O(nm) + CC(\pi) \cdot O(n^2)$ yet the communication complexity reduces to $CC(\Pi) = CC(\pi) \cdot O(n^2 \log n)$.

Remark 4. In the above, each message sent in $\pi$ is split into single bits and a separate symbol is dedicated to each such bit. However, instead of communicating a single bit $M_i$ in each symbol, nodes can aggregate blocks of $O(\log n)$ bits, so that the payload of each symbol is a single block (of $\pi$’s communication) while keeping the coding's symbol size of the magnitude $O(\log n)$.

For some protocols, namely those which send large messages, this may result in a slight logarithmic decrease in the message complexity. This optimization, however, will not change the asymptotic overhead in the worst case, when the protocol $\pi$ communicates a single bit at a time.

Lemma 11. For any asynchronous protocol $\pi$ the coding $\Pi$ of Algorithm 4 correctly simulates $\pi$ even if up to $\Theta(1/n)$ of the messages are adversarially corrupted.

Proof. Correctness and resilience to noise are proved as follows. Theorem 3 proves the correctness of our content-oblivious BFS construction despite noise, since the contents of the sent messages are ignored by the nodes. We emphasize that by Corollary 4, all of the nodes know when to stop ignoring the content of messages for the BFS construction and start executing that synchronizer over $\Pi'$.

Lemma 7 proves that indeed $\pi'$ is a fully-utilized synchronous transformation of $\pi$. By Lemma 2, we have that $\Pi'$ is a fully-utilized synchronous protocol that simulates $\pi'$ in a manner that is resilient to corrupting up to $\Theta(1/|E|)$ of the messages, where $E$ is the edges.
over which the protocol communicates. In our case these are the edges of the BFS tree $T$, and hence this step is resilient to an $\Theta(1/n)$-fraction of corruptions.

Finally, Corollary 9 gives that $\Pi'$ is executed correctly in the asynchronous setting despite noise.

We now need to sum up the maximal number of symbols that can be corrupted and the total number of communicated symbols. Recall that the noise resilience is the ratio between these two sums. Since corruption can only take place on symbols of the Hoza-Schulman coding, of which there are $CC(\pi) \cdot O(n^2)$ many, we get that the scheme is resilient to at most $O(1/n) \cdot CC(\pi) \cdot O(n^2)$ corrupted symbols. The total number of symbols communicated in the scheme includes also the $O(mn)$ symbols required for constructing the BFS tree, implying that our scheme is resilient to a fraction of symbol corruption equal to

$$\frac{O(1/n) \cdot CC(\pi) \cdot O(n^2)}{O(mn) + CC(\pi) \cdot O(n^2)}.$$  

This is asymptotically equal to an $O(1/n)$ fraction of noise when $CC(\pi) > n$, $CC(\pi) \to \infty$. ◀

Lemmas 10 and 11 directly give our main theorem for this section, Theorem 6.

5 A Spanner-Based Distributed Interactive Coding Scheme

In this section we slightly improve the overhead obtained by the coding scheme of Theorem 6. We demonstrate a family of coding schemes with an interesting tradeoff between their overhead and resilience. The key ingredient is replacing the underlying infrastructure of the BFS tree $T$ with a sparse spanning graph $S$, where we can trade off the sparseness of the graph (i.e., the number of edges it contains, and as a consequence, the resilience of the obtained coding scheme) with its distance distortion (i.e., the maximal distance in $S$ for any neighboring nodes in $G$, and as a consequence, the added overhead for routing messages through $S$ in the coding scheme).

Assume $u$ sends $v$ a message in the input protocol $\pi$. The coding scheme of Algorithm 4 routes every such message via the BFS tree $T$. This incurs a delay in $\Pi'$, which can be of $O(n)$ rounds: in the worst case, $u$ and $v$ which are neighbors in $G$ may now be two leaves of $T$ whose distance is $n$. In fact, even if their distance in $T$ is smaller, the coding scheme is not aware of this fact and must propagate the message to the entire network. The only guarantee we have in this case is that the message reaches its destination after at most $n$ rounds (of the underlying fully-utilized synchronous protocol).

In this section we suggest a way to reduce the delay factor of $n$ by routing messages over a spanner rather than over the tree $T$.

Definition 12 ($t$-Spanner). A subgraph $S = (V, E_S)$ is a $t$-spanner of $G = (V, E)$ if for every $(u, v) \in E$ it holds that $\text{dist}(u, v) \leq t$ in $S$.

Replacing the BFS tree $T$ with a $t$-spanner that has $s = |E_S|$ edges ensures that a message reaches its destination after at most $t$ steps (instead of $n$). Since the noise resilience is determined by the number of edges used by the underlying fully-utilized synchronous protocol, by Lemma 2, we obtain a resilience of $\Theta(1/s)$. The main result of this section is the following.

Theorem 13. Let $\pi_{\text{spanner}}$ be an asynchronous distributed algorithm for constructing a $t$-spanner $S$ with $s$ edges in a noiseless setting. Any asynchronous protocol $\pi$ over a network $G$ with $CC(\pi) \gg CC(\pi_{\text{spanner}})$ can be simulated by a noise-resilient asynchronous protocol $\Pi$ resilient to an $\Theta(1/s)$-fraction of message corruption and it holds that $CC(\Pi) = CC(\pi) \cdot O(st \log n)$. ◀
Specifically, due to the existence of $O(\log n)$-spanners with $O(n)$ edges [3, 34] (see also [33, Section 16]), we can let $\pi_{\text{spanner}}$ be a distributed construction of a spanner with the same parameters [13] and obtain the following corollary.

**Corollary 14.** Let $\pi_{\text{spanner}}$ be an asynchronous distributed algorithm for constructing a log $n$-spanner with $O(n)$ edges in a noiseless setting. Any asynchronous protocol $\pi$ over a network $G$ with $\text{CC}(\pi) \gg \text{CC}(\pi_{\text{spanner}})$ can be simulated by a noise-resilient asynchronous protocol $\Pi$ resilient to an $\Theta(1/n)$-fraction of message corruption and it holds that $\text{CC}(\Pi) = \text{CC}(\pi) \cdot O(n \log^2 n)$.

We defer the detailed construction and proofs to the full version of this paper (see [11]).

**Acknowledgement.** We are grateful to Merav Parter for bringing [13] to our attention.
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Abstract

Compression and sparsification algorithms are frequently applied in a preprocessing step before analyzing or optimizing large networks/graphs. In this paper we propose and study a new framework contracting edges of a graph (merging vertices into super-vertices) with the goal of preserving pairwise distances as accurately as possible. Formally, given an edge-weighted graph, the contraction should guarantee that for any two vertices at distance \(d\), the corresponding super-vertices remain at distance at least \(\varphi(d)\) in the contracted graph, where \(\varphi\) is a tolerance function bounding the permitted distance distortion. We present a comprehensive picture of the algorithmic complexity of the contraction problem for affine tolerance functions \(\varphi(x) = x/\alpha - \beta\), where \(\alpha \geq 1\) and \(\beta \geq 0\) are arbitrary real-valued parameters. Specifically, we present polynomial-time algorithms for trees as well as hardness and inapproximability results for different graph classes, precisely separating easy and hard cases. Further we analyze the asymptotic behavior of the size of contractions, and find efficient algorithms to compute (non-optimal) contractions despite our hardness results.
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1 Introduction

When dealing with large networks, it is often beneficial to compress or sparsify the data to manageable size before analyzing or optimizing the network directly. To be useful, a meaningful compression should represent salient features of the original network with good approximation, while being much smaller in size. In this paper, we focus on a compression of
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undirected edge-weighted graphs that approximately maintains all distances between vertices in the graph.

In this context, an extensively studied concept are spanners (e.g. [19, 3, 6, 1]). Given an undirected graph \( G = (V, E) \) and real numbers \( \alpha \geq 1 \) and \( \beta \geq 0 \), a subgraph \( H = (V, E') \), \( E' \subseteq E \), is an \((\alpha, \beta)\)-spanner of \( G \) if \( \text{dist}_H(u, v) \leq \alpha \cdot \text{dist}_G(u, v) + \beta \) holds for all \( u, v \in V \). While the number of edges in a spanner may be much smaller than that of the original graph, the number of vertices is the same for both, leaving further potential for compression untapped. For illustration, consider the road network of Europe with about 50 million vertices [5], any spanner of which must again have about 50 million vertices and edges. However, to approximately represent distances in Europe’s road network one may also merge nearby vertices into super-vertices, thus achieving a much better compression of the network. This is akin to the visual process of zooming out of a graphical representation of the map, where neighbored vertices fade into each other and edges between merged vertices vanish. At a large enough zoom level, the entire network merges into a single vertex.

In this paper we propose and study a new framework for contracting networks that formalizes this intuitive idea and makes it applicable to general graphs (even without metric embedding). Specifically, we study a contraction problem on graphs where a subset of edges \( C \subseteq E \) is contracted. We denote the resulting simple graph obtained from \( G \) by contracting the edges in \( C \) and by deleting resulting loops and multiple edges, keeping only the shortest edge between any two vertices, by \( G/C \). For any two vertices in \( G \), we compare their distance in \( G \) with the distance of the corresponding super-vertices in \( G/C \).

It is interesting to contrast this concept with graph spanners. When constructing a spanner, the length of the removed edges is implicitly set to \( \infty \), resulting in an overall increase of distances. On the other hand, a contraction implicitly sets the length of the contracted edges to zero, leading to an overall decrease of distances. For both problems, the ultimate goal is to reduce the complexity of the network while maintaining an approximation guarantee on the distances.

The following example shows that contractions may be better suited than spanners to achieve this goal. In a subgraph with small radius, a spanner can at best result in a spanning tree of the same order, while a contraction can reduce the whole subgraph to a single vertex, while entailing a multiplicative distance distortion of similar magnitude. In addition, the contraction may also merge many edges entering the contracted subgraph. Clearly, the objective here is to maximize the total number of contracted and deleted edges, as this minimizes the memory required to represent the resulting network in a computer (using e.g. adjacency lists).

Given the results presented in this paper and the known results for spanners (discussed in detail below), we further believe that the combination of spanners and contractions is very powerful, promising and flexible. As the former only increases and the latter only decreases the distances, the respective distortion guarantees provably also hold for the overall distortion. In fact, both effects may even compensate each other. This is true regardless of the order in which both compression operations are applied, even when they are applied repeatedly.

In order to measure the distance distortion of the contraction, we assume a non-decreasing tolerance function \( \varphi: \mathbb{R} \to \mathbb{R} \), similar to the corresponding function for spanners, see e.g. [6]. We are interested in computing contractions that preserve distances in the following sense: For any two vertices \( u \) and \( v \) at distance \( d \) in \( G \), the distance of the corresponding vertices in the contracted graph \( G/C \) must be at least \( \varphi(d) \). If this condition is satisfied, we call \( C \) a \( \varphi \)-distance preserving contraction, or \( \varphi \)-contraction for short. Formally, the algorithmic problem \textsc{Contraction} considered in this paper is to compute for a given graph \( G = (V, E) \)
with edge lengths $\ell: E \rightarrow \mathbb{R}_{>0}$ and a given tolerance function $\varphi$, a $\varphi$-contraction $C \subseteq E$ such that the number of contracted and deleted edges is maximized. We are specifically interested in the case where the tolerance function $\varphi$ is an affine function $\varphi(x) = x/\alpha - \beta$ for real-valued parameters $\alpha \geq 1$ and $\beta \geq 0$. We then simply write $(\alpha, \beta)$-contraction instead of $\varphi$-contraction. See Figure 1 for some example instances of the problem Contraction.

When considering the case of a purely multiplicative error ($\beta = 0$), a slight subtlety has to be taken into account. Specifically, for a graph with positive edge lengths it is not feasible to contract a single edge. Therefore, we propose a slight modification of our original model: We say that a set $C \subseteq E$ of edges of $G$ is a weak $\varphi$-distance preserving contraction, or weak $\varphi$-contraction for short, if it does not contract the entire graph and, for any two vertices $u$ and $v$ at distance $d$ in $G$, the distance of the corresponding vertices in $G/C$ is either zero or at least $\varphi(d)$. We will refer to the corresponding algorithmic problem as Weak Contraction. Put differently, in a weak contraction, the distances between different super-vertices satisfy the given distortion guarantee, but for vertices belonging to the same super-vertex, no guarantee is given.

1.1 Our results

In this paper, we present a comprehensive picture of the algorithmic complexity of the described contraction problems. Recall that we are given an input graph with edge lengths and tolerance function $\varphi$, and our goal is to compute a (weak) contraction that maximizes the total number of contracted and deleted edges. Our main results concern affine tolerance functions $\varphi(x) = x/\alpha - \beta$ with parameters $\alpha \geq 1$ and $\beta \geq 0$. For the reader’s convenience, our results are summarized in Tables 1, and 2. Within the tables and throughout this paper, $n$ and $m$ denote the number of vertices and edges, respectively, of the input graph under consideration.
Table 1 Overview of algorithmic and hardness results presented in this paper.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Graph classes</th>
<th>Path</th>
<th>Tree</th>
<th>Cycle</th>
<th>General</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CONTRACTION</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>addit. (α=1), unit lg.</td>
<td></td>
<td>$\mathcal{O}(n)$ [Th. 1 1]</td>
<td>$\mathcal{O}(n)$ [Th. 1 3]</td>
<td>$\mathcal{O}(n)$ [Th. 1 2]</td>
<td>$m^{2/\epsilon}$-inapx. $^a$ [Th. 8]</td>
</tr>
<tr>
<td>affine (α, β), unit lg.</td>
<td></td>
<td>$\mathcal{O}(n^3)$ [Th. 2]</td>
<td>NP-hard [Th. 6]</td>
<td>$n^{1/\epsilon}$-inapx. [Th. 7]</td>
<td></td>
</tr>
<tr>
<td>addit. (α=1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>affine (α, β)</td>
<td></td>
<td>$\mathcal{O}(n^5)$ [Th. 4]</td>
<td>NP-hard$^b$ [Th. 6]</td>
<td>$n^{1/\epsilon}$-inapx. $^c$ [Th. 10]</td>
<td></td>
</tr>
</tbody>
</table>

$^a$ even for bipartite graphs and $\beta = 1$
$^b$ also NP-hard for planar graphs with arb. large girth, $(\alpha, \beta) = (2, 0)$, and unit lg. ($\ell = 1$) [Th. 9].
$^c$ even if $(\alpha, \beta) = (3/2, 0)$.

Algorithmic results

We develop linear time greedy algorithms for CONTRACTION with unit lengths on paths, cycles, and on trees with $\alpha = 1$ (Theorem 1). The first two algorithms are inspired by LP rounding techniques, the latter algorithm relies on a structural characterization of optimal solutions.

We present dynamic programming algorithms solving CONTRACTION and WEAK CONTRACTION on trees in time $\mathcal{O}(n^3)$ or $\mathcal{O}(n^5)$, respectively (Theorems 2 and 4). These dynamic programs compute optimal solutions on subtrees, in the latter case combining several Pareto optimal solutions in a two-dimensional parameter space (hence the larger running time).

Note that instead of maximizing the number of contracted and deleted edges, we could optimize for $\alpha$ or $\beta$ while fixing the other parameters. The resulting problems are polynomially equivalent to our setting, via binary search over one of the parameters.

Hardness results

We complement these algorithms by several hardness results. First we consider the purely additive case where $\alpha = 1$. We show that here both CONTRACTION and WEAK CONTRACTION are NP-hard on cycles for any fixed $\beta > 0$, by a reduction of a variant of PARTITION (Theorem 6). As mentioned before, both problems can be solved efficiently on graphs without cycles, and there is a linear time algorithm for CONTRACTION on cycles with unit lengths.

By reductions from CLIQUE we show that both the general as well as the unit lengths case of CONTRACTION with $\alpha = 1$ are hard to approximate within factors of $n^{1-\epsilon}$ or $m^{1/2-\epsilon}$, respectively (Theorem 7 and Theorem 8).

Further we consider the purely multiplicative case where $\beta = 0$ (here CONTRACTION is trivial). We show that in this case WEAK CONTRACTION is NP-hard on planar graphs with arbitrarily large girth and unit length edges by a reduction from a special case of PLANAR 3SAT (Theorem 9). Since these graphs are locally tree-like, this result constitutes another rather sharp separation from the polynomially solvable tree case. Furthermore, we show that the problem is hard to approximate within a factor of $n^{1-\epsilon}$ by a reduction from INDEPENDENT SET (Theorem 10).
Asymptotic bounds

We now discuss our asymptotic bounds for contractions. In this setting, we are interested in (non-optimal) contractions for graphs with unit lengths that can be computed efficiently despite the above-mentioned hardness results. We prove that for any \( k \geq 1 \) any graph \( G \) has a \((2k - 1, 1)\)-contraction \( C \) such that \( G/C \) has at most \( n^{1+1/k} \) edges, and such a contraction can be computed in time \( O(m) \) (Theorem 11) by successively growing clusters around center vertices. Assuming Erdős' girth conjecture, we show a corresponding (not tight) lower bound (Theorem 14).

For a purely additive error, we observe two simple \((1, k)\)-contractions that can be computed in \( O(m) \) time (Theorem 15). We show that for any even integer \( 0 \leq k \leq n \), the edges incident to the \( k/2 \) vertices of highest degrees form a \((1, k)\)-contraction with objective value at least \( km/(2n) \), which is asymptotically best possible for paths. Another \((1, k)\)-contraction \( C \) is implicitly used by Bernstein and Chechik in their faster deterministic algorithm for dynamic shortest paths in dense graphs [8]. For any number \( 0 < k \leq n \), it consists of the edges incident to two vertices of degree at least \( n/k \), and \( G/C \) has \( O(n^2/k) \) edges. Both of these contractions can be computed in \( O(m) \) time. Further we note that the main result in [1] implies that for all \( \varepsilon > 0 \), any contraction \( C \) such that \( G/C \) has \( O(n^{4/3-\varepsilon}) \) edges does not admit a constant additive error.

One possible advantage of contraction compared to spanners is the potentially significant reduction of vertices as well as edges, e.g. reducing the complexity of performing algorithmic tasks in the smaller graph. To ground this intuition, we exhibit a contraction that significantly reduces the number of vertices in any graph with minimum degree \( D \) to \( \Omega(n/(kD)) \) (Theorem 16). We also present a lower bound (Theorem 17) showing that we cannot guarantee \( o(n/D) \) vertices, even if we allow larger approximation error.

1.2 Comparison with previous results

There are several models aiming to compress graphs while preserving distances. They differ by their choice of compression operation, such as replacing the graph by a subgraph or minor, and by whether the aim is to preserve all or only certain distances.

As discussed before, graph spanners are a concept closely related to contractions, where the length of removed edges is set to \( \infty \) rather than to 0. Our results highlight further intrinsic similarities of the two models. Like contractions, spanners are NP-hard to compute.
optimally (see [19, 18]). While the spanner literature considers the problem of minimizing the number of remaining edges, we analyze the objective of maximizing the number of contracted edges, prohibiting a direct comparison of the respective inapproximability results. We note however that approximation algorithms for spanner problems have been studied extensively, even though strong lower bounds are known. For instance, computing \((2, 0)\)-spanners in unweighted graphs is \(\Theta(\log n)\)-hard to approximate ([16, 15]), for further references see e.g. [11].

Despite these negative results, it is still possible to obtain powerful asymptotic guarantees in both models. In particular, our \((2k-1, 1)\)-contraction with \(O(n^{1+1/k})\) edges for unweighted graphs has a clear analogy to the classic \((2k-1, 0)\)-spanner with the same number of edges [3] (note that the additive error of 1 in our result is strictly necessary, as discussed above). There is, however, a major difference between the two results: whereas the \((2k-1, 0)\)-spanner can trivially be shown to be optimal assuming Erdős’ girth conjecture, applying this conjecture to the contraction model only yields a lower bound of \(n^{1+1/(2k)}\) edges for a \((2k-1, 1)\)-contraction. Closing this gap thus remains as an interesting open problem in the contraction model, whose solution would likely yield further insight into the relationship to spanners.

It is interesting to note that the clustering yielding our \((2k-1, 1)\)-contraction was previously used in [19] to obtain a \((4r+1, 0)\)-spanner of the same density. On the other hand, no deterministic linear time algorithm computing a \((2k-1, 0)\)-spanner is known, though [7] achieves randomized linear time. Meanwhile our \((2k-1, 1)\)-contraction can be constructed deterministically in linear time.

There are also spanner results that significantly sparsify unweighted graphs at the cost of a purely additive error, as a \((1,2)\)-spanner with \(O(n^{3/2})\) edges [2], or a \((1,6)\)-spanner with \(O(n^{4/3})\) edges [6]. We do not know if analogous results are possible in the contraction model. The incompressibility result in [1] mentioned above implies the same lower bound for spanners as for contractions and every other distance oracle with additive error: For every \(\varepsilon > 0\) any spanner of size \(O(n^{4/3-\varepsilon})\) does not admit a constant additive error. Finally, for spanners there are results that combine multiplicative and additive error, such as the \((k, k-1)\)-spanner of [6].

Gupta [14] considered the problem of approximating a tree metric on a subset of the vertices by another tree, and gave a linear time algorithm computing an 8-approximation. As Chan et al. [9] observed later, on complete binary trees a solution of minimum distortion is always achieved by a minor (with possibly different edge lengths) of the input tree, so this seems to be the first investigation of contractions that approximate graph distances. Krauthgamer et al. [17] considered an extension to general graphs, studying the size of minors preserving all distances between a given terminal set of fixed size. Cheung et al. [10] introduced a multiplicative distortion to this model. As here no two terminals may be merged, these approaches cannot compress a graph at all if every vertex is a terminal.

1.3 Outline of this paper

In Section 2 we introduce important definitions and notations that will be used throughout this paper. In Sections 3–6 we formally state our results, in exactly the same order as they were discussed in Section 1.1 before. Due to the limited space in this extended abstract, we will only mention the main steps and ideas needed to prove a few selected theorems. Full proofs can be found in the preprint [12].
2 Preliminaries

Throughout this paper we consider simple undirected graphs $G$ (without parallel edges or loops). We let $V(G)$ and $E(G)$ denote the vertex and edge set of $G$, respectively, and we define $n(G) := |V(G)|$ and $m(G) := |E(G)|$. If the context is clear, we simply write $V$, $E$, $n$ and $m$. We also use the notation $[n] := \{1, 2, \ldots, n\}$. We assume that $G$ is connected, otherwise the contraction problem can be solved independently for each connected component. Edge lengths are given by a function $\ell: E \to \mathbb{R}_{\geq 0}$. The distance $\text{dist}(u, v)$ between two vertices $u$ and $v$ is the length of a shortest path between $u$ and $v$ in $G$ with respect to $\ell$.

Given a subset of edges $C \subseteq E$, we denote the resulting simple graph obtained from $G$ by contracting the edges in $C$, deleting resulting loops and keeping only the shortest edge between any two vertices by $G/C$. We denote the number of deleted loops and multi-edges by $\Delta(C)$ (thus $m(G/C) = m(G) - |C| - \Delta(C)$). Instead of contracting a set $C \subseteq E$ of edges in $G$, setting their edge lengths to zero has the same effect on the distances in the resulting graph. This is somewhat cleaner conceptually, so we will often adopt this viewpoint. Specifically, we let $\ell_C$ be the new length function that assigns 0 to every edge in $C$, and that is equal to the original edges lengths $\ell$ on the edges $E \setminus C$.

A tolerance function is a non-decreasing function $\varphi: \mathbb{R} \to \mathbb{R}$. Roughly speaking, this function describes by how much the distance between two vertices may drop when contracting edges (i.e., setting edge lengths to zero). Formally, given a graph $G$ with edge lengths $\ell$ and a tolerance function $\varphi$, we say that a subset of edges $C \subseteq E$ is a $\varphi$-distance preserving contraction or $\varphi$-contraction for short, if

$$\text{dist}_{\ell_C}(u, v) \geq \varphi(\text{dist}_\ell(u, v))$$

holds for any two vertices $u$ and $v$ in $G$. Similarly, we say that $C$ is a weak $\varphi$-distance preserving contraction or weak $\varphi$-contraction for short, if (1) or $\text{dist}_{\ell_C}(u, v) = 0$ holds for any two vertices $u$ and $v$, and if the graph $(V, C)$ is disconnected (equivalently, if $G/C$ is not a single vertex). The last condition prevents solutions $C \subseteq E$ for which the graph is contracted to a single vertex. If $\varphi(x) = x/\alpha - \beta$, then we simply write (weak) $(\alpha, \beta)$-contraction instead of (weak) $\varphi$-contraction.

An instance of the problem Contraction or Weak Contraction is a triple $(G, \ell, \varphi)$, where $G$ is the underlying graph, $\ell$ the length function and $\varphi$ the tolerance function, and the objective is to find a (weak) $\varphi$-distance preserving contraction $C \subseteq E$, such that

$$\Phi(C) := |C| + \Delta(C) = m(G) - m(G/C)$$

is maximized. This quantity equals the number of edges we save when going from $G$ to $G/C$. Note that for instance on trees we have $\Phi(C) = |C|$ for any (weak) contraction $C$.

In this context we sometimes refer to a set of edges that forms a (weak) contraction as a feasible solution, and to a (weak) contraction of maximum size as an optimal solution.

Note that our contraction model is well-behaved in the sense that successively solving (Weak) Contraction with general tolerance functions $\varphi$ and $\psi$ yields a feasible solution with respect to the composition $\psi \circ \varphi$ (see for a proof [12]).

3 Greedy algorithms

In this section we summarize our results on greedy algorithms that allow solving several special cases of the problem Contraction with affine tolerance function $\varphi(x) = x/\alpha - \beta$ in linear time. The proof of the three cases in Theorem 1 can be found in [12].
Theorem 1. We can solve Contraction in time $O(n)$ in the following three cases:

(i) Paths with $\ell = 1$ and $\varphi(x) = x/\alpha - \beta$, $\alpha, \beta \geq 1$.

(ii) Cycles with $\ell = 1$ and $\varphi(x) = x/\alpha - \beta$, $\alpha \geq 1, \beta \geq 0$.

(iii) Trees with $\ell = 1$ and $\varphi(x) = x - \beta$, $\beta \geq 0$.

Generalizing cases 1 and 3, in the next section we will present polynomial time algorithms for the general case on trees (with somewhat larger running times). In contrast to the algorithmic result for unit length cycles in case 2, we will see in Section 5 that Contraction is NP-hard on cycles with general edge lengths, even with $\alpha = 1$.

4 Dynamic programs for general trees

In this section we consider the problem of computing (weak) contractions for trees $T = (V, E)$ with affine tolerance function $\varphi(x) = x/\alpha - \beta$. Recall that on trees we have $f(C) = |C|$ for every (weak) contraction $C$. In the following we present the main steps of our dynamic programming approach for solving these problems, first for the problem Contraction and then for Weak Contraction. Full proofs are deferred to [12].

Theorem 2. We can solve Contraction on trees with $\varphi(x) = x/\alpha - \beta$, $\alpha \geq 1$ and $\beta \geq 0$ in time $O(n^3)$.

The idea is to root the tree $T$ at an arbitrary vertex, and to decompose the problem by splitting $T$ into rooted subtrees at every vertex. Specifically, let $v$ be a vertex of $T$, and $T_1$ and $T_2$ subtrees of $T$ rooted at $v$ that only have the vertex $v$ in common. Now consider an optimal contraction $C$ on $T$, and let $C_1$ and $C_2$ be the subsets of $C$ on $T_1$ or $T_2$, respectively. Clearly, $C_1$ and $C_2$ are feasible contractions on their subtrees. Furthermore, the set $C_2$ has maximum size under the condition that its union with $C_1$ forms a feasible contraction (and vice versa).

We thus identified two quality parameters of solutions on rooted subtrees that we need to consider as possible parts of optimal contractions in $T$: One is their size, the other is whether they can be combined with other partial solutions in the rest of $T$, when growing subtrees towards the root. To quantify this seemingly unwieldy second parameter, we observe that a solution $C \subseteq E$ is feasible if and only if for any two vertices $u$ and $v$ of $T$ we have

$$\text{load}_{C,\alpha}(u,v) := \frac{\text{dist}_T(u,v)}{\alpha} - \text{dist}_{C}(u,v).$$

(recall (1)). For any vertex $v$ of $T$ we further define the load of $T$ at $v$ as

$$\text{load}_{C,\alpha}(T,v) := \max\{\text{load}_{C,\alpha}(u,v) : u \in V\}.$$ 

Note that $\text{load}_{C,\alpha}(T,v) \geq 0$, as we have $\text{load}_{C,\alpha}(v,v) = 0$. The following lemma justifies that this definition is the correct second quality parameter.

Lemma 3. Consider a partition of $T$ into two subtrees $T_1$ and $T_2$ that only have a vertex $v \in V$ in common. Then $C \subseteq E$ is a feasible solution for the instance $(T,\ell,\varphi)$ of the problem Contraction if and only if the following two conditions hold: $C \cap E(T_1)$ and $C \cap E(T_2)$ are feasible solutions for the instances $(T_1,\ell,\varphi)$ and $(T_2,\ell,\varphi)$ respectively; and we have

$$\text{load}_{C,\alpha}(T_1,v) + \text{load}_{C,\alpha}(T_2,v) \leq \beta.$$ 

Our strategy is to recursively find all contractions on subtrees, that for some fixed size between 1 and $n$ minimize the load. To this end, we choose an arbitrary root vertex $r$ of $T$,
and starts by considering rooted subtrees consisting of single leaves. We then grows these subtrees towards the root \( r \) using two operations: Either two subtrees \( T_1 \) and \( T_2 \) with the same root \( v \) as before are joined (keeping the root \( v \)), or a subtree \( T' \) containing all successors of its root \( v \) in \( T \) is extended by adding the edge that leads from \( v \) to its parent vertex \( u \) in \( T \) (in this case, \( u \) becomes the new root). Let \( T^{*} \) be the resulting joined or extended subtree arising from the respective operation, and let \( C \) be any contraction on \( T^{*} \). In case of a join-operation we have

\[
\text{load}_{C,\alpha}(T^{*},v) = \max\{\text{load}_{C,\alpha}(T_1,v),\text{load}_{C,\alpha}(T_2,v)\},
\]

\[(4a)\]

and the size of \( C \) is simply the sum of the sizes of the subsets of \( C \) on \( T_1 \) and \( T_2 \). In case of an extend-operation we have

\[
\text{load}_{C,\alpha}(T^{*},v) = \begin{cases} 
\max\{\text{load}_{C,\alpha}(T',u) + \ell(v,u)/\alpha, & \text{if } \{u,v\} \in C, \\
\max\{\text{load}_{C,\alpha}(T',u) - (1 - 1/\alpha)\ell(v,u,0), & \text{otherwise,}
\end{cases}
\]

\[(4b)\]

and the size of \( C \) is either equal to the size of the subset of \( C \) on \( T' \) in the second case, or one more in the first case.

These formulas indicate a monotone behavior of our two parameters, which allows us to compute the necessary partial solutions on \( T^{*} \) by combining the previously computed partial solutions of its subtrees. Furthermore they allow us to compute our parameters for the combined sets.

This yields the dynamic programming algorithm for Contraction referred to in Theorem 2. A similar approach also works for the problem Weak Contraction.

\[\textbf{Theorem 4.} \text{ We can solve Weak Contraction on trees with } \varphi(x) = x/\alpha - \beta, \alpha \geq 1 \text{ and } \beta \geq 0 \text{ in time } O(n^3).\]

Here, our task is complicated by the fact that the combinability of solutions on subtrees cannot be captured by one single parameter. As we need to keep track of pairs of vertices whose distances remain positive when contracting a set of edges \( C \subseteq E \), we define the weak load of a rooted tree \( T \) at one of its vertices \( v \) by

\[
\text{wload}_{C,\alpha}(T,v) := \max\{\text{load}_{C,\alpha}(u,v) : u \in V \text{ and } \text{dist}_{\ell,\varphi}(u,v) > 0\},
\]

allowing us to formulate the following combinability criterion analogous to Lemma 3 from before.

\[\textbf{Lemma 5.} \text{ Let } T, T_1, T_2 \text{ and } v \text{ be as in Lemma 3. Then } C \subseteq E \text{ is a feasible solution for the instance } (T,\ell,\varphi) \text{ of the problem Weak Contraction if and only if the following two conditions hold: For } i = 1,2, \text{ either } C \text{ contains every edge of } T_i \text{ or } C \cap E(T_i) \text{ is a feasible solution for the instance } (T_i,\ell,\varphi) \text{ of Weak Contraction; and we have}
\]

\[
\text{load}_{C,\alpha}(T_1,v) + \text{wload}_{C,\alpha}(T_2,v) \leq \beta \quad \text{and} \quad \text{wload}_{C,\alpha}(T_1,v) + \text{load}_{C,\alpha}(T_2,v) \leq \beta.
\]

\[(5)\]

We now proceed similarly by computing sets of solutions on rooted subtrees of \( T \) that are optimal with respect to the three parameters size, load and weak load. In particular, for any fixed size we compute a Pareto front of subsolutions of that size, minimizing both load and weak load. The key step for getting an efficient algorithm is to prove that these Pareto fronts have polynomial, in fact even linear, size (this is not clear a priori, as the number of feasible solutions on subtrees can be exponential). Using that the weak load has similar monotonicity properties and recursive formulas as stated in (4) for the load, we thus arrive
at an efficient dynamic program. As our algorithm computes $O(n^2)$ Pareto fronts of size $O(n)$ at every vertex, and we can combine optimal solutions from two such fronts in time $O(n)$, we get an additional factor of $n^2$ in the running time compared to our first dynamic program, giving an overall running time of $O(n^5)$.

5 Hardness and inapproximability

In this section we state our NP-hardness and inapproximability results for the problems Contraction and Weak Contraction. All proofs throughout this section can be found in [12].

We start by considering the purely additive case, where $\alpha = 1$. Recall that we can compute maximum size (weak) contractions in polynomial time on trees with arbitrary edge lengths (Theorem 2), and on cycles with unit length edges (Theorem 12). In contrast to that, our next result asserts that both problems are NP-hard on cycles with arbitrary edge lengths, even with $\alpha = 1$.

▶ Theorem 6. For any fixed $\beta > 0$, the problems Contraction and Weak Contraction with tolerance function $\varphi(x) = x - \beta$, $\beta \geq 0$, are NP-hard on cycles.

It proceeds by a reduction from a variant of the Partition problem. Via inapproximability of the Clique problem (see [21]), we extend this result in the following two ways:

▶ Theorem 7. For all $\beta, \epsilon > 0$ it is NP-hard to approximate the problem Contraction with $\varphi = x - \beta$, $\beta \geq 0$ to within a factor of $n^{1-\epsilon}$.

▶ Theorem 8. For all $\epsilon > 0$ it is NP-hard to approximate Contraction with $\varphi = x - 1$ on bipartite graphs with unit lengths ($\ell = 1$) to within a factor of $m^{1/2-\epsilon}$.

The next two theorems capture our results for the purely multiplicative case, where $\beta = 0$ (recall that Contraction is trivial in this case). To state the first result, recall that the girth of a graph is the length of the shortest cycle.

▶ Theorem 9. For any $g \geq 2$, the problem Weak Contraction with tolerance function $\varphi(x) = x/2$, is NP-hard for planar graphs with girth at least $3g$ and unit length edges $\ell = 1$.

The proof of Theorem 9 uses a reduction from a variant of Planar 3SAT.

▶ Theorem 10. For all $\epsilon > 0$ it is NP-hard to approximate Weak Contraction with $\varphi = 2x/3$ to within a factor of $n^{1-\epsilon}$.

The proof of Theorem 10 proceeds via a reduction from Independent Set.

6 Asymptotic bounds

In this section we show how to compute contractions for graphs that are not optimal, but can be computed efficiently despite our hardness results from the previous section. In this vein, the main results of this section are Theorem 11 and the corresponding (not tight) lower bound (Theorem 14). Further we consider the factor by which a contraction can reduce the number of vertices (Theorem 16 and Theorem 17). Throughout this section, we assume all graphs to have unit length edges $\ell = 1$.

▶ Theorem 11. Let $k \geq 1$ be a real number. Any graph $G$ with unit length edges has a $(2k - 1, 1)$-contraction $C$ such that the contracted graph $G/C$ has at most $n^{1+1/k}$ edges, and such a contraction can be computed in time $O(m)$.
Recall that here and throughout, $n$ and $m$ denote the number of vertices and edges of the input graph $G$, not of the contracted graph $G/C$. Setting $k := \log_2 n$ in Theorem 11 yields the following corollary.

**Corollary 12.** Any graph $G$ with unit length edges has a $(2\log_2 n - 1, 1)$-contraction $C$ such that the contracted graph $G/C$ has at most $2n$ edges, and such a contraction can be computed in time $O(m)$.

To prove Theorem 11, we use a clustering approach as presented in [4], yielding the next lemma. For any real number $r \geq 1$, we define an $r$-partition of a graph $G = (V, E)$ as a set of clusters $P_i \subseteq V$, $i \in [l]$, with corresponding cluster centers $p_i \in P_i$, where the $P_i$ are required to form a partition of the vertex set $V$ and where $dist(p_i, u) \leq r - 1$ for all $u \in P_i$ and $i \in [l]$. We denote the resulting $r$-partition by $P := \{(p_i, P_i) : i \in [l]\}$. We write $r(P)$ for the number of pairs $1 \leq i < j \leq l$ for which $P_i$ and $P_j$ are connected by at least one edge, and we refer this quantity as the density of $P$.

**Lemma 13.** Let $r \geq 1$ be a real number. Any graph $G$ with unit length edges has an $r$-partition $P$ with density $r(P) \leq n^{1+1/r}$, and such a partition can be computed in time $O(m)$.

For the proof of Lemma 13 we refer the reader to [12]. With Lemma 13 in hand, we are now ready to prove Theorem 11.

**Proof of Theorem 11.** Given $G = (V, E)$, we first compute a $k$-partition $P$ into $l$ clusters as described by Lemma 13. We define the set $C$ of contracted edges as the union of all edges within the clusters, $C := \{(u, v) \in E : u, v \in P_i \text{ for some } i \in [l]\}$. We thus contract each cluster into a single vertex and remove from every set of resulting parallel edges all but a single edge.

We proceed to show that $C$ is a $(2k - 1, 1)$-contraction, i.e., we show that $dist_C(u, v) \geq dist_G(u, v)/(2k - 1) - 1$ for all $u, v \in V$. Consider two vertices $u \in P_i$ and $v \in P_j$, where $i$ and $j$ might be equal. Let $Q_{u, v}$ be the shortest path from $u$ to $v$ in $G$ with edge lengths $\ell_G$ (all edges from $C$ receive length zero). The length $d$ of $Q_{u, v}$ is the number of edges on that path that connect different clusters. Note that $Q_{u, v}$ enters and leaves each of the $d + 1$ visited clusters at most once, using at most $2k - 2$ edges in every cluster, so in $G$ (where all edges have unit lengths) we get $dist_G(u, v) \leq d + (d + 1)(2k - 2)$.

Combining these observations we obtain

$$
\text{dist}_G(u, v) = d \geq d - \frac{1}{2k-1} = \frac{d + (d + 1)(2k - 2)}{2k - 1} - 1 \geq \frac{\text{dist}_G(u, v)}{2k - 1} - 1,
$$

proving the claim. It remains to show that the contracted graph $G/C$ has at most $n^{1+1/k}$ edges, which is an immediate consequence of the upper bound $m(G/C) = r(P) \leq n^{1+1/k}$ given by Lemma 13. This completes the proof of the theorem.

Erdős’ girth conjecture [13] asserts that there exist graphs with $\Omega(n^{1+1/k})$ edges and girth $2k + 1$. It has been verified for $k = 1, 2, 3, 5$ [20] and the strongest spanner lower bounds depend on it. We use the conjecture to derive the following (not tight) lower bound. For the proof we refer to [12].

**Theorem 14.** Assuming Erdős’ girth conjecture, there exists for any integer $k \geq 2$ a graph $G$ such that any $(k - 1, 1)$-contraction of $G$ results in a graph $G/C$ with $\Omega(n^{1+1/k})$ edges.

Turning to the case of a purely additive error, we observe two simple $(1, k)$-contractions.
Theorem 15. Let $G$ be a graph with unit length edges.

(i) For any even integer $0 \leq k \leq n$, the set of edges incident to the $k/2$ vertices of highest degrees is a $(1, k)$-contraction $C$ in $G$ with $\Phi(C) \geq km/(2n)$.

(ii) For any real number $0 < k < n$, the set of edges incident to two vertices of degree at least $n/k$ is a $(1, k)$-contraction $C$ in $G$ such that $G/C$ has $O(n^2/k)$ edges.

These contractions can be computed in time $O(m)$.

As mentioned in the introduction, Bernstein and Chechik used the contraction in Theorem 15 in their dynamic shortest paths algorithm [8].

Note that the information theoretic lower bound in [1] implies that for all $\varepsilon > 0$, any contraction $C$ such that $G/C$ has $O(n^{4/3-\varepsilon})$ edges does not admit a constant additive error.

In contrast to spanners, contractions also reduce the number of vertices. Unfortunately, for constant distortion it is impossible to guarantee more than a constant-factor reduction in this parameter, as the example of a path shows. The same problem applies to general dense graphs, since they could still contain a long path within them. That being said, it seems likely that in practice contractions can lead to significant vertex reductions in many dense graphs. We ground this practical intuition with a theoretical result for the special case of graphs with large minimum degree.

Theorem 16. Let $D$ be an integer. Any graph $G$ with unit length edges and minimum degree at least $D$ has a $(5, 1)$-contraction $C$ such that the contracted graph $G/C$ has at most $n/D$ vertices, and such a contraction can be computed in time $O(m)$.

To see that we cannot guarantee less than $n/D$ vertices, even with larger approximation error, consider the graph $G$ that consists of $n/D$ isolated $D$-cliques. We now show that even if $G$ is connected, we cannot guarantee $o(n/D)$ vertices in the contracted graph, even if we allow a larger (constant) approximation error.

Theorem 17. Let $D$ and $k$ be integers. There exists a graph $G$ with minimum degree $D$ such that any $(k, 1)$-contraction $C$ results in a graph $G/C$ with $\Omega(n/(kD))$ vertices.

The proofs of the two previous theorems are deferred to [12].

Acknowledgements. We thank Martin Skutella for stimulating discussions about the problems treated in this paper. We also thank the anonymous reviewers for their helpful comments and suggestions.

References


Distance-Preserving Graph Contractions


Local Algorithms for Bounded Degree Sparsifiers in Sparse Graphs

Shay Solomon

IBM Research, Yorktown Heights, NY, USA
solo.shay@gmail.com

Abstract

In graph sparsification, the goal has almost always been of global nature: compress a graph into a smaller subgraph (sparsifier) that maintains certain features of the original graph. Algorithms can then run on the sparsifier, which in many cases leads to improvements in the overall runtime and memory. This paper studies sparsifiers that have bounded (maximum) degree, and are thus locally sparse, aiming to improve local measures of runtime and memory. To improve those local measures, it is important to be able to compute such sparsifiers locally.

We initiate the study of local algorithms for bounded degree sparsifiers in unweighted sparse graphs, focusing on the problems of vertex cover, matching, and independent set. Let $\epsilon > 0$ be a slack parameter and $\alpha \geq 1$ be a density parameter. We devise local algorithms for computing:

1. A $(1 + \epsilon)$-vertex cover sparsifier of degree $O(\alpha/\epsilon)$, for any graph of arboricity $\alpha$.
2. A $(1 + \epsilon)$-maximum matching sparsifier and also a $(1 + \epsilon)$-maximal matching sparsifier of degree $O(\alpha/\epsilon)$, for any graph of arboricity $\alpha$.
3. A $(1 + \epsilon)$-independent set sparsifier of degree $O(\alpha^2/\epsilon)$, for any graph of average degree $\alpha$.

Our algorithms require only a single communication round in the standard message passing models of distributed computing, and moreover, they can be simulated locally in a trivial way. As an immediate application we can extend results from distributed computing and local computation algorithms that apply to graphs of degree bounded by $d$ to graphs of arboricity $O(d/\epsilon)$ or average degree $O(d^2/\epsilon)$, at the expense of increasing the approximation guarantee by a factor of $(1 + \epsilon)$. In particular, we can extend the plethora of recent local computation algorithms for approximate maximum and maximal matching from bounded degree graphs to bounded arboricity graphs with a negligible loss in the approximation guarantee.

The inherently local behavior of our algorithms can be used to amplify the approximation guarantee of any sparsifier in time roughly linear in its size, which has immediate applications in the area of dynamic graph algorithms. In particular, the state-of-the-art algorithm for maintaining $(2 - \epsilon)$-vertex cover (VC) is at least linear in the graph size, even in dynamic forests. We provide a reduction from the dynamic to the static case, showing that if a $t$-VC can be computed from scratch in time $T(n)$ in any (sub)family of graphs with arboricity bounded by $\alpha$, for an arbitrary $t \geq 1$, then a $(t + \epsilon)$-VC can be maintained with update time $T(n)\frac{T(\alpha)}{(\alpha/\epsilon)^{1-\epsilon^2}}$, for any $\epsilon > 0$. For planar graphs this yields an algorithm for maintaining a $(1 + \epsilon)$-VC with constant update time for any constant $\epsilon > 0$.
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Graph sparsification has been extensively studied for many years, and is subject to increasingly growing interest due to the rapidly growing necessity of dealing with huge-sized graphs. Given such a graph $G = (V, E)$, we would like to compress $G$ into a subgraph $H$ of much smaller size that maintains certain features of $G$, such as distances, cuts or flows. Algorithms can then run on the compressed subgraph $H$, sometimes called sparsifier, rather than the original graph $G$, which may save significantly on important resources such as the overall runtime and memory of the algorithm, often at the expense of approximate rather than exact solutions or worse approximation guarantees. The most common type of sparsifiers are edge sparsifiers, such as graph spanners [49] and cut or spectral sparsifiers [11, 52], which span the original vertex set using a small number of edges. Another well-studied type of sparsifiers are vertex sparsifiers, such as flow or cut sparsifiers [32, 43, 39], which should span a small number of designated vertices.

The basic goal in this area has almost always been of global nature, i.e., of minimizing the overall size of the sparsifier and the overall time needed for computing it. One of the exceptions is in the area of spanners, where researchers have studied spanners of bounded (maximum) degree. While a sparse spanner has a low average degree, and is thus globally sparse, a bounded degree spanner has a low maximum degree, and is thus locally sparse. Although bounded degree spanners have been little studied thus far in general graphs [20, 19], they have been studied extensively in Euclidean low-dimensional spaces, see e.g., [23, 3, 24, 29, 25]). The spanner degree often determines local memory constraints when using spanners to construct network synchronizers [49] and efficient broadcast protocols [5, 6]. In compact routing schemes (e.g., [53, 18]), the use of low degree spanners may enable the routing tables to be of small size. Moreover, viewing vertices as processors, in many applications the degree of a processor represents its load, hence a low degree spanner guarantees that the load on all the processors in the network will be low.

This paper studies sparsifiers from a local perspective, aiming to improve local measures of runtime and memory. To improve those local measures, it is important to be able to compute such sparsifiers locally, in a manner to be defined shortly. We initiate the study of local algorithms for bounded degree sparsifiers in unweighted sparse graphs. The graphs that we consider are sparse either globally, i.e., of bounded average degree, or uniformly, i.e., of bounded arboricity, whence the average degree of any induced subgraph is bounded. In sparse graphs some vertices may have large degrees, as with the $n$-star graph. Our basic goal is to compute locally a sparsifier $H$ for the original graph $G = (V, E)$, whose maximum degree is bounded in terms of the density of $G$ and some slack parameter $\epsilon > 0$, and which approximately preserves a certain property or feature of the original graph; the sparsifier would ideally be a subgraph of $G$, but this cannot always be achieved. Algorithms, particularly local ones, can then run on the bounded degree sparsifier $H$ rather than on the original graph $G$, which may save significantly on local resources of runtime and memory. For concreteness, we focus on the following combinatorial optimization problems: (approximate) minimum vertex cover (VC), maximum and maximal matching, and maximum independent set (IS). It would be only natural to extend the study of bounded degree sparsifiers to other fundamental problems.

For the maximum matching problem, a $(1 + \epsilon)$-sparsifier for $G$ is a subgraph $H = (V', E')$ of $G$, with $V' \subseteq V, E' \subseteq E$, such that the maximum matching size of $H$ is within a factor of $1 + \epsilon$ from that of $G$; thus a $(1 + \epsilon)$-(approximate) maximum matching for $H$ is a $(1 + O(\epsilon))$-maximum matching for $G$. For the maximal matching problem the definition is similar; see Section 2.
We need to be more careful with the definitions of sparsifier for the minimum VC and maximum IS problems, since a VC (respectively, IS) for a subgraph $H$ of $G$ may not be a valid VC (resp., IS) for the entire graph $G$. Note that we are concerned with the validity of solutions obtained by the sparsifier rather than the approximations that they provide. Consequently, a sparsifier in these cases will not be simply a subgraph $H$ of $G$, but rather a pair $(H, V')$, where $H$ is a subgraph of $G$ and $V'$ is a vertex set of $V$, hereafter the validating set of the sparsifier, such that for any VC (resp., IS) for $H$, adding (resp., removing) the validating set $V'$ to (resp., from) it provides a valid VC (resp., IS) for $G$; the role of the validating set is to translate the solution obtained by the sparsifier into a valid solution for $G$. We say that $(H, V')$ is a $(1 + \epsilon)$-sparsifier for $G$ if for any $(1 + \epsilon)$-(approximate minimum) VC (resp., (approximate maximum) IS) for $H$, denoted by $C_H$ (resp., $I_H$), the set $C_H \cup V'$ is a valid $(1 + O(\epsilon))$-VC (resp., $I_H \setminus V'$ is a $(1 + O(\epsilon))$-IS) for $G$.

Given any $\epsilon > 0$ and any density parameter $\alpha \geq 1$, we devise local algorithms for computing:

1. A $(1 + \epsilon)$-VC sparsifier of degree $O(\alpha/\epsilon)$, for any graph of arboricity bounded by $\alpha$.
2. A $(1 + \epsilon)$-maximum matching sparsifier and also a $(1 + \epsilon)$-maximal matching sparsifier of degree $O(\alpha/\epsilon)$, for any graph of arboricity bounded by $\alpha$.
3. A $(1 + \epsilon)$-IS sparsifier of degree $O(\alpha^2/\epsilon)$, for any graph of average degree bounded by $\alpha$.

Aiming at enhancing the applicability and usefulness of our sparsifiers, we adhere to a strict notion of locality: For any vertex $v$, we want to be able to compute the adjacent edges of $v$ that belong to the sparsifier by probing only $v$ and a small number (bounded by the degree of the sparsifier) of its neighbors, where the probing procedure is context-dependent. In standard centralized settings such a procedure will simply examine the data structures of $v$ and those neighbors, but in the message passing models of distributed computing, for example, the procedure may trigger the exchange of messages between $v$ and those neighbors. Also, we want to determine if a vertex $v$ belongs to the validating set of the sparsifier by probing only $v$. The advantage in using such a strict notion of locality is three-fold, as summarized here and described in more detail later on:

1. In the rapidly growing area of local computation algorithms (see, e.g., [50, 2, 26, 27]), a standard assumption is that the underlying graph has bounded degree. This assumption is required since a local computation algorithm would typically probe all vertices inside a small-radius ball around the queried vertex/edge. If the maximum degree is $\Delta$ and the ball radius is $r$, the probe complexity is bounded by $\Delta^{O(r)}$, and sometimes the total runtime and space will also be bounded by $\Delta^{O(r)}$. Due to the local nature of our sparsification algorithms, we can restrict the probing procedure only to the sparsifier edges, which directly enables us to extend known results from bounded degree graphs to uniformly sparse graphs.

2. In dynamic centralized graph algorithms, following an update of a vertex/edge, the update algorithm would typically scan all neighbors of the updated vertices (and usually more than just those vertices), either to obtain up-to-date information from the data structures of those neighbors or to update that information. Since the adversary may choose to focus its attention on few high degree vertices, this could lead to algorithms with a poor update time. Using our notion of locality, we show that the attention can be restricted to only few edges of the sparsifier, which leads to improvements in the update time.

3. In distributed networks, we can compute the sparsifier in a single communication round. Moreover, since each vertex communicates with only few of its neighbors, the load on all vertices (or processors) throughout the sparsifier’s computation is low. After the sparsifier has been computed, running on it distributed algorithms rather than on the original
network may significantly reduce the total runtime of the algorithms and the load on the processors.

In addition to the above applications, our sparsification algorithms can be used more broadly in computational models where there are local memory constraints, such as the distributed communication model and the massively parallel computation (MPC) model, which is an abstraction of MapReduce-style frameworks (cf. [21, 4]). Another relevant model is the dynamic distributed model (cf. [46, 17]), where some graph structure (e.g., matching) is to be maintained in a dynamically changing distributed network using low local memory at processors.

1.1 Our sparsifiers

Perhaps the most important feature of our sparsification algorithms is their simplicity, which is partly why they can be computed under such a strict notion of locality.

For any $\Delta \geq 1$, let $V_{\text{high}}^\Delta$ and $V_{\text{low}}^\Delta$ be the sets of vertices of degree $\geq \Delta$ and $< \Delta$, respectively. When $\Delta$ is clear from the context, we may omit it from the superscript. For any vertex set $V'$ in $G$, denote by $G[V']$ the subgraph induced by $V'$. Define $G_{\text{high}} = G[V_{\text{high}}]$ and $G_{\text{low}} = G[V_{\text{low}}]$.

1. For the minimum VC problem, we take the pair $(G_{\text{low}}, V_{\text{high}})$ as the $(1 + \epsilon)$-sparsifier for $G$, where $G_{\text{low}}$ is a subgraph of $G$ and $V_{\text{high}}$ is the validating set of the sparsifier. It is clear that the degree of $G_{\text{low}}$ is at most $\Delta$, and moreover, for any VC for $G_{\text{low}}$, its union with $V_{\text{high}}$ is a valid VC for $G$. In Section 3.2 we show that for any graph of arboricity $\alpha$, taking $\Delta = \tilde{O}(\alpha/\epsilon)$ guarantees the following: If $VC_{\text{low}}$ is a $(1 + \epsilon)$-VC for $G_{\text{low}}$, then $VC_{\text{low}} \cup V_{\text{high}}$ is a $(1 + \tilde{O}(\epsilon))$-VC for $G$.

2. For the maximum and maximal matching problems, a (subgraph) $(1 + \epsilon)$-sparsifier $G_{\Delta}$ for $G$ with degree bounded by $\Delta$ can be obtained as follows: Mark up to $\Delta$ arbitrary adjacent edges on every vertex $v$, and add to $G_{\Delta}$ all edges that are marked by both endpoints. It is clear that the degree of $G_{\Delta}$ is at most $\Delta$. (Note that if we took to $G_{\Delta}$ edges that are marked just once, the degree of $G_{\Delta}$ could explode.) In Section 3.1 we show that for any graph of arboricity $\alpha$, taking $\Delta = \tilde{O}(\alpha/\epsilon)$ guarantees that the subgraph $G_{\Delta}$ is a $(1 + \epsilon)$-sparsifier for $G$.

3. For the maximum IS problem, we take $G_{\text{low}}$ as the $(1 + \epsilon)$-sparsifier for $G$. (Although we may also use a validating set for the sparsifier, there is no need to do that here; thus in this case the IS sparsifier is a subgraph of $G$.) It is clear that the degree of $G_{\text{low}}$ is at most $\Delta$, and moreover, any IS for $G_{\text{low}}$ is a valid IS for $G$. In Section 3.3 we show that for any graph of average degree $\alpha$, taking $\Delta = \tilde{O}(\alpha^2/\epsilon)$ guarantees that any $(1 + \epsilon)$-IS for $G_{\text{low}}$ is a $(1 + \tilde{O}(\epsilon))$-IS for $G$.

Note that our sparsifiers are obtained by essentially “ignoring” the high degree vertices, where what is meant by ignoring is context-dependent. For the minimum VC and maximum IS problems, we take all high degree vertices to the VC and take none of them to the IS, respectively, whereas for the maximum and maximal matching problems, we ignore all but at most $\Delta$ edges adjacent on any high degree vertex. This approach of ignoring the high degree vertices can be viewed as a general paradigm, and it would be interesting to apply it to additional fundamental graph problems.

1.2 Local computation algorithms

The model of local computation algorithms was introduced by Rubinfeld et al. [50], motivated by the fact that it is prohibitively expensive and sometimes infeasible for an algorithm to read
and process the entire input as well as to report the entire output, when dealing with massive
data sets. Local computation algorithms should answer queries regarding global solutions to
computational problems by examining only a small part of the input. The goal is to reach a
global solution by performing local (sublinear time) computations on the input, and answer
only regarding the queried part of the output. If there are multiple possible solutions, the
answers to all queries must be consistent with a single solution. (More technical details on
this model are given in Section 2; see also [50].) For the \((1 + \epsilon)\)-maximum matching problem,
each query is an edge in the graph, and the algorithm needs to answer whether the queried
edge belongs to a \((1 + \epsilon)\)-maximum matching; note that the answers to all queries must be
with respect to the same matching. [41] devised a randomized local computation algorithm
for \((1 + \epsilon)\)-maximum matching with time and space complexities \(\text{poly}(\log n) \cdot \exp(\Delta)\), where
\(\Delta\) is the maximum degree of the graph. This result was improved in [26] to a deterministic
algorithm with time complexity \(O(\log^* n) \cdot \exp(\Delta)\) and zero space complexity. [40] devised a
deterministic algorithm for \((2 + \epsilon)\)-maximum matching with time complexity \(O(\log^* n) \cdot 2^{O(\Delta^2)}\).
(We ignore the dependencies on \(\epsilon\) in the results of [41, 26, 40, 28]; in fact, in some of these
results it is assumed that \(\epsilon\) is constant.)

We can extend the results of [41, 26, 40, 28] from graphs of bounded degree to graphs
of bounded arboricity. Specifically, for any graph with arboricity bounded by \(\alpha\), our
matching sparsifier \(G_\Delta\) has a degree bounded by \(\Delta = O(\alpha/\epsilon)\). We get this extension by
exploiting the local nature of \(G_\Delta\), and in particular, the fact that for any vertex \(v\), we
can compute the adjacent edges of \(v\) that belong to \(G_\Delta\) by probing only \(v\) and at most \(\Delta\)
of its neighbors. Any \((1 + \epsilon)\)-maximum matching computed for the sparsifier provides a
\((1 + \epsilon)^2 = (1 + O(\epsilon))\)-maximum matching for the original graph, thus there is only a negligible
loss in the approximation guarantee. Since \(\Delta = O(\alpha/\epsilon)\), the smaller \(\epsilon\) is, the larger the time
and space complexities get. Nonetheless, as long as \(\epsilon\) is not too small, the loss here is quite
negligible too. In this way reduce the problem of approximate maximum matching from
counts of graphs of arboricity bounded by \(\alpha\) to graphs of degree bounded by \(\approx \alpha\).

In the same way we reduce the problems of approximate minimum VC and maximum
IS from bounded arboricity graphs and graphs of bounded average degree, respectively,
to bounded degree graphs. These reductions show that if and when local computation
algorithms for these problems are developed in bounded degree graphs (there are currently
no such algorithms), they will immediately give rise to new algorithms in the respective
wider families. Moreover, this can be viewed as a general paradigm: By locally computing a
sparsifier for a combinatorial optimization problem in some family of graphs, we reduce the
problem from that family to the family of bounded degree graphs, and the loss depends on
the approximation guarantee of the sparsifier and on its degree.

1.3 Dynamic centralized graph algorithms

The problems of dynamically maintaining approximate minimum VC and maximum matching
have been intensively studied in recent years, see e.g. [45, 10, 44, 30, 14, 13, 15]. The holy
grail is for the approximation guarantee to approach 1 and for the (amortized or worst-case)
update time to be \(\text{poly}(\log n)\) and ideally a constant.

A dynamic algorithm for approximate VC (respectively, matching) should maintain a data
structure that answers queries of whether a vertex is in the VC (resp., an edge is matched)
or not in constant time. Constant query time is considered a standard requirement in this
line of research, and the goal is to optimize the update time of the algorithm under this
requirement. Almost all related works follow another requirement, of bounding the number
of changes to the maintained structure per step, either in the amortized or in the worst-case sense. The update time of the algorithm, which is the time it needs to update the data structure, may be significantly lower than, and is bounded by, the number of changes to the maintained structure; for a motivation of this requirement, refer to [16, 1]. It is easy to see that maintaining an exact minimum VC or a maximum matching requires \( \Omega(n) \) changes per update even in the amortized sense, and even for a simple path that changes dynamically in a straightforward way.

Except for general graphs, these problems have been studied mostly in bounded arboricity graphs [44, 38, 34, 12, 13, 48]. It was shown in [44] that a maximal matching can be maintained with amortized time \( O(\log n / \log \log n) \) in constant arboricity graphs, and this bound was improved in [34] to \( O(\sqrt{\log n}) \). [38] achieved a worst-case update time of \( O(\log n) \). The algorithms of [44, 34, 38] extend to graphs with arboricity bounded by \( \alpha \), with the update time depending on \( \alpha \). A randomized algorithm for maintaining a maximal matching in general graphs with constant amortized update time was given in [51]. A maximal matching provides a 2-approximation for both the maximum matching and the minimum VC.

What about better-than-2 approximations? Improving upon [12, 13] and providing essentially the best result one can hope for in graphs of arboricity \( \alpha \), [48] showed that a \((1 + \epsilon)\)-maximum matching can be maintained with a worst-case update time of \( O(\alpha) \). The \( O(\alpha) \) bound in [48] also bounds the number of changes to the matching, and as mentioned it is impossible to maintain an exact matching with \( o(n) \) matching changes even for a dynamic path. In addition, [48] showed that a \((2 + \epsilon)\)-VC can be maintained with a worst-case update time of \( O(\alpha) \). This improves the update time of the 2-VC algorithms of [44, 34, 38] in every aspect, at the expense of increasing the approximation guarantee from 2 to \((2 + \epsilon)\).

Note that in general graphs, a better-than-2 approximation to the minimum VC cannot be maintained efficiently under the unique games conjecture [37]. Although this hardness result does not apply to bounded arboricity graphs, there is currently no dynamic algorithm for maintaining a better-than-2 approximate VC with update time \( o(n) \) even in the amortized sense, and even in dynamic forests\(^2\). In fact, the only known way to maintain a better-than-2 VC dynamically is to apply the fastest static algorithm from scratch following every update step.

The local nature of our sparsification algorithms can be used to amplify the approximation guarantee of our VC sparsifier in time roughly linear in its size. As a corollary, we provide a reduction from the dynamic to the static case, showing that if a \( t \)-VC can be computed from scratch in time \( T(n) \) in any (sub)family of graphs with arboricity bounded by \( \alpha \), for any \( t \geq 1 \), then a \((t + \epsilon)\)-VC can be maintained with a worst-case update time of \( \frac{T(n)}{D(n/\alpha)^{2\epsilon}} \). This bound of \( \frac{T(n)}{D(n/\alpha)^{2\epsilon}} \) also bounds the amortized number of changes to the VC. For planar graphs this yields an algorithm for maintaining an \((1 + \epsilon)\)-VC with a constant worst-case update time for any constant \( \epsilon > 0 \), which is essentially the best one can hope for. For graphs of arboricity bounded by \( \alpha \) we can maintain a VC of approximation guarantee \( \approx 2 - \frac{1}{\alpha} \) with a worst-case update time of \( O(\sqrt{n} \cdot \alpha^2) \).

We can also amplify our matching and IS sparsifiers and obtain reductions from the dynamic to the static case. These reductions are not useful to obtain new time bounds for the

\(^2\) The only exception is an algorithm for maintaining a maximum matching in dynamic forests with a worst-case update time of \( O(\log n) \) [31]. As a result one can maintain the size of the minimum VC (by Konig’s theorem) in logarithmic update time. On the negative side, one cannot efficiently maintain the VC itself or even a poor approximation of it using [31], and more importantly, the result of [31] requires a logarithmic query time, hence it does not follow the standard constant query time requirement. (We believe that [31] is the only paper in this line of research that does not follow this requirement.)
maximum matching and IS problems. In particular, for approximate matchings, the result of [48] is already the best one can hope for; nevertheless, our reduction for the maximum matching problem can be used to obtain simpler and cleaner algorithms and arguments than those of [48], as discussed in Section 4.2.

1.4 Distributed networks

Our sparsification algorithms can be implemented within a single communication round in distributed networks, where each processor sends and receives a single $O(1)$-bit message along each of its adjacent edges. Moreover, if $\Delta$ is the maximum degree of the sparsifier, each processor may send messages along just $\Delta$ of its adjacent edges, which ensures that the load on all the processors will be low throughout the sparsifier’s computation. After the sparsifier has been computed, we can run on it the required distributed algorithm rather than on the original network, which may significantly reduce the total runtime of the algorithm, the load on the processors, and in some settings it may also reduce the local memory usage at a processor.

Our distributed sparsification algorithms directly extend results from bounded degree graphs to bounded arboricity graphs or to graphs of bounded average degree, for all the problems studied in this paper. Since the performance of many distributed algorithm depend on the maximum degree of the underlying network and as our sparsification algorithms are extremely simple, we anticipate that they will be used and implemented in practice.

For the distributed approximate VC problem, [8] showed how to compute a $(2 + \epsilon)$-VC in $O(\log \Delta / (\epsilon \log \log \Delta))$ rounds, where $\Delta$ is the maximum degree in the graph. We can plug our reduction to extend the result of [8] to graphs of arboricity bounded by $\alpha$, getting a $(2 + \epsilon)$-VC in $O(\log(\alpha / \epsilon) / (\epsilon \log \log(\alpha / \epsilon)))$ rounds.

For the distributed approximate matching problem, a reduction from bounded arboricity graphs to bounded degree graphs was already given in [22]. Nonetheless, our reduction has several advantages over that of [22] (see Section 4), one of which is that it is much simpler, another is that our degree bound has better dependence on $\epsilon$. In particular, [27] devised a distributed algorithm for computing a $(1 + \epsilon)$-maximum matching in $\Delta^{O(1/\epsilon)} + O(\epsilon^{-2}) \cdot \log^* n$ rounds. Plugging our reduction (instead of that from [22]), we easily extend the result of [27] to graphs of arboricity bounded by $\alpha$ to get a $(1 + \epsilon)$-maximum matching in $(\alpha / \epsilon)^{O(1/\epsilon)} + O(\epsilon^{-2}) \cdot \log^* n$ rounds.

A reduction from bounded arboricity graphs to bounded degree graphs was given in [9] for the problems of maximal matching, maximal IS, vertex coloring and ruling sets. The reduction of [9] is based on different ideas than ours (their algorithm is randomized, the number of rounds required by their algorithm is polylogarithmic in the maximum degree, etc), and moreover, it appears that the reduction of [9] cannot be efficiently applied to the problems studied in this paper.

1.5 Organization

The definitions and notation used throughout are given in Section 2. Our matching, VC and IS sparsifiers are presented in Sections 3.1, 3.2 and 3.3, respectively. Finally, in Section 4 we provide some applications of our sparsifiers.
2 Preliminaries

Consider an unweighted graph $G = (V, E)$. A matching $M$ for $G$ is said to be \textit{almost-maximal} w.r.t. some parameter $\eta > 0$, or \textit{$\eta$-maximal}, if at most $\eta \cdot |M|$ edges can be added to it while keeping it a valid matching for $G$. A $(1 + \epsilon)$-maximal matching sparsifier for $G$ is a subgraph $H$ of $G$, such that any $\eta$-maximal matching for $H$ is an $(\epsilon + O(\eta))$-maximal matching for $G$; in particular, a maximal matching for $H$ is $\epsilon$-maximal for $G$, and a $\epsilon$-maximal matching for $H$ is $O(\epsilon)$-maximal for $G$.

For a vertex $v$ in $G$, let $\Gamma_G(v)$ denote the set of neighbors (or \textit{neighborhood}) of $v$ in $G$. For any vertex set $V' \subseteq V$ in $G$, denote by $G[V']$ the subgraph induced by $V'$.

A graph $G = (V, E)$ has \textit{arboricity} $\alpha$ if $\alpha = \max_{U \subseteq V} \left\lfloor \frac{|E(U)|}{|U| - 1} \right\rfloor$, where $E(U) = \{(u, v) \in E \mid u, v \in U\}$. Alternatively, the arboricity of a graph is the minimum number of edge-disjoint forests into which it can be partitioned. The family of bounded arboricity graphs contains planar and bounded genus graphs, bounded tree-width graphs, and in general all graphs excluding fixed minors.

As mentioned in Section 1.1, for any $\Delta \geq 1$, we write $V_{\text{high}}^\Delta$ and $V_{\text{low}}^\Delta$ to denote the sets of vertices of degree $\geq \Delta$ and $< \Delta$, respectively, omitting $\Delta$ from the superscript when it is clear from the context. Define $G_{\text{high}} = G[V_{\text{high}}]$ and $G_{\text{low}} = G[V_{\text{low}}]$.

3 Our Sparsifiers

Note that a graph with arboricity $\alpha$ has an average degree at most $2\alpha$. Throughout we use $\alpha$ as an arboricity parameter and $\beta$ as an average degree parameter. The next observation will be useful.

\textbf{Observation 1.} Let $G = (V_1 \cup V_2, E)$ be a graph with average degree bounded by $\beta$, and suppose that each vertex of $V_1$ has degree at least $(\epsilon + 1)\beta$, for any $\epsilon$. Then $|V_1| \leq |V_2|/\epsilon$.

\textbf{Proof.} Observe that $2|E| \leq \beta(|V_1| + |V_2|)$. Since every vertex in $U$ has degree at least $(\epsilon + 1)\beta$, we have $2|E| \geq |V_1| \cdot (\epsilon + 1)\beta$, hence $|V_1| \cdot (\epsilon + 1)\beta \leq \beta(|V_1| + |V_2|)$, and so $|V_1| \leq |V_2|/\epsilon$.

3.1 The matching sparsifier

Let $G$ be a graph of arboricity bounded by $\alpha$, set $\Delta = 5(5/\epsilon + 1)2\alpha$, and define the sets $V_{\text{high}}, V_{\text{low}}$ and the subgraphs $G_{\text{low}}, G_{\text{high}}$ accordingly. We assume that $\epsilon \leq 1$; the argument works also for larger $\epsilon$, by increasing $\Delta$ appropriately. (We did not try to optimize the constants in the definition of $\Delta$.)

Recall our definition of the matching sparsifier $G_\Delta$: Mark up to $\Delta$ arbitrary adjacent edges on every vertex $v$, and add to $G_\Delta$ all edges that are marked by both endpoints. It is clear that the degree of $G_\Delta$ is at most $\Delta$. To prove that $G_\Delta$ is a matching sparsifier, we use Hall’s marriage theorem.

\textbf{Theorem 2 (Hall’s marriage theorem [33]).} Let $G$ be a bipartite graph with sides $X$ and $Y$. There is a matching that entirely covers $X$ if and only if for every subset $W$ of $X$, $|W| \leq |\Gamma_G(W)|$, where $\Gamma_G(W) = \bigcup_{v \in W} \Gamma_G(v)$ is the neighborhood of $W$.

The following theorem shows that $G_\Delta$ is a $(1 + \epsilon)$-maximum matching sparsifier.

\textbf{Theorem 3.} Let $G$ be a graph of arboricity bounded by $\alpha$ and define $G_\Delta$ as above, for $\Delta = 5(5/\epsilon + 1)2\alpha, \epsilon \leq 1$. Also, denote by $M^*$ and $M^*_\Delta$ the maximum matchings for $G$ and $G_\Delta$, respectively. Then $|M^*| \leq (1 + \epsilon) \cdot |M^*_\Delta|$. (In particular, any $t$-matching for $G_\Delta$ is a $t(1 + \epsilon)$-matching for $G$.)
Proof. We shall construct a matching \( \mathcal{M}_\Delta \) for \( G_\Delta \) satisfying \( |\mathcal{M}| \leq (1 + \epsilon) \cdot |\mathcal{M}_\Delta| \).

Let \( \mathcal{M}_1^\Delta \) be the subset of \( \mathcal{M}_\Delta \) of all edges that belong to \( G_\Delta \), and initialize \( \mathcal{M}_\Delta \) to \( \mathcal{M}_1^\Delta \). Define \( \mathcal{M}_2^\Delta = \mathcal{M}_\Delta \setminus \mathcal{M}_1^\Delta \) as the complementary subset of \( \mathcal{M}_\Delta \). We next show that sufficiently many additional edges of \( G_\Delta \) can be added to \( \mathcal{M}_\Delta \) while keeping it a valid matching.

Note that any edge with two endpoints in \( V_{low} \) must belong to \( G_\Delta \). Since the edges of \( \mathcal{M}_2^\Delta \) do not belong to \( G_\Delta \) by definition, any edge of \( \mathcal{M}_2^\Delta \) is adjacent on at least one vertex of \( V_{high} \).

Let \( V^{in} = V^{in}_{high} \) be the subset of \( V_{high} \) of all vertices with at least \( 2\Delta/5 \) neighbors in \( V_{high} \), and let \( V^{out} = V^{out}_{high} = V_{high} \setminus V^{in} \) be the complementary subset of \( V_{high} \). Observe that \( G_{high} \) has arboricity at most \( \alpha \), and thus average degree at most \( 2\alpha \). Moreover, every vertex in \( V^{in} \) has degree at least \( 2\Delta/5 = 2(5/\epsilon + 1)2\alpha \geq (10/\epsilon + 1)2\alpha \) in \( G_{high} \). Observation 1 thus yields

\[
|V^{in}| \leq \epsilon/10 \cdot |V^{out}|.
\] (1)

**Observation 4.** Each vertex in \( V^{out} \) has more than \( 3\Delta/5 \) neighbors in \( V_{low} \) within \( G_\Delta \).

Proof. First, note that any vertex in \( V_{low} \) marks all its \( < \Delta \) adjacent edges. Since each vertex in \( V^{out} \) has \( < 2\Delta/5 \) neighbors in \( V_{high} \) but a degree of \( \geq \Delta \), the remaining \( > 3\Delta/5 \) neighbors must be in \( V_{low} \). Each vertex of \( V^{out} \) marks \( \Delta \) edges, and any of the \( > 3\Delta/5 \) edges adjacent to a vertex of \( V_{low} \) is also marked by that endpoint in \( V_{low} \), and is thus added to \( G_\Delta \).

For a vertex \( v \), we will refer to its neighbors within \( G_\Delta \) as its \( G_\Delta \)-neighbors. Let \( U = U^{out}_{low} \) be the set of vertices in \( V^{out} \) that are free w.r.t. \( \mathcal{M}_1^\Delta \). By Observation 4, each vertex of \( U \) has more than \( 3\Delta/5 \) \( G_\Delta \)-neighbors in \( V_{low} \). Denote by \( \Gamma = \Gamma(U) \) the set of all \( G_\Delta \)-neighbors of vertices from \( U \) in \( V_{low} \). We next partition \( \Gamma \) into two sets, the sets \( \Gamma_{\text{matched}} \) and \( \Gamma_{\text{free}} \) of vertices that are matched and free w.r.t. \( \mathcal{M}_1^\Delta \), respectively. A vertex \( u \in U \) is called risky if at least \( 2\Delta/5 \) of its \( G_\Delta \)-neighbors in \( \Gamma \) are in \( \Gamma_{\text{matched}} \), otherwise it is safe, and then more than \( \Delta/5 \) of its \( G_\Delta \)-neighbors are in \( \Gamma_{\text{free}} \). Let \( U_{\text{risky}} \) and \( U_{\text{safe}} \) be the sets of all risky and safe vertices of \( U \), respectively.

**Claim 5.** \( |U_{\text{risky}}| \leq \epsilon/5 \cdot |\mathcal{M}_1^\Delta| \).

Proof. For each vertex \( u \in U_{\text{risky}} \), let \( \Gamma_{\text{matched}}(u) \) be the set of its at least \( 2\Delta/5 \) \( G_\Delta \)-neighbors in \( \Gamma_{\text{matched}} \). Let \( \Gamma_{\text{risky}} = \bigcup_{u \in U_{\text{risky}}} \Gamma_{\text{matched}}(u) \) denote the union of the sets \( \Gamma_{\text{matched}}(u) \) over all vertices \( u \in U_{\text{risky}} \). Since all vertices in \( \Gamma_{\text{risky}} \) are matched w.r.t. the matching \( \mathcal{M}_1^\Delta \), \( |\Gamma_{\text{risky}}| \leq 2|\mathcal{M}_1^\Delta| \). Observe that the subgraph \( G_{\text{risky}} \) of \( G_\Delta \) induced by \( U_{\text{risky}} \cup \Gamma_{\text{risky}} \) has arboricity at most \( \alpha \), and thus average degree at most \( 2\alpha \). Moreover, each vertex in \( U_{\text{risky}} \) has at least \( 2\Delta/5 \) neighbors in \( \Gamma_{\text{risky}} \), and thus its degree in \( G_{\text{risky}} \) is at least \( 2\Delta/5 = 2(5/\epsilon + 1)2\alpha \geq (10/\epsilon + 1)2\alpha \). Observation 1 thus yields \( |U_{\text{risky}}| \leq \epsilon/10 \cdot |\Gamma_{\text{risky}}| \leq \epsilon/5 \cdot |\mathcal{M}_1^\Delta| \).

Note that any edge in \( G_\Delta \) between a vertex in \( U_{\text{safe}} \) and a vertex in \( \Gamma_{\text{free}} \) is vertex-disjoint to all edges of \( \mathcal{M}_1^\Delta \). Consequently, the following claim implies that at least \( |U_{\text{safe}}| \) edges of \( G_\Delta \) can be added to the matching \( \mathcal{M}_\Delta \) while preserving its validity.

**Claim 6.** There exists a matching \( \mathcal{M}_{\text{safe}} \) in \( G_\Delta \) that entirely covers \( U_{\text{safe}} \) by edges between \( U_{\text{safe}} \) and \( \Gamma_{\text{free}} \). In particular, \( |\mathcal{M}_{\text{safe}}| = |U_{\text{safe}}| \).
By definition, all vertices of $\Delta = 5(5/\Delta)$ are matched w.r.t. $M$. We argue that for any subset $W \subseteq U_{safe}$, its neighborhood in $G_{safe}$, namely,

$$
\Gamma_{G_{safe}}(W) = \bigcup_{v \in W} \Gamma_{G_{safe}}(v) = \bigcup_{v \in W} \Gamma_{free}(v),
$$

is of larger size. Observe that the subgraph $G_{safe}^W$ of $G_{safe}$ induced by the vertex set $W \cup \Gamma_{G_{safe}}(W)$ has arboricity at most $\alpha$, and thus average degree at most $2\alpha$. Moreover, each vertex of $V$ has at least $\Delta/5$ neighbors in $G_{safe}(W)$, i.e., its degree in $G_{safe}^W$ is at least $\Delta/5 = (5/\epsilon + 1)2\alpha$. Observation 1 thus yields $|W| \leq \epsilon/5 \cdot |G_{safe}(W)| < |G_{safe}(W)|$. By Hall's marriage theorem (Theorem 2), there exists a matching $M_{safe}$ in $G_{safe}$ that entirely covers $U_{safe}$. Claim 6 follows.

Proof. For each vertex $u \in U_{safe}$, let $\Gamma_{free}(u)$ be the set of its at least $\Delta/5 G_{Delta}$-neighbors in $\Gamma_{free}$. Let $\Gamma_{safe} = \bigcup_{u \in U_{safe}} \Gamma_{free}(u)$ denote the union of the sets $\Gamma_{free}(u)$ over all vertices $u \in U_{safe}$. Consider the induced bipartite subgraph $G_{safe}$ of $G_{Delta}$ with sides $U_{safe}$ and $\Gamma_{safe}$. We argue that for any subset $W \subseteq U_{safe}$, its neighborhood in $G_{safe}$, namely,

$$
\Gamma_{G_{safe}}(W) = \bigcup_{v \in W} \Gamma_{G_{safe}}(v) = \bigcup_{v \in W} \Gamma_{free}(v),
$$

is of larger size. Observe that the subgraph $G_{safe}^W$ of $G_{safe}$ induced by the vertex set $W \cup \Gamma_{G_{safe}}(W)$ has arboricity at most $\alpha$, and thus average degree at most $2\alpha$. Moreover, each vertex of $V$ has at least $\Delta/5$ neighbors in $G_{safe}(W)$, i.e., its degree in $G_{safe}^W$ is at least $\Delta/5 = (5/\epsilon + 1)2\alpha$. Observation 1 thus yields $|W| \leq \epsilon/5 \cdot |G_{safe}(W)| < |G_{safe}(W)|$. By Hall's marriage theorem (Theorem 2), there exists a matching $M_{safe}$ in $G_{safe}$ that entirely covers $U_{safe}$. Claim 6 follows.

The following theorem shows that $G_{Delta}$ is a $(1+\epsilon)$-maximal matching sparsifier.

Theorem 7. Let $G$ be a graph of arboricity bounded by $\alpha$ and $G_{Delta}$ defined as above, for $\Delta = 5(5/\epsilon + 1)2\alpha$, $\epsilon \leq 1$. Any $\eta$-maximal matching for $G_{Delta}$ is an $(\epsilon + 3\eta)$-maximal matching for $G$, for any $\eta > 0$.

Proof. The proof of this theorem is similar to that of Theorem 3, thus we aim for conciseness.

Consider an arbitrary $\eta$-maximal matching $M_{\Delta} = M_{\Delta}^\alpha$ for $G_{\Delta}$, and let $M_{\Delta}^\eta$ be any matching for $G$ obtained by adding edges to $M_{\Delta}$. We will show that $|M_{\Delta}^\eta \setminus M_{\Delta}| \leq (\epsilon + 2\eta) \cdot |M_{\Delta}|$. Theorem 7. Let $G$ be a graph of arboricity bounded by $\alpha$ and $G_{\Delta}$ defined as above, for $\Delta = 5(5/\epsilon + 1)2\alpha$, $\epsilon \leq 1$. Any $\eta$-maximal matching for $G_{\Delta}$ is an $(\epsilon + 3\eta)$-maximal matching for $G$, for any $\eta > 0$.

Proof. The proof of this theorem is similar to that of Theorem 3, thus we aim for conciseness.

Consider an arbitrary $\eta$-maximal matching $M_{\Delta} = M_{\Delta}^\alpha$ for $G_{\Delta}$, and let $M_{\Delta}^\eta$ be any matching for $G$ obtained by adding edges to $M_{\Delta}$. We will show that $|M_{\Delta}^\eta \setminus M_{\Delta}| \leq (\epsilon + 2\eta) \cdot |M_{\Delta}|$. Theorem 7. Let $G$ be a graph of arboricity bounded by $\alpha$ and $G_{\Delta}$ defined as above, for $\Delta = 5(5/\epsilon + 1)2\alpha$, $\epsilon \leq 1$. Any $\eta$-maximal matching for $G_{\Delta}$ is an $(\epsilon + 3\eta)$-maximal matching for $G$, for any $\eta > 0$.

Proof. The proof of this theorem is similar to that of Theorem 3, thus we aim for conciseness.

Consider an arbitrary $\eta$-maximal matching $M_{\Delta} = M_{\Delta}^\alpha$ for $G_{\Delta}$, and let $M_{\Delta}^\eta$ be any matching for $G$ obtained by adding edges to $M_{\Delta}$. We will show that $|M_{\Delta}^\eta \setminus M_{\Delta}| \leq (\epsilon + 2\eta) \cdot |M_{\Delta}|$.
Since $M_\Delta$ is $\eta$-maximal w.r.t. $G_\Delta$, at most $\eta \cdot |M_\Delta|$ edges of $M_\Delta' \setminus M_\Delta$ may belong to $G_\Delta$; in what follows we refer to those edges as special edges and to the remaining edges of $M_\Delta' \setminus M_\Delta$ as ordinary edges. Denote the set of ordinary edges in $M_\Delta' \setminus M_\Delta$ by $O$. Since any edge with two endpoints in $V_{\text{low}}$ belongs to $G_\Delta$, it follows that any edge of $O$ has at least one endpoint in $V_{\text{high}}$. Denote the set of vertices in $V_{\text{high}}$ that are free w.r.t. $M_\Delta$ by $F_{\text{high}}$, and note that $|O| \leq |F_{\text{high}}|$.

Defining the sets $V^{\text{in}}$ and $V^{\text{out}}$ as in the proof of Theorem 3, Equation (1) yields $|V^{\text{in}}| \leq \epsilon/10 \cdot |V^{\text{out}}|$. Notice that $|V^{\text{out}}| \leq 2|\mathcal{M}_\Delta| + |F_{\text{high}} \cap V^{\text{out}}|$, hence

$$|F_{\text{high}} \cap V^{\text{in}}| \leq |V^{\text{in}}| \leq \epsilon/10 \cdot |V^{\text{out}}| \leq \epsilon/10 \cdot (2|\mathcal{M}_\Delta| + |F_{\text{high}} \cap V^{\text{out}}|).$$

(3)

Observation 4 from the proof of Theorem 3 remains valid, and it implies that each vertex in $F_{\text{high}} \cap V^{\text{out}}$ has more than $3\Delta/5$ $G_\Delta$-neighbors in $V_{\text{low}}$. Denote by $\Gamma = \Gamma(F_{\text{high}} \cap V^{\text{out}})$ the set of all $G_\Delta$-neighbors of vertices from $F_{\text{high}} \cap V^{\text{out}}$ in $V_{\text{low}}$. We next partition $\Gamma$ into two sets, the sets $\Gamma_{\text{matched}}$ and $\Gamma_{\text{free}}$ of vertices in $\Gamma$ that are matched and free w.r.t. $M_\Delta$, respectively. A vertex $f \in F_{\text{high}} \cap V^{\text{out}}$ is called risky if at least $2\Delta/5$ of its $G_\Delta$-neighbors are in $\Gamma_{\text{matched}}$, otherwise it is safe, and then more than $\Delta/5$ of its $G_\Delta$-neighbors are in $\Gamma_{\text{free}}$.

Let $F_{\text{risky}}$ and $F_{\text{safe}}$ be the sets of all risky and safe vertices of $F_{\text{high}} \cap V^{\text{out}}$, respectively. Following similar lines as those in the proof of Claim 5, we get $|F_{\text{risky}}| \leq \epsilon/5 \cdot |\mathcal{M}_\Delta|$. Also, following similar lines as those in the proof of Claim 6, we establish the existence of a matching $M_{\text{safe}}$ in $G_\Delta$ that entirely covers $F_{\text{safe}}$ by edges between $F_{\text{safe}}$ and $\Gamma_{\text{free}}$. Since all edges of $M_{\text{safe}}$ belong to $G_\Delta$ and can be added to $M_\Delta$ while keeping it a valid matching for $G_\Delta$, the fact that $M_\Delta$ is $\eta$-maximal w.r.t. $G_\Delta$ yields $|F_{\text{safe}}| \leq \eta \cdot |\mathcal{M}_\Delta|$. It follows that $|F_{\text{high}} \cap V^{\text{out}}| = |F_{\text{risky}}| + |F_{\text{safe}}| \leq \epsilon/5 \cdot |\mathcal{M}_\Delta| + \eta \cdot |\mathcal{M}_\Delta|$. Recall that $|O| \leq |F_{\text{high}}|$. Combined with Equation (3), we conclude that

$$|O| \leq |F_{\text{high}}| = |F_{\text{high}} \cap V^{\text{in}}| + |F_{\text{high}} \cap V^{\text{out}}| \leq \epsilon/10 \cdot (2|\mathcal{M}_\Delta| + |F_{\text{high}} \cap V^{\text{out}}|) + \epsilon/5 \cdot |\mathcal{M}_\Delta| + \eta \cdot |\mathcal{M}_\Delta| \leq \epsilon/10 \cdot (2|\mathcal{M}_\Delta| + \epsilon/5 \cdot |\mathcal{M}_\Delta| + \eta \cdot |\mathcal{M}_\Delta|) + \eta \cdot |\mathcal{M}_\Delta| \leq (\epsilon/5 + \eta/10 + \epsilon/5 + \eta) \cdot |\mathcal{M}_\Delta| < (\epsilon + 2\eta) \cdot |\mathcal{M}_\Delta|,$$

i.e., the number $|O|$ of ordinary edges in $M_\Delta' \setminus M_\Delta$ is at most $(\epsilon + 2\eta) \cdot |\mathcal{M}_\Delta|$. Recall that the number of special edges in $M_\Delta' \setminus M_\Delta$ is at most $\eta \cdot |\mathcal{M}_\Delta|$, thus $|M_\Delta' \setminus M_\Delta| \leq (\epsilon + 3\eta) \cdot |\mathcal{M}_\Delta|$.

### 3.2 The VC sparsifier

Let $G$ be a graph of arboricity bounded by $\alpha$, set $\Delta = (1/\epsilon + 1) \cdot 2\alpha$, and define the sets $V_{\text{high}}, V_{\text{low}}$ and the subgraph $G_{\text{low}}$ accordingly. To prove that the pair $(G_{\text{low}}, V_{\text{high}})$ is a VC sparsifier, we use the next lemma.

**Lemma 8.** Let $VC$ be an arbitrary VC for $G$, and let $U = U_{\text{high}}$ be the set of vertices in $V_{\text{high}}$ that are not in $VC$. Then $|U| \leq \epsilon \cdot |VC|$.

**Proof.** Denote by $\Gamma = \Gamma_{\text{high}}$ the set of neighbors in $G \setminus U$ of all vertices of $U$, and note that $\Gamma \subseteq VC$, as otherwise VC cannot be a VC for $G$. Observe that the subgraph $G' = (U \cup \Gamma, E') = G[U \cup \Gamma]$ induced by $U \cup \Gamma$ has arboricity at most $\alpha$, and thus average degree at most $2\alpha$. Moreover, every vertex in $U$ has degree at least $\Delta$. Observation 1 thus yields $|U| \leq \epsilon \cdot |\Gamma| \leq \epsilon \cdot |VC|$. ▶

The following theorem shows that $(G_{\text{low}}, V_{\text{high}})$ is a $(1 + \epsilon)$-VC sparsifier.
Theorem 9. Let $G$ be a graph of arboricity bounded by $\alpha$. Also, let $VC^*$ be a minimum $VC$ for $G$, let $VC^t_{low}$ be a $t$-VC for $G_{low}$, for any $t \geq 1$, and define $\tilde{VC} = VC^t_{low} \cup V_{high}$. Then $\tilde{VC}$ is a $(t + \epsilon)$-VC for $G$.

Proof. Since $VC^*$ is a $VC$ for $G$, $VC^* \cap V_{low}$ must be a $VC$ for $G_{low}$. Hence $|VC^t_{low}| \leq t \cdot |VC^* \cap V_{low}|$. Denoting by $U = U_{high}$ the set of vertices in $V_{high}$ that are not in $VC^*$, we have $|V_{high}| = |VC^* \cap V_{high}| + |U|$. Also, Lemma 8 yields $|U| \leq \epsilon \cdot |VC^*|$. Since $|VC^t_{low}| \leq t \cdot |VC^* \cap V_{low}|$, it follows that

$$|\tilde{VC}| = |VC^t_{low}| + |V_{high}| = |VC^t_{low}| + |VC^* \cap V_{high}| + |U| \leq t \cdot |VC^* \cap V_{low}| + |VC^* \cap V_{high}| + \epsilon \cdot |VC^*| \leq (t + \epsilon) \cdot |VC^*|.$$ □

3.3 The IS sparsifier

Let $G$ be a graph of average degree bounded by $\beta$ (the arboricity may be much larger than $\beta$). Set $\Delta = ((\beta + 1)/\epsilon + 1) \cdot \beta$, and define the sets $V_{high}, V_{low}$ and the subgraph $G_{low}$ accordingly. We assume that $\beta \geq 1$, as we may ignore isolated vertices (adding all of them to the independent set). To show that $G_{low}$ is an IS sparsifier, we make the following observation.

Observation 10. Let $V_1$ be any set of vertices in an arbitrary graph $G = (V, E)$, and let $V_2$ be the complementary subset of $V$. Let $IS^*, IS^t_1$ and $IS^t_2$ be maximum independent sets for the graph $G$ and its subgraphs $G[V_1]$ and $G[V_2]$, respectively. Then $|IS^t_1| + |IS^t_2| \geq |IS^*|$.  

Proof. Both $IS^* \cap V_1$ and $IS^* \cap V_2$ are ISs, hence $|IS^* \cap V_1| \leq |IS^t_1|$, $|IS^* \cap V_2| \leq |IS^t_2|$. □

The following theorem shows that $G_{low}$ is an $(1 + \epsilon)$-IS sparsifier.

Theorem 11. Let $G$ be a graph of average degree bounded by $\beta$. Also, let $IS^*$ (respectively, $IS^t_{low}$) be a maximum IS for $G$ (resp., $G_{low}$), let $IS^t_{low}$ be a $t$-IS for $G_{low}$, for any $t \geq 1$. Then $IS^t_{low}$ is a $(1 + \epsilon)$-IS for $G_{low}$, for any $\epsilon < \beta$.

Proof. Since $IS^t_{low}$ is an IS for $G_{low}$, it must also be an IS for $G$.

Since the average degree in $G = (V_{low} \cup V_{high}, E)$ is bounded by $\beta$ and as every vertex in $V_{high}$ has degree at least $\Delta = ((\beta + 1)/\epsilon + 1) \cdot \beta$, Observation 1 implies that $|V_{high}| \leq \epsilon \cdot |V_{low}|/(\beta + 1))$.

Since $\epsilon < \beta$, we have $\Delta = ((\beta + 1)/\epsilon + 1) \cdot \beta > \beta$, hence there is at least one vertex of degree less than $\Delta$, i.e., $V_{low}$ is non-empty. Denote the average degree in $G_{low}$ by $\beta_{low}$. Since every vertex in $V_{high}$ has degree at least $\Delta = ((\beta + 1)/\epsilon + 1) \cdot \beta$, we have $|V_{high}| \cdot ((\beta + 1)/\epsilon + 1) \cdot \beta + |V_{low}| \cdot \beta_{low} \leq 2|E| \leq \beta(|V_{low}| + |V_{high}|).$ It follows that $|V_{high}| \cdot ((\beta + 1)/\epsilon) \leq |V_{low}|(1 - 2\beta/\beta_{low})$, which, together with the fact that $V_{low}$ is non-empty, yields $\beta_{low} \leq \beta$. By Turan’s theorem, $|IS^t_{low}| \geq V_{low}/(\beta_{low} + 1)$, hence

$$|V_{high}| \leq \epsilon \cdot (|V_{low}|/(\beta + 1)) \leq \epsilon \cdot (|V_{low}|/(\beta_{low} + 1)) \leq \epsilon \cdot |IS^t_{low}|.$$ By Observation 10, $|IS^*| \leq |V_{high}| + |IS^t_{low}|$, so $|IS^*| \leq (1 + \epsilon) \cdot |IS^t_{low}| \leq (1 + \epsilon) \cdot |IS^t_{low}|$. □

4 Applications

4.1 Local computation algorithms

Each vertex $v$ is represented as a unique ID from $\{1, \ldots, n\}$, and the graph $G = (V, E)$ is given through an adjacency list oracle $O_G$ that answers neighbor queries: given a vertex
Let \( \epsilon > 0 \) be arbitrary. Consider first our matching sparsifier \( G_\Delta \), obtained by marking up to \( \Delta \) arbitrary adjacent edges on every vertex \( v \), and adding to \( G_\Delta \) all edges that are marked by both endpoints. Recall that \( \Delta = O(\alpha/\epsilon) \), where \( \alpha \) is a bound on the arboricity of \( G \).

Our goal is to simulate the execution of any local computation algorithm for approximate matching entirely within our bounded degree sparsifier, and in this way to reduce the problem from bounded arboricity graphs to bounded degree graphs. To this end we simply need to be consistent about the adjacent edges of a vertex \( v \) that we mark, e.g., for every vertex \( v \), mark its first \( \Delta \) neighbors on its adjacency list. Whenever a vertex is queried/probed, there is no need to probe any other neighbor of this vertex besides the first \( \Delta \) on its adjacency list, since none of the edges that lead to the other neighbors is in the sparsifier. To determine which among these neighbors is also its neighbor in the sparsifier, we perform a symmetric probe for each of the (at most) \( \Delta \) neighbors. In this way any probing procedure of the original graph (which may contain high degree vertices) is restricted to the matching sparsifier, at the cost of increasing the time complexity by at most a factor of \( \Delta \); this loss is considered negligible, since all the time and space complexities of algorithms in this area are anyway at least polynomial in \( \Delta \). Moreover, by Theorems 3 and 7, any \((1 + \epsilon)\)-maximum (respectively, \( \epsilon \)-maximal) matching computed for \( G_\Delta \) provides a \((1 + O(\epsilon))\)-maximum (resp., \( O(\epsilon) \)-maximal) matching for the original graph, thus there is only a negligible loss in the approximation guarantee. We remark that the local computation algorithm of [28] is actually an almost-maximal matching algorithm, and the \((2 + \epsilon)\)-approximation guarantee holds as any \( \epsilon \)-maximal matching is also a \((2 + O(\epsilon))\)-maximum matching. In this way we reduce the problems of approximate-maximum matching and almost-maximal matching from graphs of arboricity bounded by \( \alpha \) to graphs of degree bounded by \( O(\alpha/\epsilon) \).

\[ \text{Corollary 12.} \] For any graph \( G \) with arboricity bounded by \( \alpha \) and for any constant \( \epsilon > 0 \):
- There is a deterministic local computation algorithm for \((1 + \epsilon)\)-maximum matching with time complexity \( O(\log^* n) \cdot \exp(\alpha) \) and zero space complexity. (An extension of [26].)
- There is a randomized local computation algorithm for \((1 + \epsilon)\)-maximum matching with time and space complexities of \( \text{poly}(\log n, \alpha) \). (An extension of [40].)
- There is a deterministic local computation algorithm for \((2 + \epsilon)\)-maximum matching with time complexity \( O(\log^* n) \cdot 2^{O(\alpha^2)} \). (An extension of [28].)

For our VC and IS sparsifiers, things are even simpler. The IS sparsifier is simply \( G_{\text{low}} \), i.e., the subgraph induced on the low degree vertices, hence simulating the execution of a local computation algorithm entirely within the sparsifier can be naturally done without having to probe more than \( \Delta \) neighbors of any vertex. As for the VC sparsifier, we also need to reason about the validating set \( V^{high} \), but for any vertex we can determine if it belongs to \( V^{high} \) or not by making one query to the oracle \( O_G \).

\subsection{Dynamic centralized algorithms}

In this section we employ our sparsifiers to get efficient dynamic algorithms. The starting point is a “lazy scheme” due to [30] for maintaining approximate maximum matching for general graphs, which was refined for bounded arboricity graphs in [48]. This scheme exploits a basic stability property of matchings: The size of the maximum matching changes by at most 1 following each update. Thus if we have a large matching of size close to the maximum, it will remain close to it throughout a long update sequence, or formally:

\[ \text{Lemma 13 (Lemma 3.1 in [30]).} \] Let \( \epsilon, \epsilon' \leq 1/2 \). Suppose that \( M_i \) is a \((1 + \epsilon)\)-MCM for \( G_i \). For \( j = i, i+1, \ldots, i + |\epsilon' \cdot |M_i| \), let \( M_j^{(i)} \) denote the matching \( M_j \) after removing from
it all edges that got deleted during the updates $i+1, \ldots, j$. Then $M_1^{(j)}$ is a $(1+2\epsilon+2\epsilon')$-MCM for the graph $G_j$.

Hence, we can compute a $(1+\epsilon/4)$-maximum matching $M_i$ at a certain update $i$, and use the same matching $M_1^{(j)}$ throughout all updates $j = i, i+1, \ldots, j' = i + \lfloor \epsilon/4 \cdot |M_i| \rfloor$. (By Lemma 13, $M_1^{(j)}$ is a $(1+\epsilon)$-maximum matching for all graphs $G_j$.) Next compute a fresh $(1+\epsilon/4)$-maximum matching $M_{i'}$ following update $i'$ and use it throughout all updates $i', i'+1, \ldots, j' + \lfloor \epsilon/4 \cdot |M_{i'}| \rfloor$, and repeat.

In this way the static time complexity of computing a $(1+\epsilon)$-maximum matching $M$ is amortized over $1 + \lfloor \epsilon/4 \cdot |M| \rfloor = \Omega(\epsilon \cdot |M|)$ updates. The key insight behind the schemes of [30, 48] is not to compute the approximate matching on the entire graph, but rather on a matching sparsifier, which is derived from an $O(1)$-VC that is maintained dynamically by other means. [48] showed that an $\epsilon$-maximal matching, and thus a $(2 + \epsilon)$-VC, denoted by $\tilde{V}C$, can be maintained with $O(\epsilon)$ update time, and the argument used by [48] was quite tricky; we will get back to this point soon. Specifically, the sparsifier $\tilde{G}$ of [48] contains (1) all edges in the subgraph $G[\tilde{V}C]$ induced by $\tilde{V}C$, and (2) for each vertex $v \in \tilde{V}C$, (up to) $O(\alpha/\epsilon)$ edges connecting it with arbitrary neighbors outside $\tilde{V}C$. Although the resulting sparsifier may have large degree, it is easy to verify that it contains $O(|M| \cdot \alpha/\epsilon)$ edges, and it can be computed in time linear in its size. Since a $(1+\epsilon)$-maximum matching can be computed for the sparsifier $\tilde{G}$ in time $O(|\tilde{G}|/\epsilon) = O(|M| \cdot \alpha/\epsilon^2)$ [36, 42, 54], the resulting amortized update time is $O(\alpha \cdot \epsilon^{-3})$. Also, one can easily translate the amortized bound into a worst-case bound, as shown in [30].

The aforementioned stability property also applies to the minimum VC and maximum IS problems. We next consider the minimum VC problem; see Section 4.2.1 for a discussion on the maximum IS problem. Thus the size of the minimum VC changes by at most 1 following a worst-case bound, as shown in [30].

Fix an arbitrary parameter $t \geq 1$. Consider an arbitrary (sub)family of $n$-vertex graphs $G$ with arboricity bounded by $\alpha$ that is closed under edge removals (such as the family of planar graphs), and suppose that we can compute a $t$-VC from scratch in time $T(n)$ for any graph in this family. (More generally, we assume that for any $j$-vertex subgraph $H$ of any $G \in G$, for any $1 \leq j \leq n$, we can compute in time $T(j)$ a $t$-VC for $H$.) Next, we adapt the lazy scheme [30, 48] to maintain a $(t+2\epsilon)$-VC in dynamically changing graphs of $G$.

Lemma 13 easily extends to the minimum VC problem and to any approximation $t \geq 1$, i.e., any $(t+\epsilon)$-VC continues to provide a $(t+2\epsilon)$-VC throughout a long update sequence. Once the approximation guarantee of that VC, denoted by $VC_{old}$, becomes too poor (i.e., reaches $t+2\epsilon$), we shall amplify it (i.e., reduce it back to $t+\epsilon$) by computing a $(t+\epsilon)$-VC within time close to linear in $|VC_{old}|$. Having done that, we can then re-use the new amplified VC, denoted by $VC_{new}$, throughout the subsequent $\epsilon \cdot |VC_{new}|$ update steps, and repeat.

The computation of the new amplified cover $VC_{new}$ employs the old cover $VC_{old}$ and our VC sparsifier from Section 3.2 as follows. Recall that the vertex set $V_{high}$ is the validating set of our VC sparsifier. It is straightforward to maintain all vertices in $V_{high}$ dynamically with $O(\alpha/\epsilon)$ worst-case update time; we initialize $VC_{new}$ as $V_{high}$. We next need to compute the subgraph $G_{low}$ induced on the vertices $V_{low}$ of degree $< \Delta = O(\alpha/\epsilon)$. This can be done by simply adding, for each vertex of $VC_{old}$ of degree $< \Delta$, all its adjacent edges to vertices of degree $< \Delta$. Although some vertices of $V_{low}$ may not belong to $VC_{old}$, we must have added all edges of $G_{low}$, as $VC_{old}$ is a VC for $G$. Clearly, the number $|V_{low}|$ of vertices in $G_{low}$, as well
as the time needed to compute it, are bounded by $O(|VC_{\text{old}}| \cdot \alpha/\epsilon)$. We proceed by computing a $t$-VC for $G_{\text{low}}$, denoted by $VC_{\text{low}}^t$; the runtime of this static computation is $T(|V_{\text{low}}|)$. Finally, we add all vertices of $VC_{\text{low}}^t$ to $V_{\text{new}}$, thus we have $VC_{\text{new}} = VC_{\text{low}}^t \cup V_{\text{high}}$. By Theorem 9, $VC_{\text{new}}$ is a $(t+\epsilon)$-VC for the entire graph $G$.

Observe that the overall runtime of computing $VC_{\text{new}}$ is bounded by $O(|VC_{\text{old}}| \cdot \alpha/\epsilon) + T(|V_{\text{low}}|) \leq T(O(|VC_{\text{old}}| \cdot \alpha/\epsilon))$. Since this runtime is amortized over $\Theta(\epsilon \cdot |VC_{\text{old}}|)$ update steps, the amortized update time is bounded by $T(O(|VC_{\text{old}}| \cdot \alpha/\epsilon))/\Theta(\epsilon \cdot |VC_{\text{old}}|)$, which is no greater than $\frac{T(n)}{O(n/\alpha \cdot \epsilon^2)}$. Note that the amortized number of changes to the VC is also bounded by $\frac{T(n)}{O(n/\alpha \cdot \epsilon^2)}$. Moreover, one can easily translate the amortized update time into the same (up to a constant factor) worst-case update time, as shown in [30].

Summarizing, we have proved the following result.

\begin{theorem}
Fix arbitrary $t \geq 1$, $\epsilon > 0$. If a $t$-VC can be computed in time $T(n)$ in an arbitrary (sub)family of $n$-vertex graphs with arboricity bounded by $\alpha$ that is closed under edge removals, then a $(t+\epsilon)$-VC can be maintained with a worst-case update time of $\frac{T(n)}{O(n/\alpha \cdot \epsilon^2)}$.
Moreover, the amortized number of changes to the VC is also bounded by $\frac{T(n)}{O(n/\alpha \cdot \epsilon^2)}$.
\end{theorem}

\textbf{Remarks.}

1. For planar graphs, one can compute a $(1+\epsilon)$-VC in time $O(n)$, for any constant $\epsilon > 0$ [7]. By Theorem 14, we can maintain a $(1+\epsilon)$-VC with a constant worst-case update time for any constant $\epsilon > 0$.

2. For the family of graphs with arboricity bounded by $\alpha$, one can compute a $(2 - \frac{2}{\beta+1})$-VC in time $O(n^{3/2} \cdot \alpha)$, where $\beta$ is the average degree in some (carefully computed) subgraph, and is thus bounded by $2\alpha$ [35]. By Theorem 14, we can maintain a VC with an approximation of roughly $2 - \frac{1}{\alpha}$ and a worst-case update time of $O(\sqrt{n} \cdot \alpha^2)$.

Our matching sparsifier from Section 3.1 can be used to simplify the algorithms of [48] and their analysis. First, as mentioned, [48] used a tricky argument to maintain a $(2+\epsilon)$-VC with $O(\alpha/\epsilon)$ update time. An alternative simpler approach is to maintain a maximal matching on top of our bounded degree matching sparsifier, which can be done naively with update time linear in the degree of the sparsifier, namely, $O(\alpha/\epsilon)$. By Theorem 7, this yields an $\epsilon$-maximal matching, which is translated into an $(2+\epsilon)$-VC in the obvious way. Second, as explained in [48], the lazy scheme of [30] is inherently non-local. Since local algorithms are advantageous, [48] also devised a local algorithm for maintaining a $(1+\epsilon)$-maximum matching, which is quite intricate. An alternative simpler approach is to maintain a $(1+\epsilon)$-maximum matching on top of our bounded degree matching sparsifier, by dynamically excluding augmenting paths of length $O(1/\epsilon)$. By Theorem 3, this yields an $(1 + O(\epsilon))$-maximum matching, and the update time of the resulting algorithm is $(\alpha/\epsilon)^{O(1/\epsilon)}$, just as in [48].

\subsection{The dynamic approximate maximum IS problem}

The size of the maximum IS changes by at most 1 following each update, hence we can apply the lazy scheme of [30, 48] also for this problem. Notice, however, that there is no need to compute a sparsifier here, since the maximum IS is of size at least $n/(\beta+1)$ by Turan’s theorem, where $\beta$ is the average degree in the graph. Hence, one can simply compute an approximate maximum IS on the entire graph, and amortize the cost of this static computation over $\Theta(\epsilon \cdot (n/\beta))$ update steps. Consequently, using the lazy scheme, we get a simple reduction from the dynamic to the static case: The update time (both amortized
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and worst-case) for maintaining a \((t + \epsilon)\)-IS is smaller than the static time complexity of computing a \(t\)-IS by a factor of \(\Omega((n/\beta) \cdot \epsilon)\), for any \(t \geq 1\) and \(\epsilon > 0\).

Remarks.
1. For planar graphs, one can compute a \((1 + \epsilon)\)-IS in time \(O(n)\), for any constant \(\epsilon > 0\) [7]. We can thus maintain a \((1 + \epsilon)\)-IS with a constant worst-case update time for any constant \(\epsilon > 0\).
2. For graphs with average degree bounded by \(\beta\), one can compute a \((k + 1)/2\)-IS in time \(O(n^{3/2} \cdot \beta)\) [35]. We can thus maintain an IS with an approximation of roughly \((k + 1)/2\) and a worst-case update time of \(O(\sqrt{n} \cdot \beta^2)\).

4.3 Distributed networks

We consider the standard \(\text{LOCAL}\) and \(\text{CONGEST}\) models of communication (cf. [47]), which are standard distributed computing models capturing the essence of spatial locality and congestion. All processors wake up simultaneously, and computation proceeds in fault-free synchronous rounds during which every processor exchanges messages of either unbounded size (in the \(\text{LOCAL}\) model) or of \(O(\log n)\)-bit size (in the \(\text{CONGEST}\) model). It is easy to see that our sparsification algorithms can be implemented in distributed networks using a single communication round, even using \(O(1)\)-bit messages, during which each processor sends messages along at most \(\Delta\) of its adjacent edges, where \(\Delta\) is the degree bound of the sparsifier. Hence, the results mentioned in Section 1.4 hold w.r.t. both the \(\text{LOCAL}\) and the \(\text{CONGEST}\) models of communication. In this way we provide a clean and simple reduction from either bounded arboricity graphs (for the distributed approximate maximum matching and minimum VC problems) or from bounded average degree graphs (for the distributed approximate maximum IS problem) to bounded degree graphs.

For the distributed approximate VC problem, [8] showed that a \((2 + \epsilon)\)-VC can be computed in \(O(\log \Delta/(\epsilon \log \log \Delta))\) rounds, where \(\Delta\) is the maximum degree in the graph. We can plug our reduction to extend the result of [8] to graphs of arboricity bounded by \(\alpha\).

\(\triangleright\) Theorem 15. For any graph of arboricity bounded by \(\alpha\) and any \(\epsilon > 0\), there is a distributed algorithm for computing a \((2 + \epsilon)\)-VC in \(O((\alpha/\epsilon)/(\epsilon \log \log(\alpha/\epsilon)))\) rounds.

As mentioned in Section 1.4, for the distributed approximate maximum matching problem, a reduction from bounded arboricity graphs to bounded degree graphs was already given in [22]. The reduction of [22] starts by computing carefully chosen vertex sets in the graph, using which a bounded degree subgraph is computed, in \(O(1)\) communication rounds. A distributed approximate matching algorithm is then run on that subgraph. Based on the matching returned as output to that algorithm, another carefully chosen bounded degree subgraph is computed, in \(O(1)\) more communication rounds. A distributed approximate matching algorithm is then run on the new subgraph, and the final matching is the union of the first matching and the second. Our reduction is obtained as an immediate corollary of our matching sparsifier from Section 3.1, and it has several advantages over the one of [22]. First and foremost, our reduction is much simpler. Second, it requires a single communication round, whereas the number of rounds in the reduction of [22] depends on the time required to compute an approximate matching. In particular, throughout the computation of our sparsifier, the load (as well as node congestion) on all processors is low, since any vertex sends messages only along \(\Delta\) of its adjacent edges is a single round, where \(\Delta\) is the degree bound of the sparsifier. Moreover, the load on processors will remain low by definition throughout the subsequent run of any distributed approximate matching
algorithm, since that algorithm is run on a bounded degree subgraph. In contrast, the computation of the subgraphs in [22] involves the exchange of messages between high degree vertices, and this “high-load” message exchange proceeds throughout $O(1)$ rounds; then a distributed approximate matching algorithm is run on a bounded degree subgraph, which may require many rounds to complete, and later another “high-load” message exchange proceeds throughout $O(1)$ more rounds. Third, the degree of our matching sparsifier is at most $O(\alpha/\epsilon)$, whereas the degree bound of the subgraphs of [22] is $O(\alpha/\epsilon^2)$, i.e., there is a gap of factor $1/\epsilon$, and this gap may be amplified significantly in applications where the runtime of the distributed algorithm depends exponentially on the maximum degree. In particular, [27] devised a distributed algorithm for computing a $(1 + \epsilon)$-maximum matching in $\Delta O(1/\epsilon) + O(\epsilon^{-2}) \cdot \log^* n$ rounds, for graphs with degree bounded by $\Delta$. Due to our matching sparsifier, we extend the result of [27] to graphs of arboricity bounded by $\alpha$ to get a $(1 + \epsilon)$-maximum matching in $(\alpha/\epsilon) O(1/\epsilon) + O(\epsilon^{-2}) \cdot \log^* n$ rounds, which has a better dependence on $\epsilon$ than if the reduction of [22] were to be used.
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Abstract

Distribution testing is an area of property testing that studies algorithms that receive few samples from a probability distribution \( D \) and decide whether \( D \) has a certain property or is far (in total variation distance) from all distributions with that property. Most natural properties of distributions, however, require a large number of samples to test, which motivates the question of whether there are natural settings wherein fewer samples suffice.

We initiate a study of proofs of proximity for properties of distributions. In their basic form, these proof systems consist of a tester (or verifier) that not only has sample access to a distribution but also explicit access to a proof string that depends arbitrarily on the distribution. We refer to these as NP distribution testers, or MA distribution testers if the tester is a probabilistic algorithm. We also study IP distribution testers, a more general notion where the tester interacts with an all-powerful untrusted prover.

We investigate the power and limitations of proofs of proximity for distributions and chart a landscape that, surprisingly, is significantly different from that of proofs of proximity for functions. Our main results include showing that MA distribution testers can be quadratically stronger than standard distribution testers, but no stronger than that; in contrast, IP distribution testers can be exponentially stronger than standard distribution testers, but when restricted to public coins they can be quadratically stronger at best.
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1 Introduction

Distribution testing, introduced by Goldreich and Ron [34] and Batu et al. [8], is an area of property testing [55, 30] that studies sublinear-time algorithms for approximate decision problems regarding probability distributions over massive domains. Such algorithms, known as distribution testers, are given independent samples from an unknown distribution and are required to decide whether the distribution has a certain property, or is far from having it. More precisely, a distribution tester for a property \( \Pi \) of distributions over a domain \( \Omega \) is a probabilistic algorithm that, given a proximity parameter \( \varepsilon > 0 \), determines whether a distribution \( D \) over \( \Omega \) has the property \( \Pi \) or is \( \varepsilon \)-far (typically, in total variation distance) from any distribution that has \( \Pi \), by drawing a sublinear number of independent samples from \( D \).
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In the last two decades distribution testing has received much attention, not only because it asks fundamental questions about distributions but also because it has applications ranging from statistical hypothesis testing [43] and model selection [14] to property testing [34, 17] and biology [62, 48]. A long line of works, including [7, 46, 6, 47, 49, 58, 3, 12, 44, 22, 11, 24, 57], has investigated many natural properties of distributions, determining the sample complexity of core problems such as testing uniformity, support size, identity to a specified distribution, and many more (see recent surveys [53, 16] and a forthcoming book [29]).

Whereas testing properties of functions is often possible with few queries (independently of the function’s domain size), testing properties of distributions typically requires many samples. In particular, the vast majority of properties of distributions studied in the literature require \( \Omega(\sqrt{n}) \) samples to test, where \( n \) is the domain size. This state of affairs has motivated researchers to study distribution testing using stronger types of access to the distribution [18, 26, 2, 21], in which the tester can draw samples conditioned on a subset of the domain, and models in which the tester is granted additional access to the cumulative distribution function or probability mass function of the distribution [54, 15]. In this work we take a different approach: we allow the tester to be aided by a prover, but keep the standard sample access to the distribution (without any conditioning), as we now explain.

A fundamental question that arises in any computational model is to understand the power of a ‘proof’. Indeed, the famous \( \mathbf{P} \neq \mathbf{NP} \) conjecture, which is concerned with the power of proofs in the setting of polynomial-time computation, is widely considered as one of the most important open problems in the theory of computation. Moreover, proof systems are studied in many other settings, such as communication complexity [4, 1, 42], quantum computation [61, 50, 59], data streams [19, 38, 20], and, most relevant to this work, property testing, as we now recall.

Proofs in the functional (standard) setting of property testing are known as proofs of proximity [25, 9]. These are probabilistic proof systems in which the verifier makes a sublinear number of queries to a statement, and is only required to reject statements that are far from true. In a Merlin–Arthur proof of proximity (MAP) [39], the verifier receives explicit access to a proof of sublinear length, in addition to query access to the statement. More generally, in an interactive proof of proximity (IPP) [52], the verifier interacts with an all-powerful untrusted prover. MAPs and IPPs have been studied in a line of recent works, including [27, 33, 41, 32, 28, 31, 51, 40, 10], and may be thought of as the MA (i.e., “randomized NP”) and IP analogues of functional property testing, respectively.

In this work, we initiate a study of proof systems for testing properties of distributions, i.e., proofs of proximity for distribution testing. We define several natural types of proofs, and investigate their power and limitations. The landscape that we chart turns out to be completely different, both qualitatively and quantitatively, from that for proofs of proximity for functions. We now discuss our results, first on non-interactive proofs and then on interactive proofs.

## 2 Non-interactive proofs of proximity for distribution testing

We study a natural analogue of the notion of NP proofs for testing properties of distributions. Letting \( \Delta(\Omega_n) \) be the set of distributions over a domain \( \Omega \), and letting \( \Pi \subseteq \Delta(\Omega) \) be a property, the tester is given sample access to a distribution \( \mathcal{D} \in \Delta(\Omega) \) and explicit access to a proof \( \pi \) and proximity parameter \( \varepsilon \). We require that for every distribution \( \mathcal{D} \in \Pi \) there exists a proof \( \pi \) such that the tester accepts, and for every distribution \( \mathcal{D} \) that is \( \varepsilon \)-far from \( \Pi \) and every proof the tester rejects, both with high probability (e.g., \( 2/3 \)).
Following standard conventions, if such a tester is a deterministic algorithm (i.e., is not allowed to toss coins), then we call it an NP distribution tester, and if it is a probabilistic algorithm, then we call it an MA distribution tester. As we discuss later, in stark contrast to proofs of proximity for functions, for which deterministic testers are degenerate [38], the power of MA distribution testers and NP distribution testers is essentially equivalent. Thus we henceforth present our results for MA distribution testers only, and remark that these results qualitatively translate to NP distribution testers as well.

Analogously to prior work in distribution testing and proximity proofs, we consider two main efficiency measures for MA distribution testers: (a) sample complexity, which is the number of samples drawn by the tester from the distribution; (b) proof complexity, which is the length of the honest proof. Both complexity measures are functions of the domain size and the proximity parameter.

Perhaps the first question that arises in this direction is whether verification can be cheaper than decision. In other words, are MA distribution testers stronger than standard distribution testers? For functional proofs of proximity the answer is immediate: every property can be tested with just $O(1)$ queries to the input, when given a linear-size proof. This proof simply contains a description of the input, in which case the tester can read the entire proof, decide membership in the property, and query the input at few random locations to check that it is close to the proof. Linear-size proofs thus trivialize testing properties of functions.

In distribution testing, however, the situation is not as simple. For starters, given a purported description of $D$, checking that this description actually matches the input distribution typically requires more than a constant number of samples. Moreover, the description of a distribution $D$ may be very large (even infinite), and so the proof cannot simply contain its description. Nonetheless, these difficulties can be dealt with, albeit at the cost of higher complexity.

To simplify exposition, throughout the introduction we fix a domain $\Omega_n$ of size $n$ and fix the proximity parameter $\varepsilon$ to a small constant. Our first result shows that proofs of (nearly) linear length allow testing any property with only $O(\sqrt{n})$ samples; moreover, there are natural properties for which the sample complexity can be smoothly reduced (down to constant) using increasingly longer proofs.

\begin{itemize}
  \item Theorem 1 (informal; see full version for details).
    \begin{enumerate}
      \item For any property $\Pi \subseteq \Delta(\Omega_n)$, there exists an MA distribution tester with proof complexity $O(n \log(n))$ and sample complexity $s = O(\max_{D \in \Pi} \|D\|_{2/3}^2) = O(\sqrt{n})$. (Here $\|\cdot\|_{2/3}$ is the $\ell_{2/3}$ quasi-norm.)
      \item There exists a (natural) property $\Pi \subseteq \Delta(\Omega_n)$ for which every distribution tester uses $\tilde{O}(n)$ samples, yet there is an MA distribution tester for $\Pi$ with proof complexity $O(n \log(n))$ and sample complexity $O(1)$. Furthermore, one can trade proof against sample complexity and, e.g., make both complexities $\tilde{O}(\sqrt{n})$.
    \end{enumerate}
\end{itemize}

We remark that the second item of Theorem 1 is proved with respect to a promise problem.

Theorem 1 confirms the intuition that MA distribution testers are stronger than standard distribution testers. However, while in the settings of proximity proofs for functions it is possible to obtain exponential savings in query complexity, even using proofs of merely logarithmic length [39], our Theorem 1 only shows MA distribution testers in which the product of the proof and sample complexities is at least as large as the sample complexity
of standard distribution testers. This discussion raises the question of whether there exist stronger MA distribution testers, or whether non-interactive proofs of proximity for distributions are indeed more limited than their functional counterparts.

Furthermore, Theorem 1 shows that the sample complexity of MA distribution testers for any property can be reduced to $O(\sqrt{n})$. Yet, for properties that can be tested (without a proof) using $O(\sqrt{n})$ samples, is it always the case that MA distribution testers can be stronger than standard distribution testers?

To answer the questions above, we study the limitations of non-interactive proofs of proximity for distributions. Our next result shows that for every property and every MA distribution tester, either its proof or its sample complexity can at best be quadratically better than the (optimal) sample complexity of a standard distribution tester. Moreover, there also exists a natural property (the property of being uniformly distributed) for which MA distribution testers cannot do better than standard distribution testers.

**Theorem 2** (informal; see full version for details). Let $s_\Pi$ be the optimal sample complexity for testing a property $\Pi$ without the aid of any proofs.

- For every $\Pi \subseteq \Delta(\Omega_n)$ and every MA distribution tester for $\Pi$ with proof complexity $p$ and sample complexity $s$, it holds that $p \cdot s = \Omega(s_\Pi)$.

- Every MA distribution tester for the uniformity property $U_n$ has sample complexity $\Omega(s_{U_n}) = \Omega(\sqrt{n})$, regardless of its proof complexity.

Theorem 2 thus shows that the upper bounds in Theorem 1 are tight, up to logarithmic factors. (The first item of Theorem 2 shows the tightness of the second item of Theorem 1, and the second item of Theorem 2 shows the tightness of the first item of Theorem 1 with respect to a particular property.)

**On derandomizing MA distribution testers.**

As mentioned above, the power of deterministic verification (NP proofs) and randomized verification (MA proofs) is essentially equivalent in the setting of distribution testing. More accurately, the following theorem shows that MA distribution testers can be derandomized into NP distribution testers at the price of only a small increase in sample complexity.

**Theorem 3** (informal; see full version for details). Every MA distribution tester with proof complexity $p$ and sample complexity $s$ can be emulated by an NP distribution tester with proof complexity $p$ and sample complexity $O(s + \log(n))$.

We remark that a direct proof for the special case of standard testers (without access to a proof) is sketched in [29, Chapter 11].

**3 Interactive proofs of proximity for distribution testing**

While MA distribution testers are stronger than standard distribution testers, they are limited to multiplicatively trading off sample complexity for proof complexity. Can one do even better with other types of proof systems? To study this question, we consider a natural analogue of interactive proofs [36] in the setting of distribution testing.

---

1 To see this holds with respect to the first item of Theorem 1, recall that every property can be tested using $O(n)$ samples (for a constant value of the proximity parameter).
An *IP distribution tester* generalizes the notion of an MA distribution tester by allowing the tester to interact with an all-powerful untrusted prover who knows everything about the input distribution $\mathcal{D}$. The prover tries to convince the tester that $\mathcal{D}$ has a certain property $\Pi$. If $\mathcal{D} \in \Pi$ then there exists a prover strategy that makes the tester accept with high probability; if instead $\mathcal{D}$ is far from $\Pi$ then the tester rejects with high probability regardless of prover strategy.

Similarly to the non-interactive setting, we seek to minimize the sample complexity, as well as *communication complexity*, which is the total number of bits exchanged between the two parties (and generalizes proof complexity). We also consider the *round complexity*, which is the number of rounds of interaction, where each round consists of a message from one party to the other and its reply.

The next theorem shows that it is possible to test properties of distributions much more efficiently by interacting with a prover than by receiving a non-interactive proof. In fact, even a single round of interaction suffices to obtain *exponential* savings in communication and sample complexity compared to the sample complexity of standard distribution testers (and hence MA distribution testers as well).

▶ **Theorem 4** (informal, see full version). There exists a property $\Pi \subseteq \Delta(\Omega_n)$ such that:

1. there is a 1-round IP distribution tester for $\Pi$ with communication complexity $O(\log(n))$ and sample complexity $O(1)$; yet
2. every (standard) distribution tester for $\Pi$ must use $\tilde{\Omega}(\sqrt{n})$ samples.

A fundamental distinction between types of interactive proofs is according to how the tester uses its own randomness. The interaction is public-coin if the tester reveals the outcome of its coins immediately after tossing them; it is private-coin if the tester can keep such outcomes to itself. Public-coin interactive proofs are called AM proofs [5], and so we call their distribution testing analogues AM distribution testers. We stress that in these public-coin protocols, the prover does not see the samples drawn by the tester.

Goldwasser and Sipser [37] proved that the expressive power of private-coin interactive proofs is essentially equivalent to that of public-coin interactive proofs, despite the latter being syntactically weaker. Rothblum, Vadhan, and Wigderson [52] observed that [37]'s proof of this statement extends to the setting of interactive proofs of proximity for functions. The next theorem shows that, unlike in the aforementioned models, the power of public-coin interaction for testing distributions is rather limited, regardless of round complexity.

▶ **Theorem 5** (informal, see full version). For every property $\Pi \subseteq \Delta(\Omega_n)$ and $r \in \mathbb{N}$ (not necessarily a constant), it holds that every $r$-round AM distribution tester for $\Pi$ with communication complexity $c$ and sample complexity $s$ satisfies $c \cdot s = \Omega(s_\Pi)$. (As before, $s_\Pi$ denotes the optimal sample complexity for testing property $\Pi$ without the aid of any proofs.)

We note that the combination of our Theorems 4 and 5 yields an *exponential* separation between the power of IP distribution testers and AM distribution testers, which stands in stark contrast to the equivalence of private-coin and public-coin interaction in the functional setting.

While their power is limited when compared to IP distribution testers, AM distribution testers are still stronger than standard distribution testers, and possibly MA distribution testers as well. In the full version we show an AM distribution tester for a natural property that tightly matches the lower bound in Theorem 5, and also allows for smooth communication versus sample complexity tradeoffs. It is an open problem whether this upper bound can also be obtained via MA distribution testers, or whether public coin interaction in the setting of distribution testing is strictly stronger.
Table 1 Comparison between proofs of proximity for testing distributions and testing functions.

<table>
<thead>
<tr>
<th>Proofs of linear length</th>
<th>Testing Distributions this work</th>
<th>Testing Functions [52, 39, 27, 40]</th>
</tr>
</thead>
<tbody>
<tr>
<td>MA proofs of proximity vs. standard testers</td>
<td>quadratically stronger</td>
<td>exponentially stronger</td>
</tr>
<tr>
<td>Probabilistic (MA) vs. deterministic (NP) verification</td>
<td>nearly equivalent</td>
<td>NP proofs of proximity are extremely weak</td>
</tr>
<tr>
<td>Hardest property for non-interactive proofs</td>
<td>explicit and natural; no better than standard testers, regardless of proof length</td>
<td>non-explicit (random property); linear length proof is required to outperform standard testers</td>
</tr>
<tr>
<td>Private vs. public coin protocols</td>
<td>exponential separation</td>
<td>almost equivalent</td>
</tr>
<tr>
<td>AM round hierarchy coin protocols</td>
<td>AM complexity is quadratically related to the sample complexity of standard testers</td>
<td>there is a property for which the AM complexity is $\approx n^{1/r}$ for $r$-round protocols</td>
</tr>
</tbody>
</table>

4 Comparison of functional and distributional proofs of proximity

In this work we consider several fundamental questions about proofs of proximity that were previously studied for properties of functions. We study these questions for properties of distributions instead.

One may naively expect that, since we are asking similar questions, we should obtain similar answers. However our results demonstrate that proofs of proximity for distributions behave dramatically different, both qualitatively and quantitatively, from proofs of proximity for functions. We summarize these different “complexity landscapes” in Table 1.

In retrospect these dramatic differences are easily interpreted. First and foremost, even standard (function) property testing and distribution testing are dissimilar: not only the tested objects are structurally different, but, just as importantly, the access to these objects is different as well (query access versus sample access). Moreover, these differences are more pronounced with regard to proofs of proximity because proof techniques to reason about them are very sensitive to input representation and access type. This is indeed what we find when inspecting our proof techniques, and the reasons for why our results hold.

5 Techniques

We establish our results via an eclectic set of technical tools that varies from section to section. These include extraction and derandomization, reductions from SMP communication complexity, lifting lemmas, granular approximation, and tolerant testing. To facilitate understanding of the main ideas behind each result, in the technical sections we precede the formal proof of each result with an intuitive high-level overview.

Below, we provide a taste of our techniques, grouped according to whether they give us upper bounds (Section 5.1), lower bounds (Section 5.2), or derandomization (Section 5.3).
5.1 Upper bounds

We overview the techniques that we use to obtain: a generic upper bound for MA distribution testers (first item of Theorem 1), an improved MA upper bound for a particular property (second item of Theorem 1), and an IP distribution tester that is exponentially more efficient than any MA distribution tester (first item of Theorem 4).

A generic MA upper bound.

We sketch a proof of a special case of Theorem 1, showing that any property can be tested via an MA distribution tester that uses \(O(\sqrt{n}/\varepsilon^2)\) samples and a proof of linear size. The idea is that a linear-size proof \(\pi\) can allegedly consist of a description of the input distribution \(\mathcal{D} \in \Pi\). Since the tester has explicit access to \(\pi\) and our goal is to minimize sample complexity (and not time complexity), the MA distribution tester can directly check membership of \(\pi\) in the property \(\Pi\), reducing the problem to testing that the input distribution \(\mathcal{D}\) is identical to \(\pi\), a task that can be performed via \(O(\sqrt{n}/\varepsilon^2)\) samples \[56\].

One problem that arises is that, unlike the setting of testing Boolean functions or graphs, in the setting of distribution testing the size of the description of \(\mathcal{D}\) may be very large (even infinite). To overcome this, we let an honest proof consist of a granular approximation \(\mathcal{D}'\) of \(\mathcal{D}\), where the mass of each element in the support of \(\mathcal{D}'\) is a multiple of \(m := \Theta(1/n)\); this approximation has at most linear size.

Note, however, that it could be the case that \(\mathcal{D} \in \Pi\), whereas its granular approximation \(\mathcal{D}'\) is close to \(\Pi\) but not in \(\Pi\) (similarly, \(\mathcal{D}\) may by \(\varepsilon\)-far from \(\Pi\), whereas may \(\mathcal{D}'\) not). Nevertheless, using a tolerant testing procedure, the tester can ensure that with high probability it would rule regarding \(\mathcal{D}'\) just as it would regarding \(\mathcal{D}\), and so the granular approximation suffices to this end.

MA distribution tester with sublinear proofs.

To simplify the following presentation, we restrict our attention to \(m\)-granular distributions over the domain \([n]\), for some \(m = \Omega(1/n)\).

Consider the gap isolated elements problem, which is the problem of deciding whether a distribution \(\mathcal{D}\) has a large number of isolated elements, or only a small one, where an element \(i \in [n]\) is said to be isolated if \(\mathcal{D}\) is not supported on its adjacent elements \(i - 1\) and \(i + 1\).

We sketch an MA distribution tester with proof and sample complexity \(\tilde{O}(\sqrt{n})\) that accepts distributions with at least \(\sqrt{n}\) isolated elements and rejects distributions with at most \(\sqrt{n}/2\). (In the full version we show proof versus sample complexity tradeoffs for a wide range of parameterizations of this problem.)

The proof string simply specifies \(\sqrt{n}\) allegedly isolated elements of the input distribution \(\mathcal{D}\), and the MA distribution tester draws \(O(\sqrt{n})\) samples and accepts if and only if all of the samples are not adjacent to the elements specified by the prover. Of course, if \(\mathcal{D}\) indeed has at least \(\sqrt{n}\) isolated elements, the proof can specify them, and the MA distribution tester will accept with probability 1.

The key point is that if \(\mathcal{D}\) has at most \(\sqrt{n}/2\) isolated elements, then every purported proof must specify at least \(\sqrt{n}/2\) elements that have an adjacent element on which \(\mathcal{D}\) is supported on. Denote these supported adjacent elements by \(B\), and note that every element of \(B\) is in fact a local certificate that \(\mathcal{D}\) is a no-instance; that is, if the tester draws a single element in \(B\), it can safely reject. By the granularity of \(\mathcal{D}\) the total mass of \(B\) is \(\Omega(1/\sqrt{n})\), and so it suffices to draw \(O(\sqrt{n})\) samples to hit \(B\) with high probability.
**IP distribution tester with logarithmic complexity.**

We sketch an IP distribution tester for the isolated elements problem that has logarithmic communication complexity and constant sample complexity. (In the full version we also show that any public-coin IP distribution tester, and in particular standard and MA distribution testers, has exponentially larger complexity.)

Here we use different parameter settings than above, and in fact we shall not need the gap (promise problem) variant, and simply consider the property

$$\Pi_{\text{Isolated}} := \{D \in \Delta([n]) \mid \forall i \in [n] \; i \notin \text{supp}(D) \text{ or } (i+1) \notin \text{supp}(D)\} ;$$

that is, all distributions (not necessarily granular) in which no two consecutive elements are supported.

Consider the following IP distribution tester for this property. The tester draws $O(1/\varepsilon)$ samples from the input distribution $D$ and masks these samples by shifting each sample to its subsequent element with probability $1/2$. The tester then sends the masked samples to the prover and asks the prover to recover the original samples (prior to the shifts).

The point is that if the supported elements of $D$ are indeed isolated, then the prover can always determine the original samples (as $D$ cannot be supported on both an element and its shift). On the other hand, if $D$ is $\varepsilon$-far from $\Pi_{\text{Isolated}}$, then there exist adjacent supported elements whose weight is $\Omega(1/n)$, and so the prover is forced to guess which samples were shifted and which not, and will get caught with constant probability.

**5.2 Lower bounds**

Our lower bounds are all based on the following paradigm: we first prove a lower bound on the complexity of BPP distribution testers, typically via a reduction from SMP communication complexity, and then use “lifting” lemmas that allow us to transfer this lower bound to MA and AM distribution testers (where recall that by the latter we refer to public-coin interactive proof systems). We illustrate this methodology by sketching a proof of lower bounds on the complexity of MA and AM distribution testers for the isolated elements property $\Pi_{\text{Isolated}}$, which consists of all distributions in which no two consecutive elements are supported.

**BBP lower bound via reduction from communication complexity.**

We use the SMP communication complexity method [13]. Recall that, in a private-coin SMP protocol for a predicate $f$, the players Alice and Bob are given strings $x, y \in \{0, 1\}^k$ (respectively), and each of the players is allowed to send a message, which depends on the player’s input and private randomness, to a referee who is then required to decide whether $f(x, y) = 1$ by only looking at the players’ messages and flipping coins. It is well-known that for the equality predicate ($f(x, y) = 1 \leftrightarrow x = y$), every such protocol must communicate $\Omega(\sqrt{k})$ bits [45].

Let $P$ contain each third element of the domain, i.e., $P := \{3j - 1 \mid j \in [(n - 1)/3]\}$. Our reduction will map (a) yes-instances of $\text{EQ}_k$ to distributions that are uniform over $|P|$ isolated elements; and (b) no-instances of $\text{EQ}_k$ to distributions wherein for an $\varepsilon$-fraction of $p \in P$ it holds that $D(p) = \Omega(1/n)$ and $D(p+1) = \Omega(1/n)$, hence $D$ is $\varepsilon$-far from $\Pi_{\text{Isolated}}$. Details follow.

Assume there exists a tester for $\Pi_{\text{Isolated}}$ with sample complexity $s$. Each of the players encodes its input string via a balanced asymptotically good code $\text{ECC}$ (that is, $\text{ECC} : \{0, 1\}^k \rightarrow \{0, 1\}^n$ with constant rate and relative distance $\varepsilon = \Omega(1)$, such that each codeword of
ECC contains the same number of 0’s and 1’s. Alice and Bob each draw $O(s)$ samples that are uniformly distributed over $P$, and shift each sample according to $\text{ECC}(x)$ and $\text{ECC}(y)$, respectively. That is, Alice sends to the referee independent samples uniformly drawn from $A := \{ i + \text{ECC}(x)(i+1)/3 \mid i \in P \}$, and Bob sends samples uniformly drawn from $B := \{ i + \text{ECC}(y)(i+1)/3 \mid i \in P \}$. Finally, the referee invokes the tester for $\Pi_{\text{Isolated}}$ with respect to the distribution $\frac{1}{4}U_n(A) + \frac{1}{4}U_n(B)$, emulating each draw by tossing a random coin and deciding accordingly whether to use a sample by Alice or Bob.

The point is that if $x = y$, then $\text{ECC}(x) = \text{ECC}(y)$, and so both players shift their samples (which are in $P$, and so separated by two non-supported elements) in the same way, and so the resulting mixed distribution is uniform over isolated elements. On the other hand, if $x \neq y$, then $\text{ECC}(x)$ is $\varepsilon$-far from $\text{ECC}(y)$, and so the resulting distribution will have roughly $\varepsilon \cdot |P|$ non-isolated elements of weight $\Omega(1/|P|)$ each. Thus, we have $s = \tilde{O}(\sqrt{k}) = \tilde{O}(\sqrt{n})$.

### Lifting the BPP lower bound to MA and $r$-round AM distribution testers.

We begin with the simpler task of proving an MA lower bound on $\Pi_{\text{Isolated}}$. To lift the BPP lower bound we proved above to MA, we show that any MA distribution tester $T$ for any property $\Pi$ (in particular, $\Pi_{\text{Isolated}}$) with proof complexity $p$ and sample complexity $s$ can be emulated by a BPP distribution tester $T'$ with sample complexity $O(p \cdot s)$.

The key observation is that the samples that $T$ draws are completely independent of the proof that it receives. Since we aim to minimize sample complexity (rather than time complexity), we can hope to emulate all possible proofs, while reusing the samples. However, since there are exponentially many ($2^p$) possible proofs, we need to amplify the soundness to assure no error occurs with high probability. To this end, at the cost of increasing the sample complexity to $O(p \cdot s)$, we invoke the tester $O(p)$ times to obtain soundness error $\exp(-p)$, which suffices to take a union bound over invocations of the amplified $T$ with respect to all possible proofs.

To lift the BPP lower bound to $r$-round AM distribution testers, for any (possibly non-constant) $r \geq 1$, we need a significantly more involved argument. Recall that an AM distribution tester works as follows. In each round, the tester samples fresh randomness $\rho_i$ and sends it to the prover, which replies with a message $m_i$ that may arbitrarily depend on the input distribution $\mathcal{D} \in \Delta(\Omega_b)$, proximity parameter $\varepsilon$, and transcript of the interaction so far. After receiving the last message from the prover, the tester draws samples from $\mathcal{D}$ and decides according to these samples, proximity parameter, and transcript of the entire interaction.

Analogously to the proof of the MA lifting lemma, the high-level idea is that since the samples drawn from $\mathcal{D}$ are independent of the transcript of interaction, a BPP distribution tester can emulate all possible interactions, while using the same samples for all invocations. However, several difficulties arise when trying to naively implement the foregoing idea.

First, note that the tester cannot simply emulate the optimal prover, because it is determined by a distribution from which it only has few samples. Second, we cannot afford to enumerate over all possible strategies, as there is a doubly exponential number of them (each strategy is a function from the space of previous transcripts to the next message). Instead, we can only afford enumerating over all possible transcripts, which are not uniformly generated. Third, as before, since we invoke the tester with respect to exponentially many transcripts, we need to reduce its soundness error accordingly. Unfortunately, amplifying the soundness would result in an increase in communication complexity, which we cannot afford. Finally, even given exponentially small soundness error, whereas for MA it suffices to find a single proof that is accepted with high probability, here there may exist specific
transcripts in which the prover fools the tester with probability 1 (this is because we consider transcripts, rather than prover strategies).

A key step towards overcoming these difficulties is to rely on a simple yet important observation: each AM distribution tester induces a family of BPP distribution testers that are determined by the interaction. That is, since the transcript of the interaction is a random variable that is independent of the samples drawn by the AM distribution tester, the interaction phase can be viewed as a procedure that defines a BPP distribution tester that is invoked after this phase. In particular, this allows us to perform soundness amplification solely on the induced BPP distribution testers.

The procedure above implies that, with high probability over the random messages of the tester, each of the corresponding induced BPP distribution testers decides correctly, with only an exponentially small probability of error, without incurring any blowup in communication complexity. (Note, however, that the total soundness of the AM distribution tester does not necessarily increase significantly.)

Thus, we can invoke all the BPP distribution testers that are induced by all possible transcripts, while reusing the same samples for all invocations, such that with high probability no error will occur in any of the relevant invocations. Finally, we show that the interaction tree induced by these invocations is significantly different for yes-instance and no-instances, and so the tester can consider it and decide whether there exists a prover strategy that would have been accepted with high probability by the AM distribution tester.

5.3 Derandomization

The key observation behind the derandomization of MA distribution testers (Theorem 3) is that while an NP distribution tester is a deterministic algorithm, it receives random samples from the input distribution $D$. Thus we can hope to simulate the coin tosses of the MA distribution tester by deterministically extracting the necessary randomness from the samples.

To deterministically extract uniform bits from independent samples drawn from a distribution $D \in \Delta([n])$, we arbitrarily group the samples into pairs, discard pairs in which both samples are the same, then write 1 (respectively, 0) for every pair in which the first element is larger (respectively, smaller) than the second. Since the samples are independent, the first sample of each pair is equally likely to be larger as it is to be smaller than the second sample, and so we obtain a uniformly distributed string. This procedure can be thought of as generalizing the seedless extractor of Von Neumann [60].

The foregoing approach raises two concerns: (a) if $D$ has small entropy, each bit we extract will require many samples (as many pairs would be discarded); and (b) even if $D$ has large entropy, the MA distribution tester may toss a large number of coins, and so we shall need to draw many samples accordingly.

The first concern can be easily handled by observing that distributions with small entropy can be efficiently learned, and so we can test them with few samples, even without the aid of a prover. Dealing with the second concern is significantly more involved, and requires proving a randomness reduction lemma for MA distribution testers, which shows that it suffices to extract a small number of uniformly random bits, roughly logarithmic in the domain size.

The proof of the aforementioned randomness reduction lemma follows the randomness reduction approach of Goldreich and Sheffet [35], but our different setting requires several new ideas. In particular, our model involves testers that access a proof and two sources of randomness and, most significantly, the argument in [35] crucially relies on a bound on the number of inputs that the tester can receive, but no such bound exists in our setting.
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\textbf{Abstract}

The regularity lemma of Szemerédi turned out to be the most powerful tool for studying the testability of graph properties in the dense graph model. In fact, as we argue in this paper, this lemma can be used in order to prove (essentially) all the previous results in this area. More precisely, a barrier for obtaining an efficient testing algorithm for a graph property \( P \) was having an efficient regularity lemma for graphs satisfying \( P \). The problem is that for many natural graph properties (e.g. triangle freeness) it is known that a graph can satisfy \( P \) and still only have regular partitions of tower-type size. This means that there was no viable path for obtaining reasonable bounds on the query complexity of testing such properties.

In this paper we consider the property of being induced \( C_4 \)-free, which also suffers from the fact that a graph might satisfy this property but still have only regular partitions of tower-type size. By developing a new approach for this problem we manage to overcome this barrier and thus obtain a merely exponential bound for testing this property. This is the first substantial progress on a problem raised by Alon in 2001, and more recently by Alon, Conlon and Fox. We thus obtain the first example of an efficient testing algorithm that cannot be derived from an efficient version of the regularity lemma.
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\textbf{1 Introduction}

The area of property testing was introduced in the seminal papers of Rubinfeld and Sudan [23] and Goldreich, Goldwasser and Ron [16]. As opposed to classical decision problems, where one is asked to decide if an input satisfies a predetermined property \( P \) or not, in property testing one is only asked to decide if the input satisfies \( P \) or is far from satisfying it. By now, problems of this type have been studied in so many areas that it will be impossible to survey them here. We thus refer the reader to the upcoming book of Goldreich [15] for more background and references on the subject.

Our focus in this paper will be testing graph properties in the dense graph model, introduced in the aforementioned [16], which was the first model in which property testing problems have been systematically studied. In this model, the input graph \( G \) is given via its \( n \times n \) adjacency matrix, and we assume that there is an oracle that can answer queries of the form: is \((i,j)\) an edge of \( G \)? We say that an \( n \)-vertex graph \( G \) is \( \varepsilon \)-far from satisfying property \( P \) if one should add/remove at least \( \varepsilon n^2 \) edges in order to turn \( G \) into a graph.
satisfying $\mathcal{P}$. An $\varepsilon$-tester for $\mathcal{P}$ is an algorithm that can distinguish with high probability (say, 2/3) between the case that $G$ satisfies $\mathcal{P}$ and the case that $G$ is $\varepsilon$-far from satisfying it. The maximum number of queries made by an $\varepsilon$-tester on $n$-vertex graphs is called its query complexity, and is denoted by $q(\varepsilon, n)$. We say that $\mathcal{P}$ is testable if it has an $\varepsilon$-tester which makes only $q(\varepsilon)$ queries, that is, whose query complexity depends only on $\varepsilon$ and not on the size of the input. We say that $\mathcal{P}$ is easily testable if $q(\varepsilon) = \text{poly}(1/\varepsilon)$.

In Subsection 1.1 we (tersely) describe the main results of this paper. We elaborate on the relevant background, motivation, implications and significance of our results in Subsection 1.2.

### 1.1 The short story

A graph is induced $H$-free if it does not contain an induced copy of $H$. Alon, Fischer, Krivelevich and Szegedy [2] proved that for every fixed graph $H$, the property of being induced $H$-free is testable. Equivalently, this can be stated as saying that if an $n$-vertex graph $G$ is $\varepsilon$-far from being induced $H$-free then $G$ contains at least $n^h/q_H(\varepsilon)$ induced copies of $H$, where $h = |V(H)|$ and $q_H(\varepsilon)$ depends only on $\varepsilon$. The proof in [2] relied on the regularity lemma, and thus supplied very poor tower-type bounds for $q_H(\varepsilon)$.

Alon [1] asked for which graphs $H$ we have $q_H(\varepsilon) = \text{poly}(1/\varepsilon)$, that is, for which graphs $H$ the property of being induced $H$-free is easily testable. This question was addressed by Alon and the second author [6] who resolved this problem for all graphs $H$ save for $P_5$ (the path on 4 vertices) and $C_4$ (the 4-cycle). The former case was recently solved by Alon and Fox [5], who proved that $q_{P_5}(\varepsilon) = \text{poly}(1/\varepsilon)$. They further asked to determine if $q_{C_4}(\varepsilon) = \text{poly}(1/\varepsilon)$. This problem was also later raised by Conlon and Fox [10].

Prior to this work the best bound for $q_{C_4}(\varepsilon)$ was the same tower-type bound that holds for all graphs $H$. Our main result in this paper makes the first substantial progress on this problem.

**Theorem 1. [Main Result]** If an $n$-vertex graph $G$ is $\varepsilon$-far from being induced $C_4$-free then $G$ contains at least $n^4/2^{(1/\varepsilon)^c}$ induced copies of $C_4$, where $c$ is an absolute constant. In particular, induced $C_4$-freeness is testable with query complexity $2^{(1/\varepsilon)^c}$.

We strongly believe that the exponential bound in Theorem 1 can be further improved to a polynomial one, which would thus show that induced $C_4$-freeness is easily testable.

Given a (possibly infinite) family of graphs $\mathcal{F}$, we say that a graph is induced $\mathcal{F}$-free if it is induced $H$-free for every $H \in \mathcal{F}$. The result of [2] was extended by Alon and the second author [7] who showed that for every family of graphs $\mathcal{F}$, the property of being induced $\mathcal{F}$-free is testable. Needless to say that as in [2], the bounds involved were also of tower-type. It is natural to ask if Theorem 1 can be extended to properties defined by forbidding a family of graphs $\mathcal{F}$, one of which is $C_4$. The most notable and natural example is the property of being chordal, which is the property of not containing an induced cycle of length at least 4. Previously, the best bound for testing this property was the tower-type bound which follows from the general result of [7]. Here we obtain the following improved bound.

---

1 This statement is usually referred to as a removal lemma, after the triangle removal lemma of Ruzsa and Szemerédi [24] from 1976. So in some sense, the result of [24] was the first statement in graph property testing. Also, see [1] for the short argument showing the equivalence between these two formulations.

2 tower(x) is a tower of exponents of height x, so tower(3) = 2^{2^2}. In fact, the proof in [2] gave wowzer-type bounds which were later improved in [9].
Theorem 2. If an \( n \)-vertex graph \( G \) is \( \varepsilon \)-far from being chordal then for some \( 4 \leq \ell \leq O(\varepsilon^{-18}) \), \( G \) contains at least \( n\ell/2^{(1/\varepsilon)^c} \) induced copies of \( C_\ell \), where \( c \) is an absolute constant.

In particular, chordality is testable with query complexity \( 2^{(1/\varepsilon)^c} \).

It is now natural to ask if Theorem 2 can be further extended to an arbitrary family \( \mathcal{F} \), one of which is \( C_4 \). As our final theorem shows, this is not the case in a very strong sense.

Theorem 3. For every (monotone increasing) function \( g : (0, 1/2) \to \mathbb{N} \) there is a family of graphs \( \mathcal{F} = \mathcal{F}(g) \) so that \( C_4 \in \mathcal{F} \) and the following holds. For every (small enough) \( \varepsilon > 0 \) and every \( n \geq n_0(\varepsilon) \), there is an \( n \)-vertex graph \( G \) which is \( \varepsilon \)-far from being induced \( \mathcal{F} \)-free, and yet does not contain an induced copy of any \( F \in \mathcal{F} \) on fewer than \( g(\varepsilon) \) vertices.

1.2 The long story

In this subsection we would like to describe the main significance of the results stated in the previous subsection. The famous regularity lemma of Szemerédi [25] is one of the most powerful tools for tackling problems in extremal graph theory. Roughly speaking, the lemma supplies a short description of a graph via a highly structured regular partition of its vertices. Given the nature of the problems studied in the area of property testing, it is no surprise that this lemma has also turned out to be a powerful tool in this area. In fact, it was shown in [4] that a property can be tested if and only if it is (more or less) equivalent to the property of having certain regular partitions. In other words, the regularity lemma gives a qualitative explanation as to which properties are testable.

Prior to this work, the relation between the regularity lemma and graph property testing was not only qualitative but also quantitative. In other words, the bounds one could obtain for the regularity lemma in graphs satisfying \( \mathcal{P} \) determined the bounds one could obtain for testing \( \mathcal{P} \) (with one important exception discussed below). Thanks to the work of Gowers [18], we know that in the worst case, a graph can have only regular partitions of tower-type size. However, when designing a property testing algorithm for a property \( \mathcal{P} \), one can try to prove that graphs satisfying \( \mathcal{P} \) must possess much smaller regular partitions. And indeed, as we have recently shown [14], almost all the known results giving non-tower-type bounds for testing graph properties \( \mathcal{P} \) in the dense model, stem from the fact that graphs satisfying \( \mathcal{P} \) have small regular partitions. For example, the result of [5] showing that induced \( P_3 \)-freeness is easily testable can be derived from the fact that an induced \( P_3 \)-free graph has a regular partition of polynomial size. Same goes for the polynomial testability results of [1, 6, 8, 17].

We now describe the only exception to the above quantitative relation between regularity and testing. In 1984 Erdős [12] (implicitly) conjectured that \( k \)-colorability is testable. This was verified by Rödl and Duke [22] who used the regularity lemma in order to show that \( k \)-colorability is testable with a tower-type bound. This tower-type bound was dramatically improved by Goldreich, Goldwasser and Ron [16], who showed that various partition properties, such as Max-Cut and \( k \)-colorability are easily testable, while not relying on the regularity lemma. Let us try to explain the reason for this exception: first, as opposed to triangle-freeness or induced \( C_4 \)-freeness which are local properties, the partition properties of [16] are global. Perhaps the best way to see this is from the perspective of graph homomorphisms: triangle-freeness means that there is no edge preserving mapping from the vertices of the triangle to the vertices of \( G \), while \( 3 \)-colorability means that there is such a mapping from the vertices of \( G \) to the vertices of the triangle\(^3\). The second difference, which is more important

---

\(^3\) In the language of graph limits, this is the distinction between left and right homomorphisms, see [20].
for our quantitative investigation here, is that at their core, these partition properties are "edge density" properties. This can explain (at least in hindsight), why one does not need any structure theorem in order to handle these problems, and can instead rely on sampling arguments that boil down to estimating various edge densities (this is not to say that devising such proofs is an easy task!).

Given the above discussion, one can ask why then one cannot get better bounds for testing induced $H$-freeness for every $H$. It is not hard to see that there are bipartite versions of Gowers's [18] example. Therefore, even for simple properties $P$ such as triangle-freeness, a graph can satisfy $P$ but still only have regular partitions of tower-type size. This means that any algorithm for testing triangle-freeness that relies on the regularity lemma is bound to produce tower-type bounds. In a major breakthrough, Fox [13] managed to prove the testability of triangle-freeness while avoiding Szemerédi's version of the regularity lemma, obtaining bounds that are still of tower-type, but only of height $O(\log 1/\varepsilon)$ instead of $\text{poly}(1/\varepsilon)$. A different formulation of his proof was later given in [10] and [21]. The latter proof shows that Fox's result can be derived from a variant of the regularity lemma. Unfortunately, it was shown in [21] that this variant of the regularity lemma must also produce partitions of tower-type size. Recapping, there is currently no viable approach for getting non-tower-type bounds, even for testing triangle-freeness.

With regards to induced $C_4$-freeness, it is not hard to check that every split graph is induced $C_4$-free, where a split graph is a graph whose vertex set can be partitioned into two sets, one spanning an independent set and the other spanning a complete graph. This means that if we take a bipartite version of Gowers' lower bound [18], and put a complete graph on one of the vertex sets, we get an induced $C_4$-free graph that has only regular partitions of tower-type size. In particular, arguments similar to those that were previously used in order to devise efficient testing algorithms cannot give better-than-tower-type bounds for this problem.

Summarizing the above discussion, Theorem 1 is the first example showing that one can obtain an efficient testing algorithm for a property $P$ (or equivalently, an efficient removal lemma for $P$) even though graphs satisfying $P$ might have only regular partitions of tower-type size. In particular, Theorem 1 exhibits the strongest separation between bounds for testing a property $P$ and bounds for the regularity lemma on graphs satisfying $P$. We are hopeful that bounds similar to those obtained in Theorem 1, can be obtained for other properties for which the best known bounds are of tower-type, most notably triangle freeness.

1.3 Paper overview

The main idea of the proof is to show that (very roughly speaking) every induced $C_4$-free graph is a split graph. To be more precise, every induced $C_4$-free graph is close to being a union of an independent set and few cliques, so that the bipartite graphs between these cliques are highly structured. Note that we have no guarantee on the structure of the bipartite graph connecting the independent set and the cliques. Towards this goal, in Section 2 we describe some preliminary lemmas, mostly regarding the structure of bipartite graphs that do not contain an induced matching of size 2. In Section 3 we give the main partial structure theorem, stated as Lemma 13. In the course of the proof we will make a surprising application of one of the main results of Goldreich, Goldwasser and Ron [16]. In Section 4 we

---

4 This unstructured part is unavoidable due to the example we mentioned earlier of putting Gowers’ construction between a clique and an independent set.
give the proof of Theorems 1 and 2. We will make use of the structure theorem from Section 3 but will also have to deal with the (unavoidable) unstructured part of the graph. This will be done in Lemma 15. Finally, in Section 5, we give the proof of Theorem 3. Throughout the paper, we make no effort to optimize the constant $c$ appearing in Theorems 1 and 2.

2 Forbidding an induced 2-matching

Our goal in this section is to introduce several definitions and prove Lemma 7 stated below, regarding graphs not containing induced matchings of size 2 of a specific type, which we now formally define. Let $G$ be a graph and let $X, Y \subseteq V(G)$ be disjoint sets of vertices. An induced copy of $M_2$ in $(X, Y)$ is an (unordered) quadruple $x, x', y, y'$ such that $x, x' \in X$, $y, y' \in Y$, $(x, y), (x', y') \in E(G)$ and $(x, y'), (x', y) \notin E(G)$. We say that $(X, Y)$ is induced $M_2$-free if it does not contain induced copies of $M_2$ as above. Observe that $G[X \cup Y]$ is induced $C_4$-free if and only if $(X, Y)$ is induced $M_2$-free. For $x \in X$, we denote $N_Y(x) = \{ y \in Y : (x, y) \in E(G) \}$. ▶

Claim 4. $(X, Y)$ is induced $M_2$-free if and only if there is an enumeration $x_1, \ldots, x_m$ of the elements of $X$ such that $N_Y(x_i) \subseteq N_Y(x_j)$ for every $1 \leq i < j \leq m$.

Proof. Observe that $(X, Y)$ contains an induced $M_2$ if and only if there are $x, x' \in X$ for which there exist $y \in N_Y(x) \setminus N_Y(x')$ and $y' \in N_Y(x') \setminus N_Y(x)$. Therefore, $(X, Y)$ is induced $M_2$-free if and only if for every $x, x' \in X$ it holds that either $N_Y(x) \subseteq N_Y(x')$ or $N_Y(x') \subseteq N_Y(x)$. Consider the poset on $X$ in which $x$ precedes $x'$ if and only if $N_Y(x) \subseteq N_Y(x')$. This poset is a total order by the above. Enumerate the elements of $X$ from minimal to maximal to get the required enumeration. ▶

We say that $(X, Y)$ is homogeneous if the bipartite graph between $X$ and $Y$ is either complete or empty. We say that a partition $\mathcal{P} = \{ P_1, \ldots, P_r \}$ of a set $V$ is an equipartition if $|P_i| - |P_j| \leq 1$ for every $1 \leq i, j \leq r$.

Lemma 5. If $(X, Y)$ is induced $M_2$-free then for every integer $r \geq 1$ there is an equipartition $X = X_1 \cup \cdots \cup X_r$ and a partition $Y = Y_1 \cup \cdots \cup Y_{r+1}$ such that $(X_i, Y_j)$ is homogeneous for every $1 \leq i \leq r$ and $1 \leq j \leq r + 1$ satisfying $i \neq j$.

Proof. Let $x_1, \ldots, x_m$ be the enumeration of the elements of $X$ from Claim 4. For $1 \leq i \leq r$ define $X_i = \{ x_j : \left\lfloor \frac{(i-1)m}{r} \right\rfloor < j \leq \left\lfloor \frac{im}{r} \right\rfloor \}$. Here we assume, for simplicity of presentation, that $|X|$ is divisible by $r$; if that is not the case then we partition $X$ into “consecutive intervals” of sizes $\left\lfloor \frac{m}{r} \right\rfloor$ and $\left\lfloor \frac{m}{r} \right\rfloor$. Let now $y_1, \ldots, y_n$ be an enumeration of the elements of $Y$ with the property that for every $x \in X$, the set $N_Y(x)$ is a “prefix” of the enumeration, that is, so that $N_Y(x) = \{ y_1, \ldots, y_k \}$ for some $0 \leq k \leq n$. Define $Y_1 = N_Y(x_{m/r})$, $Y_i = N_Y(x_{(i-1)m/r}) \setminus N_Y(x_{(i-1)m/r})$ for $i = 2, \ldots, r$ and $Y_{r+1} = Y \setminus N_Y(x_{m/r})$.

It remains to show that $(X_i, Y_j)$ is homogeneous for every $i \neq j$. Assume first that $i < j$. Then for every $x \in X_i$, we have $N_Y(x) \subseteq N_Y(x_{(i-1)m/r})$. By the definition of $Y_j$ we have $Y_j \cap N_Y(x_{(j-1)m/r}) = \emptyset$. Thus, $Y_j \cap N_Y(x) = \emptyset$ for every $x \in X_i$, implying that the bipartite graph $(X_i, Y_j)$ is empty. Now assume that $i > j$. For every $x \in X_i$ we have $N_Y(x_{m/r}) \subseteq N_Y(x_{(i-1)m/r}) \subseteq N_Y(x)$. By the definition of $Y_j$ we have $Y_j \subseteq N_Y(x_{m/r})$. Thus, $Y_j \subseteq N_Y(x)$ for every $x \in X_i$, implying that the bipartite graph $(X_i, Y_j)$ is complete. ▶

For two partitions $\mathcal{P}_1, \mathcal{P}_2$ of the same set, we say that $\mathcal{P}_2$ is a refinement of $\mathcal{P}_1$ if every part of $\mathcal{P}_2$ is contained in one of the parts of $\mathcal{P}_1$. A vertex partition $\mathcal{P}$ of an $n$-vertex graph...
G is called $\delta$-homogeneous if the sum of $|U||V|$ over all non-homogeneous unordered distinct pairs $U, V \in \mathcal{P}$ is at most $\delta n^2$. It is easy to see that a refinement of a $\delta$-homogeneous partition is itself $\delta$-homogeneous.

**Lemma 6.** Let $\delta > 0$, let $G$ be an $n$-vertex graph and let $V(G) = X_1 \cup \cdots \cup X_k$ be a partition such that $X_1, \ldots, X_k$ are cliques and $(X_i, X_j)$ is induced $M_2$-free for every $1 \leq i < j \leq k$. Then there is a $\delta$-homogeneous partition which refines $\{X_1, \ldots, X_k\}$ and has at most $k (2/\delta)^k$ parts.

**Proof.** For every $1 \leq i < j \leq k$, we apply Lemma 5 to $(X_i, X_j)$ with parameter $r = \frac{1}{\delta}$ to get partitions $\mathcal{P}_{i,j}$ of $X_i$ and $\mathcal{P}_{j,i}$ of $X_j$. Let $\mathcal{P}_{i,j} = \{X_{i,j}^1, \ldots, X_{i,j}^r\}$, $\mathcal{P}_{j,i} = \{X_{j,i}^1, \ldots, X_{j,i}^r\}$, such that $\mathcal{P}_{i,j}$ is an equipartition and $(X_{i,j}^p, X_{j,i}^q)$ is homogeneous for every $p \neq q$. Note that

\[
\sum_{p=1}^{r} |X_{i,j}^p||X_{j,i}^p| = \sum_{p=1}^{r} \frac{1}{\delta n} |X_i||X_j| \leq \frac{1}{\delta} |X_i||X_j| = \delta |X_i||X_j|.
\]

(1)

For every $1 \leq i < j \leq k$, we define $\mathcal{P}_i$ to be the common refinement of the partitions $(\mathcal{P}_{i,j})_{1 \leq j \leq k, j \neq i}$. We have $|\mathcal{P}_i| \leq (r + 1)^{k-1} \leq (2/\delta)^k$. The partition $\mathcal{P} := \bigcup_{i=1}^{k} \mathcal{P}_i$ refines $\{X_1, \ldots, X_k\}$ and has at most $k (2/\delta)^k$ parts. For every $U, V \in \mathcal{P}$, if $(U, V)$ is not homogenous, then there are $1 \leq i < j \leq k$, which refines $\{X_i, X_j\}$ such that $U \subseteq X_{i,j}^{p}, V \subseteq X_{j,i}^{q}$. This follows from the fact that $X_1, \ldots, X_k$ are cliques and the property of the partitions $(\mathcal{P}_{i,j})_{1 \leq i < j \leq k}$. By (1), we have

\[
\sum_{1 \leq i < j \leq k} \sum_{p=1}^{r} |X_{i,j}^p||X_{j,i}^p| \leq \delta \sum_{1 \leq i < j \leq k} |X_i||X_j| \leq \delta n^2,
\]

implying that $\mathcal{P}$ is $\delta$-homogeneous, as required.

**Lemma 7.** Let $\delta > 0$, let $G$ be an $n$-vertex graph and let $V(G) = X_1 \cup \cdots \cup X_k$ be a partition such that $X_1, \ldots, X_k$ are cliques and $(X_i, X_j)$ is induced $M_2$-free for every $1 \leq i < j \leq k$. Then there is a set $Z \subseteq V(G)$ of size $|Z| < \delta n$, a partition $V(G) \setminus Z = Q_1 \cup \cdots \cup Q_q$ which refines $\{X_1 \setminus Z, \ldots, X_k \setminus Z\}$ and subsets $W_i \subseteq Q_i$ such that the following hold.

1. The sum of $|Q_i||Q_j|$ over all non-homogeneous pairs $(Q_i, Q_j)$, $1 \leq i < j \leq q$, is at most $\delta n^2$.
2. $|W_i| \geq (\delta/2k)^{10k^2} n$ for every $1 \leq i \leq q$ and $(W_i, W_j)$ is homogeneous for every pair $1 \leq i < j \leq q$.

**Proof.** Apply Lemma 6 to $G$ with parameter $\delta$ to obtain a $\delta$-homogeneous partition $\mathcal{P}$ which refines $\{X_1, \ldots, X_k\}$. Define $Q = \{U \in \mathcal{P} : |U| \geq \frac{\delta n}{|\mathcal{P}|}\}$ and write $Q = \{Q_1, \ldots, Q_q\}$. Then Item 1 holds since $\mathcal{P}$ is $\delta$-homogeneous. Setting $Z = \bigcup_{U \in \mathcal{P} \setminus Q} U$, notice that $Q$ refines $\{X_1 \setminus Z, \ldots, X_k \setminus Z\}$ and that $|Z| < |\mathcal{P}| \cdot \frac{\delta n}{|\mathcal{P}|} = \delta n$. Apply Lemma 6 to $G$ again (with respect to the same partition $\{X_1, \ldots, X_k\}$), now with parameter $\delta' := \frac{\delta}{10k^2}$, to get a $\delta'$-homogeneous partition $\mathcal{V}$ with at most $k (16|\mathcal{P}|^4/\delta^2)^k$ parts. Let $\mathcal{W}$ be the common refinement of $\mathcal{P}$ and $\mathcal{V}$ and note that $\mathcal{W}$ is $\delta'$-homogeneous since it is a refinement of $\mathcal{V}$. Moreover,

\[
|\mathcal{W}| \leq |\mathcal{P}| \cdot |\mathcal{V}| \leq |\mathcal{P}| \cdot k (16|\mathcal{P}|^4/\delta^2)^k.
\]

(2)

For each $1 \leq i \leq q$, define $W_i = \{W \in \mathcal{W} : W \subseteq Q_i\}$, choose a vertex $w_i \in Q_i$ uniformly at random and let $W_i \subseteq W_i$ be such that $w_i \in W_i$. We will show that with positive probability, the sets $W_1, \ldots, W_q$ satisfy the statement in Item 2. For $1 \leq i \leq q$, the probability that
Then for every \( \omega \), \( 1 \leq i \leq q \) satisfies

\[
|W_i| \geq \frac{|Q_i|}{2q} |W| \geq \frac{(\frac{\epsilon^2}{2k2|\mathcal{P}|})^k |\mathcal{Q}_i|^k}{2k|\mathcal{P}|} \geq \frac{\delta^{3k} n^k}{k2^k(2\delta)^{7k^2}} \geq \left( \frac{\delta}{2k} \right)^{10k^2} n ,
\]

where in the second inequality we used \( |Q_i| \geq \frac{\delta n}{2|\mathcal{P}|} \), \( q \leq |\mathcal{P}| \) and (2), and in the fourth inequality we used the bound on \( |\mathcal{P}| \) given by Lemma 6. For \( 1 \leq i < j \leq q \), the probability that the pair \( (W_i, W_j) \) is not homogeneous is

\[
\sum_{|Q_i|,|Q_j|} \frac{|W||W'|}{|Q_i||Q_j|} \leq \frac{4|\mathcal{P}|^2}{\delta^2 n^2} \sum_{|W||W'|} \frac{|W||W'|}{\delta^2 n^2} = \frac{4|\mathcal{P}|^2}{\delta^2 n^2} \cdot \frac{1}{2|\mathcal{P}|^2} ,
\]

where the sums are taken over all non-homogeneous pairs \((W, W') \in W_i \times W_j\), the first inequality uses \( |Q_i|, |Q_j| \geq \frac{\delta n}{2|\mathcal{P}|} \) and the second the fact that \( W \) is \( \delta \)-homogeneous. By the union bound, with probability at least \( 1 - \left( \frac{2}{\delta} \right)^{\frac{1}{3}} \geq 1 - \left( \frac{10}{\delta} \right)^{\frac{1}{3}} \geq \frac{1}{2} \), all pairs \((W_i, W_j)\) are homogeneous. We conclude that Item 2 holds with positive probability.

It is worth mentioning that the bounds in the above lemma are the sole reason why our bound in Theorem 1 is exponential rather than polynomial.

### 3 A partial structure theorem for induced \( C_4 \)-free graphs

Our main goal in this section is to prove Lemma 13 stated below, which gives an approximate partial structure theorem for induced \( C_4 \)-free graphs. The “approximation” will be due to the fact that the graph will only be close to having a certain nice structure, while the “partial” will be since there will be a (possibly) big part of the graph about which we will have no control. As we discussed in Section 1, this partialness is unavoidable as evidenced by split graphs.

In addition to the lemmas from the previous section, we will also need the following theorems of Goldreich, Goldwasser and Ron [16] and of Gyárfás, Hubenko and Solymosi [19]. In both cases, \( \omega(G) \) denotes the maximum size of a clique in \( G \).

- **Theorem 8** ([16], Theorem 7.1). For every \( \varepsilon \in (0, 1) \) there is \( q_8(\varepsilon) = O(\varepsilon^{-5}) \) with the following property. Let \( p \in (0, 1) \) be such that \( \varepsilon < \frac{p^2}{2} \) and let \( G \) be a graph which is \( \varepsilon \)-far from containing a clique with at least \( pn \) vertices. Suppose \( q \geq q_8(\varepsilon) \) and let \( Q \in \binom{V(G)}{q} \) be a randomly chosen set of \( q \) vertices of \( G \). Then with probability at least \( \frac{3}{4} \) we have \( \omega(G|Q) < (p - \frac{\varepsilon}{2})q \).

- **Theorem 9** ([19]). Every induced \( C_4 \)-free graph \( G \) with \( n \) vertices and at least \( cn^2 \) edges satisfies \( \omega(G) \geq 0.4n^2 \).

Let us derive the following important corollary of the the above two theorems. For a non-empty set \( X \subseteq V(G) \), define \( d(X) = e(X)/\binom{|X|}{2} \), where \( e(X) \) is the number of edges of \( G \) with both endpoints in \( X \).

- **Lemma 10**. Let \( \alpha \in [0, \frac{1}{2}) \) and let \( G \) be a graph on \( n \) vertices with at least \( \alpha n^2 \) edges. Then for every \( \beta \in (0, 1) \), either \( G \) contains \( \Omega(n^{80} \beta^{20} n^4) \) induced copies of \( C_4 \) or there is a set \( X \subseteq V(G) \) with \( |X| \geq 0.1 \alpha^2 n \) and \( d(X) \geq 1 - \beta \).

In the proof of Lemma 10 we need the following simple fact.
Claim 11. Let \( \alpha \in (0, 1) \) and let \( G \) be a graph with \( n \) vertices and at least \( \alpha n^2 \) edges. Then for every \( r \geq \frac{100}{\alpha^2} \), a sample of \( r \) vertices from \( G \) spans at least \( \frac{r}{2} \) edges with probability at least \( \frac{2}{3} \).

The proof of Claim 11 is a standard application of Chebyshev’s inequality, and is thus omitted.

Proof of Lemma 10. Set \( \rho = 0.1\alpha^2 \), \( \varepsilon = \frac{\rho}{4} = \frac{\alpha^2}{4} \), and \( r = \max\{q_8(\varepsilon), \frac{100}{\alpha^2}\} \). By Theorem 8 we have \( r = O(\alpha^{-20}\beta^{-5}) \). We assume that there is no \( X \subseteq V(G) \) with \( |X| \geq 0.1\alpha^2 n \) and \( d(X) \geq 1 - \beta \), and prove that \( G \) contains \( \Omega(\alpha^{80}\beta^{20}n^4) \) induced copies of \( C_4 \). Let \( X \subseteq V(G) \) be such that \( |X| \geq \rho n \). Since \( d(X) \leq 1 - \beta \), we have \( l(X) \geq 0 \). If \( \epsilon(X) \geq \beta(|X|) \geq \beta \frac{|X|^2}{2} \geq \varepsilon n^2 \), then \( G \) is \( \varepsilon \)-far from containing a clique of size \( \rho n \) or larger. By our choice of \( r \) via Theorem 8, a random sample \( R \) of \( r \) vertices of \( G \) satisfies \( \omega(G[R]) < (\rho - \frac{\rho}{2})r < 0.1\alpha^2 r \) with probability at least \( \frac{2}{3} \). By Claim 11, we also have \( e(R) > \frac{2}{3}r^2 \) with probability at least \( \frac{2}{3} \). So with probability at least \( \frac{1}{2} \), suppose that \( \omega(G[R]) < 0.1\alpha^2 r \) and \( e(R) > \frac{2}{3}r^2 \). If both events happen, then \( G[R] \) must contain an induced copy of \( C_4 \), by Theorem 9. We conclude that \( G \) contains at least \( \Omega(\frac{n}{3}) \) \( \alpha \)-close to being induced \( \varepsilon \)-far copies of \( C_4 \).

The last ingredient we need is the following result of Alon, Fischer and Newman [3]. For a pair of disjoint vertex sets \( X, Y \), we say that \((X, Y)\) is \( \varepsilon \)-far from being induced \( M_2 \)-free if one has to add/delete at least \( \varepsilon |X||Y| \) of the edges between \( X \) and \( Y \) to make \((X, Y)\) induced \( M_2 \)-free.

Lemma 12 ([3]). There is an absolute constant \( d > 0 \) such that the following holds. If \((X, Y)\) is \( \varepsilon \)-far from being induced \( M_2 \)-free then \((X, Y)\) contains at least \( \varepsilon^d|X|^2|Y|^2 \) induced copies of \( M_2 \).

The following is the key lemma of this section. Note that it gives us a lot of information about \( G[Y] \) and \( G[X_1 \cup \cdots \cup X_k] \) but no information about the bipartite graph connecting \( X_1 \cup \cdots \cup X_k \) and \( Y \).

Lemma 13. There is an absolute constant \( c > 0 \), such that for every \( \alpha, \gamma \in (0, 1) \), every \( n \)-vertex graph \( G \) either contains \( \Omega(\alpha^{c\gamma^c} n^4) \) induced copies of \( C_4 \), or admits a vertex partition \( V(G) = X_1 \cup \cdots \cup X_k \cup Y \) with the following properties.
1. \( e(Y) < \alpha n^2 \).
2. \( |X_i| \geq 0.1\alpha^3 n \) and \( d(X_i) \geq 1 - \gamma \) for every \( 1 \leq i \leq k \).
3. For every \( 1 \leq i < j \leq k \), the pair \((X_i, X_j)\) is \( \gamma \)-close to being induced \( M_2 \)-free.

Proof. We prove the lemma with \( c = \max(84, 20d) \), where \( d \) is the constant from Lemma 12. We inductively define two sequences of sets, \((V_i)_{i \geq 0}\) and \((X_i)_{i \geq 1}\). Set \( V_0 = V(G) \). At the \( i \)th step (starting from \( i = 0 \)), if \( e(V_i) < \alpha n^2 \) then we stop. Note that if we did not stop then \( |V_i| \geq \alpha n \). If \( e(V_i) \geq \alpha n^2 \) then by Lemma 10, applied to \( G[V_i] \) with parameters \( \alpha \) and \( \beta = 0.25 \gamma^d \), either \( G[V_i] \) contains \( \Omega(\alpha^{80} \gamma^{20d} |V_i|^4) \) \( \Omega(\alpha^{80} \gamma^{20d} n^4) \) induced copies of \( C_4 \) or there is \( X_{i+1} \subseteq V_i \) with \( |X_{i+1}| \geq 0.1\alpha^3 n \) and \( d(X_{i+1}) \geq 1 - 0.25 \gamma^d \). If the former case happens then the assertion of the lemma holds, so we may assume that the latter case happens, in which case we set \( V_{i+1} = V_i \setminus X_{i+1} \) and continue. Suppose that this process stops at the \( k \)th step for some \( k \geq 0 \). Set \( Y = V_k \). We clearly have \( V(G) = X_1 \cup \cdots \cup X_k \cup Y \). For every \( 1 \leq i \leq k \) we have \( |X_i| \geq 0.1\alpha^3 n \) and \( d(X_i) \geq 1 - 0.25 \gamma^d \). Since the process stopped at the \( k \)th step, we must have \( e(Y) = e(V_k) < \alpha n^2 \).

To finish the proof, we show that if Item 3 in the lemma does not hold then \( G \) contains at least \( 0.5 \cdot 10^{-4} \alpha^{12} \gamma^d n^4 \) induced copies of \( C_4 \). Assume that for some \( 1 \leq i < j \leq k \), the
pair $(X_i, X_j)$ is $\gamma$-far from being induced $M_2$-free. By Lemma 12, $(X_i, X_j)$ contains at least $\gamma^d |X_i|^2 |X_j|^2$ induced copies of $M_2$. Let $(x_i, x_j, x'_{i}, x'_{j})$ be such a copy, where $x_i, x'_{i} \in X_i$ and $x_j, x'_{j} \in X_j$. If $(x_i, x'_{j}), (x_j, x'_{i}) \in E(G)$ then $x_i, x_j, x'_{i}, x'_{j}$ span an induced copy of $C_4$. Since $d(X_i), d(X_j) \geq 1 - 0.25\gamma^d$, there are at most $0.57^d |X_i|^2 |X_j|^2$ quadruples of distinct vertices $(x_i, x'_{i}, x_j, x'_{j}) \in X_i \times X_i \times X_j \times X_j$ for which either $(x_i, x'_{j}) \notin E(G)$ or $(x_j, x'_{i}) \notin E(G)$. Thus, $G$ contains at least $0.57^d |X_i|^2 |X_j|^2 \geq 0.5 \cdot 10^{-4}\alpha^d \gamma^d n^4$ induced copies of $C_4$. <p></p>

We finish this section with the following corollary of the above structure theorem, which will be more convenient to use when proving Theorems 1 and 2 in the next section.

Lemma 14. There is an absolute constant $c > 0$ such that for every $\alpha, \gamma \in (0, 1)$, every $n$-vertex graph $G$ either contains $\Omega(\alpha^c \gamma^c n^4)$ induced copies of $C_4$ or there is a graph $G'$ on $V(G)$, a partition $V(G) = X_1 \cup \cdots \cup X_k \cup Y$, where $k \leq 1000\alpha^{-3}$, a subset $Z \subseteq X := X_1 \cup \cdots \cup X_k$, a partition $X \setminus Z = Q_1 \cup \cdots \cup Q_q$, which refines $\{X_1 \setminus Z, \ldots, X_k \setminus Z\}$, and subsets $W_i \subseteq Q_i$ with the following properties:

1. $G'[X_i \setminus Z]$ is a clique for every $1 \leq i \leq k$, and $G'[Y]$ is an independent set.
2. $|Z| < \alpha n$ and every $z \in Z$ is an isolated vertex in $G'$.
3. In $G'$, the sum of $|Q_i||Q_j|$ over all non-homogeneous pairs $(Q_i, Q_j)$, $1 \leq i < j \leq q$, is at most $\alpha^c n^2$.
4. $(W_i, W_j)$ is homogeneous in $G'$ for every $1 \leq i < j \leq q$ and $|W_i| \geq (\alpha/20)^{40000\alpha^{-6}}|X|$ for every $1 \leq i \leq q$.
5. $|E(G') \cup E(G)| < (2\alpha + \gamma)\gamma n^2$ and $|E(G'[X \setminus Z]) \cup \cup E(G[X \setminus Z])| < \gamma n^2$.

Proof. The constant $c$ in this lemma is the same as in Lemma 13. Apply Lemma 13 to $G$ with the given $\alpha$ and $\gamma$. If $G$ contains $\Omega(\alpha^c \gamma^c n^4)$ induced copies of $C_4$, then the assertion of the lemma holds, and otherwise let $X_1, \ldots, X_k, Y$ be as in the statement of Lemma 13. Note that $k \leq 1000\alpha^{-3}$ since $|X_i| \geq 0.1\alpha n^3$ for every $1 \leq i \leq k$. Let $G''$ be the graph obtained from $G$ by making $Y$ an independent set, making $X_1, \ldots, X_k$ cliques and making $(X_i, X_j)$ induced $M_2$-free for every $1 \leq i < j \leq k$. By Lemma 13 we have $|E(G''[Y]) \cup E(G[Y])| < \alpha n^2$ and $|E(G''[X]) \cup \cup E(G[X])| < \gamma \sum_{i=1}^k |X_i| + \gamma \sum_{i<j} |X_i||X_j| < \gamma n^2$. We now apply Lemma 7 to $G''[X]$ with parameter $\delta = \alpha$ (and with respect to the partition $(X_1, \ldots, X_k)$) and obtain a subset $Z \subseteq X$ of size $|Z| < \alpha n$, a partition $X \setminus Z = Q_1 \cup \cdots \cup Q_q$, which refines $\{X_1 \setminus Z, \ldots, X_k \setminus Z\}$, and subsets $W_i \subseteq Q_i$ such that $|W_i| \geq (\alpha/2k)^{10k^2}|X| \geq (\alpha^c/20)^{40000\alpha^{-6}}|X|$ for every $1 \leq i \leq q$.

Let $G'$ be the graph obtained from $G''$ by making every $z \in Z$ an isolated vertex. Then Item 2 is satisfied. The second part of Item 5 holds because $G'[X \setminus Z] = G''[X \setminus Z]$ and $|E(G''[X]) \cup \cup E(G[X])| < \gamma n^2$. For the first part of Item 5, note that $|E(G') \cup \cup E(G'')| < |Z| n < \alpha n^2$, which implies that $|E(G') \cup \cup E(G'')| \leq |E(G') \cup \cup E(G'')| + |E(G'') \cup \cup E(G)| < (2\alpha + \gamma)\gamma n^2$. Since $G'[X \setminus Z] = G''[X \setminus Z]$ and $G'[Y] = G''[Y]$, it is enough to establish that Items 1, 3 and 4 hold if $G'$ is replaced by $G''$. For Item 1, this is immediate from the definition of $G''$; for items 3-4, this follows from our choice of $Q = \{Q_1, \ldots, Q_q\}$ and $W_1, \ldots, W_q$ via Lemma 7 (with parameter $\delta = \alpha$).<p></p>

4 Proofs of main results

In this section we prove Theorems 1 and 2. The last ingredient we need is the following key lemma.

Lemma 15. Let $\mathcal{F}$ be a (finite or infinite) family of graphs such that

1. $\mathcal{F} \subseteq \mathcal{F}$.
2. For every $F \in \mathcal{F}$ and $v \in V(F)$, the neighbourhood of $v$ in $F$ is not a clique.
Suppose \( G \) is a graph with vertex partition \( V(G) = X \cup Y \) such that \( Y \) is an independent set and \( G[X] \) is induced \( F \)-free. Then, if one must add/delete at least \( \varepsilon |X||Y| \) of the edges between \( X \) and \( Y \) to make \( G \) induced \( F \)-free, then \( G \) contains at least \( \frac{\varepsilon^2}{2}|X|^2|Y|^2 \) induced copies of \( C_4 \).

**Proof.** Let us pick for every \( y \in Y \) a maximal anti-matching \( \mathcal{M}(y) \) in \( G[N_X(y)] \), that is, a maximal collection of pairwise-disjoint non-edges contained in \( N_X(y) \). For every pair of non edges \( (u,v), (u',v') \in \mathcal{M}(y) \), there must be at least one non-edge between \( \{u,v\} \) and \( \{u',v'\} \), as otherwise \( u,v,u',v' \) would span an induced \( C_4 \) in \( X \), in contradistinction to the assumptions that \( G[X] \) is induced \( F \)-free and \( C_4 \in F \). Therefore, for every \( y \) there are at least \( \left( \frac{|\mathcal{M}(y)|}{2} \right)^2 + |\mathcal{M}(y)| \geq |\mathcal{M}(y)|^2/2 \) non-edges inside the set \( N_X(y) \). For every \( y \in Y \) let \( d_2(y) \) denote the number of pairs of distinct vertices in \( N_X(y) \) that are non-adjacent. Then the above discussion implies that every \( y \in Y \) satisfies

\[
d_2(y) \geq \frac{|\mathcal{M}(y)|^2}{2}.
\]

(3)

Let \( G' \) be the graph obtained from \( G \) by deleting, for every \( y \in Y \), all edges going between \( y \) and the vertices of \( \mathcal{M}(y) \). Since \( \mathcal{M}(y) \) is spanned by \( 2|\mathcal{M}(y)| \) vertices, we have

\[
|E(G') \triangle E(G)| = 2 \sum_{y \in Y} |\mathcal{M}(y)|.
\]

(4)

We now claim that \( G' \) is induced \( F \)-free. Indeed, suppose \( U \subseteq V(G) \) spans an induced copy of some \( F \in F \). Since by assumption \( G[X] \) is induced \( F \)-free and since \( G'[X] = G[X] \), there must be some \( y \in U \cap Y \). Since the neighbourhood of \( y \) in \( F \) is a clique and since \( G'[Y] = G[Y] \) is an empty graph, there must be \( u,v \in U \cap X \) for which \( u,v \in N_X(y) \) and \( (u,v) \notin E(G') \). Now, the fact that \( u,v \) are connected to \( y \) in \( G' \) means that neither of them participated in one of the non-edges of \( \mathcal{M}(y) \). But then the fact that \( (u,v) \notin E(G') \) implies that also \( (u,v) \notin E(G) \) (because we did not change \( G[X] \)) which in turn implies that \( (u,v) \) could have been added to \( \mathcal{M}(y) \) contradicting its maximality.

By the assumption of the lemma we thus have \( |E(G') \triangle E(G)| \geq \varepsilon |X||Y| \). Combining this with (3), (4) and Jensen’s inequality thus gives

\[
\sum_{y \in Y} d_2(y) \geq \frac{1}{2} \sum_{y \in Y} |\mathcal{M}(y)|^2 \geq \frac{1}{2} |Y| \cdot \left( \sum_{y \in Y} \frac{|\mathcal{M}(y)|}{|Y|} \right)^2
\]

\[
= \frac{1}{2} |Y| \cdot \left( \frac{|E(G') \triangle E(G)|}{2|Y|} \right)^2 \geq \frac{\varepsilon^2}{8} |X|^2|Y|.
\]

For a pair of distinct vertices \( u,v \in X \) set \( t(u,v) = 0 \) if \( (u,v) \in E(G) \) and otherwise set \( t(u,v) \) to be the number of vertices \( y \in Y \) connected to both \( u \) and \( v \). Recalling that \( Y \) is an independent set in \( G \), we see that \( u,v \) belong to at least \( (\frac{t(u,v)}{2}) \) induced copies of \( C_4 \). Hence, \( G \) contains at least

\[
\sum_{u,v \in X} \left( \frac{t(u,v)}{2} \right) \geq \left( \frac{|X|}{2} \right) \cdot \left( \sum_{u,v \in X} \frac{t(u,v)}{(|X|/2)} \right)
\]

\[
= \left( \frac{|X|}{2} \right) \cdot \left( \sum_{y \in Y} d_2(y)/(|X|/2) \right)
\]

\[
\geq \frac{|X|^2}{4} \cdot \frac{(\varepsilon^2|Y|/4)^2}{4} = \frac{\varepsilon^4}{2^8} |X|^2|Y|^2,
\]

induced copies of \( C_4 \), where the first inequality is Jensen’s, the following equality is double-counting, and the last inequality uses our above lower bound for \( \sum_{y \in Y} d_2(y) \).
Proof of Theorem 1. We first observe that the “in particular” part of the statement, namely the testing algorithm, follows immediately from the first assertion of the theorem; indeed, the first assertion implies that if \( G \) is \( \varepsilon \)-far from being induced \( C_4 \)-free, then sampling \( 2^{(1/\varepsilon)^2} \) 4-tuples of vertices will contain at least one induced 4-cycle with probability at least \( 2/3 \).

We now turn to prove the first assertion of the theorem. Set
\[
\alpha = \frac{\varepsilon^6}{217}, \quad \gamma = \frac{1}{2}(\alpha/20)^{16000\alpha^{-6}}(\varepsilon/2)^4.
\]
and notice that \( \gamma \geq 2^{-(1/\varepsilon)^c} \) for some absolute constant \( c' \). We apply Lemma 14 to \( G \) with the \( \alpha \) and \( \gamma \) defined above. If \( G \) contains \( \Omega(\alpha^c\gamma^c n^4) \) induced copies of \( C_4 \) then we are done. Otherwise, let \( G', X = X_1 \cup \cdots \cup X_k, Y, Z, Q = \{Q_1, \ldots, Q_q\} \) and \( W_i \subseteq Q_i \) be as in Lemma 14. Let \( G'' \) be the graph obtained from \( G' \) by doing the following: for every \( 1 \leq i < j \leq q \), let \((W_i, W_j)\) be a complete (resp. empty) bipartite graph then we turn \((Q_i, Q_j)\) into a complete (resp. empty) bipartite graph. By Item 4 in Lemma 14, one of these options holds. By Item 3 in Lemma 14, the number of changes made is at most \( \alpha n^2 \). By Item 5 in Lemma 14 we have
\[
|E(G'')\Delta E(G)| \leq |E(G')\Delta E(G')| + |E(G')\Delta E(G)| < (3\alpha + \gamma)n^2 < \frac{\varepsilon n^2}{2},
\]
implying that \( G'' \) is \( \frac{\varepsilon}{2} \)-far from being induced \( C_4 \)-free. Note that \( |X \setminus Z| \geq \frac{n}{2} \), as otherwise deleting all edges incident to the vertices of \( X \setminus Z \) would make \( G'' \) an empty graph (and hence induced \( C_4 \)-free) by deleting \( |X \setminus Z| \cdot n \leq \frac{\varepsilon n^2}{2} \) edges.

Let us assume first that \( G''[X \setminus Z] \) contains an induced copy of \( C_4 \), say on the vertices \( v_1, v_2, v_3, v_4 \). For \( 1 \leq s \leq 4 \), let \( i_s \) be such that \( v_s \in Q_{i_s} \). It is easy to see that by the definition of \( G'' \), every quadruple \((w_{i_1}, \ldots, w_{i_4}) \in W_{i_1} \times W_{i_2} \times W_{i_3} \times W_{i_4} \) spans an induced copy of \( C_4 \) in the graph \( G' \). By Item 4 in Lemma 14, \( G'' \) contains
\[
|W_{i_1}| \cdot |W_{i_2}| \cdot |W_{i_3}| \cdot |W_{i_4}| \geq (\alpha/20)^{16000\alpha^{-6}}|X|^4 \geq (\alpha/20)^{16000\alpha^{-6}}(\varepsilon/2)^4 n^4 = 2\gamma n^4
\]
induced copies of \( C_4 \). By Item 5 in Lemma 14, \( G[X \setminus Z] \) and \( G''[X \setminus Z] \) differ on less than \( \gamma n^2 \) edges, each of which can participate in at most \( n^2 \) induced copies of \( C_4 \). Thus, \( G \) contains at least \( \gamma n^4 \) induced copies of \( C_4 \), as required.

From now on we assume that \( G''[X \setminus Z] \) is induced \( C_4 \)-free, implying that \( G''[X] \) is induced \( C_4 \)-free (as every \( z \in Z \) is isolated in \( G'' \)). Since \( G'' \) is \( \frac{\varepsilon}{2} \)-far from being induced \( C_4 \)-free, one cannot make \( G'' \) induced \( C_4 \)-free by adding/deleting less than \( \frac{\varepsilon}{2} n^2 \) edges between \( X \) and \( Y \). In particular, we have |\( X ||Y | \geq \varepsilon n^2 |. Notice that the conditions of Lemma 15 hold (with respect to the family \( F = \{C_4\} \)) since \( G''[Y] = G'[Y] \) is an independent set (by Item 1 in Lemma 14) and \( G''[X] \) is induced \( C_4 \)-free by assumption. By Lemma 15, \( G'' \) contains at least \( \frac{\varepsilon}{2}^4 |X|^2 |Y|^2 \geq \frac{\varepsilon}{2}^4 n^4 = 8\alpha n^4 \) induced copies of \( C_4 \). Since
\[
|E(G'')\Delta E(G)| < (3\alpha + \gamma)n^2 < 4\alpha n^2,
\]
at least \( 4\alpha n^4 = \frac{\varepsilon}{2}^4 n^4 \) of these copies are also present in \( G \). This completes the proof of the theorem. ▫

Proof of Theorem 2. Set
\[
\alpha = \frac{\varepsilon^6}{217}, \quad \gamma = \frac{1}{2}(\alpha/20)^{10^5\alpha^{-9}}(\varepsilon/2)^{20\alpha^{-3}}.
\]
and notice that \( \gamma \geq 2^{-(1/\varepsilon)^c} \) for some absolute constant \( c' \). As in the proof of Theorem 1, we apply Lemma 14 to \( G \) with the \( \alpha \) and \( \gamma \) defined above. If \( G \) contains \( \Omega(\alpha^c\gamma^c n^4) \) induced copies of \( C_4 \) then we are done. Otherwise, let \( G', X = X_1 \cup \cdots \cup X_k, Y, Z, Q = \{Q_1, \ldots, Q_q\} \) and \( W_i \subseteq Q_i \) be as in Lemma 14.

Let \( G'' \) be the graph obtained from \( G' \) by doing the following: for every \( 1 \leq i < j \leq q \), if \((W_i, W_j)\) is a complete (resp. empty) bipartite graph then we make \((Q_i, Q_j)\) a complete
(resp. empty) bipartite graph. As in the proof of Theorem 1, $G''$ is $\frac{5}{3}$-far from being chordal, and we have $|X \setminus Z| \geq \frac{5}{3}n$.

Assume first that $G''[X \setminus Z]$ is not chordal, namely that it contains an induced cycle $C = v_1 \ldots v_\ell$ of length $\ell \geq 4$. By Item 1 in Lemma 14, $G''[X_i \setminus Z] = G'[X_i \setminus Z]$ is a clique for every $1 \leq i \leq k$. Since the cycle $C$ does not contain a triangle, it can contain at most 2 vertices from each of these cliques, implying that $\ell = |C| \leq 2k \leq 200\alpha^{-3} = O(\varepsilon^{-18})$. The bound on $k$ comes from Lemma 14. For $1 \leq s \leq \ell$, let $i_s$ be such that $v_s \in Q_{i_s}$. It is easy to see that by the definition of $G''$, $\ell$-tuple $(w_1, \ldots, w_{\ell}) \in W_{i_1} \times \cdots \times W_{i_\ell}$ spans an induced $\ell$-cycle in the graph $G'$. By Item 4 in Lemma 14, $G'$ contains $\prod_{j=1}^{\ell} |W_{i_j}| \geq (\alpha/20)^{40\alpha^{-\delta}} |X|^\ell \geq (\alpha/20)^{10^5\alpha^{-9}} (\varepsilon/2)^{200\alpha^{-3}} n^\ell = 2\gamma n^\ell$

induced copies of $C_{\ell}$. By Item 5 in Lemma 14, $G[X]$ and $G'[X]$ differ on less than $\gamma n^2$ edges, each of which can participate in at most $n^{\ell-2}$ induced copies of $C_{\ell}$. Thus, $G$ contains at least $\gamma n^\ell$ induced copies of $C_{\ell}$, as required.

We now assume that $G''[X]$ is chordal. Since $G''$ is $\frac{5}{3}$-far from being chordal, one must add/delete at least $\frac{5}{3}n^2 \geq \varepsilon |X||Y|$ of the edges between $X$ and $Y$ to make $G''$ chordal. In particular, we have $|X||Y| \geq 2n^2$. Note that the family $F = \{C_{\ell} : \ell \geq 4\}$, i.e. the family of forbidden induced subgraphs for chordality, satisfies Conditions 1-2 of Lemma 15. Observe that Lemma 15 is applicable to $G''$ (with respect to the family $F = \{C_{\ell} : \ell \geq 4\}$), as $G''[Y] = G'[Y]$ is an independent set (by Item 1 in Lemma 14), and $G''[X]$ is induced $F$-free (i.e. chordal) by assumption. By Lemma 15, $G''$ contains at least $\varepsilon^2 |X|^2 |Y|^2 \geq \varepsilon^2 n^4 = 8\alpha n^4$ induced copies of $C_4$. Since $|E(G'') \triangle E(G)| < 4\alpha n^2$, at least $4\alpha n^2 = \frac{8}{\gamma} n^4$ of these copies are also present in $G$.

### 5 An impossibility result

In this section we prove Theorem 3. It will in fact be more convenient to prove the following equivalent statement.

**Theorem 16.** For every function $g : (0, \frac{1}{2}) \rightarrow \mathbb{N}$ there is a graph family $\mathcal{F}$ which contains $C_4$ and there is a sequence $\{\varepsilon_k\}_{k=1}^{\infty}$ with $\varepsilon_k > 0$ and $\varepsilon_k \rightarrow 0$, such that the following holds. For every $k \geq 1$ and $n \geq n_0(k)$ there is an $n$-vertex graph $G$ which is $\varepsilon_k$-far from being induced $\mathcal{F}$-free, but still every induced subgraph of $G$ on $g(\varepsilon_k)$ vertices is induced $\mathcal{F}$-free.

We will need the following theorem due to Erdős [11].

**Theorem 17.** For every integer $f$ there is $n_{17} = n_{17}(k, f)$ such that every $k$-uniform hypergraph with $n \geq n_{17}$ vertices and $n^{k-f+1/\varepsilon}$ edges contains a complete $k$-partite $k$-uniform hypergraph with $f$ vertices in each part.

For integers $k, f \geq 1$, let $B_{k,f}$ be the graph obtained by replacing each vertex of the cycle $C_k$ by a clique of size $f$, and replacing each edge by a complete bipartite graph.

**Lemma 18.** For every pair of integers $k \geq 3$ and $f \geq 1$ there is $n_{18} = n_{18}(k, f)$ such that for every $n \geq n_{18}$, the graph $B_{k,n/k}$ is $\frac{\varepsilon f}{2k}$-far from being induced $\{C_4, B_{k,f}\}$-free.

**Proof.** Let $V_1, \ldots, V_k$ be the sides of $G := B_{k,n/k}$ (each a clique of size $n/k$). Let $G'$ be a graph obtained from $G$ by adding/deleting at most $\frac{\varepsilon f}{2k}$ edges. Our goal is to show that $G'$ is not induced $\{C_4, B_{k,f}\}$-free. Let $H$ be the $k$-partite $k$-uniform hypergraph
with parts $V_1, \ldots, V_k$ whose edges are all $k$-tuples $(v_1, \ldots, v_k) \in V_1 \times \cdots \times V_k$ such that $v_1v_2 \cdots v_kv_1$ is an induced cycle in $G'$. Note that in $G$, every such $k$-tuple spans an induced cycle, and that adding/deleting an edge can destroy at most $\binom{k}{2} + \frac{k^2}{2}$ such cycles. Thus, $G'$ contains at least \( \left( \frac{k}{4} \right)^k - \frac{n^2}{2k^2} \left( \frac{k}{4} \right)^{k-2} \geq \frac{1}{2} \left( \frac{k}{4} \right)^k \) of these induced cycles, implying that $e(H) \geq \frac{1}{2} \left( \frac{k}{4} \right)^k$. For a large enough $n$ we have $\frac{1}{2} \left( \frac{k}{4} \right)^k \geq n^{k-j-\varepsilon}$ and $n \geq n_{17}(k, f)$. Thus, by Theorem 17, $H$ contains a complete $k$-partite $k$-uniform hypergraph with parts $U_i \subseteq V_i$, each of size $f$. This means that in the graph $G'$, $(U_i, U_j)$ is a complete bipartite graph if $j - i \equiv \pm 1 \pmod{k}$ and an empty bipartite graph otherwise. If $G'[U_i]$ is a clique for every $1 \leq i \leq k$ then $U_1 \cup \cdots \cup U_k$ spans an induced copy of $B_{k,f}$ in $G'$. Suppose then that $U_i$ is not a clique for some $1 \leq i \leq k$, say $i = 1$, and let $x, y \in U_1$ be such that $(x, y) \notin E(G')$. Then for every $z \in U_2$ and $w \in U_k$, $\{x, y, z, w\}$ spans an induced copy of $C_4$ in $G'$. Thus, in any case $G'$ is not induced $\{C_4, B_{k,f}\}$-free.

**Proof of Theorem 16.** For $k \geq 5$ put $\varepsilon_k = \frac{1}{2k}$. We will show that the family $\mathcal{F} = \{C_4\} \cup \{B_{k,f_k} : k \geq 5\}$ satisfies the requirement. Let $k \geq 5$, let $n \geq n_{18}(k, f_k)$ and set $G = B_{k,n/f_k}$. By Lemma 18, $G$ is $\varepsilon_k$-far from being induced $\{C_4, B_{k,f_k}\}$-free. Since $C_4, B_{k,f_k} \in \mathcal{F}$, we get that $G$ is $\varepsilon_k$-far from being induced $\mathcal{F}$-free.

We claim that for every $4 \leq \ell < k$, $G$ is induced $C_{\ell}$-free. Suppose, for the sake of contradiction, that $x_1, \ldots, x_{\ell}, x_1$ is an induced $\ell$-cycle in $G$. Let $V_1, \ldots, V_k$ be the sides of $G = B_{k,n/f_k}$. If $\{|x_1, \ldots, x_{\ell}| \cap V_i| \leq 1$ for every $1 \leq i \leq k$ then $x_1, \ldots, x_{\ell}$ are contained in an induced path, which is impossible. So there is some $1 \leq i \leq k$ for which $\{|x_1, \ldots, x_{\ell}| \cap V_i| \geq 2$. Suppose without loss of generality that $x_1, x_2 \in V_1$ (recall that $V_1, \ldots, V_k$ are cliques). Then $x_3 \in V_2$ or $x_3 \in V_3$, and in either case $x_1, x_2, x_3$ span a triangle, a contradiction.

We conclude that the smallest $F \in \mathcal{F}$ which is an induced subgraph of $G$, is $F = B_{k,f_k}$. Thus, every induced subgraph of $G$ on less than $v(B_{k,f_k}) = k \cdot g(\varepsilon_k)$ vertices is induced $\mathcal{F}$-free, completing the proof.
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Abstract

The sample complexity of learning a Boolean-valued function class is precisely characterized by its Rademacher complexity. This has little bearing, however, on the sample complexity of efficient agnostic learning.

We introduce refutation complexity, a natural computational analog of Rademacher complexity of a Boolean concept class and show that it exactly characterizes the sample complexity of efficient agnostic learning. Informally, refutation complexity of a class $C$ is the minimum number of example-label pairs required to efficiently distinguish between the case that the labels correlate with the evaluation of some member of $C$ (structure) and the case where the labels are i.i.d. Rademacher random variables (noise). The easy direction of this relationship was implicitly used in the recent framework for improper PAC learning lower bounds of Daniely and co-authors [6, 8, 10] via connections to the hardness of refuting random constraint satisfaction problems. Our work can be seen as making the relationship between agnostic learning and refutation implicit in their work into an explicit equivalence. In a recent, independent work, Salil Vadhan [25] discovered a similar relationship between refutation and PAC-learning in the realizable (i.e. noiseless) case.
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1 Introduction

Statistical complexity characterizes the information theoretic threshold for the amount of data required for any supervised learning task. However, the amount of data required for efficient learning, whenever it is possible, can be significantly different from the statistical complexity. For example, algorithms based on polynomial regression ([18, 19, 20]) guarantee efficient (improper, i.e. return a hypothesis not necessarily in the target class) learning while using data that is a polynomial factor larger than the statistical complexity. There is a systematic effort to study the trade-offs between computational and statistical complexity [4, 5] and a growing body of work has provided explicit examples [11, 7, 2] of natural settings where efficient learning provably requires data that is at least a polynomial factor larger than the statistical complexity under some plausible complexity theoretic assumptions.

In the light of the above work, we focus on obtaining a simple and useful characterization of the sample complexity of efficient supervised learning. There’s a simple and elegant char-
characterization of the statistical complexity of learning in terms of the Rademacher complexity. In this note, we give a natural analog of Rademacher complexity that precisely characterizes the amount of data required for efficient agnostic learning (i.e., noisy, see Definition 2) learning.

For a class \( \mathcal{C} \) of concepts on \( \mathbb{R}^n \), any distribution \( D \) on \( \mathbb{R}^n \), the Rademacher Complexity of \( \mathcal{C} \), \( R_m(\mathcal{C}) \) is the following quantity:

\[
R_m(\mathcal{C}) = \mathbb{E}_{x_1, \ldots, x_m \sim D} \left[ \mathbb{E}_{\epsilon_1, \ldots, \epsilon_m \sim \mathcal{U}(\{-1,1\})} \left[ \frac{1}{m} \sup_{c \in \mathcal{C}} \sum_{i=1}^m \epsilon_i c(x_i) \right] \right]. \tag{1.1}
\]

Classical results [3] establish that \( R_m(\mathcal{C}) = \varepsilon \) if and only if there’s an algorithm to learn \( \mathcal{C} \) over \( D \) with error at most \( \varepsilon \) with \( \Theta(m) \) samples, thus characterizing the sample-complexity of \( \varepsilon \)-error agnostic learning.

In this note, we propose a natural computational analog of Rademacher complexity, called as the Refutation complexity and show that it exactly determines the sample complexity of efficient agnostic learning. Given random labeled examples \( \{(x_i, y_i)\}_{i \leq m} \) where \( x_i \)'s are chosen i.i.d. according to \( D \), we define the problem of refutation as the task of distinguishing between the following two cases:

- **(a) Structure:** \( \{(x_i, y_i)\}_{i \leq m} \) are i.i.d. from some distribution \( D' \) with marginal on \( x_i \)'s being \( D \) and \( \mathbb{E}_{(x,y) \sim D'}[c(x)y] = \Omega(1) \). That is, the given example-label pairs come from a distribution that correlates with some \( c \in \mathcal{C} \), and

- **(b) Noise:** \( y_i \)'s are uniform and independent Rademacher random variables.

We define refutation complexity of \( \mathcal{C} \) with respect to the distribution \( D \) at a running time of \( T(n) \) as the smallest \( m \) for which there’s a \( T(n) \)-time test for distinguishing between structure and noise cases above.

To motivate this definition, observe that we can interpret the statistical complexity (via the connection to Rademacher complexity outlined above) of \( \mathcal{C} \) over \( D \) as the smallest \( m \) for which no concept in \( \mathcal{C} \) correlates with purely random noise (the i.i.d. draws from \( \{ \pm 1 \} \)). Thus, if the Rademacher complexity of \( \mathcal{C} \) on \( D \) with \( m \) samples is small enough, then, given random labeled examples \( \{(x_i, y_i)\}_{i \leq m} \), we can (via an inefficient procedure) distinguish between the above two cases by computing the largest correlation of any \( c \in \mathcal{C} \) when evaluated at \( x_i \)'s with the \( y_i \)'s. Thus, we can equivalently define statistical complexity as the smallest \( m \) for which the above structure vs noise test succeeds. Thus, refutation complexity can be seen as a computational analog of Rademacher complexity.

The main result of this note is the following theorem:

**Theorem 1 (Refutation Complexity = Agnostic Learning Complexity, Informal).** \( \mathcal{C} \) has an efficient agnostic learning algorithm over a distribution \( D \) with \( m \) samples if and only if the refutation complexity of \( \mathcal{C} \) at some polynomial running time is at most \( O(m) \).

### 1.1 Comparison with [25]

In a recent, independent work, Vadhan [25] used similar arguments to establish a similar equivalence to Theorem 1 between distribution independent PAC learning in the realizable case (i.e., when the labels perfectly correlate with some concept in the target class) and a slightly different notion of refutation. In this notion, the refutation algorithm is required to distinguish the case that the sample that realizable (i.e., the labels agree with some concept.

---

1. The related notion of VC Dimension of \( \mathcal{C} \) characterizes the data required to learn \( \mathcal{C} \) over worst-case distributions.
from the class) from the case that the labels in the sample are i.i.d. Rademacher random variables.

Since agnostic learning is provably different from realizable PAC learning in general, the notions of refutation that characterize the complexity of learning in the two models have to be necessarily different. Another interesting point of difference is that our equivalence is distribution-specific and thus slightly more fine-grained in that it allows relating learnability on a given distribution to refutation on the same distribution. In contrast, Vadhan’s characterization holds for distribution independent PAC learning. This difference arises entirely due to the the difference in the black-box boosting algorithms one can use in PAC vs agnostic settings: in the PAC learning case, the boosting algorithms modify the distribution of examples over the course of the execution and thus the characterization holds only in a distribution independent setting. In the agnostic setting, there are distribution specific boosting algorithms (such as that of [17, 14]) that work by changing only the distributions of the labels while keeping the distribution of the example points unchanged. It is an interesting direction to investigate notions of refutation that allow distribution-specific characterization of PAC learning in realizable case.

It’s interesting to note how slight changes to in the formulation of the refutation problem changes the model of learning that it characterizes.

1.2 Discussion
Proper vs Improper Learning and the Framework of [9]
The agnostic learning algorithm we obtain using a refutation algorithm is improper - that is, it doesn’t necessarily produce a hypothesis from the class $C$. This is not accidental - it’s well known that the flexibility of improper learning allows circumventing computational hardness results that afflict proper learning. A simple example is the class of 3-term DNF formulas in $n$ variables: unless RP = NP, there’s no polynomial time proper learning algorithm for this class [21], however, there’s a simple poly($n, 1/\varepsilon$)-time improper learning algorithm for it (for a discussion see, [24]). On the flip side, the power of improper learning makes the task of proving lower bound against such algorithms harder. The equivalence between refutation and agnostic learning holds for all (and thus, also improper) learning algorithms and thus can serve as a useful handle in understanding the complexity of improper learning.

Indeed this connection and in particular, the implication that learning implies refutation is implicit in the influential work of Daniely and co-authors [6, 10, 8] who showed (in the language of this paper) that a refutation algorithm for the concept classes of halfspaces and DNF formulas can be used to refute certain random constraint satisfaction problems [1, 12]. These works used such a reduction along with standard hardness assumptions for refuting random CSPs to obtain the first hardness results for improper PAC learning for the above classes.

Our equivalence establishes the converse of the connection in these works and makes the connection between refutation and agnostic learning explicit. While a priori, it might appear that refutation (which asks for distinguishing between a pure noise in the labels from a correlated set of labels) is easier than agnostic learning, this work shows that any lower bound on (improper) learning has to necessarily be a lower bound for an associated refutation problem. Thus, to an extent, it shows that the above framework for improper agnostic learning lower bounds is essentially complete.

---

2 We thank Salil Vadhan for pointing this out to us.
Connections to Boosting/Property Testing

It is also illuminating to view the equivalence we show as saying that an oracle for refutation is sufficient for agnostic learning. This naturally leads to the question of what kind of oracle access to $\mathcal{C}$ is sufficient for (agnostic) learning. We discuss two natural oracles here: a weak-learning oracle and a property-testing oracle.

Known boosting (see [15, 23], [17, 14]) algorithms imply that a weak-learning oracle is sufficient for agnostically learning of $\mathcal{C}$. A weak learning oracle takes random example-label pairs and returns a hypothesis whose correlation with the labels from the input distribution is at least an inverse polynomial fraction of the correlation of the best-fitting hypothesis from $\mathcal{C}$. In learning literature, this is sometimes referred to as a weak-optimization oracle for $\mathcal{C}$ - in that, it gives an inverse polynomial (potentially improperly) approximation to the correlation of the best fitting hypothesis from $\mathcal{C}$. It is not hard to see that such an oracle is enough to solve the refutation problem and thus is a potentially stronger access to $\mathcal{C}$ than the refutation algorithm.

Our result implies that an much weaker algorithm is enough to get an agnostic learning algorithm - the refutation oracle doesn’t return any hypothesis, it “merely” distinguishes between the case that the labels are completely random and independent of the examples from the case that the labels come from some distribution that correlates with some concept in $\mathcal{C}$.

It is also instructive to compare a refutation oracle (or a “structure” vs ”noise” tester) for $\mathcal{C}$ with a “property-tester” for $\mathcal{C}$. An $\alpha$-approximate property-testing algorithm for $\mathcal{C}$ uses random example-label pairs from some distribution and accepts if the labels achieve a correlation of at least $\alpha$ with $\mathcal{C}$ and rejects if every $c \in \mathcal{C}$ has a correlation of at most $\alpha - \varepsilon$ with the labels. We can interpret a property tester, thus, as a variant of the refutation oracle that must treat a distribution on example-label pairs that has a correlation of at most $\alpha - \varepsilon$ with every $c \in \mathcal{C}$ as “noise.” In particular, the notion of what is “unstructured/noise” for a property tester is more stringent compared to a refutation algorithm. Indeed, this is not surprising: while testing is known to be no harder than proper learning, it can be harder than improper learning for some concept classes, once again illustrating the difference between proper and improper learning [16].

Using Refutation to get Learning Algorithms

It will be extremely interesting to understand if the equivalence between refutation and learning allows an application in the direction opposite to the one employed in the work of Daniely and co-authors and get new algorithms for agnostic learning. This is perhaps not too optimistic. The works of Daniely and co-authors establish a natural connection between the refutation problem for a concept class and refuting random CSPs. There are known algorithms for refuting random CSPs (see for e.g. [22, 13, 1]) that use techniques that appear different from the usual tool-kit in agnostic learning (for e.g. the use of semi-definite programming) that might prove useful in obtaining new agnostic learning algorithms by building the required refutation algorithms.

---

3 Property testers are usually defined with $\alpha = 1$ and are in general also allowed to use membership queries. We use a definition that is similar in spirit but is more relevant for the comparison here.
1.3 Proof Overview

It is easy to see that efficient learning implies efficient refutation. For the other direction, we give an explicit, efficient algorithm that invokes the refutation algorithm a small number of times to get an agnostic learner for the class $\mathcal{C}$. This algorithm works in two steps - in the first step, it uses a refutation algorithm to come up with a weak-agnostic learner: i.e. a hypothesis that achieves a correlation with the labels that is some tiny fraction of the correlation of the best hypothesis from $\mathcal{C}$. In the second step, it combined an off-the-shelf boosting algorithm with the weak learner above to get an agnostic learner with small error.

The key idea in the transformation of a refutation algorithm into a weak-learner is to view the black-box refutation algorithm as a “code” for computing a function by manipulating the example-label pairs that it takes as input. A simple hybrid argument then shows that there’s a small list of hypotheses generated by manipulating the inputs to the refutation algorithm that contains a good weak learner. We can find the best weak learner from the list by evaluating the error of each of the hypotheses in the list over a fresh batch of samples from the underlying distribution.

1.4 Preliminaries

We use $U_m$ to denote the uniform distribution over $\{\pm 1\}^m$ for any $m \in \mathbb{N}$. We define agnostic learning here.

► Definition 2 (Agnostic Learning with respect to a distribution $\mathcal{D}$). Let $\mathcal{C}$ be a class of Boolean concepts $\mathcal{C} \subseteq \{f : \{\pm 1\}^n \rightarrow \{\pm 1\}\}$. $\mathcal{C}$ is said to be $\varepsilon$-agnostically learnable in time $T(n, 1/\varepsilon)$ and samples $S(n, 1/\varepsilon)$ if there’s an algorithm $A$ running in time $T(n, 1/\varepsilon)$ that takes $S(n, 1/\varepsilon)$ random labeled examples $\{(x_i, y_i) \mid 1 \leq i \leq m\}$ where $(x_i, y_i)$s are i.i.d. from $\mathcal{D}'$, such that the marginal on $x_i$ is $\mathcal{D}$ and outputs with probability at least $3/4$, a hypothesis $h : \{\pm 1\}^n \rightarrow \{\pm 1\}$ such that $\mathbb{E}_{(x, y) \sim \mathcal{D}'}[1[h(x) \neq y]] \leq \inf_{c \in \mathcal{C}} E_{(x, y) \sim \mathcal{D}'}[1[c(x) \neq y]] + \varepsilon$.

2 Refutation Complexity

In this section, we define refutation complexity of a class of hypothesis with respect to a distribution $\mathcal{D}$.

► Definition 3 (Refutation Algorithm for Distribution $\mathcal{D}$). Let $\mathcal{C} \subseteq \{f : \mathbb{R}^n \rightarrow \{\pm 1\}\}$ be a class of Boolean concepts. Let $\mathcal{D}$ be a distribution on $\mathbb{R}^n$.

A $\delta$-refutation algorithm $A$ for $\mathcal{C}$ on $\mathcal{D}$ with $m = m(n)$ samples is a (possibly randomized) algorithm that takes input an $m$-tuple of points $\{x_1, x_2, \ldots, x_m\} \subseteq \{\pm 1\}^n$ and an $m$-tuple of labels $(\sigma_1, \sigma_2, \ldots, \sigma_m) \in \{\pm 1\}^m$ and outputs either noise or structure with the following guarantees:

1. Completeness: If $\{(x_i, \sigma_i)\}_{i \leq m}$ are i.i.d. from a distribution $\mathcal{D}'$ on $\mathbb{R}^n \otimes \{\pm 1\}$ such that the marginal on $\mathbb{R}^n$ equals $\mathcal{D}$ and $\mathbb{E}_{(x, \sigma) \sim \mathcal{D}'}[c(x)\sigma] \geq \delta$, then,

\[
P_{\{(x_i, \sigma_i)\}_{i \leq m} \sim \text{i.i.d. } \mathcal{D}'}[\text{output = structure}] \geq 2/3.
\]

2. Soundness:

\[
P_{(\sigma_1, \sigma_2, \ldots, \sigma_m) \sim U_m, (x_1, x_2, \ldots, x_m) \sim \mathcal{D}}[\text{output = noise}] \geq 2/3.
\]
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Definition 4 (δ-Refutation Complexity). Let \( C \subseteq \{f : \{\pm 1\}^n \rightarrow \{\pm 1\}\} \) be a class of Boolean concepts. Let \( D \) be a distribution on \( \{\pm 1\}^n \).

The δ-refutation complexity of \( C \) on a distribution \( D \) with running time \( T(n) \) denoted by \( \mathcal{R}_{T(n),\delta}(C) \), is the smallest \( m = m(n, \delta) \) such that there exists a δ-refutation algorithm for \( C \) on \( D \) running in time \( T(n) \) and \( m \)-samples. When \( T(n) \) is not stated explicitly, we assume \( T(n) = \text{poly}(n) \) for some fixed polynomial in \( n \).

Remark. Observe that the refutation complexity, just as Rademacher complexity is distribution dependent. Further, for \( T(n) = \infty \), δ-refutation complexity degenerates into Rademacher complexity. At non-trivially bounded running times (of special interest, of course, is polynomial time algorithms), refutation complexity captures the sample complexity of efficient agnostic, improper learning \( C \) over \( D \) as we show next and thus can be much larger than the Rademacher complexity.

# Learning vs Refutation Complexity

In this section, we establish the equivalence between agnostic learning a class \( C \) over a given distribution \( D \) and the refutation problem with respect to the distribution \( D \) for the concept class \( C \).

We begin by showing the Learning implies Refutation, which is the easy direction.

Lemma 5 (Learning implies Refutation). Suppose \( C \) is \( \varepsilon \)-agnostically learnable in time \( T(n, \varepsilon) \) and samples \( S(n, \varepsilon) \) over the distribution \( D \). Then, the refutation complexity of \( C \) with respect to the distribution \( D \) at the running time \( T(n, \delta/4) \) is at most \( 2S(n, \delta/4) + 128/\delta^2 \).

Proof. Let \( m = S(n, \delta/4) + 64/\delta^2 \).

The δ-refutation algorithm gets input \( x_1, x_2, \ldots, x_{2m} \) and \( \sigma_1, \sigma_2, \ldots, \sigma_{2m} \). It runs the \( \varepsilon \)-agnostic learner on examples \( \{(x_i, \sigma_i)\}_{i=1}^{2m} \) for \( \varepsilon = \delta/4 \) and obtains a hypothesis \( h \). Let \( \text{cor}_h = \frac{1}{m} \sum_{i=m+1}^{2m} \sigma_i \cdot h(x_i) \). If \( \text{cor}_h \geq \delta/2 \), output structure otherwise output noise.

We now analyze the completeness and the soundness properties of this algorithm.

First, suppose \( \{(x_i, \sigma_i)\}_{i=1}^{2m} \) were i.i.d. according to some \( D' \) such that the marginal on \( \mathbb{R}^n \) equals \( D \). Let \( \text{cor}_h(D') = \mathbb{E}_{(x,y) \sim D'}[f(x)y] \). Then, with probability 2/3 over the draw of the sample, the agnostic learner produces a hypothesis \( h \) such that \( \text{cor}_h \geq \text{cor}_h(D') - \varepsilon \geq \text{cor}_c(D') - 2\varepsilon \) for every \( c \in C \). Thus, if \( \text{cor}_c(D') \geq \delta \), then \( \text{cor}_h \geq \delta - \varepsilon/2 \geq \delta/2 \). Thus, in this case, the algorithm above outputs structure as desired.

Now suppose \( \sigma, b \) are i.i.d. Rademacher and independent of \( x_i \). Then, since \( \sigma_{m+1}, \ldots, \sigma_{2m} \) are independent of \( \sigma_1, \ldots, \sigma_m \), \( \text{cor}_h \leq \frac{4}{\sqrt{m}} < \delta/2 \) using that \( m > 64/\delta^2 \).

Lemma 6 (Learning by Refutation). Suppose that the \( \delta \)-refutation complexity of a class of Boolean concepts \( C \) with respect to a distribution \( D \) at a running time \( T(n) \) is \( m = \mathcal{R}_{T(n),\delta}(C) \). Then, there’s an algorithm that runs in time \( T(n) \frac{m^2}{\varepsilon^2} \) and uses \( O(m^3) \) samples to \( (\delta + \varepsilon) \)-agnostically learn \( C \) on \( D \).

The proof is in two steps. In the first step, we show that the refutation algorithm yields a weak agnostic learner for \( C \) with respect to the distribution \( D \). In the second step, we use the distribution specific agnostic boosting algorithm (see [17]) to boost the accuracy of the weak learner to obtain an agnostic learner. We start by defining a weak-agnostic learner:

Definition 7 (Weak Agnostic Learner). An \((\gamma, \alpha)\)-weak agnostic learner for a Boolean concept class \( C \) over a distribution \( D \) is an algorithm that takes input random examples from a distribution \( D' \) on example-label pairs \((x, y)\) such that the marginal on \( x \) is \( D \) such
that with probability at least 3/4 over its random input outputs a (randomized) hypothesis
\( h : \{\pm 1\}^n \to \{\pm 1\} \) such that
\[ E_{(x,y) \sim D} [y \cdot h(x)] \geq \gamma (\text{sup}_{c \in \mathcal{C}} E_{(x,y) \sim D} [y \cdot c(x)]) - \alpha. \]

**Lemma 8 (Refutation to Weak Agnostic Learner).** Suppose that the \( \delta \)-refutation complexity of a class of Boolean concepts \( \mathcal{C} \) with respect to a distribution \( D \) at a running time \( T(n) \) is
\[ m = R_{T(n), \delta}(\mathcal{C}). \]
Then, there’s an \((\gamma, \alpha)\)-weak agnostic learner for \( \mathcal{C} \) on distribution \( D \) that runs in time \( T(n) \) and samples \( m(n) \) where \( \alpha = \delta \cdot \gamma = \frac{2}{3m}. \)

We describe a natural class of candidates for a weak learner that come out of running the
refutation algorithm on appropriately chosen hybrids of the distribution \( D' \) and \( D \times U_1 \). We begin by defining a class of \( 2(m + 2) \) different functions denoted by \( W_{i,b} : \{\pm 1\}^n \to \{0,1\} \)
for \( 0 \leq i \leq m + 1 \) and \( b \in \{\pm 1\} \) produced by taking these hybrids. Our weak learners will be a simple transformation of this class.

**Algorithm 1 Hybrid Functions \( W_{i,b} \)**

**Input:** \( x \in \mathbb{R}^n, b \in \{\pm 1\} \).
**Output:** \( W_{i,b}(x) = z \in \{\pm 1\} \).
**Operation:**
1. Draw \((x_1, \sigma_1), \ldots, (x_{i-1}, \sigma_{i-1})\) i.i.d. from \( D \times U_1 \).
2. Run the \( \delta \)-refutation algorithm on input
   \((x_1, \sigma_1), (x_2, \sigma_2), \ldots, (x_{i-1}, \sigma_{i-1}), (x, b), (x_{i+1}, y_{i+1}), \ldots, (x_m, y_m)\).
3. Let \( W_{i,b} = 1 \) if the refutation algorithm returns structure and 0 otherwise.

We make some simple observations about \( W_{i,b} \) that will come handy in the argument below.

Observe that \( W_{m+1,b} \) is the function that evaluates to 1 if the output of the refutation
algorithm on examples drawn from \( D \) and labels i.i.d Rademacher variables is structure.
On the other hand, \( W_{0,b} \) is the function obtained when the refutation algorithm is run on
example-label pairs from \( D \). Finally, observe that
\[ E_{b \sim U_1} E[W_{i,b}(x)] = E_{(x,y) \sim D} E[W_{i+1,b}(x)] \tag{3.1} \]
Here, the inside expectation is over all the random choices within the procedure for computing
\( W_{i,b} \)'s above. We can now present our candidate weak learners.

**Candidate Weak Learners**

For every \( 0 \leq i \leq m+1 \), let \( h_i(x) = W_{i+1}(x) - W_{i-1}(x). \)

**Proof of Lemma 8.** Our weak learning algorithm is given access to random labeled examples
from a distribution \( D' \) on \( \mathbb{R}^n \otimes \{\pm 1\} \). The weak learner will draw a sample from \( D' \) of size \( O(\log m) \) from \( D' \) and chooses the \( h_i \) that has the maximum correlation with the labels.

Observe that with \( O(\log (m)) \) samples, the correlations of \( h_i \) on \( D' \) will be faithfully preserved
with 2/3 probability. Thus, to complete the proof, we only need to argue that one of the \( h_i \)s
is always an \((\alpha, \gamma)\)-weak learner.

To show this, we must argue that there exists an \( 0 \leq i \leq m + 1 \) such that:
\[ E_{(x,y) \sim D'} [y \cdot h_i(x)] \geq \frac{2}{3m} \sup_{c \in \mathcal{C}} E_{(x,y) \sim D'} [c(x) \cdot y] - \frac{2}{3m} \delta. \]
Observe that the guarantees of the weak learner are trivial if \( \sup_{c \in \mathcal{C}} \mathbb{E}_{(x,y) \sim \mathcal{D}'}[y \cdot c(x)] < \delta. \)
Thus assume that \( \sup_{c \in \mathcal{C}} \mathbb{E}_{(x,y) \sim \mathcal{D}'}[y \cdot c(x)] > \delta. \) In this case, we will show that
\[
\mathbb{E}_{(x,y) \sim \mathcal{D}'}[h_i(x) y] \geq \frac{2m}{3} \geq \frac{2m}{3} \sup_{c \in \mathcal{C}} \mathbb{E}_{(x,y) \sim \mathcal{D}'}[c(x) \cdot y] - \frac{2m}{3} \delta.
\]

Now, observe that over the randomness of both the refutation algorithm and over the draw of i.i.d. sample from \( \mathcal{D}' \) of size \( m = S(n) \), \( \mathbb{E}[W_0, b(x)] \geq 2/3 \) and \( \mathbb{E}[W_{m+1}, b(x)] \leq 1/3 \) for any \( b \).
Thus,
\[
\sum_{i=0}^{m} \mathbb{E}[W_i, y(x) - W_{i+1}, y(x)] \geq 1/3,
\]
where the expectation is over the randomness in the draw \( (x, y) \sim \mathcal{D}' \) and over the randomness in \( W_i, y \) for \( 0 \leq i \leq m \).

Thus, there must exist an \( i \) such that \( \mathbb{E}[W_i, y(x) - W_{i+1}, y(x)] > 1/3m. \) Observe that by construction
\[
W_i, y(x) = \frac{y+1}{2} \cdot W_{i+1}(x) - \frac{y-1}{2} W_{i-1}(x) = y \cdot \frac{W_{i+1}(x) - W_{i-1}(x)}{2} + \frac{1}{2} (W_{i+1}(x) \cdot W_{i-1}(x))
\]
\[
= \frac{y}{2} h_i(x) + \frac{1}{2} (W_{i+1}(x) + W_{i-1}(x)).
\]  

Next, observe that by (3.1), \( \mathbb{E} [\frac{1}{2} (W_{i+1}(x) + W_{i-1}(x))] = \mathbb{E} [W_{i+1}, y(x)]. \) Taking expectations on both sides of (3.2) and rearranging, we have: \( \mathbb{E} [y \cdot h_i(x)] \geq \frac{2}{3m}. \)

This establishes that for \( \gamma = \frac{2}{3m} \) and \( \alpha = \delta \cdot \gamma \) our algorithm returns \( (\alpha, \gamma) \)-weak agnostic learner as desired.

We can now use boosting to get a strong agnostic learner for \( \mathcal{C} \) over \( \mathcal{D} \) by using the weak learning algorithm along with a boosting algorithm. Specifically, we will use the result of Kalai and Kanade \cite{KalaiK02} (see also \cite{KCDK01}) who showed the following agnostic boosting algorithm that takes a \( (\gamma, \alpha) \)-weak learner and outputs a hypothesis whose error is competitive within \( \alpha \) with respect to the best fitting hypothesis from the class \( \mathcal{C}. \)

**Fact 9 (Agnostic Boosting \cite{KalaiK02}).** Let \( \mathcal{C} \) be a class of Boolean concepts. Let \( \mathcal{D} \) be a distribution on \( \{\pm 1\}^n \) and \( \varepsilon > 0. \)

There’s an algorithm that takes random labeled examples from a distribution \( \mathcal{D}' \) on example-label pairs \( (x, y) \) such that the marginal on \( x \) is \( \mathcal{D} \), invokes a \( (\gamma, \alpha) \)-weak learner for \( \mathcal{C} \) \( O\left(\frac{1}{\gamma^2 \varepsilon^2}\right) \) times and outputs a hypothesis \( h : \{\pm 1\}^n \rightarrow \{\pm 1\} \) such that
\[
\mathbb{E}_{(x,y) \sim \mathcal{D}'}[\mathbf{1}[h(x) \neq y]] \leq \inf_{c \in \mathcal{C}} \mathbb{E}_{(x,y) \sim \mathcal{D}'}[\mathbf{1}[c(x) \neq y]] + \alpha / \gamma + \varepsilon.
\]

The algorithm needs \( S(n) \cdot \mathcal{O}\left(\frac{1}{\gamma^2 \varepsilon^2}\right) \) samples and runs in time \( T(n) \cdot \mathcal{O}\left(\frac{1}{\gamma^2 \varepsilon^2}\right) \) where \( S(n) \) and \( T(n) \) are the sample complexity and the running time respectively of the \( (\gamma, \alpha) \)-weak agnostic learner.

We get Lemma 6 as an immediate corollary of Fact 9 and Lemma 8.
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Abstract

In computational complexity, a complexity class is given by a set of problems or functions, and a basic challenge is to show separations of complexity classes \( A \neq B \) especially when \( A \) is known to be a subset of \( B \). In this paper we introduce a homological theory of functions that can be used to establish complexity separations, while also providing other interesting consequences. We propose to associate a topological space \( S_A \) to each class of functions \( A \), such that, to separate complexity classes \( A \subseteq B \)′, it suffices to observe a change in “the number of holes”, i.e. homology, in \( S_A \) as a subclass \( B \subseteq B \)′ is added to \( A \). In other words, if the homologies of \( S_A \) and \( S_A \cup B \) are different, then \( A \neq B \)′. We develop the underlying theory of functions based on homological commutative algebra and Stanley-Reisner theory, and prove a “maximal principle” for polynomial threshold functions that is used to recover Aspnes, Beigel, Furst, and Rudich’s characterization of the polynomial threshold degree of symmetric functions. A surprising coincidence is demonstrated, where, roughly speaking, the maximal dimension of “holes” in \( S_A \) upper bounds the VC dimension of \( A \), with equality for common computational cases such as the class of polynomial threshold functions or the class of linear functionals over \( \mathbb{F}_2 \), or common algebraic cases such as when the Stanley-Reisner ring of \( S_A \) is Cohen-Macaulay. As another interesting application of our theory, we prove a result that a priori has nothing to do with complexity separation: it characterizes when a vector subspace intersects the positive cone, in terms of homological conditions. By analogy to Farkas’ result doing the same with linear conditions, we call our theorem the Homological Farkas Lemma.
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1 Introduction

Computational complexity is one of the most important areas of theoretical computer science, within which complexity lower bounds is the aspect that is least understood. Basic questions such as \( P \) vs \( NP \), \( P \) vs \( BPP \), \( L \) vs \( P \), and so on still remain open. In this work, we propose the following method for proving nonuniform Boolean lower bounds. For every class \( C \) of
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functions, we associate a simplicial complex $S_C$ to $C$ in a way to be described in a moment; to show that a function $f$ is not in $C$, it suffices to show that $S_C$ is different from $S_{C,\{f\}}$. In this paper, we attempt to do so by showing that the (co)homologies of $S_C$ and those of $S_{C,\{f\}}$ (or those of corresponding subcomplexes) are different. Figure 1 illustrates this idea.

**Definition 1.1.** Write $[n] = \{0, 1, \ldots, n-1\}$. For a class $C \subseteq [2]^n \times [2]^n$ consisting of Boolean functions on a common domain $[n]$, $S_C$ is constructed as follows: There are $|\{n\} \times [2]| = 2n$ vertices, each labeled by an input/output pair $u \mapsto b$ with $u \in [n]$ and $b \in [2]$. For each function $f \in C$, one adds to $S_C$ a maximal simplex on the $n$ vertices with labels of the form $u \mapsto f(u)$. Vertices that don’t belong to any such simplices are deleted.

In theoretical computer science, we will be mostly interested in the case when $[n] = [2^d] \cong [2]^d$ is the set of length $d$ boolean strings. See Section 5 for examples. We use this idea to achieve several results in this paper.

---

1 For readers unfamiliar with simplicial complexes, Appendix A provides a quick introduction.
2 or in particular the Betti numbers, i.e. ranks of (co)homologies. For readers unfamiliar with homology, this is roughly speaking the “number of holes” of different dimensions in the simplicial complex. Intuitively speaking, the “dimension” of a hole is 1 if the hole “looks like” a circle, 2 if it “looks like” a sphere, and so on.
1.1 Aspnes-Beigel-Furst-Rudich Bound via Homology

Let \( \text{POLYTHR}_d^k \) denote the class of polynomial threshold functions of degree \( k \) on input space \( \{-1, 1\}^d \). The polynomial threshold degree of a Boolean function \( f \) is the smallest \( k \) such that \( f \in \text{POLYTHR}_d^k \). We give a new proof of Aspnes et al.’s result [2] that gives the polynomial threshold degrees of symmetric functions. The primary conduit is a general “maximal principle for polynomial thresholds,” which is derived by looking at how adding a function to a degree bounded polynomial threshold class changes low dimensional Betti numbers. It says

**Theorem 1.2 (Maximal Principle for Polynomial Threshold).** Let \( \mathcal{C} := \text{POLYTHR}_d^k \), and let \( f : \{-1, 1\}^d \rightarrow \{-1, 1\} \) be a function. We want to know whether \( f \in \mathcal{C} \).

Suppose there exists a function \( g \in \mathcal{C} \) (a “local maximum” for approximating \( f \)) such that: for each \( h \in \mathcal{C} \) that differs from \( g \) on exactly one input \( u \), we have \( g(u) = f(u) = -h(u) \). If \( g \neq f \), then \( f \notin \mathcal{C} \). (i.e., if \( f \in \mathcal{C} \), then the “local maximum” \( g \) must be a “global maximum”).

We furthermore prove in the full paper that adding parity to \( \text{POLYTHR}_d^k, k < d \), “covers up” the only hole in \( S_{\text{POLYTHR}_d^k} \). In general, \( S_{\text{POLYTHR}_d^k \cup \{f\}} \) “has no holes” iff \( f \) has no weak representation by degree \( k \) polynomials [19].

1.2 VC Dimension Bound via Homology

We exhibit a surprising connection of our framework to classical learning theory. VC dimension of a class \( \mathcal{C} \) is defined as the size of the largest subset \( U \) of the input space such that \( \mathcal{C} \upharpoonright U \) contains all Boolean functions on \( U \). It is roughly the number of samples needed to learn an unknown function \( f \) from a known class \( \mathcal{C} \), up to multiplicative constants [10]. The homological dimension of a class \( \mathcal{C} \), written \( \dim_h \mathcal{C} \), is defined precisely in the full paper [19], but intuitively, for most cases, it is one plus the highest dimension of any nontrivial homology group in \( S_{\mathcal{C}} \). Then we prove that

**Theorem 1.3.**

\[ \dim_{\text{VC}} \mathcal{C} \leq \dim_h \mathcal{C}. \]

The equality cases include when \( \mathcal{C} \) is the class of parity functions (i.e. linear functionals over \( \mathbb{F}_2 \)), the class of degree \( \leq k \) polynomial threshold functions (for any fixed \( k \)), and the class of monotone conjunctions. This inequality cannot be improved to an equality, because for the class of conjunctions the gap between the two sides is 1, and for the class of delta functions on \( \{0, 1\}^d \) the homological dimension is \( 2^d \) but the VC dimension is 1.

We also introduce an algebraic property of function classes called Cohen-Macaulayness, which is related to the corresponding notion in commutative algebra. We show that all Cohen-Macaulay classes satisfy this inequality with equality. It is nevertheless a major open problem to characterize the equality cases and the cases where the gap between the two sides is small (say, polynomial in \( d \)).

This beautiful result suggest that our homological theory captures something essential about computation, that it’s not a coincidence that we can use “holes” to prove complexity separation.

---

3 A polynomial \( p \) weakly represents a Boolean function \( f \) is for every input \( x \) such that \( p(x) \neq 0 \), we have \( \text{sgn}(p(x)) = f(x) \).

4 i.e. the “highest dimension of any hole in \( S_{\mathcal{C}} \).” Intuitively speaking, the “dimension” of a hole is 1 if the hole “looks like” a circle, 2 if it “looks like” a sphere, and so on.
1.3 Homological Farkas Lemma

Farkas lemma [22] characterizes when a linear subspace intersects the positive cone using linear algebraic conditions. From our study of threshold function classes via the lens of homology, we obtain easily a Homological Farkas lemma which characterizes such situations using homological conditions. It roughly says that

\[ \textbf{Theorem 1.4} \quad \text{(Homological Farkas Lemma (Informal)).} \quad \text{Either a linear subspace intersects the positive cone, or its intersection with a part of the boundary of a neighboring cone has “holes,” but not both.} \]

Section 6 provides a brief exposition on the precise statement and the intuition why it should be true.

In addition to the main results described above, we also provide a probabilistic interpretation of algebraic data, called Hilbert functions, derived from our theory and elucidate a connection to (co)sheaf theory, in the full paper [19]. We believe that these results are just the tip of a large, hidden (so far) iceberg that forms a multi-directional connection between computer science, algebra, and topology.

2 Related Works

2.1 Distributed Computability via Topology

Herlihy and Shavit [9] famously used topological techniques to characterize decision problems solvable in the basic shared memory model by asynchronous, wait-free protocols. While their work associates simplicial complexes to individual functions, we associate simplicial complexes to classes of functions. In addition, in contrast to their clever applications of elementary techniques of combinatorial topology, we leverage the more modern Stanley-Reisner theory and cellular resolutions heavily. They also focus on continuous maps much more than we do here, which is something our future work could possibly benefit from.

2.2 Algebraic Decision Tree Lower Bounds via Betti Numbers

A long line of work yielded lower bounds on algebraic decision trees via topological techniques [5, 6, 21, 20]. Typically these techniques first show that a set \( A \subseteq \mathbb{R}^d \) of interest has high complexity in terms of some topological aspect, and then show that shallow algebraic decision trees cannot compute sets of too high complexity. Even disregarding the difference in domains (\( \mathbb{R}^d \) vs a discrete set), these methods operate on a different level than what we propose in this paper. Here we compute the Betti numbers of function classes, not of functions themselves, and we prove lower bounds by observing that adding the function in question to the class of low complexity functions changes the Betti numbers of the class. In addition, we are not concerned with only Betti numbers graded by dimension, but also Betti numbers graded by partial functions (which correspond to Betti numbers of filtered subcomplexes \( S_{C|g} \); see Section 5 for definitions).

2.3 Geometric Complexity Theory

There is a superficial similarity of our work to Mulmuley’s Geometric Complexity program [14] in that both associate mathematical objects to complexity classes and focus on finding obstructions to equality of complexity classes. In the case of geometric complexity, each class
is associated to a variety, and the obstructions sought are of representation-theoretic nature. In our case, each class is associated to a labeled simplicial complex, and the obstructions sought are of homological nature. But beyond this similarity, the inner workings of the two techniques are quite distinct. Whereas geometric complexity focuses on using algebraic geometry and representation theory to shed light on algebraic complexity classes (such as the permanent vs determinant question), our approach uses combinatorial algebraic topology and has a framework general enough to reason about any class of functions, not just algebraic functions. This generality allowed, for example, the unexpected connection to VC dimension. Thus there is no obvious relationship between GCT and our homological theory. However, there is a spiritual link. Indeed, Mulmuley and Sohoni proposed looking at higher dimension cohomology of the associated varieties in [14]. One possible direction for our future work is also to note that many classes have action by a symmetry group (see, e.g., [8]) and study how the Betti numbers break up into irreducible representations.

2.4 Homotopy Type Theory

A recent breakthrough in understanding the connection between algebraic topology and computer science is Homotopy Type Theory (HoTT) [17]. This theory concerns itself with rebuilding the foundation of mathematics via a homotopic interpretation of type theoretic semantics. Some of the key observations were that dependent sum types in type theory correspond to fibrations in homotopy theory, and equality types correspond to homotopies.

While HoTT only concerns itself with the B side (logic and semantics) of TCS, in this paper we primarily apply algebraic topology to the A side (complexity and learning theory). As such there really is no common ground between us in the technical details. However, early phases of our homological theory were inspired by the “fibration” philosophy of HoTT. In fact, the simplicial complex \( S_C \) was first constructed as a sort of “fibration” (which turned out to be a cosheaf, and not a fibration) as explained in the full paper [19]. It remains to be seen if other aspects of HoTT could be illuminating in future research.

2.5 Computable Analysis and Topology

Computable analysis and topology study how topological spaces and functions on topological spaces can be represented in digital computers [18]. The theory builds a beautiful correspondence between computability via type II Turing machines on one hand and continuity of functions on the other hand that corroborates discoveries made in descriptive set theory [11, 13]. The initial spark for this paper was when the author realized that polylogarithmic time computation of a point in a topological space in the framework of computable analysis corresponds to polynomial time approximation schemes and also, roughly speaking, PAC learning: given more time, an algorithm should be able to pinpoint the desired point in a space more and more accurately, similar to how learning algorithms should be able to achieve better and better generalization errors with more samples and more computation time. But this correspondence to PAC learning ignores the probability of failure, which depends on the underlying data distribution. This initialized a search for a topological space encoding both the data distribution and the concept classes. The canonical subcomplexes described in this paper turned out to be the right objects; see the cosheaf construction in the full paper for more details [19].
3. Does Our Proposal Run into Known Barriers?

Some of the most remarkable results in theoretical computer science in the last few decades are explicit “no-go” theorems that show that a common technique used in the past for proving complexity lower bounds cannot be extended to prove $P \neq \mathsf{NP}$. These include relativization [3], algberization [1], and natural proofs [15].

A priori, our framework is not blocked by the relativization or algberization barriers because there is no reason to expect homology computations to relativize.

3.1 Razborov-Rudich Natural Proofs

Based on the methods presented in this paper, one might try to show $\mathsf{NP} \nsubseteq \mathsf{P}/\mathsf{poly}$ by showing that the Betti numbers of $\mathsf{SIZE}(d^c)$ differ from those of $\mathsf{SIZE}(d^c) \cup \{3\text{SAT}_d\}$, for any $c$ and large enough $d$. Would this be a natural proof in the sense of Razborov and Rudich [15]?

A predicate $\mathcal{P}$ on functions with $d$-bit inputs is called natural if it satisfies

- (Constructiveness) It is polynomial time in its input size: there is an $2^{O(d)}$-time algorithm that on input the graph of a function $f$, outputs $\mathcal{P}(f)$.
- (Largeness) A random function $f$ satisfies $\mathcal{P}(f) = 1$ with probability at least $\frac{1}{d}$.

Theorem 3.1 (Razborov-Rudich [15]). Suppose there is no subexponentially strong one-way functions. Then there exists a constant $c$ such that no natural predicate $\mathcal{P}$ maps $\mathsf{SIZE}(d^c)$ to 0.

In our case, since $\mathsf{SIZE}(d^c)$ has $2^{\mathsf{poly}(d)}$ functions, naively computing the dimension-$2^d - k$ homology of $\mathsf{SIZE}(d^c) \cup \{3\text{SAT}_d\}$ for any constant $k$ requires computing the ranks of two $2^{\mathsf{poly}(d)}$-sized matrix, which is already superpolynomial time in $2^d$, violating the “constructiveness” of natural proofs. It is unknown whether the “largeness” condition is also violated, but, for any fixed dimension $r$, we conjecture that the probability a random total function $f$ changes the dimension $r$ homology of $\mathsf{SIZE}(d^c)$ is exponentially small. Thus a priori this homological technique is not natural (barring the possibility that in the future, advances in the structure of $\mathsf{SIZE}(d^c)$ yield efficient algorithms for its homology). 5

4. Discussion

We anticipate several questions about our approach and provide corresponding retorts.

4.1 The Aspnes-Beigel-Furst-Rudich bound is an easy result; is your technique really new?

We agree that we are proving old results which are not particularly difficult, but we contend that the proofs really are different and serve as proof of concepts for future endeavors.

There is a local-global philosophy of our homological approach to complexity, inherited from algebraic topology. If we are interested in showing $f \notin \mathcal{C}$, we first examine the intersections of $f$ with certain fragments of functions in $\mathcal{C}$, determined by the Betti numbers of $\mathcal{C}$ (this is the local step), and then piece together these fragments with nontrivial intersections with...

5 In general, given the contents of the full paper, one may also want to show that the ideal $I_{\mathsf{SIZE}(d^c) \cup \{3\text{SAT}_d\}}^*$ is principal by showing that its Betti numbers are all zero except at dimension 0. Computing the Betti numbers of an arbitrary ideal is $\mathsf{NP}$-hard in the number of generators [4], which is $\Omega(2^d)$ in this case. Thus a priori it seems unlikely this algebraic method is constructive.
f to draw conclusions about “holes” f creates or destroys (this is the global step). This is markedly different from conventional wisdom in computer science, which seeks to show that a function, such as $f = 3$SAT, has some property that no function in a class, say $C = \mathbb{P}$, has. In that method, there is no global step that argues that some nontrivial global property of $C$ changes after adding $f$ into it.

This philosophy is evident in our maximal principle, where the “local maximum” condition is saying that when one looks at the intersections with $f$ of $g$ and its “neighbors” (local), these intersections together form a hole that $f$ creates when added to $C$ (global). It certainly does not look like the maximal principle can be reduced to a “separation by property”, as it seems to depend fundamentally on the function $f$ and the class $C$ at the same time.

The original proof of the Aspnes-Beigel-Furst-Rudich bound primarily operates through a theory of “strong” and “weak” degrees of functions built via linear programming duality, and contains no notion of “locally maximal approximating polynomial thresholds” that is central to the maximal principle. It is not clear if it is possible to reduce our proof to theirs.

4.2 Your Betti number results seem to follow from previous work on algebraic decision trees.

As explained in Section 2, the Betti number bounds on algebraic decision trees are for the Betti numbers of semialgebraic sets represented by individual functions, while we compute graded Betti numbers of the simplicial complex induced by a class of functions. All of our Betti number results for nontrivial classes such as polynomial thresholds and linear functionals are new.

4.3 Do we always have a “homological certificate” for complexity lower bounds?

We won’t necessarily be able to spot a difference in homology between $S_C$ and $S_{C \cup \{f\}}$ (though this is the case for, for example, $C = \text{polythr}_d$ and $f = \text{parity}_d$). But, assuming the definitions in Section 5.2, we will always be able to spot a difference between pairs of subcomplexes $S_{C \cup \{f\}} \subseteq S_C$ and $S_{C \cup \{f\} \cup \{g\}} \subseteq S_{C \cup \{f\}}$ for some partial function $g$. For example, trivially take $g = f$; in general there is always some non-total partial function $g$ that works (see full paper [19] for precise statement and proof).

4.4 It seems hard to scale your method to larger classes because it becomes too combinatorial too quickly.

This exponentiality in fact already occurs with the classes studied in this paper, but by using the structures of each class we were still able to obtain Betti numbers. Note that homology is polynomial time in the number of bits encoding the simplicial complex (think of it as the size of the corresponding hypergraph). So if the complexes were just polynomially large, then such an approach would probably run into the natural proof barrier.

---

6 The homological intuition, in more precise terms, is that a local maximum $g \neq f \in C$ implies that the filtered class $C | (f \cap g)$ consists of a single point with label $g$, so that when $f$ is added to $C$, a zero-dimensional hole is created.
4.5 Would your method apply to less algebraic complexity classes?

It is important to note that there are two distinct levels of algebra involved in this paper: the algebra in the algebraic topology used on the class level (ex: Stanley-Reisner theory), and the algebraic structure used on the function level (ex: vector space structure in the class of linear functional). They are independent usages of algebra, and one can apply regardless of the other. For example, we have computed Betti numbers for classes that are not so algebraic such as conjunctions (and by symmetry disjunctions); it seems plausible to build upon these results to obtain results on the Betti numbers of circuit classes. Even for the more algebraic classes, the techniques in computing Betti numbers in the paper don’t quite use all of the algebraic structures; for example the polynomial threshold computation really only depends on its linear structure, but not its multiplicative structure. So the lack of algebraic structure does not seem like the most pressing obstacle, but the lack of any structure whatsoever is probably more worrying. For most complexity classes the key seems to be to pick up an approximating class that 1) is representative of the difficulties of the class and 2) has enough structure to give rise to simplicial complexes amenable to analysis. In any case, the intuition for the homological angle of complexity is quite undeveloped at this stage; a priori, there is no reason to even think that we can compute the Betti numbers of polynomial thresholds, linear functionals, conjunctions, etc, but it is done nevertheless. So there is cause for optimism.

5 Warmups

To illustrate the main ideas of this paper without being mired in the algebraic details, we walk through some examples that require only comfort with combinatorics, basic knowledge of topology and simplicial complexes, and a geometric intuition for “holes.” A short introduction to simplicial complexes is included as Appendix A. A brief note about notation: \([n]\) denotes the set \(\{0, \ldots, n-1\}\), and \([n \to m]\) denotes the set of functions from domain \([n]\) to codomain \([m]\). The notation \(f : A \to B\) specifies a partial function from domain \(A\) to codomain \(B\). \(\uparrow\) represents the partial function with empty domain.

5.1 The Complete Class

If \(\mathcal{C} = [n \to 2]\), then one can see that \(\mathcal{S}_\mathcal{C}\) is isomorphic to the 1-norm unit sphere \(S_{1}^{n-1} := \{\|x\|_1 = 1 : x \in \mathbb{R}^n\}\) (also known as an orthoplex, shown in Figure 2a). Indeed, each function \(f \in \mathcal{C}\) adds a facet to \(\mathcal{S}_\mathcal{C}\) corresponding to the standard simplex in an orthant of \(\mathbb{R}^n\), and together they generate the 1-norm unit sphere. For general \(\mathcal{C}\), \(\mathcal{S}_\mathcal{C}\) can be realized as a subcomplex of \(S_{1}^{n-1}\). For this reason, \(\mathcal{S}_\mathcal{C}\) is called the canonical suboplex of \(\mathcal{C}\), where “suboplex” is short for “sub-orthoplex.”

5.2 Delta Function is Not Linear

Let \(\text{linfun}_d \cong (\mathbb{F}_2^d)^*\) be the class of linear functionals of a \(d\)-dimensional vector space \(V\) over \(\mathbb{F}_2\). If \(d \geq 2\), then \(\text{linfun}_d\) does not compute the indicator function \(I_1\) of the singleton set \(\{1 := 11 \cdots 1\}\). This is obviously true, but let’s try to reason in a “homological way.”

Define the partial function \(T : 0 \mapsto 0, 1 \mapsto 1\). Observe that for every partial linear functional \(h \supset T\) strictly extending \(T\), \(\mathbb{I} \uparrow\) intersects \(h\) nontrivially. (Because \(\mathbb{I}\) is zero outside of \(T\), and every such \(h\) must send at least one element to zero outside of \(T\)). I claim this completes the proof. Combinatorially, this is because if \(\mathbb{I} \uparrow\) were a linear functional, then for any 2-dimensional subspace \(W\) of \(V\) containing \(\{0, 1\}\), the partial
function \( h : \subseteq V \to \mathbb{F}_2, \text{dom } h = W, \)

\[
h(u) = \begin{cases} 
\Upsilon(u) & \text{if } u \in \text{dom } \Upsilon \\
1 - I_1(u) & \text{if } u \in \text{dom } h \setminus \text{dom } \Upsilon
\end{cases}
\]

is a linear functional, and by construction, does not intersect \( I_1 \) on \( W \setminus \{0, 1\} \). Homologically, we are really showing the following

* A section of \( S_{\text{LINFUN}_d} \) by an affine subspace corresponding to \( \Upsilon \) “has a hole” that is “filled up” when \( I_1 \) is added to \( \text{LINFUN}_d \). (*)

The meaning of this statement will seem cryptic right now, so let us elaborate.

Figure 2c exhibits the complex \( S_{\text{LINFUN}_2} \), where \( \text{LINFUN}_d \subseteq [\mathbb{F}_2^d \setminus \{0\} \to \mathbb{F}_2] \) is essentially the same class as \( \text{LINFUN}_d \), except we delete 0 from the domain of every function. Notice that the structure of “holes” is not trivial at all: \( S_{\text{LINFUN}_2} \) has 3 holes in dimension 1 but no holes in any other dimension. An easy way to visualize this is to pick one of the triangular holes; if you put your hands around the edge, pull the hole wide, and flatten the entire complex onto a flat plane, then you get Figure 2d.

It is easy to construct the canonical suboplex of \( \text{LINFUN}_d \) from that of \( \text{LINFUN}_d \): \( S_{\text{LINFUN}_d} \) is just a cone over \( S_{\text{LINFUN}_2} \), where the cone vertex has the label \([0 0]^T \mapsto 0\) (Figure 2e). This is because every function in \( \text{LINFUN}_d \) shares this input/output pair. Note that a cone over any base has no hole in any dimension, because any hole can be contracted to a point in the vertex of the cone. This is a fact we will use again very soon.

Let \( C \subseteq [n \to 2], \) and let \( f : \subseteq [n] \to [2] \) be a partial function. Define the \textbf{filtered class} \( C \upharpoonright f \) to be

\[
\{g \setminus f : g \in C, g \supseteq f\} \subseteq [[n] \setminus \text{dom } f \to [2]]
\]

Unwinding the definition: \( C \upharpoonright f \) is obtained by taking all functions of \( C \) that extend \( f \) and ignoring the inputs falling in the domain of \( f \). The canonical suboplex \( S_{C \upharpoonright f} \) can be seen
to be isomorphic to an affine section of $S$, when the latter is embedded as part of the $L$ unit sphere $S^{d-1}$. Figure 3a shows an example when $f$ has a singleton domain. Indeed, recall LINFUN$'_d$ is defined as LINFUN$_d \ (0 \leftrightarrow 0)$, and we may recover $S_{\text{linfun}}$ as an affine cut through the “torso” of $S_{\text{linfun}}$ (Figure 3b). This explains the “affine section” part of (*).

To continue our elaboration, we need a “duality principle” in algebraic topology called the

- Lemma 5.1 (Nerve Lemma (Informal)). Let $\mathcal{U} = \{U_i\}_i$ be a “nice” (to be explained below) cover \footnote{A cover of a space $X$ is just a collection of sets whose union is $X$.} of a topological space $X$. The nerve $\mathcal{N}_\mathcal{U}$ of $\mathcal{U}$ is defined as the simplicial complex with vertices $\{V_i : U_i \in \mathcal{U}\}$, and with simplices $\{V_i\}_{i \in S}$ for each index set $S$ such that $\bigcap\{U_i : i \in S\}$ is nonempty.

Then, for each dimension $d$, the set of $d$-dimensional holes in $X$ is bijective with the set of $d$-dimensional holes in $\mathcal{N}_\mathcal{U}$.

What kind of covers are “nice?” Open covers in general spaces, or subcomplex covers in simplicial (or CW) complexes, are considered “nice”, if in addition they satisfy the following requirements (acyclicity).

- Each set of the cover must have no holes.
- Each nontrivial intersection of a collection of sets must have no holes.

An example is the star cover: For vertex $V$ in a complex, the open star $\text{St} V$ of $V$ is defined as the union of all open simplices whose closure meets $V$ (see Figure 2b for an example). If the cover $\mathcal{U}$ consists of the open stars of every vertex in a simplicial complex $X$, then $\mathcal{N}_\mathcal{U}$ and $X$ are isomorphic as complexes.

It turns out that $S_{\text{linfun}} = S_{\text{linfun}}(0 \rightarrow 0)$ (a complex of dimension $2^d - 2$) has holes in dimension $d - 1$ — in fact, these are the only holes in $S_{\text{linfun}}$ and the homologous dimension of LINFUN$'_d$ equals $d - 1 + 1 = d$, coinciding with its VC dimension. The proof is nontrivial and deferred to the full paper [19]. This can be clearly seen in our example when $d = 2$ (Figure 2d), which has 3 holes in dimension $d - 1 = 1$. Furthermore, for every partial linear functional $h$ (a linear functional defined on a linear subspace), $S_{\text{linfun}}(h)$ also has holes, in dimension $d - 1 - \dim(\text{dom} h)$. Figure 3c show an example for $d = 2$ and $h = [1 1]^T \rightarrow 1$. This is in particular true for $h = \mathcal{T}$. But when we add $I_1$ to LINFUN$_d$ to obtain $D := \text{LINFUN}_d \cup \{I_1\}$, $S_{D\cap \mathcal{T}}$ now does not have any hole! Figure 3d clearly demonstrates the case $d = 2$. For general $d$, note that $S_{\text{linfun}}(D)\cap \mathcal{T}$ has a “nice” cover by the open stars

$$C := \{\text{St} V : V \text{ has label } u \rightarrow r \text{ for some } u \in \mathbb{F}_2^d \setminus \{0, 1\} \text{ and } r \in \mathbb{F}_2\},$$

where the stars are with respect to $S_{\text{linfun}}(D)\cap \mathcal{T}$. When we added $I_1$ to form $D$, the collection $C' := C \cup (\triangle_{I_1} \setminus \mathcal{T})$ is a “nice” cover of $S_{D\cap \mathcal{T}}$, where $\triangle_{I_1} \setminus \mathcal{T}$ is the face of $I_1$’s simplex generated by vertices with labels of the form $u \mapsto I_1(u), u \neq 0, 1$. Thus the nerve $\mathcal{N}_{C'}$ has the same holes as $S_{D\cap \mathcal{T}}$, by the Nerve Lemma. But observe that $\mathcal{N}_{C'}$ is a cone! . . . which is what our “combinatorial proof” of $I_1 \not\in \text{LINFUN}_d$ really showed.

More precisely,

1. a collection of stars $S := \{\text{St} V : V \in \mathcal{V}\}$ has nontrivial intersection iff there is a partial linear functional extending the labels of each $V \in \mathcal{V}$.
2. We showed $I_1 \setminus \mathcal{T}$ intersects every partial linear functional strictly extending $\mathcal{T}$.
3. Therefore, a collection of stars $S$ in $C'$ intersects nontrivially iff $S \cup \{\triangle_{I_1} \setminus \mathcal{T}\}$ also intersects nontrivially.
Figure 3  (a) $S_C(a \mapsto b)$ is an affine section of $S_C$. (b) We may recover $S_{\text{linfun}}'$ as a linear cut through the “torso” of $S_{\text{linfun}}$. (c) $S_{\text{linfun}_2}\{[0\,0] \mapsto -1, [1\,1] \mapsto -1\}$ is isomorphic to the affine section as shown; it has “a single dimension zero hole.” (d) When we add $I_1$ to $\text{linfun}_d$ to obtain $D := \text{linfun}_d \cup \{I_1\}$, $S_{\text{linfun}}$ now does not have any hole! (e) The nerve $N_{C'}$ overlayed on $D = \text{linfun}_2 \cup \{I_1\}$. Note that $N_{C'}$ is a cone over its base of 2 points.

In other words, in the nerve of $C'$, $\Delta_{I_1} \setminus \Upsilon$ forms the vertex of a cone over all other St $V \in C$. In our example of $\text{linfun}_2$, this is demonstrated in Figure 3e.

Thus, to summarize,

- $N_{C'}$, being a cone, has no holes.
- By the Nerve Lemma, $S_{\text{linfun}} \setminus \Upsilon$ has no holes either.
- Since $S_{\text{linfun}_d} \setminus \Upsilon$ has holes, we know $D \setminus \Upsilon \neq \text{linfun}_d \setminus \Upsilon \implies D \neq \text{linfun}_d$, i.e. $I_1 \notin \text{linfun}_d$, as desired.

While this introduction took some length to explain the logic of our approach, much of this is automated in the theory we develop in this paper, which leverages existing works on Stanley-Reisner theory and cellular resolutions. The Nerve Lemma will in fact never be explicitly applied but rather is implicit in these machineries.

6 Homological Farkas Primer

We give a brief exposition on what the Homological Farkas Lemma says. Farkas Lemma is a simple result from linear algebra, but it is an integral tool for proving weak and strong dualities in linear programming [7], matroid theory [22], and game theory [12, chapter 7], among many other things.

Lemma 6.1 (Farkas Lemma). Let $L \subseteq \mathbb{R}^n$ be a linear subspace not contained in any coordinate hyperplanes, and let $P = \{x \in \mathbb{R}^n : x > 0\}$ be the positive cone. Then either

- $L$ intersects $P$, or
- $L$ is contained in the kernel of a nonzero linear functional whose coefficients are all nonnegative.

but not both.
Farkas Lemma is a characterization of when a linear subspace intersects the positive cone in terms of linear conditions. An alternate view important in computer science is that Farkas Lemma provides a linear certificate for when this intersection does not occur. Analogously, our Homological Farkas Lemma will characterize such an intersection in terms of homological conditions, and simultaneously provide a homological certificate for when this intersection does not occur.

Before stating the Homological Farkas Lemma, we first introduce some terminology.

For \( g : [n] \to \{1, -1\} \), let \( P_g \subseteq \mathbb{R}^n \) denote the open cone whose points have signs given by \( g \). Consider the intersection \( \triangle_g \) of \( P_g \) with the unit sphere \( S^{n-1} \) and its interior \( \triangle_g \). \( \triangle_g \) is homeomorphic to an open simplex. For \( g \neq -1 \), define \( \Lambda(g) \) to be the union of the facets \( F \) of \( \triangle_g \) such that \( \triangle_g \) and \( \triangle_1 \) sit on opposite sides of the affine hull of \( F \). Intuitively, \( \Lambda(g) \) is the part of \( \partial \triangle_g \) that can be seen from an observer in \( \triangle_1 \) (illustrated by Figure 4a).

The following homological version of Farkas Lemma naturally follows from our homological technique of analyzing the complexity of threshold functions.

**Theorem 6.2 (Homological Farkas Lemma).** Let \( L \subseteq \mathbb{R}^n \) be a linear subspace. Then either

- \( L \) intersects the positive cone \( P = P_1 \), or
- \( L \cap \Lambda(g) \) for some \( g \neq 1, -1 \) is nonempty and has holes.

but not both.

Figure 4b illustrates an example application of this result.

One direction of the Homological Farkas Lemma has the following intuition. As mentioned before, \( \Lambda(g) \) is essentially the part of \( \partial \triangle_g \) visible to an observer Tom in \( \triangle_1 \). Since the simplex is convex, the image Tom sees is also convex. Suppose Tom sits right on \( L \) (or imagine \( L \) to be a subspace of Tom’s visual field). If \( L \) indeed intersects \( \triangle_1 \), then for \( L \cap \Lambda(g) \) he sees some affine space intersecting a convex body, and hence a convex body in itself. Since Tom sees everything (i.e. his vision is homeomorphic with the actual points), \( L \cap \Lambda(g) \) has no holes, just as Tom observes. In other words, if Tom is inside \( \triangle_1 \), then he cannot tell \( \Lambda(g) \)
is nonconvex by his vision alone, for any $g$. Conversely, the Homological Farkas Lemma says that if Tom is outside of $\triangle_1$ and if he looks away from $\triangle_1$, he will always see a nonconvex shape in some $\Lambda(g)$.

As a corollary to Theorem 6.2, we can also characterize when a linear subspace intersects a region in a linear hyperplane arrangement, and when an affine subspace intersects a region in an affine hyperplane arrangement, both in terms of homological conditions (see the full version of this paper [19] for details). A particular simple consequence, when the affine subspace either intersects the interior or does not intersect the closure at all, is illustrated in Figure 4c.

### 7 Overview of techniques and proofs

In this section we assume that the reader has the necessary algebraic and topological background. The complex $S_C$ is analyzed using Stanley-Reisner theory, which involves studying its face ideal $I_C$ (i.e. the ideal consisting of monomials representing sets of vertices not in the complex $S_C$) and its Alexander dual $I_C^*$, primarily through the lens of free resolutions. It turns out that the Alexander dual is much easier to work with than the face ideal itself. The rank of each multigraded syzygy in its minimal resolution gives the Betti number of an appropriate dimension in the corresponding subcomplex of $S_C$ (more precisely, a certain link). This set of syzygy rank/Betti numbers is the principal topological invariant we use to separate classes in this work. Most resolutions here are computed as (co)cellular resolutions, i.e. we find labeled CW complexes whose (co)chain complexes resolve the ideals in question.

For the proof of Aspnes et al.’s theorem, we first obtain the cocellular resolutions of degree-bounded polynomial threshold classes $\text{polythr}_d^k$, which are supported on a natural CW decomposition of spheres. We yield the maximal principle (Theorem 1.2) by analyzing how dimension 1 Betti numbers change when a new function is added to $\text{polythr}_d^k$. We finish by constructing locally maximal approximating polynomial thresholds for symmetric functions. These local maxima are in general symmetric polynomial thresholds that encode the sign changes of the function in question as a polynomial of the sum of input bits.

Homological dimension is actually defined as the projective dimension of $I_C^*$, and as such it is the length of its minimal resolution. For the VC dimension bound, we give two proofs. The first observes that any minimal resolution of $I_C^*$ via relabeling supports a resolution of $I_C^*|_U$, for any subset $U$ of the input space. When $U$ is a largest shattering set, this shows that the homological dimension of $C$ is at least the homological dimension of $C \mid U$, which we know is equal to $|U|$ and also equal to the VC dimension of $C$. The second proof observes $S_C$ on an input space of size $n$ has nontrivial homology in dimension $n-1$ iff $S_C$ contains every function. By applying this observation to $S_C \mid U$ for a largest shattering set $U$, we get a lower bound of the regularity of $I_C$ by the VC dimension plus one. Since regularity of $I_C$ equals the projective dimension of $I_C^*$ plus one, we arrive at the desired result.

The much harder part of Theorem 1.3 is actually showing that equality holds in the various cases and that inequality is strict in other cases. This is done by deriving the (co)cellular resolutions of many function classes common in learning theory, such as conjunctions (supported on a pyramid over a pile of cubes) and monotone conjunctions (supported on a cube), degree bounded polynomial thresholds (supported on a CW decomposition of the sphere), linear functionals over finite fields, and so on. The topological dimension of such (co)cellular resolutions yield the homological dimension of the class itself, and we obtain the different equality and inequality cases listed in Theorem 1.3.
Finally, the Homological Farkas Lemma is obtained by drawing a parallel between, on the one hand, the intersection of a linear subspace with the positive cone, and on the other, the containment of a function in a generalized notion of a threshold class, which is possible due to the spherical structure of the cocellular resolution of such a class.
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Definition 1.1. A d-dimensional simplex is just the convex hull of some affine independent subset \( \{v_0, \ldots, v_d\} \) of a Euclidean space. We denote such a simplex by \([v_0, \ldots, v_d]\). The vertex set of a simplex \( \triangle \) is denoted \( \text{Vrt}(\triangle) \).

Definition 1.2. If \( \triangle \) is a simplex, then a face of \( \triangle \) is a simplex \( \triangle' \) with \( \text{Vrt}(\triangle') \subseteq \text{Vrt}(\triangle) \). \( \triangle' \) is a proper face if the inclusion is strict.

Here is the main definition.

Definition 1.3. A simplicial complex \( K \) is a finite collection of simplices in some Euclidean space such that

- (Hereditary) if \( \triangle \in K \), then every face of \( \triangle \) is also in \( K \).
- (Regular intersection) if \( \triangle, \triangle' \in K \), then \( \triangle \cap \triangle' \) is either empty or a common face of \( \triangle \) and of \( \triangle' \).

The maximal faces of \( K \), i.e. \( \triangle \in K \) not properly contained in another \( \triangle' \in K \), are called facets of \( K \).

Definition 1.4. If \( K \) is a simplicial complex, its underlying space \(|K|\) is the subspace of the ambient Euclidean space given by the union of its simplexes:

\[|K| := \bigcup_{\triangle \in K} \triangle.\]
Most often we represent simplicial complexes pictorially as its underlying space. Figure 5 gives an example of a valid and of an invalid simplicial complex.

Definition 1.5. The boundary $\partial \triangle$ of a simplex $\triangle$ is the collection of its proper faces.

Definition 1.6. Suppose $\triangle$ is a $d$-dimensional simplex. If $d = 0$, define $\hat{\triangle} = \triangle$. Otherwise, define $\hat{\triangle} = \triangle \setminus |\partial \triangle|$. $\hat{\triangle}$ is called an open simplex. For contrast, a plain simplex $\triangle$ is also called a closed simplex. The closure of an open simplex is just the corresponding closed simplex.

The above viewpoint of simplicial complexes is geometric and concrete. There is an equivalent combinatorial view that is sometimes more convenient to work with.

Definition 1.7. Let $V$ be a finite set. An abstract simplicial complex $K$ is a family of nonempty subsets of $V$, called simplices, such that
- (Atomic) if $v \in V$, then $\{v\} \in K$;
- (Hereditary) if $\triangle \in K$ and $\triangle' \subseteq \triangle$, then $\triangle' \in K$.
$V$ is called the vertex set of $K$ and a simplex $\triangle \in K$ with $d + 1$ elements is called a $d$-dimensional simplex.

It is not hard to see that every simplicial complex has an associated abstract simplicial complex, simply by taking the vertex set of each simplex; call this abstraction. It is also true that every abstract simplicial complex has a topological space, called its geometric realization, that is a simplicial complex and is unique up to homeomorphism. These two operations are inverse in the sense that the geometric realization of an abstraction is homeomorphic to the original simplicial complex, and the abstraction of a geometric realization is isomorphic (in a suitable sense) to the original abstract simplicial complex. For details, see [16].

In this paper, we assume the equivalence of the geometric and combinatorial views, and use them interchangeably, as appropriate in different situations.

Definition 1.8. Given a set of subsets $\nabla \subseteq 2^V$ of the vertex set, the (abstract) simplicial complex $K$ generated by $\nabla$ is the hereditary closure of $\nabla$, i.e.

$$K = \{ \triangle \subseteq V : \exists \triangle' \in \nabla, \triangle \subseteq \triangle' \}.$$ 

One can easily check that this is an (abstract) simplicial complex.

In this language, Theorem 1.1 says that $\mathcal{S}_C$ is the simplicial complex on the vertex set $V = [2^d] \times [2]$ generated by $\{\text{graph } f : f \in \mathcal{C}\}$, minus unused vertices.
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Abstract

In a recent experiment [9], a cell in the human medial temporal lobe (MTL) encoding one sensory stimulus starts to also respond to a second stimulus following a combined experience associating the two. We develop a theoretical model predicting that an assembly of cells with exceptionally high synaptic intraconnectivity can emerge, in response to a particular sensory experience, to encode and abstract that experience. We also show that two such assemblies are modified to increase their intersection after a sensory event that associates the two corresponding stimuli. The main technical tools employed are random graph theory, and Bernoulli approximations. Assembly creation must overcome a computational challenge akin to the Densest $K$-Subgraph problem, namely selecting, from a large population of randomly and sparsely interconnected cells, a subset with exceptionally high density of interconnections. We identify three mechanisms that help achieve this feat in our model: (1) a simple two-stage randomized algorithm, and (2) the “triangle completion bias” in synaptic connectivity [14] and a “birthday paradox”, while (3) the strength of these connections is enhanced through Hebbian plasticity.
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1 Introduction

How do sensory stimuli from entities in the outside world effect the creation of stable memories in the animal cortex, and how are such memories modified by further experience, for example by the introduction of associations between them? A recent experiment [9] provides certain interesting insights into these fundamental questions. They recorded from a total of 613 neurons in the medial temporal lobe (MTL, the brain region near the hippocampus

---
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Long Term Memory

long believed to be implicated in memory) of 14 human subjects. They presented, in a particular rigorous protocol running over several stages, many images of places and people, with repetitions and occasional superpositions. Several neurons were identified that fired consistently at the presentation of a particular place or person. One particular neuron in one subject may have fired consistently when an image of the Eiffel tower was presented, but failed to fire when other images were presented, such as an image of Barack Obama (example for the present illustration). Then a combined image of Obama in front of the Eiffel tower was presented, and, predictably, the neuron fired (as it always does when the Eiffel tower is seen). Remarkably, after this combined presentation the neuron also fired when an image of Obama was shown: the subject had learned the association between the two!

In this paper we propose a model for the formation and association of memories, based on random graphs and Hebbian plasticity, which we believe captures in a simplified way the basic mechanisms involved in this phenomenon. Our model predicts that stable memories will be formed in response to stimuli and that two such memories can “nudge closer together” in response to a simultaneous presentation of the two stimuli. Interestingly, as explained in Section 8, our results recall quite vividly the narrative of [5] about a related phenomenon in mouse olfaction.

How is it possible, by monitoring a few dozen neurons of a subject (out of many million in the MTL) and by presenting a hundred or so familiar images (as [9] and similar experiments have done), to identify several neurons consistently responding the images? About the only plausible explanation is that each image shown must excite a great number of neurons, and must do so quite consistently. This and many other experiments (see [3, 13] for reviews) confirm earlier theories and hypotheses going back to Hebb [8] that tokens of cognition (such as the Eiffel tower) are represented by assemblies of many excitatory neurons1, often called concept cells [12]. These assemblies are stable, in the sense that in the short term they fire more-or-less consistently and as a whole with the same stimulus (absent new associations). They are therefore believed to be densely connected through many and strong synapses. Every time the corresponding cognitive entity is active in the brain, all these cells (more or less) fire. In fact, the experiment of [9] even suggests that these assemblies are fluent in that they can be changed dynamically in response to new experiences and associations.

Despite the emerging consensus that concept cell assemblies in the MTL are an important piece of the puzzle of memory and cognition, and simulation results verifying that assemblies can indeed emerge (see [11, 17], and [10] for related work on assembly binding) we are not aware2 of theoretical models predicting the creation of cell assemblies, much less their association. Here we present such a model for the formation of assemblies in a recurrent network of memory neurons, in response to the spiking of a separate cell population of sensory neurons representing the sensory experience – we call such spiking the presentation of the stimulus.

We model the memory neurons as a directed $G_{n,p}$ graph, and the projection from the sensory neurons as a bipartite, one-way $G_{n,p}$ graph. Our model assumes that firing of neurons happens in discrete steps and synchronously. One key simplifying assumption of our model is that, at each step, exactly $K$ memory neurons fire, namely the ones receiving at that instant the largest synaptic input. This is of course a strong simplifying assumption; it is intended to capture the way in which the firing thresholds of the excitatory memory neurons are regulated by inhibitory neurons (not modeled explicitly here), resulting in an equilibrium

1 Naturally, two such sets can overlap – and a simple calculation suggests that they are likely to do so.
2 Valiant’s important and relevant theory [15] is discussed extensively in the sequel.
in which a relatively stable number of excitatory neurons end up firing.

We assume that the neural network is fixed; the only possible modification comes through Hebbian plasticity: if there is a synapse (directed edge in the graph) from \( i \) to \( j \), and \( i \) and \( j \) fire in two consecutive steps in this order, then the strength of this synapse (and thus the strength of the firing signal it can transmit theretofore) increases. Our model, and especially our way of modeling inhibition, was inspired and informed by the discussion in [5] of a related phenomenon in the mouse brain, see the description in Section 8.

We prove formally that, in this model, when a stimulus is presented through the repeated firing of a set of sensory neurons representing the stimulus, a corresponding stable assembly of neurons can indeed be formed, with high probability. We also show that two such assemblies, once both formed in response to the presentations of two different stimuli at different times, can subsequently be modified by increasing their intersection in response to the simultaneous presentation of the corresponding stimuli (as happens in the “Obama at Eiffel” example). We first analyze a linearized version of the model, in which thresholds and saturation are ignored; we arrive at a dynamical system (Eq. 3.1), which we were able to solve through an equilibrium equation in closed form. We establish convergence under minimal assumptions, see Theorem 3.1. The analytical solution (see the statement of Theorem 3.1) recalls vividly the description of the related phenomenon in mouse olfaction [5], see Section 8.

We then proceed to analyze the strongly nonlinear dynamics of the full model. We prove that, here too, the description of [5] prevails: already after two steps of stimulus spiking, a set of cells has been selected comprised of two kinds, quite balanced in cardinality: cells that have strong projection from the stimulus population, and cells to which those project strongly (see Theorem 4.1(1)). Subsequent steps modify this assembly in rather limited ways (Theorem 4.1(2)).

Furthermore, simulations show that, if two stimuli A and B are presented in the order A, then B, then A + B (both stimuli spike), then A, then B, association happens: the assemblies responding to A and B change slightly so they intersect a little more. We prove an analytical result (Theorem 5.1) establishing that some fraction of the two assemblies will indeed migrate towards each other.

**Synaptic Density of Assemblies and Valiant’s Model**

Ever since Hebb, assemblies were conjectured to be dense in synaptic connections. In fact, several of our proofs take advantage of the fact that synaptic density within the assembly being formed is markedly higher than random. The synaptic density of the formed assemblies is further enhanced in a more sophisticated random graph model that we call \( G_{n,p}^+ \), capturing experimental observations [14, 7] that the distribution of synaptic connections is biased towards triangle completion (see Section 6); in this model a combinatorial birthday paradox argument establishes that, for the parameter range of interest, assemblies are far more intraconnected than one would expect.

High synaptic density of assemblies is a major advantage when it comes to the maintenance of stability and consistency, but of course is a severe design burden at creation time:

\[
\text{In a random graph, how do you select an induced subgraph that is much more dense than average?}
\]

---

3 According to Les Valiant (private communication to CHP, 2017) dense assemblies are “infinitely harder” to create than the items of Valiant’s theory, discussed next.
This looks and feels like the intractable Densest $K$-subgraph problem \cite{4}; in Section 6 we briefly discuss how our proposed mechanism can be abstracted as a rather apt algorithm for solving approximately this computational problem in a $G_{np}$ graph, and how it compares with other known algorithms for it.

The high synaptic density of assemblies is one point of stark contrast of our theory of assemblies against L. G. Valiant’s theory of items. More than two decades ago, Valiant articulated his important computational theory of cortex. He proposed an elegant model of cortex consisting of neurons connected through random synaptic connections and equipped with an automaton-like vicinal programming language. He proposed that tokens of human cognition, such as "Eiffel" and "Obama", are represented in cortex by sets of neurons called items, which can be combined, through vicinal algorithms, in ways akin to logical gates to form new items, and associations between such. Unlike our current theory of assemblies, an item in Valiant’s theory is an arbitrary set of neurons with no particularly high connectivity. Perhaps the most critical difference between Valiant’s theory and our current discussion of assemblies, and our main technical contribution, is this: Valiant’s vicinal programming model allows a generous repertoire of elementary instructions (modifications of the parameters of neurons and synapses, such as threshold and synaptic strength as an arbitrary function of local state), whereas our model is far more minimalistic, relying only on the simple, and rather standard and broadly accepted, rule of Hebbian plasticity explained next, and a simplified rigorous treatment of inhibition.

## 2 Our Model

- There is a memory area $M$ consisting of $n$ neurons randomly connected through synapses according to the directed $G_{n,p}$ model (for every $i \neq j \in M$, the probability that there is a synapse $(i, j)$ is $p$).
- There is a sensory area $S$, whose neurons project through synapses to the neurons in $M$ according to the one-way bipartite $G_{n,p}$ model (for every $i \in S, j \in M$, the probability that there is a synapse $(i, j)$ is $p$). A stimulus is a set of $L$ neurons in $S$.
- Firing of neurons happens in discrete steps $1, 2, \ldots, t, \ldots$ and in synchrony. The presentation of a stimulus is the firing of the corresponding $S$ neurons for a large number of subsequent steps (such repetitive firing is called spiking).
- Each synapse $(i, j)$ (within $M$ and from $S$ to $M$) has a strength $w_{ij}$, initially 1.
- We denote the set of neurons in $M$ that fire at time $t$ by $F^t \cap M$ (the set $F^t$ includes also neurons in $S$). This set is defined as follows: We first calculate for each neuron $i \in M$ its synaptic input $I_{ti} = \sum_{j \in F^{t-1}} w_{ji}$, the sum of all synaptic weights of the synapses to $i$ coming from neurons $j \in M \cup S$ that fired at the previous step. Then $F^t$ is the set of $K$ neurons in $M$ with the largest $I_{ti}$.

Justification: In a simple model of the cortex, besides the excitatory neurons considered here there are also inhibitory neurons, whose role is, roughly speaking, to make sure that the number of firing excitatory neurons is not excessive. There are random synaptic connections between the two populations: Excitatory neurons project positively to inhibitory neurons, while inhibitory neurons project negatively on excitatory ones, increasing their firing threshold. Here we assume that, at the equilibrium of this random process, exactly $K$ of the (excitatory) neurons in $M$ will fire. This is obviously a strongly simplifying assumption, inspired by the narrative about inhibition in \cite{5}. We are confident that a more detailed random graph model of the process described above would also result in a number of firing neurons that is strongly concentrated, by the law of large numbers, near
a value $K$; this would be an interesting extension of our work, which we intend to pursue.

- **Hebbian plasticity.** If there is a synapse $(i, j)$ and it so happens that $i \in F^t$ and $j \in F^{t+1}$, then the weight of this synapse is increased by a small amount $\beta > 0$, say $4$.

Indicative ranges of these parameters for the human MTL are these: $n = 10^7, p = 10^{-3}, K = L = 10^4$, and $\beta = 0.1$. In our simulations we use values such as $n = 10^3 - 10^4$, $p = 10^{-2}$, $K = L = 10^2$, and $\beta = 0.1$.

## 3 The Linearized System

We start with a simplified model that ignores the nonlinearity of thresholds (a useful and familiar mathematical simplification from the theory of artificial neural networks). The assembly creation process is then captured by the following dynamical system, where $z_j$ is the stimulus projection strength at neuron $j$, $x_j(t)$ the activation probability of neuron $j$ at time $t$ and $W_{ij}(t)$ is the strength of the synapse $ij$ at time $t$:

$$
x_j(t+1) = z_j + (W^T x(t))_j
$$

$$
W_{ij}(t+1) = W_{ij}(t) + \beta x_i(t)x_j(t+1)
$$

(1)

In addition, the pre-synaptic weights at each neuron are normalized to sum to 1 after each weight update. We assume that initially $W$ is a random adjacency matrix in $G_{n,p}$, and that at time 0, the activations $x(0)$ are set to 1 for a random subset of $K$ neurons and 0 for the rest.

> **Theorem 1.** With high probability over $W$ and $x(0)$, the dynamics (1) converge linearly to the following equilibrium ($ij \in E$ denotes a synapse from $i$ to $j$):

$$
x^*_j = z_j + \frac{\sum_{i:ij \in E}(x^*_i)^2}{\sum_{i:ij \in E}x^*_i}.
$$

This equation captures and verifies in a rather striking way the description of a similar phenomenon in [5], see Section 8: the probability that a neuron joins the assembly has two components, the first being the size of the stimulus projection on the neuron, and the second a function of the corresponding probabilities of (recursively) its presynaptic neurons — a function that is monotonically increasing in the region of interest (most neurons have near-zero probabilities, while the rest have comparable probabilities).

**Proof.** An equilibrium activation $x^*$ must satisfy

$$
x^* = z + W^T x^* 
$$

and so $x^* = (I - W^T)^+ z$

where $A^+$ is the pseudo-inverse of $A$. The equilibrium weight matrix satisfies:

$$
W^*_ij = \frac{W^*_ij + \beta x^*_i x^*_j}{\sum_{l:lj \in E}W^*_lj + \beta \sum_{l:lj \in E}x^*_l x^*_j}.
$$

Therefore, using the fact that we normalize the incoming synaptic weights of each node:

$$
W^*_ij(1 + \beta(\sum_{l:lj \in E} x^*_l)) = W^*_ij + \beta x^*_i x^*_j
$$

---

4 Or instead multiplied by $1 + \beta$, or in either case up to a saturation level $B$. Our results are robust with respect to these popular variants of Hebbian plasticity.
which implies
\[ W_{ij}^* = \frac{x_i^*}{\sum_{l:lj \in E} x_l^*} \]
and therefore
\[ x_j^* = z_j + \frac{\sum_{i:ij \in E} (x_i^*)^2}{\sum_{i:ij \in E} x_i^*}. \]

The mathematically demanding part is the proof of convergence; this follows from Lemma 2 below (whose proof can be found in the Appendix): the first part shows progress in each step at a rate depending on the spectral gap of \( W(t) \), and the second part shows that weight updates cannot slow down the convergence. In addition, convergence implies stability: If at a later time the same input signal is presented, the same probabilities of formation will be effected. The “high probability” clause of the theorem refers to the fact that the following events are highly probable for random \( W \) and \( x(0) \): (a) \( W \) is irreducible, and (b) at each time \( t \), the matrix \( W(t) \) has non-negligible spectral gap, and therefore the lemma applies.

\[ \Box \]

**Lemma 2.** Let \( W \) be an \( n \times n \) nonnegative, irreducible matrix and \( z \in \mathbb{R}^n_+ \) be a nonnegative vector.
1. The iteration \( x(t+1) = z + W^T x(t) \) with random \( x(0) \) satisfies
\[
\frac{\|W^T x(t+1)\|^2}{\|x(t+1)\|^2_2} > \frac{\|W^T x(t)\|^2}{\|x(t)\|^2_2}.
\]
2. Let the weight update rule (1) be applied repeatedly to synapse weights \( W \) for some \( \beta > 0 \) and current activation vector \( x \). Then for each cell \( j \), the vector \( w \) of incoming synaptic weights converges to a vector \( \tilde{w} \) which satisfies
\[
\frac{\tilde{w} \cdot x}{\|\tilde{w}\|_2} \geq \frac{w \cdot x}{\|w\|_2}.
\]

**4 The Nonlinear System**

Continuing to the full nonlinear model, our quantitative narrative of assembly formation (see Theorem 4.1 below) also recalls the key features in the description in [5]. Let \( A(1), A(2), \ldots, A(t), \ldots \) denote the sets of \( K \) cells in the memory area firing at each discrete time step \( t > 0 \) during stimulus presentation. It is clear that \( A(1) \) consists of the cells with the largest projection from the stimulus – we intuitively think of these cells as “born rich”. At the next step, the theorem states that \( A(2) \) contains a balanced mix of \( A(1) \) cells, and cells that have strong combined projection from the stimulus and from \( A(1) \). In experiments, the quantity \( \lambda \) capturing this balance is indeed reasonably far from 0 and 1 for the range of interest (see Figure 1b). Moreover, assuming powerful enough synaptic plasticity, subsequent sets \( A(t) \) will converge rapidly to the final assembly \( A \). Thus the theorem reasserts the interpretation of [5]. In the statement of the theorem, asymptotics are in terms of \( n \), assuming that \( K \) is bounded from above and below by powers of \( n \) (e.g., \( K = \sqrt{n} \)).

\[ \Box \]

**Theorem 3.** The following hold with high probability over random initial synaptic connections:

\[ \Box \]
1. For all \( t \geq 2 \), we have
\[
|A(t) \cap A(1)| = (\lambda + o(1))K
\]
for a constant \( \lambda \in (0, 1) \) depending on the synapse probability \( p \), plasticity factor \( \beta \), plasticity ceiling \( B \) and the ratio of assembly size to input size \( K/L \).

2. For large enough \( \beta \) and \( B \), there is a \( \bar{\lambda} < 1 \) s.t. for all \( t \geq 2 \) we have
\[
|A(t) \setminus A(t-1)| \leq \left( (1 - \bar{\lambda})^t + o(1) \right) K.
\]
Thus, the sequence of activated sets stabilizes rapidly, with the change to the previous set decaying geometrically with the number of steps. This can be seen in simulation, even for modest parameter values (see Figure 1a).

Lemma 4. Let \( X \sim \text{Bin}(n, p) \). Then for \( t > np \),
\[
\Pr(X \geq t) \leq \exp\left(-nH\left(p, \frac{t}{n}\right)\right)
\]
where \( H(p, q) = q \log(q/p) + (1 - q) \log((1 - q)/(1 - p)) \) is the entropy function.

For \( p < 0.5 \) and \( np < t < 2np \), the above bound is at most \( \exp(-t^2/np) \). We will use this in the proof of the main theorem.

Proof of Thm. 3. The set \( A(1) \) consists of the \( K \) cells that receive the maximum total signal from the \( L \) stimulus cells. Since we model synaptic structure as a random graph with synapse
probability \( p \), each cell \( j \) receives a signal \( y_j = \sum_{i \in S} W_{ij} \) where \( S \) is the set of stimulus cells. This is the Bernoulli distribution \( B(L, p) \), the sum of \( L \) independent Bernoulli random variables each with expectation \( p \). The \( y_j \)'s for different cells \( j \) are independent and thus the set \( A(1) \) is exactly the \( K \)-cap of (\( K \) largest samples from) \( n \) independent copies of \( B(L, p) \).

This is the tail of the the Bernoulli \( B(L, p) \) of probability \( K/n \). A simple calculation using the Binomial tail bound (Lemma 4) gives us that the threshold for the \( K \)-cap is (very close) to

\[
t_1 = pL + \sqrt{pL \ln(n/K)}
\]

where \( n \) is the total number of cells in the MTL, and each cell in \( A(1) \) receiving at least this much signal from the stimulus.

For the second step, the distribution of the signal to a cell depends on whether it is in \( A(1) \) or not. A cell \( j \) not in \( A(1) \), receives the signal of the input stimulus as well as the signal from cells in \( A(1) \). We approximate this distribution by the Binomial \( B(K + L, p) \), which ignores the conditioning that such a cell \( j \) was not in the \( K \)-cap of the initial Binomial; the latter conditioning can only reduce the probability that a cell not in \( A(1) \) is a winner in the next round. For a cell \( j \) in \( A(1) \), the signal from the external stimulus cells is fixed by the first step but amplified by a factor \( (1 + \beta) \) due to plasticity; the signal from the \( K \) cells in \( A(1) \) is random. So their signal comes from the distribution \( (1 + \beta)t_1 + B(K, p) \). The threshold for the \( K \)-cap of this joint distribution is then close to

\[
t_2 = (1 + \beta)t_1 + pK + \sqrt{pK \ln \frac{K}{\lambda K}} = p(K + L) + \sqrt{p(K + L) \ln \left( \frac{n}{(1 - \lambda)K} \right)}
\]

where \( \lambda \) is the fraction of \( A(2) \) that is also in \( A(1) \). The equation above can be solved numerically for \( \lambda \). For our range of interest, with \( K = L = 2\sqrt{n} \), for \( \lambda \) in \([0.1, 0.4]\), the plasticity parameter \( \beta \) is in \([0.3, 0.6]\), and gets slightly smaller for larger graph size (see Figure 1b).

This establishes the intersection between \( A(1) \) and \( A(2) \) is at least a \( \lambda \) fraction with high probability. The first part of the theorem says that almost all of this intersection remains activated for all future time steps. To see this, note that after step 2, the weights from the input as well as from the all of \( A(1) \) to cells in the intersection are increased again by a factor \( 1 + \beta \). These cells, which were already ahead, and are now further ahead. The rest of \( A(1), A(2) \) are strictly inferior and the cells outside \( A(1) \cup A(2) \) have gained no advantage at all, even ignoring the effect of the cap. The advantage of the intersection gets magnified with each iteration.

The general proof for both parts proceeds by induction on \( t \). We claim inductively that, with high probability, any cell that is activated for a second time remains activated for all future steps. To see the inductive step, clearly such cells have an advantage over all other cells of factor of at least \( 1 + \beta \) for the signal coming from the external input cells, and for the signal coming from all such cells in the previous iteration (which are an increasing fraction of \( K \), by the hypothesis). When such a cell is activated for the second time, it was already ahead of all other cells not in the activated set; this advantage is magnified by a factor of \( 1 + \beta \) for the signal from the input and from all such cells. Among the remaining cells, some will be activated for the second time and some for the first time. The relative fraction is bounded by \( \hat{\lambda} \) via a calculation similar to the base case above – at each step the competition is between cells that have just been activated and received a \((1 +\beta)\) boost for the first time on part of their input signal (a diminishing fraction of \( K \) of such cells), and most of the \( n \) other cells that have not felt any plasticity yet.
This result and its proof, as well as the equilibrium result for the linearized model, imply consistency and stability of the assemblies formed: If the same stimulus (or even a fairly similar stimulus, in some appropriate metric) is presented at a later time (even after certain limited changes in the weights of the circuit) then with high probability the same (more-or-less) cells will fire.

5 Association

The experiment with the sequence of presentations A, B, A + B, A, B, described in the introduction shows that, after the joint presentation, the assemblies that respond to A and B “creep closer together,” increasing their intersection to reflect the association between the two stimuli (see Figure 5.1). To understand and illustrate the underlying mechanism, we shall consider a stylized special case of assembly creation. In particular, we assume that plasticity is so intense that the assembly corresponding to stimulus A consists of only the cells receiving the K largest signal from stimulus A, and similarly for B. The advantage of this assumption is that it allows us to study the association phenomenon divorced from the subtleties of the proof of Theorem 4.1. Consider now the presentation of A + B; we can show the following (we assume for algebraic convenience that \( K = L \)):

\begin{theorem}
There is a \( \mu > 0 \) such that, with high probability, at least a \( \mu \) fraction of the cells of the assembly for B will respond to the next presentation of A, and vice-versa.
\end{theorem}

\textbf{Proof.} It is easy to see that, upon the presentation of A + B, the K cells that will fire consist of a fraction of the cells of assembly A and a fraction of the cells of assembly B, namely those that maximize the combined signal from A + B. The signal the cells of assembly A receives from stimulus A is very close to the \( K \)-cap \( Lp(1 + \sqrt{2 \ln(n/K) / Lp}) \), while from assembly B they only receive a binomial distribution with mean \( Lp \) (since those cells have not been selected for B). By symmetry, with high probability the number of cells from each of the two assemblies that fire will be very close to \( \frac{K}{2} \). Let us call these sets \( \frac{1}{2}A \) and \( \frac{1}{2}B \), respectively.

We claim that all cells in \( \frac{1}{2}A \) receive a signal from stimulus A equal to \( Lp(1 + \sqrt{2 \ln(n/K) / Lp}) \) as before, plus a signal from stimulus B equal to \( Lp(1 + \sqrt{2 \ln(n/K) / Lp}) \), since they were selected to be the cells in assembly A that are above the median with respect to received signal from B. Now notice that there are about \( pK^2 \) synapses between \( \frac{1}{2}A \) and \( \frac{1}{2}B \). After the presentation of A + B, these synapses, as well as the synapses from stimulus A to \( \frac{1}{2}B \), are boosted to plasticity saturation (since their endpoint cells spiked together for long enough).

If stimulus A is presented next, all cells of assembly A will fire at the first step. At the second step, however, they will have new competition (which was missing at assembly creation time) from the cells in \( \frac{1}{2}B \) which have, during the presentation of A + B, acquired strong synapses from stimulus A and assembly A. As in our analysis in the proof of Theorem 4.1, the threshold equation for \( \mu \) becomes, after simplification

\[
\frac{1}{2} + \sqrt{2 \ln(n/K) / Lp} + \sqrt{2 \ln(1 - \mu)} = \sqrt{2 \ln(1 - \mu^2)}.
\]

The third term of the lhs is negligible for small \( \mu \), and the rhs can take over the other two terms by selecting \( \mu \) appropriately small. \( \Box \)

This argument gives \( \mu < 1\% \), which is conservative: the fractions of the two assemblies that intersect after association seem to amount to several percent (see Figure 2a). A similar statement can also be shown in the absence of the high plasticity assumption, by focusing on \( A(1) \cap A(2) \) (which we know is a constant fraction of \( K \)), instead of the whole assembly.
Long Term Memory

(a) Association fraction in the standard model $G_{n,p}$.

(b) And in the extended model $G_{n,p}^{++}$.

Figure 2 Illustration of association à la Ison et al. [9]. The intersection of the assemblies for stimuli A and B, before and after a joint A+B presentation, over 20 trials with $n = 2000$ cells and assembly/stimulus sizes $K, L = \lceil 2\sqrt{n} \rceil = 89$. Trials sorted by size of initial overlap.

6 The Model $G_{n,p}^{++}$ and the Birthday Paradox

As we have seen, the assemblies created by the process analyzed here have higher density than random sets of cells, essentially due to the second step of the stimulus presentation (Theorem 4.1(1)). This effect is enhanced considerably if we adopt a more sophisticated random graph model. Experiments in [14, 7] and elsewhere suggest that synaptic connectivity in brain areas including parts of the MTL is not uniformly random, but biased towards reciprocity and triangle completion. Reciprocity means that, even though the overall density of edges remains $p$, conditioned on synapse $ij$ being present, the probability of synapse $ji$ is larger than $p$, perhaps between 3 and 5 times larger. Triangle completion means that, conditioned on the existence of synapses $ij$ and $ik$, the probability of synapse $jk$ is similarly larger.

Here we shall ignore reciprocity bias, and adopt a limited form of triangle completion bias: Again, the overall density of edges is $p$, except that, conditioned on the synapses $ij$ and $ik$ being present, where $i$ is a sensory cell and $j, k$ are memory cells, the probability of synapse $jk$ is $\gamma p$ for some $\gamma > 1$. The reason we ignore reciprocity bias is because it seems to have only a small effect on our present focus; the reason we restrict triangle completion bias in the bipartite graph between the sensory and memory areas is because this part of triangle completion matters most, and also because there are formal difficulties involved in the precise definition of a generative model of random non-bipartite directed graphs with triangle completion bias. We call the resulting random graph model $G_{n,p}^{++}$.

Within this model, and for some reasonably broad range of parameters, we can show that there is substantial enhancement of the density of the assemblies. The underlying mathematical reason is the birthday paradox: Upon presentation of a stimulus, memory cells receive a signal of strength $Lp$ on average – that is, on the average they each have $Lp$ presynaptic stimulus cells. Consider two cells $i$ and $j$ in the memory area, and call them siblings if they have a common presynaptic cell in the stimulus; the chance that this is the case is clearly $p^2L$. Suppose however that we have identified a subset $S$ of memory cells whose signal is known to be of strength at least $\alpha Lp$ for some $\alpha > 1$; for example, within the initial cells $A_1$ of the assembly (recall Theorem 4.1 (1)), $\alpha = 1 + \frac{2\ln(n)\sqrt{K}}{pK}$. Then the chance that two cells in $S$ are siblings is increased to $\alpha^2 p^2L$. For parameter values $n = 10^7$, $L = K = 10^3$, $p = 10^{-2}$ (all very much within the range of interest), the probability
of two cells of $S$ being siblings is increased from .1 to about .8. Since in $G_{n,p}^{++}$ two siblings have enhanced probability of synaptic connection, say $\gamma = 4$, it follows that the synaptic density within the region $A_1$ of an assembly in $G_{n,p}^{++}$ will be more than 3 times its value in $G_{n,p}$. The rest of the assembly will also have increased interconnections, because of a similar birthday paradox argument, but in addition for the reasons obtaining in the proof of Theorem 4.1(1). Adding plasticity to the picture, we conclude that assembly creation selects a set of cells with denser and stronger synaptic connections than random, and achieves this in three ways: Through the second step of the creation process (Theorem 4.1(1)); through plasticity; and through triangle completion and the birthday paradox in the $G_{n,p}^{++}$ model.

Our experiments show that in $G_{n,p}^{++}$ assembly formation converges faster than in $G_{n,p}$, while the association effect of the previous section does not change much.

7 The Densest K-Subgraph Problem

Finding a set of $K$ nodes with maximum density is an intractable problem to solve exactly or approximately in general graphs. The mechanism for assembly creation proposed here can be abstracted as an approximation heuristic for $G_{n,p}$ graphs:

1. Select a set $S$ of $\lambda K$ nodes at random
2. Let $T$ be the $(1-\lambda)K$ nodes with highest number of edges from $S$
3. Return $S \cup T$; optimize $\lambda \in (0,1)$

It does fairly well: The expected density of the result is about $p(1 + \sqrt{\frac{\ln n}{2Kp}})$, compared to density $p$ of a random set. The expected maximum density of a $K$-node subgraph of $G_{n,p}$ (achievable through exponential exhaustive search) turns out to be -- after a calculation paralleling that in [2] (see also [6]) -- the solution to this equation $Kx \ln p = Kx \ln x - 2 \ln n$, which turns out to be $d_{\text{max}} = \frac{2 \log n}{K W(\frac{2 \log n}{Kp})}$, where $W(\cdot)$ is the Lambert W function\(^5\).

A competing algorithm is the Cliques algorithm: Let $c = \frac{\log n}{\log p}$, the maximum size of a clique that we know how to produce in $G_{n,p}$:

Repeat $K$ times: create a clique of size $c$.

The resulting density is $p + \frac{c}{K}$, which does not compare well with the present algorithm.

Another competitor is the Greedy algorithm:

Repeat $n-K$ times: delete the lowest degree node.

Greedy is hopelessly sequential (and thus irrelevant to our concerns here), and it is not known how to estimate its performance in $G_{n,p}$, but in experiments it does perform better than AssemblyCreation. Naturally, AssemblyCreation performs much better in $G_{n,p}^{++}$, arguably a more realistic model of synaptic connectivity.

8 A Distant Mirror: The Mouse Piriform Cortex

The memories in the human MTL discussed here are often termed “abstract,” and not without justification. During sensory processing, the stimulus is coded, over several stages e.g. in the visual cortex, in a distributed way. This coding spatially reflects the perceived reality, in that features of the perceived reality (such as edges, frequencies, color, motion) are processed and coded by neural systems specializing in those features. After the conclusion of sensory processing, a process may be initiated, possibly mediated and supervised by some attention mechanism, that creates a new, sparse representation of the perceived item in

\(^5\) Many thanks to Cris Moore for help in this calculation
the MTL, in which any links to the perceived world have been severed through random projection; this is the sense of abstraction imputed above.

A simple instance of this phenomenon has been identified recently in a rather unexpected place, the piriform cortex of the mouse [5]. Odorant molecules excite olfactory receptors in the animal’s nose specializing in that molecule, and the axons of those excite in turn a small area (glomerulus) in the olfactory bulb; here again, each glomerulus specializes in one odor out of many hundreds. Next, the odorant’s glomerulus projects strongly to the piriform cortex, creating a seemingly uniformly random – “abstract,” disconnected from the outside world – sparse representation of the odorant. Here is the prescient interpretation in [5] of their experimental findings about this latter phenomenon:

1. An odorant may [cause] a small subset of […] neurons [in the piriform cortex to fire].
2. This small fraction of […] cells would then generate sufficient recurrent excitation to recruit a larger population of neurons.
3. The strong feedback inhibition resulting from activation of this larger population of neurons would then suppress further spiking.
4. In the extreme, some cells could receive enough recurrent input to fire […] without receiving [initial] input.

This narrative was an important inspiration for the present work, and the mathematical analysis of our model (Theorems 3.1 and 4.1) recalls it with rather striking fidelity.

9 Discussion and Further Research

We provide rigorous proof that, in a strongly simplified mathematical model of the brain, an assembly can emerge in response to spiking stimulus cells, will be exceptionally dense in synapses (a nontrivial algorithmic feat in a random network), and will fire consistently on future presentations of the stimulus; furthermore, upon a joint representation of two established stimuli, the assemblies will adapt by increasing their intersection (as has been observed in experiments). Despite the restrictions of our model, our probabilistic approach is quite robust, and we expect that several extensions can be obtained with further calculation. One such model would include a more realistic model of inhibition through a Gaussian synaptic input whose mean increases with excitatory activity (and no fixed $K$). Another extension would be to show robustness of assembly formation to perturbation of the stimulus, initial random excitatory activity, and noise. Also, it would be interesting to compare our results with simulations of biologically more realistic models, and to test experimentally if indeed assemblies in brains are more densely connected than random.

It would be interesting to see if the kind of mechanism hypothesized in this paper is present in other cognitive functions besides long term memory. One such is that of visual invariants, the mysterious ability by humans to identify, e.g., various rotations, postures, zooms, and occlusions of a familiar face, or even identify those visual images with a voice waveform or a string of characters. Our experiments show that, if two stimuli are presented together repeatedly, then the corresponding assemblies keep coming closer and closer; eventually they may become indistinguishable, and one can wonder if this mechanism cannot be part of the neural basis of invariants.

More ambitiously, what if two stimuli – or existing assemblies, encoding let us say to two parts of a sentence – are projected to another brain area (the same way a single stimulus is projected in the basic mechanism of this paper)? The assembly thus formed can be thought of as encoding a Merge [1] of the other two, that is, the new root of a syntax tree. Also, a mechanism akin to our assembly creation called assembly pointer has been studied recently.
through computational experiments [10]. An assembly pointer creates a copy of an extant assembly in a different brain area – perhaps a copy of the assembly for the lexical element “give” in another brain area where verbs get ready for syntax (see [16] for recent experimental evidence suggesting such activities in various areas of the cortex). It would be exciting to explore whether variants of the proposed mechanism can be the basis of beginning to understand how language is implemented in the Brain.
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10 Appendix

Proof of Lemma 2. Let $W = \sum_i \sigma_i u_i v_i^T$ be the SVD of $W$, and $v = \sum_i \alpha_i v_i$. Without loss of generality, assume $\sum \alpha_i^2 = 1$. Then for any integer $k$,

$$\|W^k v\|^2 = v^T (W^T)^k W^k v = \sum_i \alpha_i^2 \sigma_i^{2k} = \mathbb{E}(X^{2k})$$

where the random variable $X$ is equal to $\sigma_i$ with probability $\alpha_i^2$. Then $x(t)$ is proportional to $(v + Wv + \ldots W^t v)$ and the desired inequality can be stated as follows:

$$\frac{v^T (I + W + \ldots + W^{t+1})^T W^T W (I + W + \ldots + W^{t+1}) v}{v^T (I + W + \ldots + W^{t+1})^T (I + W + \ldots + W^{t+1}) v} \geq \frac{v^T (I + W + \ldots + W^t)^T W^T W (I + W + \ldots + W^t) v}{v^T (I + W + \ldots + W^t)^T (I + W + \ldots + W^t) v}$$

which is equivalent to:

$$\mathbb{E}(X^2 (1 + X + \ldots + X^{t+1})^2) \mathbb{E}((1 + X + \ldots + X^t)^2) \geq \mathbb{E}(X^2 (1 + X + \ldots + X^{t+1})^2)$$

or

$$\mathbb{E}\left(\frac{X^2 (1 - X^{t+1})^2}{(1 - X)^2}\right) \mathbb{E}\left(\frac{(1 - X^{t+1})^2}{(1 - X)^2}\right) \geq \mathbb{E}\left(\frac{X^2 (1 - X^{t+1})^2}{(1 - X)^2}\right) \mathbb{E}\left(\frac{(1 - X^{t+2})^2}{(1 - X)^2}\right).$$

Define $f_1, f_2, g_1, g_2 : \mathbb{R}_+ \to \mathbb{R}_+$ to be each of the functions inside the expectations in the order above, so that the inequality is

$$\mathbb{E}(f_1(X)) \mathbb{E}(f_2(X)) \geq \mathbb{E}(g_1(X)) \mathbb{E}(g_2(X)).$$

Observe that for any $X$, we have

$$f_1(X) f_2(X) = g_1(X) g_2(X).$$

Moreover, for any $X, Y$, we claim that

$$f_1(X) f_2(Y) + f_1(Y) f_2(X) \geq g_1(X) g_2(Y) + g_1(Y) g_2(X).$$

For our choice of functions, this is

$$\frac{X^2 (1 - X^{t+2})^2}{(1 - X)^2} \frac{(1 - Y^{t+1})^2}{(1 - Y)^2} + \frac{Y^2 (1 - Y^{t+2})^2}{(1 - Y)^2} \frac{(1 - X^{t+1})^2}{(1 - X)^2} \geq \frac{X^2 (1 - X^{t+1})^2}{(1 - X)^2} \frac{(1 - Y^{t+2})^2}{(1 - Y)^2}$$

which is equivalent to

$$X^2 (1 - X^{t+2})^2 (1 - Y^{t+1})^2 + Y^2 (1 - Y^{t+2})^2 (1 - X^{t+1})^2 \geq X^2 (1 - X^{t+1})^2 (1 - Y^{t+2})^2 + Y^2 (1 - Y^{t+1})^2 (1 - X^{t+2})^2$$

or

$$(X^2 - Y^2) \frac{(1 - X^{t+2})^2}{(1 - Y^{t+2})^2} \geq (X^2 - Y^2) \frac{(1 - X^{t+1})^2}{(1 - Y^{t+1})^2}.$$
which is always true. Therefore, we have

\[
E(f_1(X))E(f_2(X)) - E(g_1(X))E(g_2(X)) = \sum_i \alpha_i f_1(X_i) \sum_i \alpha_i f_2(X_i) - \sum_i \alpha_i g_1(X_i) \sum_i \alpha_i g_2(X_i)
\]

\[
= \sum_{i < j} \alpha_i \alpha_j (f_1(X_i)f_2(X_j) + f_1(X_j)f_2(X_i) - g_1(X_i)g_2(X_j) - g_1(X_j)g_2(X_i))
\]

\[
+ \sum_{i = j} \alpha_i^2 (f_1(X_i)f_2(X_i) - g_1(X_i)g_2(X_i))
\]

\[
\geq 0.
\]

Moreover this holds with strict inequality unless \(X = Y\), i.e., two of the singular values of \(W\) are equal. Thus the rate of convergence is at least the minimum singular value gap of \(W\).

For the second part, note that the vector \(w\) consists of only the nonzero synapses into some cell \(j\), and so the update rule on each synapse can be written as \(w_{ij} = w_{ij} + \beta_j x_i\), where \(\beta_j = \beta x_j\). Treating \(w\) and \(x\) as indexed only by \(i\), the cells with synapses to a fixed \(j\), we write

\[
\left( \frac{\bar{w} \cdot x}{\|\bar{w}\|_2} \right)^2 = \frac{(w + \beta_j x) \cdot x^2}{\|w + \beta_j x\|_2^2}
\]

\[
= \frac{(w \cdot x)^2 + \beta_j^2 \|x\|^2 + 2\beta_j (w \cdot x) \|x\|^2}{\|w\|^2 + \beta_j^2 \|x\|^2 + 2\beta_j (w \cdot x)}
\]

and need to show that this is greater than

\[
\frac{(w \cdot x)^2}{\|w\|^2}.
\]

Comparing, the inequality becomes

\[
((w \cdot x)^2 + \beta_j^2 \|x\|^2 + 2\beta_j (w \cdot x) \|x\|^2) > (w \cdot x)^2 (\|w\|^2 + \beta_j^2 \|x\|^2 + 2\beta_j (w \cdot x))
\]

which is implied by the Cauchy-Schwartz inequality:

\[
\|w\|^2 \|x\|^2 \geq (w \cdot x)^2
\]

applied twice. ▷
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Abstract

Nonlinear Markov chains are probabilistic models commonly used in physics, biology, and the social sciences. In Markov influence systems (MIS), the transition probabilities of the chains change as a function of the current state distribution. This work introduces a renormalization framework for analyzing the dynamics of MIS. It comes in two independent parts: first, we generalize the standard classification of Markov chain states to the dynamic case by showing how to “parse” graph sequences. We then use this framework to carry out the bifurcation analysis of a few important MIS families. In particular, we show that irreducible MIS are almost always asymptotically periodic. We also give an example of “hyper-torpid” mixing, where a stationary distribution is reached in super-exponential time, a timescale that cannot be achieved by any Markov chain.
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1 Introduction

Nonlinear Markov chains are popular probabilistic models in the natural and social sciences. They are commonly used in interacting particle systems, epidemic models, replicator dynamics, mean-field games, etc. [8, 12, 13, 15, 18]. They differ from the linear kind by allowing transition probabilities to vary as a function of the current state distribution. For example, a traffic network might update its topology and edge transition rates adaptively to alleviate congestion. The traditional formulation of these models comes from physics and relies on the classic tools of the trade: stochastic differential calculus, McKean interpretations, Feynman-Kac models, Fokker-Planck PDEs, etc. [3, 5, 13, 18]. These techniques assume all sorts of symmetries that are typically absent from the “mesoscopic” scales of natural algorithms. They also tend to operate at the thermodynamic limit, which rules out genuine agent-based modeling. Our goal is to initiate a theory of discrete-time Markov chains whose topologies vary as a function of the current probability distribution. Of course, the entire theory of finite Markov chains...
should be recoverable as a special case. Our contribution comes in two parts (of independent interest), which we discuss informally in this introduction.

Renormalization

The term refers to a wide-reaching approach to complex systems that originated in quantum mechanics and later expanded to statistical mechanics and dynamics. Whether in its exact or coarse-grained form, the basic idea is intuitively appealing: break down a complex system into a hierarchy of simpler parts. The concept seems so simple—it’s not what divide-and-conquer is all about?—one can easily be deceived and miss the point. When we slap a dynamics on top of the system (think of interacting particles moving about) then the hierarchy itself creates its own dynamics between the layers. This new “renormalized” dynamics can be entirely different from the original one. Crucially, it can be both easier to analyze and more readily expressive of global properties. For example, second-order phase transitions in the Ising model correspond to fixed points of the renormalized dynamics.²

What is the relation to Markov chains? You may have noticed how texts on the subject often dispatch absorbing chains quickly before announcing that from then on all chains will be assumed to be irreducible (and then, usually a few pages later, ergodic). This is renormalization at work! Indeed, although rarely so stated, the standard classification of the states of a Markov chain is a prime example of exact renormalization. Recall that the main idea is to express the chain as an acyclic directed graph, its condensation, whose vertices correspond to the strongly connected components. This creates a two-level hierarchy: a tree with a root (the condensation) and its children (the strongly connected components). Now get the chain going and watch what happens at the root: the probability mass flows entirely into the sinks of the condensation. Check the leaves of the tree for a detailed understanding of the motion. The renormalized dynamics (visible only in the condensation) has an attracting manifold that tells much of the story. If the story lacks excitement it is partly because the hierarchy is flattish: only two levels. Time-varying Markov chains, as we shall soon see, do not suffer from that problem.

Consider an infinite sequence $(g_k)_{k>0}$ of digraphs over the same set of vertices. A temporal random walk is defined in the obvious way by picking a starting vertex in $g_1$, moving to a random neighbor, and then repeating this step in $g_2, g_3,$ etc [6, 7, 14, 19]. The walk is called temporal because it traverses one edge from $g_t$ at time $t = 1, 2, \ldots$. How might one go about classifying the states of this “dynamic” Markov chain? Repeating the condensation decomposition at each step makes no sense, as it carries zero information about the temporal walks. The key insight is to monitor when and where temporal walks are extended. The cumulant graph collects all extensions and, when this process stalls, reboots the process while triggering a deepening of the hierarchy. To streamline this process, we define a grammar with which we can parse the sequence $(g_k)_{k>0}$. The (exact) renormalization framework introduced in this work operates along two tracks: time and network. The first track summarizes the past to anticipate the future while the second one clusters the graphs hierarchically. The method is very general and we expect it to be used elsewhere.

² The idea is very powerful: Ken Wilson won the 1982 Nobel prize in physics and Artur Avila the 2014 Fields medal for their (very different) breakthroughs in the use of renormalization: finding new critical exponents; proving the weak mixing of interval exchange transformations, etc.
Markov influence systems

All finite Markov chains oscillate periodically or mix to a stationary distribution. The key fact about their dynamics is that the timescales never exceed a single exponential in the number of states. Allowing the transition probabilities to fluctuate over time at random does not change that basic fact [1, 9, 10]. Markov influence systems are an entirely different beast. Postponing formal definitions, let us think of a Markov influence system (MIS) as a dynamical system defined by iterating the map \( f : x^\top \mapsto x^\top S(x) \), where \( x \) is a probability distribution and \( S(x) \) is a stochastic matrix that is piecewise-constant as a function of \( x \). We assume that the discontinuities are linear (i.e., hyperplanes). The assumption is not restrictive in any meaningful sense: we explain why with a simple example.

Consider a random variable \( \xi \) over the distribution \( x \) and fix two stochastic matrices \( A \) and \( B \). Define \( S(x) = A \) (resp. \( B \)) if \( \text{var}_x \xi > 1 \) (resp. else); in other words, the Markov chain picks one of two stochastic matrices at each step depending on the variance of \( \xi \) with respect to the current state distribution \( x \). This clearly violates our assumption because the discontinuity is quadratic in \( x \); hence nonlinear. This is not an issue because we can linearize the variance: here, we begin with the identity \( \text{var}_x \xi = \sum_{i,j} (\xi_i - \xi_j)^2 x_i x_j \) and the fact that \( y := (x_i x_j)_{i,j} \) is a probability distribution. We form the Kronecker square \( T(x) = S(x) \otimes S(x) \) and lift the system into the \((n^2 - 1)\)-dimensional unit simplex to get a brand-new MIS defined by the map \( y \mapsto T(y) \). We now have linear discontinuities. This same type of tensor lift can be used to linearize any algebraic constraints.\(^3\) Using ideas from [4], one can go much further than that and base the step-by-step Markov chain selection on the outcome of any first-order logical formula we may fancy (with the \( x_i \)'s as free variables).\(^4\) What all of this shows is that the assumption of linear discontinuities is not restrictive.

We prove that irreducible MIS are almost always asymptotically periodic. (This assumes that \( S(x) \) forms an irreducible chain for each \( x \).) We extend this result to larger families of Markov influence systems. We also give an example of “hyper-torpid” mixing: an MIS that converges to a stationary distribution in time equal to a tower-of-twos in the size of the chain. The emergence of timescales far beyond the reach of standard Markov chains is a distinctive feature of Markov influence systems. We note that the long-time horizon analysis of general systems is still open.

Some intuition

Is there a quick, intuitive explanation why the analysis of MIS should require all of that renormalization machinery? Of course, perhaps it does not and future work will show how to bypass it. But the specific challenges raised by the model are easy to state. The first hurdle is that Markov influence systems are not globally contractive. Worse, the eigenspaces over which they are not may be constantly changing over time. It is this spectral incoherence that renormalization attempts to “tame.” To see why this has a strong graph-theoretic flavor, consider the fact that the stationary distributions may change at each time step and so can their number. The key insight is that these changes can be read off the topology of the graph: for example, the number of sinks in the condensation is precisely equal to the dimension of the principal eigenspace. Renormalization can thus be seen as an attempt to

\(^3\) This requires making the polynomials over \( x_i \) homogeneous, which we can do by using the identity \( \sum_i x_i = 1 \).

\(^4\) The key fact behind this result is that the first-order theory of the reals is decidable by quantifier elimination. This allows us to pick the next stochastic matrix at each time step on the basis of the truth value of a Boolean logic formula with arbitrarily many quantifiers. See [4] for details.
restore coherence to an ever-changing spectral landscape via a dynamic hierarchy of graphs, subgraphs, and homomorphs.

The bifurcation analysis at the heart of our analysis of Markov influence systems follows an approach commonly used in dynamics [2, 16, 21]: the idea is develop a notion of “general position” in order to bound the growth rate of the induced symbolic dynamics. The root of the problem is a clash between order and randomness. (This is the same conflict that arises between entropy and energy in statistical mechanics.) All Markov chains are attracted to a limit cycle (ie, order). Changing the chain at each step introduces pseudorandomness into the process (ie, disorder) and the question is to know which one of the two “forces” of order or disorder will prevail. The conflict is mediated by introducing a perturbation parameter and locating its critical values. We show that, in this case, the critical region forms a Cantor set of Hausdorff dimension strictly less than 1.

Previous work

There is a growing body of literature on dynamic graphs [3, 14, 17, 19] and their random walks [1, 6, 7, 8, 12, 9, 10, 15]. By contrast, as mentioned earlier, most of the research on nonlinear Markov chains has been done within the framework of stochastic differential calculus. The closest analog to the MIS model are the diffusive influence systems we introduced in [4]. The relation is interesting. Random walks and diffusion are dual processes that coincide only when the underlying operator is self-adjoint (which is not the case here). As a rule of thumb, diffusion is easier to analyze because even in a changing medium the constant function is always a principal eigenfunction. As a result, a diffusion model can converge to a fixed point while its dual Markov process does not. The reason the dynamics is so different is that, as has long been known [20], multiplying stochastic matrices from the right is harder than from the left. Our renormalization scheme is new, but the idea of parsing graph sequences is not. We introduced it in [4] as a way of tracking the flow of information across changing graphs. The parsing method we discuss here is entirely different, however: being topological rather than informational, it is vastly more general and, we believe, likely to be useful in other applications of dynamic networks.

2 How to Parse a Graph Sequence

Throughout this work, a digraph refers to a directed graph with vertices in \([n]\) and a self-loop at each vertex. We denote digraphs by lower-case letters \((g, h, \text{etc})\) and use boldface symbols for sequences. A digraph sequence \(g = (g_k)_{k>0}\) is an ordered, finite or infinite, list of digraphs over the vertex set \([n]\). The digraph \(g_i \times g_j\) consists of all the edges \((x, y)\) such that there exist at least an edge \((x, z)\) in \(g_i\) and another one \((z, y)\) in \(g_j\). The operation \(\times\) is associative.

We define the cumulant \(\prod_{k \leq k} g = g_1 \times \cdots \times g_k\) and write \(\prod g = g_1 \times g_2 \times \cdots\) for finite \(g\). The cumulant indicates all the pairs of vertices that can be joined by a temporal walk of a given length. We need additional terminology:

\[\begin{align*}
5 & \text{ For example, consider the product } AB \text{ of two stochastic matrices, where } \text{rank}(B) = 1. \text{ We have } AB = B \text{ whereas } BA \text{ can be any old stochastic matrix of rank 1.}
6 & \text{ The graphs and digraphs (words we use interchangeably) have no multiple edges and } [n] := \{1, \ldots, n\}.
7 & \text{ The sign is meant to highlight the connection with the multiplication of incidence matrices.}
\end{align*}\]
All references to graph ordering are relative to

These are the vertices with no outgoing edges: there is at least one of them; hence would appear as a separate leaf with the root as its parent. Of course, the increase cannot

The parse tree of a (finite or infinite) graph sequence would appear as a separate leaf with the root as its parent. Of course, the increase cannot

The self-loops. (If \((x,y),(y,z)\) are edges of \(ff(g)\) then so is \((x,z)\). Given two graphs \(g,h\) over the same vertex set, we write \(g \leq h\) if all the edges of \(g\) are in \(h\) (with strict inclusion denoted by the symbol \(<\)). Because of the self-loops, \(g,h \leq g \times h\). We easily check that the transitive front of \(g\) is the (unique) densest graph \(h\) such that \(g \times h = g\).

Subgraphs and contractions: Given two digraphs \(g,h\) with vertex sets \(V_h \supseteq V_h\), we denote by \(g,h\) the subgraph of \(h\) induced by \(V_h\). Pick \(U \subseteq V_h\) and contract all these vertices into a single one. By abuse of notation, we still designate by \(g,h\) the graph derived from \(g\) by first taking the subgraph induced by \(V_h\) and then contracting the vertices of \(U\); note that the notation \(g|_{V_h,U}\) would be more accurate but it will not be needed. Given a sequence \(\mathbf{g} = (g_k)_{k \geq 0}\), we use the shorthand \(g|_{h}\) for \((g_k)|_{h}\). Finally, \(K\) denotes the set of all complete digraphs (of any size) with self-loops, while \(K_0\) consists of the complete digraphs with an extra vertex pointing to all the others unidirectionally.

Stem decomposition of \(h\): The strongly connected components of a graph \(h\) form, by contraction, an acyclic digraph called its condensation. Let \(V_1, \ldots, V_\ell\) be the vertex sets from \([n]\) corresponding to the \(\ell\) sinks of the condensation. The remaining vertices of \(h\) induce a subgraph \(h'\) called the stem of \(h\). For each \(i \in [\ell]\), the petal \(h_i\) is the subgraph induced by \(V_i\) if no vertex outside \(V_i\) links to it; else \(h_i\) is the subgraph induced by \(V_i\) and \(h'\), with all the vertices of \(h'\) subsequently contracted into a single vertex and the multiple edges removed (fig.1).

![Figure 1](image)

**Figure 1** The decomposition of \(h\) into its stem \(h'\) and its petals \(h_1, h_2\).

- Transitive front of \(g\): An edge \((x,y)\) of a digraph \(g\) is leading if there is \(u\) such that \((u,x)\) is an edge of \(g\) but \((u,y)\) is not. The non-leading edges form a subgraph \(tf(g)\), called the transitive front of \(g\). We omit the (easy) proof that the transitive front is indeed transitive, ie, if \((x,y)\) and \((y,z)\) are edges of \(tf(g)\) then so is \((x,z)\). Given two graphs \(g,h\) over the same vertex set, we write \(g \preceq h\) if all the edges of \(g\) are in \(h\) (with strict inclusion denoted by the symbol \(<\)). Because of the self-loops, \(g,h \preceq g \times h\). We easily check that the transitive front of \(g\) is the (unique) densest graph \(h\) such that \(g \times h = g\).

The parser

The parse tree of a (finite or infinite) graph sequence \(\mathbf{g}\) is a rooted tree whose leaves are associated with \(g_1, g_2, \ldots\) from left to right; each internal node assigns a syntactical label to the subsequence \(g_i, \ldots, g_j\) formed by the leaves of its subtree. The purpose of the parse tree is to monitor the formation of new temporal walks as time progresses. How to do that begins with the observation that the cumulant \(\prod_{k \leq \ell} \mathbf{g}\) is monotonically nondecreasing. If the increase was strict at each step then the parse tree would be trivial: each graph of \(\mathbf{g}\) would appear as a separate leaf with the root as its parent. Of course, the increase cannot

---

8 For example, \(tf(x \to y \to z)\) is the graph over \(x, y, z\) with the single edge \(x \to y\) (and the three self-loops.) If \(g\) is transitive, then \(tf(g) = g\). The transitive front of a directed cycle has no edges besides the self-loops.

9 For example, ignoring self-loops, \(\{(x,y), (y,z)\} \in K\) and \(\{(x,y), (y,z), (z,y)\} \in K_0\).

10 These are the vertices with no outgoing edges: there is at least one of them; hence \(\ell > 0\).

11 All references to graph ordering are relative to \(\preceq\).
go on forever. How to deal with time intervals within which the cumulant is “stuck” is the whole point of parsing: Short answer: proceed recursively. The grammar consists of only two pairs of productions, (1a,1b) and (2a,2b).

1. Time renormalization

Let \( m \) be the smallest index \( k \) at which \( \prod_{\leq k} g \) achieves its maximal value; write \( g_l = (g_k)_{k < m} \), \( g_r = (g_k)_{k > m} \), and \( h = \lfloor \prod_{\leq m} g \rfloor \). The two productions below cluster time into the relevant intervals.

a. Transitivization. Using a parenthesis system to express the parse tree, the first production supplies the root with at most three children:

\[
g \rightarrow (g_l) g_m (g_r \triangle h) ,
\]

where \( h \) is transitive, and \( g_l \) or \( g_r \) (or both) may be the empty sequence \( \emptyset \). If \( g_r \neq \emptyset \), then \( \prod g_r \prec \prod_{\leq m} g = \prod g \). The right sibling of \((g_l)\) is the terminal symbol \( g_m \) (a leaf of the parse tree) followed by \( g_r \triangle h \). The annotation \( \triangle h \) indicates that \( \prod g_r \preceq h \) and that \( h \) will “guide” the parsing of \( g_r \).\(^{12}\) Observe that \( h \) is available when needed but not earlier. This ensures that the parsing is of the LR type, meaning that it can be carried out bottom-up in a single left-to-right scan.\(^{13}\)

b. Cumulant completion. We parse \( g \triangle h \) in the special case where \( h \) is in \( \mathcal{K} \) or \( \mathcal{K} \otimes 1 \).

Recall that the notation \( \triangle \) implies that \( \prod g \preceq h \). Partition the sequence \( g \) into minimal subsequences \( g_k g_{m_k} \) such that \( \prod g_k \prec h = (\prod g_k) \times g_{m_k} \):

\[
g \triangle h \rightarrow (g_1) g_{m_1} (g_2) g_{m_2} \cdots
\]

The list on the right-hand side could be finite or infinite; if finite, it could be missing the final \( g_{m_k} \). This production is the one doing the heavy lifting in that it establishes a bridge between renormalization and Lyapunov exponents.

2. Network renormalization

Two productions parse the rightmost term in (1a) by recursively breaking down the graph into clusters. This is done either by carving out subgraphs or taking homomorphs. In both cases, it is assumed that \( \prod g \preceq h \) and that \( h \) is transitive but not in \( \mathcal{K} \) or \( \mathcal{K} \otimes 1 \).

a. Decoupling. If the number of connected components \( h_1, \ldots, h_k \) of \( h \) exceeds one, then:\(^{14}\)

\[
g \triangle h \rightarrow (g_{|h_1} \triangle h_1) \| \cdots \| (g_{|h_k} \triangle h_k)
\]

In terms of the parse tree, the node has \( k \) children that model processes operating in parallel. Intuitively, the production decouples the system into the subsystems formed by the components. As we show below, this does not always imply the independence of the respective dynamics, however.

b. One-way coupling. If the undirected version of \( h \) has a single connected component, we use its stem decomposition \( h', h_1, \ldots, h_\ell \) to cluster the digraphs of \( g \):

\[
g \triangle h \rightarrow (g_{|h'} \triangle h') \| \{ (g_{|h_1} \triangle h_1) \| \cdots \| (g_{|h_\ell} \triangle h_\ell) \}\}
\]

---

\(^{12}\) By definition of \( g_m \), no temporal walk from \( g_r \) can extend one from \( (g_k)_{k \leq m} \). This shows that \( (\prod_{\leq m} g) \prod g_r = \prod_{\leq m} g \); hence \( \prod g_r \preceq h \).

\(^{13}\) This is usually a requirement for the bifurcation analysis. If not for that, we could use the simpler production \( g \rightarrow g \triangle h \), instead.

\(^{14}\) This refers to the subgraphs of \( h \) induced by each one of the vertex subsets of the connected components of the undirected version of \( h \).
Since $h$ is neither in $K$ nor in $K\otimes 1$, its stem and petals both exist (with $\ell > 0$). The assumed transitivity of $h$ implies that each $h_i \in K\otimes 1$. We iterate the production if $h'$ is neither in $K$ nor in $K\otimes 1$. System-wise, the symbol $\parallel$ indicates the direction of the information flow. None flows into $g|_{h'} \triangle h'$, so its dynamics is decoupled from the rest. Such decoupling does not hold for the petals, so it is one-way. This allows us to renormalize the stem into a single vertex for the purposes of the petals: the common 1 in all the instances of $K\otimes 1$. In terms of the parse tree, the nodes has $\ell + 1$ children that operate in parallel, with the last $\ell$ of them collecting information from the first one.

Network renormalization exploits the fact that the information flowing across the system might get stuck in portions of the graph for some period of time: we cluster the graph when and where this happens. Sometimes only time renormalization is possible. Consider the infinite sequence $(g_k)_{k>0}$, where $g_k = h_k (\text{mod } n)$ and, for $k = 1, \ldots, n$, $h_k$ consists of the graph at the vertices and edges from $k$ to all $n - 1$ other vertices: the cumulant never ceases to grow until it reaches $K$, at which point the process repeats itself; the parsing involves $n$ applications of (1a) with $g_1 = \emptyset$, followed by infinitely many calls to (1b). There is no network renormalization. Quite the opposite, the case of an infinite single-graph sequence features abundant network renormalization (fig.2).

The depth of the parse tree

It is easily verified that cumulants $\prod g$ lose at least one edge from parent to child, which puts an obvious bound of $n^2$ on the maximal height of the parse tree.\(^{15}\) This quadratic bound is tight. Indeed, consider the sequence $(g_k)$, where $g_{k+1} = h_k (\text{mod } n-1)$ for $0 \leq k \leq (n-2)(n-1)$, and (besides self-loops) $h_k$ consists of the single edge $(k+2, k+1)$ for $k = 0, \ldots, n-2$. The $j$-th copy of $h_k$ adds to the cumulant the new edge $(k+j+1, k+1)$, which creates, in total, a quadratic number of increments. The bounded depth implies that the parse tree for an infinite sequence includes exactly one node with an infinite number of children. That node is expressed by a production of type (1b).

Undirected graphs

Note that the cumulant of a sequence of undirected graphs might itself be directed.\(^{16}\) Suppose that an undirected edge $e$ of the digraph $g$ does not extend any edge of $g$ into a new temporal 2-edge walk.\(^{17}\) Obviously, $e$ must already be in the digraph; furthermore, any vertex linking to one of its endpoints must link to the other one as well. This implies that the undirected transitive front of a directed graph (say, a cumulant) consists of disjoint cliques of undirected edges. This simplifies the parsing since the condensation is trivial and the parsing tree has no nodes of type (2b). The complexity of the parse tree can still be as high as quadratic, however. To see why, consider the following recursive construction: given a clique $C_k$ over $k$ vertices at time $t$, attach to it, at time $t + 1$, a two-edge path $(x, y), (y, z)$, say, at $x$. The cumulant gains the edge $(y, z)$ as well as all $k$ edges joining $y$ to the clique. At time $t + 2, \ldots, t + k + 1$, visit each one of these $k$ edges by using single-edge graphs $g_e$. Each such step will see the addition of a new edge to the cumulant, until it becomes a clique $C_{k+2}$.

\(^{15}\)This differs from the linear-depth trees derived from the flow tracker [4].

\(^{16}\)The product $(x \leftrightarrow y \leftrightarrow z) \times (x \leftrightarrow y \leftrightarrow z)$ has a directed edge from $x$ to $z$ but not from $z$ to $x$.

\(^{17}\)An edge is undirected if both of its directed versions are present in the graph.
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Figure 2 The parse tree of an infinite sequence consisting of the same graph \( g \).

(Note that visiting \((y,z)\) would ruin the whole construction.) The quadratic lower bound on the tree depth follows immediately.

### Backward parsing

The sequence of graphs leads to products where each new graph is multiplied to the right, as would happen in a time-varying Markov chain. Algebraically, the matrices are multiplied from left to right. In diffusive systems (e.g., multiagent agreement systems, Hegselmann-Krause models, Deffuant systems, voter models), however, matrices are multiplied from right to left. Although the dynamics can be quite different, the same parsing algorithm can be used.

Given a sequence \( g = (g_k)_{k>0} \), its backward parsing is formed by applying the parser to the sequence \( \langle g\rangle = (h_k)_{k>0} \), where \( h_k \) is derived from \( g_k \) by reversing the direction of every edge, i.e., \((x,y)\) becomes \((y,x)\). Once the parse tree for \( \langle g\rangle \) has been built, we simply restore each edge to its proper direction to produce the backward parse tree of \( g \).

### The Markov Influence Model

Let \( S^{n-1} \) (or \( S \) when the dimension is understood) be the standard simplex \( \{x \in \mathbb{R}^n \mid x \geq 0, \|x\|_1 = 1\} \) and let \( S \) denote set of all \( n \times n \) rational stochastic matrices. A Markov influence system (MIS) is a discrete-time dynamical system with phase space \( S \), which is defined by the map \( f: x \mapsto f(x) := x^\top S(x) \), where \( S \) is a function \( \mathbb{R}^n \mapsto \mathbb{S} \) that is constant over the pieces of a finite polyhedral partition \( P = \{P_k\} \) of \( \mathbb{R}^n \). We define the digraph \( g(x) \) (and its corresponding Markov chain) formed by the positive entries of \( S(x) \). To avoid irrelevant technicalities, we assume the presence of self-loops in \( g(x) \), i.e., \( S(x)_{ii} > 0 \). In this way, any orbit of an MIS corresponds to a lazy, time-varying random walk with transitions defined endogenously.\(^{19}\) We recall some basic terminology. The orbit of \( x \in S \) is the infinite sequence \( (f^t(x))_{t \geq 0} \) and its itinerary is the corresponding sequence of cells \( P_k \) visited in the process. The orbit is periodic if \( f^t(x) = f^s(x) \) for any \( s = t \) modulo a fixed integer. It is asymptotically periodic if it gets arbitrarily close to a periodic orbit over time.

For convenience, we assume a representation of the discontinuities induced by \( P \) as hyperplanes \( H_i \) of the form \( a_i^\top x = 1 + \delta \), where \( \delta \in \left[\frac{1}{2}, 1\right] \) (for concreteness). Note that the polyhedral partition is invariant up to scaling for all values of the bifurcation parameter,

\(^{18}\) How \( f \) is defined on the discontinuities of the partition is immaterial.

\(^{19}\) As discussed in the introduction, to access the full power of first-order logic in the stepwise choice of digraphs requires nonlinear partitions, which can be handled by a suitable tensor lift.
so the MIS remains well-defined as we vary \( \delta \). The parameter \( \delta \) is necessary for the analysis: indeed, as we explain below in Section 5, chaos cannot be avoided without it. The coefficient of ergodicity \( \tau(M) \) of a matrix \( M \) is defined as half the maximum \( \ell_1 \)-distance between any two of its rows [20]. It is submultiplicative for stochastic matrices, a direct consequence of the identity

\[
\tau(M) = \max \left\{ \|x^T M\|_1 : x^T 1 = 0 \text{ and } \|x\|_1 = 1 \right\}.
\]

Given \( \Omega \subset \mathbb{R} \), let \( L^t_\Omega \) denote the set of \( t \)-long prefixes of any itinerary for any starting position \( x \in \mathcal{S} \) and any \( \delta \in \Omega \). We define the ergodic renormalizer \( \eta = \eta(\Omega) \) as the smallest integer such that, for any \( t \geq \eta \) and any matrix sequence \( S_1, \ldots, S_t \) matching an element of \( L^t_\Omega \), the product \( S_t \cdots S_1 \) is primitive (ie, some high enough power is a positive matrix) and its coefficient of ergodicity is less than \( 1/2 \). We assume in this section that \( \eta = \eta(\mathbb{R}) < \infty \) and discuss in §4 how to remove this assumption via renormalization. Let \( D \) be the union of the hyperplanes \( H_i \) from \( \mathcal{P} \) in \( \mathbb{R}^n \) (where \( \delta \) is understood). We define \( Z_t = \bigcup_{0 \leq k < t} f^{-k}(D) \) and \( Z = \bigcup_{t \geq 0} Z_t \). Remarkably, for almost all \( \delta \), \( Z_t \) becomes strictly equal to \( Z \) in a finite number of steps.

**Lemma 1.** Given any \( \varepsilon > 0 \), there exists an integer \( \nu \leq 2^{O(1)} \| \log \varepsilon \| \) and a finite union \( K \) of intervals of total length less than \( \varepsilon \) such that \( Z = Z_\nu \) for any \( \delta \notin K \).

**Corollary 2.** For \( \delta \) almost everywhere,\(^{20}\) every orbit is asymptotically periodic.

**Proof.** The equality \( Z = Z_\nu \) implies the eventual periodicity of the symbolic dynamics. The period cannot exceed the number of connected components in the complement of \( Z \). Once an itinerary becomes periodic at time \( t_\sigma \) with period \( \sigma \), the map \( f^t \) can be expressed locally by matrix powers. Indeed, divide \( t - t_\sigma \) by \( \sigma \) and let \( q \) be the quotient and \( r \) the remainder; then, locally, \( f^t = g^q \circ f^{t_\sigma + r} \), where \( g \) is specified by a stochastic matrix with a positive diagonal, which implies convergence to a periodic point at an exponential rate. Apply Lemma 1 repeatedly, with \( \varepsilon = 2^{-l} \) for \( l = 1, 2, \ldots \) and denote by \( K_l \) be the corresponding union of “forbidden” intervals. Define \( K^l = \bigcup_{j \geq l} K_j \) and \( K^\infty = \bigcap_{l \geq 0} K^l \); \( \text{Leb}(K^l) < 2^{1-l} \); hence \( \text{Leb}(K^\infty) = 0 \). The lemma follows from the fact that any \( \delta \) outside of \( K^\infty \) lies outside of \( K^l \) for some \( l > 0 \).

The corollary states that the set of “nonperiodic” values of \( \delta \) has measure zero in parameter space. Our result is actually stronger than that. We prove that the nonperiodic set can be covered by a Cantor set of Hausdorff dimension strictly less than 1. The remainder of this section is devoted to a proof of Lemma 1.

### 3.1 Shift spaces and growth rates

The growth exponent of a language is defined as \( \lim_{n \to \infty} \frac{1}{n} \max_{k \leq n} \log N(k) \), where \( N(k) \) is the number of words of length \( k \); for example, the growth exponent of \( \{0, 1\}^* \) is 1. The language consisting of all the itineraries of a Markov influence system forms a shift space and its growth exponent is the topological entropy of its symbolic dynamics [21].\(^{21}\) It can be strictly positive, which is a sign of chaos. We show that, for a typical system, it is zero, the key fact driving periodicity. Let \( M_1, \ldots, M_T \) be \( n \)-by-\( n \) matrices from a fixed set \( \mathcal{M} \) of...

---

\( ^{20} \) Meaning everywhere in \( \frac{1}{2}[-1,1] \) outside a set of Lebesgue measure zero.

\( ^{21} \) Which should not be confused with the topological entropy of the MIS itself.
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primitive stochastic rational matrices with positive diagonals, and assume that \( \tau(M) < 1/2 \) for \( M \in M \); hence \( \tau(M_1 \cdots M_k) < 2^{-k} \). Because each product \( M_1 \cdots M_k \) is a primitive matrix, it can be expressed as \( 1\pi_k^\top + Q_k \) (by Perron-Frobenius), where \( \pi_k \) is its (unique) stationary distribution.\(^{22}\) If \( \pi \) is a stationary distribution for a stochastic matrix \( S \), then its \( j \)-th row \( s_j \) satisfies \( s_j - \pi^\top = s_j - \pi^\top S = \sum_i \pi_i (s_j - s_i) \); hence, by the triangular inequality, \( \| s_j - \pi \|_1 \leq \sum_i \pi_i \| s_j - s_i \|_1 \leq 2\tau(S) \). This implies that

\[
\| Q_k \|_\infty \leq 2\tau(M_1 \cdots M_k) < 2^{1-k}.
\] (1)

Property \( U \)

Fix a vector \( a \in \mathbb{Q}^n \), and denote by \( M^{(\theta)} \) the \( n \)-by-\( m \) matrix with the \( m \) column vectors \( M_1 \cdots M_k, a \), where \( \theta = (k_1, \ldots, k_m) \) is an increasing integer sequence of nonnegative integers in \([T]\). We say that property \( U \) holds if there exists a vector \( u \) such that \( 1^\top u = 1 \) and \( x^\top M^{(\theta)} u \) does not depend on the variable \( x \in \mathbb{S} \).\(^{23}\) Intuitively, property \( U \) is a quantifier elimination device for expressing “general position” for MIS. To see the connection, consider a simple statement such as “the three points \((x, x^2), (x + 1, (x + 1)^2)\), and \((x + 2, (x + 2)^2)\)” cannot be collinear for any value of \( x \). This can be expressed by saying that a certain determinant polynomial in \( x \) is constant. Likewise, the vector \( u \) manufactures a quantity, \( x^\top M^{(\theta)} u \), that “eliminates” the variable \( x \). Note that some condition on \( u \) is obviously needed since we could pick \( u = 0 \). We explain below why \( 1^\top u = 1 \) is the right condition.

\( \blacktriangleright \) Lemma 3. There exists a constant \( b > 0 \) (linear in \( n \)) such that, given any integer \( T > 0 \) and any increasing sequence \( \theta \) in \([T]\) of length at least \( T^{1-\alpha}/\alpha \), property \( U \) holds, where \( \alpha := \mu^{-b} \) and \( \mu \) is the number of bits needed to encode any entry of \( M_k \) for any \( k \in [T] \).

Proof. By choosing \( b \) large enough, we can automatically ensure that \( T \) is as big as we want.\(^{24}\) The proof is a mixture of algebraic and combinatorial arguments. We begin with a Ramsey-like statement about stochastic matrices.

\( \blacktriangleright \) Lemma 4. There is a constant \( d > 0 \) such that, if the sequence \( \theta \) contains \( j_0, \ldots, j_n \) with \( j_i \geq dp_{j(i-1)} \) for each \( i \in [n] \), then property \( U \) holds.

Proof. By (1), \( \| Q_k a \|_\infty < c_0 2^{-k} \) for constant \( c_0 > 0 \). Note that \( Q_k \) has rational entries over \( O(\mu k) \) bits (with the constant factor depending on \( n \)). We write \( M^{(\theta)} = 1a^\top \Pi^{(\theta)} + Q^{(\theta)} \), where \( \Pi^{(\theta)} \) and \( Q^{(\theta)} \) are the \( n \)-by-\( m \) matrices formed by the \( m \) column vectors \( \pi_{k_i} \) and \( Q_k a \), respectively, for \( i \in [m] \); recall that \( \theta = (k_1, \ldots, k_m) \). The key fact is that the dependency on \( x \in \mathbb{S} \) is confined to the term \( Q^{(\theta)} \): indeed,

\[
x^\top M^{(\theta)} u = a^\top \Pi^{(\theta)} u + x^\top Q^{(\theta)} u.
\] (2)

This shows that, in order to satisfy property \( U \), it is enough to ensure that \( Q^{(\theta)} u = 0 \) has a solution such that \( 1^\top u = 1 \). Let \( \sigma = (j_0, \ldots, j_{n-1}) \). If \( Q^{(\sigma)} \) is nonsingular then, because

\(^{22}\) Positive diagonals play a key role here because primitiveness is not closed under multiplication: for example, \( \left\{ \begin{array}{l} 1 \\ 0 \end{array} \right\} \) and \( \left\{ \begin{array}{l} 1 \\ 1 \end{array} \right\} \) are both primitive but their product is not.

\(^{23}\) Because \( x \) is a probability distribution, property \( U \) does not imply \( x^\top M^{(\theta)} u = 0 \); for example, we have \( \left\{ \begin{array}{l} 1 \\ 1 \end{array} \right\} u = 1 \), for \( u = 4 \cdot 1 \).

\(^{24}\) All the constants in this work may depend on the input parameters such as \( n, P \), etc. Dependency on other parameters is indicated by a subscript.
each one of its entries is a rational over $O(\mu j\alpha - 1)$ bits, we have $|\det Q^{(\sigma)}| \geq c_1^{\beta j\alpha - 1}$, for constant $c_1 > 0$. Let $R$ be the $(n + 1)$-by-$(n + 1)$ matrix derived from $Q^{(\sigma)}$ by adding the column $Q^{\nu} \mathbf{a}$ to its right and then adding a row of ones at the bottom. If $R$ is nonsingular, then $Ru = (0, \ldots, 0, 1)^T$ has a (unique) solution in $u$ and property $U$ holds (after padding $u$ with zeroes). Otherwise, we expand the determinant of $R$ along the last column. Suppose that $|\det Q^{(\sigma)}| \neq 0$. By Hadamard’s inequality, all the cofactors are at most a constant $c_2 > 0$ in absolute value; hence, for $d$ large enough,

$$0 = |\det R| \geq |\det Q^{(\sigma)}| - nc_2\|Q_{\mu}a\|_\infty \geq c_1^{\beta j\alpha - 1} - nc_2\alpha 2^{j\alpha} > 0.$$ 

This contradiction implies that $Q^{(\sigma)}$ is singular, so (at least) one of its rows can be expressed as a linear combination of the others. We form the $n$-by-$n$ matrix $R'$ by removing that row from $R$, together with the last column, and setting $u_{\mu, 0} = 0$ to rewrite $Q^{(\sigma)}u = 0$ as $R'u' = (0, \ldots, 0, 1)^T$, where $u'$ is the restriction of $u'$ to the columns indexed by $R'$. Having reduced the dimension of the system by one variable, we can proceed inductively in the same way; either we terminate with the discovery of a solution or the induction runs its course until $n = 1$ and the corresponding 1-by-1 matrix is null, so that the solution 1 works. Note that $u$ has rational coordinates over $O(\mu T)$ bits.

Let $N(T)$ be the largest sequence $\theta$ in $[T]$ such that property $U$ does not hold. Divide $[T]$ into bins $[(\mu k)^k, (\mu k + 1)^k - 1]$ for $k \geq 0$. By Lemma 4, the sequence $\theta$ can intersect at most $2n$ of them, so, if $T > t_0$, for some large enough $t_0 = (\mu k)^O(n)$, there is at least one empty interval in $T$ of length $T/(\mu k)^{2n+1}$. This gives us the recurrence $N(T) \leq T$ for $T \leq t_0$ and $N(T) \leq N(T_1) + N(T_2)$, where $T_1 + T_2 \leq \beta T$, for a positive constant $\beta = 1 - O(\mu)^{1-n}$. The recursion to the right of the empty interval, say, $N(T_2)$, warrants a brief discussion. The issue is that the proof of Lemma 4 relies crucially on the property that $Q_k$ has rational entries over $O(\mu k)$ bits—this is needed to lower-bound $|\det Q^{(\sigma)}|$ when it is not 0. But this is not true any more, because, after the recursion, the columns of the matrix $M(\theta)$ are of the form $M_1 \cdots M_k \mathbf{a}$, for $T_1 + L < k \leq T$, where $L$ is the length of the empty interval and $T = T_1 + T_2 + L$. Left as such, the matrices use too many bits for the recursion to go through. To overcome this obstacle, we observe that the recursively transformed $M(\theta)$ can be factored as $AB$, where $A = M_1 \cdots M_{T_1 + L}$ and $B$ consists of the column vectors $M_{T_1 + L + 1} \cdots M_k \mathbf{a}$. The key observation now is that, if $\mathbf{x} \top B \mathbf{u}$ does not depend on $\mathbf{x}$, then neither does $\mathbf{x} \top M(\theta) \mathbf{u}$, since it can be written as $\mathbf{y} \top B \mathbf{u}$ where $\mathbf{y} = A \top \mathbf{x} \in S$. In this way, we can enforce property $U$ while having restored the proper encoding length for the entries of $M(\theta)$.

Plugging in the ansatz $N(T) = t_0T^\gamma$, for some unknown positive $\gamma < 1$, we find by Jensen’s inequality that, for all $T > 0$, $N(T) \leq t_0(T_1^\gamma + T_2^\gamma) \leq t_0 2^{1-\gamma} \beta^\gamma T^\gamma$. For the ansatz to hold true, we need to ensure that $2^{1-\gamma} \beta^\gamma \leq 1$. Setting $\gamma = 1/(1 - \log \beta) < 1$ completes the proof of Lemma 3.

Define $\phi^k(\mathbf{x}) = \mathbf{x} \top M_1 \cdots M_k$ and let $h_3: \mathbf{a} \top \mathbf{x} = 1 + \delta$ be some hyperplane in $\mathbb{R}^n$. We consider a set of canonical intervals of length $\rho$ (or less): $D_\rho = \{[k\rho, (k + 1)\rho] \cap [-1, 1 vaccines [k \in \mathbb{Z}^n]\}$, where $\ell := [-1, 1]$, $\ell \geq 0$ is the parameter of Lemma 1. Roughly, the “general position” lemma below says that, for most $\delta$, the $\phi^k$-images of any $\rho$-wide cube centered in the simplex $S^n \setminus \Delta$ cannot near-collide with the hyperplane $\mathbf{a} \top \mathbf{x} = 1 + \delta$ for most values of $k \leq T$. This may sound seriously counterintuitive. After all, if the stochastic matrices $M_k$ are the identity, the images do not move, so if the initial cube collide then all of the images will! The point is that $M_k$ is primitive so it cannot be the identity. The low coefficients of ergodicity will also play a key role. Notation: $\alpha$ refers to its use in Lemma 3.

**Lemma 5.** For any real $\rho > 0$ and any integer $T > 0$, there exists $U \subseteq D_\rho$ of size $|U| \leq 2O(\rho T)$, where $c_T$ is independent of $\rho$, such that, for any $\Delta \in D_\rho \setminus U$ and $\mathbf{x} \in S$, there
are at most $T^{1-\alpha}/\alpha$ integers $k \leq T$ such that $\phi^k(X) \cap h_\Delta \neq \emptyset$, where $X = x + \rho l^n$ and $h_\Delta := \bigcup_{s \in \Delta} h_s$.

**Proof.** In what follows, $b_0, b_1, \ldots$ refer to suitably large positive constants. We assume the existence of more than $T^{1-\alpha}/\alpha$ integers $k \leq T$ such that $\phi^k(X) \cap h_\Delta \neq \emptyset$ and draw the consequences: in particular, we infer certain linear constraints on $\delta$; by negating them, we define the forbidden set $U$ and ensure the conclusion of the lemma. Let $k_1 < \cdots < k_m$ be the integers in question, where $m > T^{1-\alpha}/\alpha$. For each $i \in [m]$, there exists $x(i) \in X$ such that $|x(i)^T M_1 \cdots M_{k_i} a - 1 - \delta| \leq \rho$. By the stochasticity of the matrices, $|x(i)^T M_1 \cdots M_{k_i} a| \leq b_0 \rho; \text{ hence } |x^T M_1 \cdots M_{k_i} a - 1 - \delta| \leq (b_0 + 1)\rho$. By Lemma 3, there is a rational vector $u$ such that $1^T u = 1$ and $x^T M^{(\theta)} u = \psi(M^{(\theta)}, a)$ does not depend on the variable $x \in S$; on the other hand, $|x^T M^{(\theta)} u - (1 + \delta)| \leq b_1 \rho$. Two quick remarks: (i) the term $1 + \delta$ is derived from $(1 + \delta)1^T u = 1 + \delta$; (ii) $b_1 \leq (b_0 + 1)||u||_1$, where $u$ is a rational over $O(\mu T)$ bits. We invalidate the condition on $k_1, \ldots, k_m$ by keeping $\delta$ outside the interval $\psi(M^{(\theta)}, a) - 1 - b_1 \rho$, which rules out at most $2(b_1 + 1)$ intervals from $D_{\rho}$. Repeating this for all sequences $(k_1, \ldots, k_m)$ raises the number of forbidden intervals, ie, the size of $U$, to $c_T = 2^{O(\mu T)}$.

#### Topological entropy

We identify the family $M$ with the set of all matrices of the form $S_1 \cdots S_k$ for $\eta \leq k \leq 3\eta$. By definition of the ergodic renormalizer $\eta = \eta(\Omega)$ (for a set $\Omega$ that will be specified later), any $M \in M$ is primitive and $\tau(M) < 1/2$; furthermore, both $\mu$ and $\log |M|$ are in $O(\eta)$. Our next result implies a bound of $\lim_{T \to \infty} T^{-\eta^{-O(1)}} = 0$ on the topological entropy of the shift space of itineraries.

**Lemma 6.** For any real $\rho > 0$ and any integer $T > 0$, there exists $t_\rho = O(\eta \log \rho)$ and $V \subseteq D_{\rho}$ of size $d_T = 2^{O(T)}$ such that, for any $\Delta \in D_{\rho} \setminus V$, any integer $t \geq t_\rho$, and any $\sigma \in L_\Delta$, $\log |\{ \sigma' | \sigma \cdot \sigma' \in L_{\Delta + T} \}| \leq \eta \rho + 1 T^{1-\eta^{-b}},$ for constant $b > 0$.

**Proof.** In the lemma, $t_\rho$ (resp. $d_T$) is independent of $T$ (resp. $\rho$). The main point is that the exponent of $T$ is bounded away from 1. We define the set $V$ as the union of the sets $U$ formed by applying Lemma 5 to each one of the hyperplanes $h_\delta$ involved in $P$ and every possible sequence of $T$ matrices in $M$. This increases $c_T$ to $2^{O(\eta T)}$. Fix $\Delta \in D_{\rho} \setminus V$ and consider the (lifted) phase space $S \times \Delta$ for the dynamical system induced by the map $f_1 : (x, \delta) \mapsto (x^T S(x), \delta)$. The system is piecewise-linear with respect to the polyhedral partition $P_1$ of $\mathbb{R}^{n+1}$ formed by treating $\delta$ as a variable in $h_\delta$. Let $\mathcal{Y}_i$ be a continuity piece for $f_1^i$, ie, a maximal region of $S \times \Delta$ over which the $t$-th iterate of $f_1$ is linear. By the argument to (1), therefore, any matrix sequence $S_1, \ldots, S_k$ matching an element of $L_\Delta$ is such that $S_1 \cdots S = \mathbf{1} \pi^T + Q$, where $||Q||_{\infty} < 2^{-1/\eta}$; hence there exists $t_\rho = O(\eta \log \rho)$ such that, for any $t \geq t_\rho$, $f_1^t(\mathcal{Y}_i) \subseteq (x + \rho l^n) \times \Delta$, for some $x = x(t, \mathcal{Y}_i) \in S$.

Consider a nested sequence $\mathcal{Y}_1 \supseteq \mathcal{Y}_2 \supseteq \cdots \supseteq 25$. We say there is a split at $k$ if $\mathcal{Y}_{k+1} \subset \mathcal{Y}_k$, and we show that, given any $t \geq t_\rho$, there are only $O(\eta T^{1-\alpha}/\alpha)$ splits between $t$ and $t + \eta T$, where $\alpha = \eta^{-b}$, for constant $b$ (see Lemma 3 for definitions). We may confine our attention to splits caused by the same hyperplane $h_\delta$ (since $P$ features only a constant number of them). Arguing by contradiction, we assume the presence of at least $6\eta T^{1-\alpha}/\alpha$ splits, which implies

---

25 Note that $\mathcal{Y}_1$ is a cell of $P_1$, $f_1^t(\mathcal{Y}_{k+1}) \subseteq f_1^t(\mathcal{Y}_k)$, and $S$ is the stochastic matrix used to map $f_1^{t-1}(\mathcal{Y}_1)$ to $f_1^t(\mathcal{Y}_1)$ (ignoring the dimension $\delta$).
that at least $N := 2T^{1-\alpha}/\alpha$ of those splits occur for values of $k$ at least 2$\eta$ apart. This is best seen by binning $[t + 1, t + \eta T]$ into $T$ intervals of length $\eta$ and observing that at least $3N$ intervals must feature splits. In fact, this proves the existence of $N$ splits at positions separated by a least two consecutive bins. Next, we use the same binning to produce the matrices $M_1, \ldots, M_T$, where $M_i = S_{i+1+(j-1)\eta} \cdots S_{i+j\eta}$.

Suppose that all of the $N$ splits occur for values of $k$ of the form $t + j\eta$. In this case, a straightforward application of Lemma 5 is possible: we set $X \times \Delta = f_t^1(\mathcal{Y}_t)$ and note that the functions $\phi^k$ are all products of matrices from the family $\mathcal{M}$, which happen to be $\eta$-long products. The number of splits, $2T^{1-\alpha}/\alpha$, exceeds the number allowed by the lemma and we have a contradiction. If the splits do not fall neatly at endpoints of the bins, we use the fact that $\mathcal{M}$ includes matrix products of any length between $\eta$ and $3\eta$.

This allows us to reconfigure the bins so as to form a sequence $M_1, \ldots, M_T$ with the splits occurring at the endpoints: for each split, merge its own bin with the one to its left and the one to its right (neither of which contains a split) and use the split’s position to subdivide the resulting interval into two new bins; we leave all the other bins alone. This leads to the same contradiction, which implies the existence of fewer than $O(\eta T^{1-\alpha}/\alpha)$ splits at $k \in [t, t+\eta T]$; hence the same bound on the number of strict inclusions in the nested sequence $\mathcal{Y}_t \supseteq \cdots \supseteq \mathcal{Y}_{t+\eta T}$. The set of all such sequences forms a tree of depth $\eta T$, where each node has at most a constant number of children and any path from the root has $O(\eta T^{1-\alpha}/\alpha)$ nodes with more than one child. Rescaling $T$ to $\eta T$ and raising $b$ completes the proof.

### 3.2 Proof of Lemma 1

We show that the nonperiodic $\delta$ intervals can be covered by a Cantor set of Hausdorff dimension less than one. All the parameters below refer to Lemma 6 and are set in this order: $T(\eta)$, $\rho(T, \epsilon)$, and $\nu(T, \rho, \epsilon)$. The details follow. Let $\delta, \Delta$ such that $\delta \in \Delta \in \mathcal{D}_\rho \setminus \mathcal{V}$. Given a continuity piece $C^t \subseteq \mathcal{S}$ for $f^t$, the $(t+T)$-th iterate of $f$ induces a partition of $C^t$ into a finite number of continuity pieces $C^t_1, \ldots, C^t_m$, so we can define $\lambda_{t,T}(C^t) = \sum_i \text{diam}_{\mathcal{E}} f^{t+T}(C^t_i)$. As was observed in the proof of Lemma 6, $\text{diam}_{\mathcal{E}} f^{t+T}(C^t_i) = O(2^{-T/\alpha} \text{diam}_{\mathcal{E}} f^t(C^t))$. That same lemma shows that if we pick $T = 2^{n_2}$, for $b$ large enough then, for any $t \geq \rho$, \begin{equation}
\lambda_{t,T}(C^t) = \sum_{i=1}^m \text{diam}_{\mathcal{E}} f^{t+T}(C^t_i) \leq b2^{g+1}2^{-\alpha-1}b2^{-T/\alpha}\text{diam}_{\mathcal{E}} f^t(C^t) \leq \frac{1}{2}\text{diam}_{\mathcal{E}} f^t(C^t). \tag{3}
\end{equation}

Next we set $\rho = \epsilon/(2d_T)$ so that the intervals of $V$ cover a length of at most $\epsilon/2$. This gives us an extra length of $\epsilon/2$ worth of forbidden intervals at our disposal. For any $t = t_\nu + kT$ large enough, $f^t(\mathcal{S})$ is the union of (possibly overlapping) convex bodies $K_1, \ldots, K_k$. A key observation is that we can prevent any $K_i$ from splitting at time $t + kT$ by keeping $\delta$ outside an interval of length $\text{diam}_{\mathcal{E}} K_i$ for each discontinuity of $f$. By iterating (3), we find that $\lambda_{t,T}(C^t_i) \leq 2^{-k}$. We expand $V$ by adding these intervals, which expands the total length covered by $2^{O(t_\nu)-k}$. To keep this expansion, as stated earlier, below $\epsilon/2$, we set $k = O(t_\rho) + |\log \epsilon|$. It follows that $Z_\nu = Z_{\nu+1}$ for $\nu + 1 = t_\rho + kT$, and hence $Z_t = Z$ for any $t \geq \nu$. In view of $T = 2\nu_2$, $d_T = 2^{O(T)}$, $\rho = \epsilon/(2d_T)$, and $t_\rho = O(\eta \log \rho)$, we

---

26We note the possibility of an inconsequential decrease in $T$ caused by the merges. Also, we can now see clearly why Lemma 5 is stated in terms of the slab $h_\Delta$ and not the hyperplane $h_\delta$. This allows us to express splitting caused by the hyperplane $a' \cdot x = 1 + \delta$ in lifted space $\mathbb{R}^{n+1}$. 27No point $x$ is such that $(a')^{t+1}(x)$ is in $D$ (the union of the discontinuities) but $f^t(x)$ is not. To see why this implies that $Z_{t+1} = Z_t$ for any $t > \nu$, and hence $Z = Z_{\nu}$, suppose that $Z_{t+1} \supsetneq Z_t$, ie,
observe that $|\log \rho| = |\log \varepsilon| + O(T)$, and both $t_\rho$ and $k$ are in $O(\eta |\log \varepsilon| + \eta T)$; hence

$$\nu = t_\rho + kT = O(\eta |\log \varepsilon| T + \eta T^2) = 2^{O(1)} |\log \varepsilon|,$$

which proves Lemma 1.

## 4 Applications

We show how the two sets of techniques developed above, renormalization and bifurcation analysis, allows us to resolve a few important families of MIS.

### 4.1 Irreducible systems

A Markov influence system is called irreducible if the Markov chain $g(x)$ is irreducible for all $x \in S$; with our self-loop assumption, this also means ergodic. All the digraphs $g(x)$ of an irreducible MIS are strongly connected; therefore, in the first instantiation of production (1a) $g \rightarrow (g_r)g_m(g_h \triangle h)$, the right-hand side expands into

$$g \rightarrow (((((g_1)g_2)\cdots)g_{m-1})g_m(g_r \triangle h),$$

with $h \in \mathbb{K}$ and $m < n$. In other words, every step sees growth in the cumulant until it is in $\mathbb{K}$ (the family of all complete digraphs). To see why, assume by contradiction that $\prod_{j \leq k} g_j = \prod_{j \leq k} g_j$ for $k < m$. If so, then $g_k$ is a subgraph of $t f(\prod_{j \leq k} g_j)$. Because the latter is transitive and it has in $g_k$ a strongly connected subgraph that spans all the vertices, it must belong to $\mathbb{K}$; hence $k = m$, which contradicts our assumption. Since the last cumulant is in $\mathbb{K}$, the parsing of $g_r \triangle h$ in (4) proceeds via (1b); hence

$$g \rightarrow (((((g_1)g_2)\cdots)g_{m-1})g_m,$$

$$(((g_{m+1}g_{m+2})\cdots)g_{m-1})g_{m-1} \cdots).$$

It follows that $\eta(\mathbb{R})$ is polynomial in $n$. By Lemma 1 and Corollary 2, this shows that irreducible Markov influence systems are typically asymptotically periodic. We strengthen this result in our next application.

### 4.2 Weakly irreducible systems

We now assume a fixed partition of the vertices such that each digraph $g(x)$ consists of disjoint strongly connected graphs defined over the subsets $V_1, \ldots, V_l$ of the partition. Irreducible systems correspond to the case $l = 1$. What makes weak irreducibility interesting is that the systems are not simply the union of independent irreducible systems. Indeed, note that communication flows among states in two ways: (i) directly, vertices collect information from neighbors to update their states; and (ii) indirectly, via the polyhedral partition $\mathcal{P}$, the sequence of graphs for $V_j$ may be determined by the current states within $V_j$. In the extreme case, we can have the co-evolution of two systems $V_1$ and $V_2$, each one depending entirely on the other one yet with no links between the two of them. If the two subsystems were

that $f^{l+1}(y)$ is in $D$ but $f^{l}(y)$ is not, for $y \in S$; then (a) holds for $x = f^{l-\nu}(y)$, a contradiction. This shows that the continuity pieces for $f^l$ are the same as for any $f^{l+k}$, which implies that the $f$-image of any such piece must fall entirely inside a single one of them. The eventual periodicity of the itinerary follows.
independent, their joint dynamics could be expressed as a direct sum and resolved separately. This cannot be done, in general, and the bifurcation analysis requires some modifications.

As before, the right-hand side of production (1a) expands into (4). The difference is that $h$ is now a collection of disjoint complete digraphs $h_1, \ldots, h_l$, one for each $V_i$. This gives us an opportunity to use network renormalization (2a) to derive

$$g \triangle h \rightarrow (g|_{h_1} \triangle h_1) \parallel \cdots \parallel (g|_{h_l} \triangle h_l).$$

Each $g|_{h_i} \triangle h_i$ is parsed as in (1b) into $(g|_{h_i})^{m_{i1}} (g|_{h_i})^{m_{i2}} \cdots$ (with indices moved up for clarity). For the bifurcation analysis, Lemma 4 relies on the rank-$l$ expansion

$$x^T M^{(\theta)} = \sum_{i=1}^{l} \left( \sum_{j \in V_i} x_j \right) a^T \Pi_i^{(\theta)} + x^T Q^{(\theta)},$$

where (i) $M_1 \cdots M_k = \sum_{i=1}^{l} 1_{V_i} \pi_{i,k} + Q_k$; (ii) all vectors $1_{V_i}$ and $\pi_{i,k}$ have support in $V_i$; (iii) $Q_k$ is block-diagonal and $\|Q_k\|_\infty < 2^{1-k}$; (iv) $\Pi_i^{(\theta)}$ and $Q^{(\theta)}$ are formed, respectively, by the column vectors $\pi_{i,k}$ and $Q_k a$ for $j \in [m]$, with $\theta = (k_1, \ldots, k_m)$. Property $U$ no longer holds, however (see §3.1): indeed, if $l > 1$, it is no longer true that $x^T M^{(\theta)} u$ is independent of the variable $x \in S$. The dependency is confined to the sums $s_i := \sum_{j \in V_i} x_j$ for $i \in [l]$. The key observation is that these sums are time-invariant. We fix them once and for all and redefine the phase space as the invariant manifold $\prod_{i=1}^{l} (S_i, S_i^{[1, i]} )$, which induces a foliation of the original simplex $\mathbb{S}^{n-1}$ via $\mathbb{S}^{l-1}$. The rest of the proof mimics the irreducible case, whose conclusion therefore still applies.

### 4.3 Condensation systems

We now assume that the condensations of the $g(x)$ all share the same transitive reduction.

In other words, the condensations may change with time but all of them feature the same pairs of path-connected vertices. Past the first $n$ steps, a temporal walk will have been set up joining all pairs of path-connected vertices. We ignore the possibility of a call to (2a), which would be handled as in the weakly irreducible case. The parse tree features a node labeled (2b), where the common transitive closure of any $g(x)$:

$$g \triangle h \rightarrow (g|_{h'} \triangle h') \parallel \left\{ (g|_{h_1} \triangle h_1) \parallel \cdots \parallel (g|_{h_l} \triangle h_l) \right\}.$$  

It helps to think of the right-hand side of $h'$ as the absorbing states of a time-varying Markov chain. Every $n$ steps, another temporal walk is established to match any path in $h'$. Let $\sum_{h'} x_i$ be the sum of the probabilities at the nodes of the stem $h'$. It is easy to see that, after every interval of $n$ steps, $\sum_{h'} x_i$ is multiplied by less than $1 - O(1)^{-n} < 1/c$ for constant $c > 1$. We are now ready to reduce the problem to the case of weakly irreducible systems. Indeed, the sums $s_i$ approach a fixed value with an additive error rate of $c^{-n}$, which is fast enough to keep the previous analysis valid. We omit the technical details, which simply recycle the reasoning from the previous sections.

The term “typically” below means almost everywhere, i.e., for $\delta$ in a subset of $\frac{1}{2} [-1, 1]$ of full Lebesgue measure 1. Recall that the result below applies, de facto, to irreducible and weakly irreducible systems.

---

28It is implicit that the vertices of the condensations must match the same set of vertices. Note that the condensations have the same transitive closure and that any system with a time-invariant condensation forms a condensation MIS.
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5  Hyper-Torpid Mixing and Chaos

Among the MIS that converge to a single stationary distribution, we show that the mixing
time can be super-exponential. The creation of new timescales is what most distinguishes
MIS from standard Markov chains. As we mentioned earlier, the system can be chaotic. We
prove all of these claims below.

5.1 A super-exponential mixer

How can reaching a fixed point distribution take so long? Before we answer this question
formally, we provide a bit of intuition. Imagine having three unit-volume water reservoirs
A, B, C alongside a clock that rings at noon and 1pm every day. Initially, the clock is at
2pm and A is full while B and C are empty. Reservoir A transfers half of its contents to B
and repeats this each hour until the clock rings noon. At this point, reservoir A empties into
C the little water that it has left. Next, the clock now rings 1pm and B empties its contents
into A. At 2pm, we resume what we did the day before at the same hour, ie, A transfers half
of its water contents to B, etc. This goes on until some day, at 1pm, reservoir C finds its
more than half full. (Note that the water level of C rises by about 10−3 every day.) At this
point, both B and C transfer all their water back to A, so that at 2pm on that day, we are
back to square 1. The original 12-step clock has been extended into a new clock of period
roughly 1,000. The proof below shows how to simulate this iterative process with an MIS.

▶ Theorem 8. There exist Markov influence systems that mix to a stationary distribution in
time equal to a tower-of-twos of height linear in the number of states.

Proof. We construct an MIS with a periodic orbit of length equal to a power-of-twos. It is
easy to turn it into an orbit with a fixed-point attractor that reaches a stationary distribution
and we omit this part of the discussion. Assume, by induction, that we have a Markov
influence system M cycling through states 1, . . . , p, for p > 1. We build another one with
period c p, for fixed c > 1, by adding a “gadget” to it consisting of a three-vertex graph 1, 2, 3
with probability distribution (x, y, z) ∈ S. We initialize the system by placing M in state 1
(i.e., 2pm in our clock example) and setting x = 1. The dynamic graph is specified by these
rules:
1. Suppose that z > 1/2. If M is in state p, then the graph has the edges (2, 1) and (3, 1);
both are given probability 1 (so that nodes 2, 3 have no self-loops). If M is in any other
state, the graph has only three self-loops, each one assigned probability 1.
2. Suppose that z ≤ 1/2.
   a. If M is in state 1, . . . , p − 2, then the graph has the edge (1, 2), which is assigned
      probability 1/2, as is the self-loop at 1.
   b. If M is in state p − 1, then the graph has the edge (1, 3), which is assigned probability 1
      (hence no self-loop at 1).
   c. If M is in state p, then the graph has the edge (2, 1), which is assigned probability 1
      (hence no self-loop at 2).

Suppose that M is in state 1 and that y = 0 and z ≤ 1/2. When M reaches state p − 1, the
probability vector is (1 − z)22−p, (1 − z)(1 − 22−p), z). At the next step, M is in state p
and the vector becomes (0, (1 − z)(1 − 22−p), z + (1 − z)22−p). If the last coordinate is still at most
1/2, then M moves to state 1 and the vector becomes (1 − z)(1 − 22−p), 0, z + (1 − z)22−p).
The key observation is that z increases by (1 − z)22−p, which is between 21−p and 22−p as
long as \( z \leq 1/2 \). Since \( z \) begins at 0, it will cross the threshold 1/2 after on the order of \( p2^p \) steps. Transfers of mass to vertex 3 only happens when \( M \) is in state \( p-1 \), so at the next step, \( M \) is in state \( p \) and \( z > 1/2 \). The system moves to state 1 and restores its initial vector \((1,0,0)\): the cycle is closed. The construction on top of \( M \) adds three new vertices so we can push this recursion roughly \( n/3 \) times to produce a Markov influence system that is periodic with a period of length equal to a tower-of-twos of height roughly \( n/3 \). We tie up the loose ends now:

- The construction needs to recognize two consecutive states of \( M \): they are labeled \( p-1 \) and \( p \) in our description but, by symmetry, they could be any other consecutive pair. We give each one of these two states their own distinct polyhedral cell. The obvious choice is the unique state satisfying \( z > 1/2 \), which is followed by the only state such that \( x \geq 1 \).
- The basis case of our inductive construction consists of a two-vertex system of constant period \( k \) with initial distribution \((1,0)\). If \( x > 2^{1-k} \), the graph has an edge from 1 to 2 assigned probability 1/2; else an edge from 2 to 1 given probability 1 to reset the system.
- The construction assumes probabilities summing up to 1 within each of \( \lfloor (n-2)/3 \rfloor + 1 \) gadgets, which is clearly wrong. Being piecewise-linear, however, the system suggests an easy fix: we divide the probability weights equally among each gadget and adjust the linear discontinuities appropriately.

### 5.2 Chaos

We give a simple 5-state construction with chaotic symbolic dynamics:

\[
A = \frac{1}{3} \begin{pmatrix}
2 & 1 & 0 & 0 & 0 \\
0 & 1 & 2 & 0 & 0 \\
0 & 0 & 3 & 0 & 0 \\
0 & 0 & 0 & 2 & 1 \\
0 & 0 & 0 & 0 & 3
\end{pmatrix}
\text{if } x_1 + x_2 > x_4
\quad \text{and} \quad
B = \frac{1}{3} \begin{pmatrix}
1 & 0 & 2 & 0 & 0 \\
1 & 2 & 0 & 0 & 0 \\
0 & 0 & 3 & 0 & 0 \\
0 & 0 & 0 & 2 & 1 \\
0 & 0 & 0 & 0 & 3
\end{pmatrix}
\text{else},
\]

for \( x \in \mathbb{S}^4 \). We focus our attention on \( \Sigma = \{ (x_1, x_2, x_4) \mid 0 < x_1 \leq x_4/2 \text{ and } x_4/2 \leq x_2 < x_4 \} \), and easily check that it is an invariant manifold. At time 0, we fix \( x_4 = 1/4 \) and \( x_5 = 0 \); at all times, of course, \( x_3 = 1 - x_1 - x_2 - x_4 - x_5 \). The variable \( y := (2x_2 - x_4)/(2x_1 - x_4) \) is always nonpositive over \( \Sigma \).\(^{29}\) It evolves as follows:

\[
y \leftarrow \begin{cases}
\frac{1}{2} \frac{y+1}{y+1} & \text{if } y < -1 \\
\frac{2y}{y+1} & \text{if } -1 \leq y \leq 0.
\end{cases}
\]

Writing \( z = (y+1)/(y-1) \), we note that \(-1 \leq z < 1\) and it evolves according to \( z \mapsto 2z + 1 \) if \( z \leq 0 \), and \( z \mapsto 2z - 1 \) otherwise, a map that conjugates with the baker’s map and is well known to be chaotic [11].
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Abstract
We analyze a stylized model of co-evolution between any two purely competing species (e.g., host and parasite), both sexually reproducing. Similarly to a recent model of Livnat et al. [11] the fitness of an individual depends on whether the truth assignments on $n$ variables that reproduce through recombination satisfy a particular Boolean function. Whereas in the original model a satisfying assignment always confers a small evolutionary advantage, in our model the two species are in an evolutionary race with the parasite enjoying the advantage if the value of its Boolean function matches its host, and the host wishing to mismatch its parasite. Surprisingly, this model makes a simple and robust behavioral prediction. The typical system behavior is periodic. These cycles stay bounded away from the boundary and thus, learning-dynamics competition between sexual species can provide an explanation for genetic diversity. This explanation is due solely to the natural selection process. No mutations, environmental changes, etc., need be invoked.

The game played at the gene level may have many Nash equilibria with widely diverse fitness levels. Nevertheless, sexual evolution leads to gene coordination that implements an optimal strategy, i.e., an optimal population mixture, at the species level. Namely, the play of the many “selfish genes” implements a time-averaged correlated equilibrium where the average fitness of each species is exactly equal to its value in the two species zero-sum competition.

Our analysis combines tools from game theory, dynamical systems and Boolean functions to establish a novel class of conservative dynamical systems.
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An exciting recent line of work in the theory of computation has focused on the algorithmic power of the evolutionary process (Valiant [22], Livnat et al. [11, 10]). The latter two papers identified as interesting the case of a sexually reproducing, haploidial, and panmictic species, evolving in a fixed environment according to variants of Multiplicative Weights Update
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dynamics [4, 5] – which are typically referred to as “replicator dynamics” in the evolutionary dynamics literature [23]. Curiously, however, Mehta et al. [12] made the discovery that these dynamics lead in the long run (in almost all cases) to a genetic monoculture. This rather contradicts the evidence of natural diversity around us.

Several plausible explanations exist for this discrepancy, including: (a) mutations [13], (b) speciation (e.g., the Bateson-Dobzhansky-Muller model) [9], (c) the mathematical assumptions are too far from reality, (d) “in the long run” is longer than geologic time. There is, however, a long-standing argument, that there is another (and perhaps more important) factor driving diversity; to our knowledge this case was first compellingly laid out by Ehrlich and Raven in 1964 [6]: “It is apparent that reciprocal selective responses have been greatly underrated as a factor in the origination of organic diversity.” (Already Darwin noted the significance of co-evolution, e.g., between orchids and moths that feed on their nectar; but the proposed implication for diversity seems to have come later.) In the ensuing decades this idea played a role in the Red Queen Hypothesis [21] and was advanced as an explanation of an advantage of sexual over asexual reproduction [1].

Apart from empirical study (e.g., [3, 20, 16, 2]), the dynamics of co-evolution have also been studied mathematically, but primarily (explicitly or implicitly) for asexual reproduction – dynamics in which the abundance of a genome changes over time in proportion to its fitness (possibly with mutations), as in the work of Eigen, Schuster and others [7, 8, 15, 18, 19]. The case of sexual reproduction, however, is quite different. There is a good mathematical model for these dynamics, called the “weak selection” model [14], but effects of co-evolution are not yet understood in this model.

We study a specific class of systems in this model, and provide a quantitative study of the evolutionary dynamics of sexual species in highly competitive (“zero sum”) interactions. This study supports the thesis of Ehrlich and Raven, that competition drives diversity, in a strong form: not only does a genetic monoculture not take over, but in fact the entropy of the species’ genomes is bounded away from 0 for all time. Thus we support a rationale for ecosystem diversity without invoking mutation, speciation or environmental change.
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