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The workshop series *Computational Models of Narrative* (CMN) is dedicated to advancing a nascent field: the computationally-grounded science of narrative; we believe that a true science of narrative must adhere to the principle espoused by Herbert Simon in his book *The Sciences of the Artificial*: that without computational modeling, the science of a complex human phenomenon such as narrative will never be successful. This expands the workshop’s purview beyond the limited body of effort that directly incorporates computer simulation and gives us a broad mandate to include a great deal of cognitive, linguistic, neurobiological, social scientific, and literary work—indeed, any research where the researchers have successfully applied their field’s unique insights to narrative in a way that is compatible with a computational frame of mind. We seek work whose results are thought out carefully enough, and specified precisely enough, that they could eventually inform computational modeling of narrative.

In keeping with interdisciplinary nature of the field, the workshop series moves between different communities in order to enhance engagement, cross-pollination, and visibility. CMN’10 was hosted as one of Fall Symposia of the *Association for the Advancement of Artificial Intelligence* (AAAI) in Arlington, VA; CMN’12 was hosted by the *Language Resources and Evaluation Conference* (LREC) in İstanbul. This year, we were associated to the *Annual Meeting of the Cognitive Science Society* held in Berlin. In future years we plan to continue our peripatetic schedule by co-locating with neuroscience conferences and humanities conferences.

This workshop, CMN’13, was a satellite meeting of the *Annual Meeting of the Cognitive Science Society* held in Berlin (31 July to 3 August 2013), immediately preceding our workshop in Hamburg. The workshop organizers also organized a symposium entitled “Computational Aspects of Narratives” at the Berlin conference with Richard Gerrig, Jeffrey Loewenstein, Inderjeet Mani, Jan Christoph Meister, and Richard Young as speakers. The links to cognitive science were emphasized in our call for papers, and a number of papers linking traditional CMN topics to questions of cognitive science are represented in these proceedings.

This year we are proud to offer two best paper awards. First, the *Award for Best Student Paper on a Cognitive Science Topic* goes to Angela Nyhout of the University of Waterloo for her paper “Constructing spatial representations from narratives and non-narrative descriptions: Evidence from 7-year-olds” which was co-authored with Daniela O’Neill. Second, the *Award for Best Student Paper* goes to Graham Sack of Columbia University for his paper “Character Networks for Narrative Generation: Structural Balance Theory and the Emergence of Proto-Narratives.”

Many thanks to our generous sponsors without whom this workshop would not have been possible: The John Templeton Foundation funds the project “What makes stories similar?” at the Universität Hamburg (grant number 20565) which in turn covered the larger part of the infrastructural costs of the workshop; the Minerva Program at the United States Office of the Secretary of Defense and the United States Office of Naval Research Global (ONR-G) provided money for travel grants; and the Cognitive Science Society funded one of our best paper awards.

The host organisations in Hamburg were the *Fachbereich Mathematik* and the *Interdisciplinary Center for Narratology; the Faculteit der Natuurwetenschappen, Wiskunde en Informatica of the Universiteit van Amsterdam* provided important infrastructural support.
We also thank our student assistants which helped us in preparing proceedings and the conference: Varun B. Dwarakanathan for his help in consolidating the bibliographies, and Tanja Auge, Alexander Block and Mira Viehstädt for local support during the conference.
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A Participatory Perspective on the Experience of Narrative Worlds

Richard Gerrig

Department of Psychology
Stony Brook University
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richard.gerrig@stonybrook.edu

Abstract

As people experience narratives, they often behave as if they are participants in the narrative world. This talk embraces that claim to develop a participatory perspective on readers' and viewers' narrative experiences. This perspective asserts, for example, that readers encode participatory responses as reactions to characters' utterances and actions. The talk will review three areas of empirical research that have emerged from this perspective. The first area will be readers' experiences of narrative mysteries—circumstances in which a text raises questions that are not immediately settled. The second area will be the consequences of readers' participation as they weigh in on characters' actions and decisions. The third area will be the potential for changes in people's beliefs and attitudes as a product of their narrative experiences.
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1 Summary

As people experience narratives, they often behave as if they are participants in the narrative world. The core claim of the participatory perspective on readers' and viewers' narrative experiences is that readers regularly encode the types of mental contents they would encode were they really participants in the narrative's events (for a review, see [3]). For example, as people watch real-world events unfold, they are likely to encode preferences for how their acquaintances should behave and express approval or disapproval once those acquaintances have made behavioral decisions. People make parallel types of participatory responses—they encode preferences and evaluations—when they are transported to narrative worlds [2].

Several areas of empirical research have emerged from this perspective. An initial type of research has focused on readers' experiences of narrative mysteries—circumstances in which a text raises questions that are not immediately settled. How might readers respond to such mysteries? One possibility is that readers represent the information in the text without taking note of the mysteries it presents. However, the participatory perspective suggests that readers would attend to these mysteries as if they were real-world participants. By formally encoding such mysteries when they first arise, participants (in real life and as readers) are prepared to assimilate the mysteries' solutions. Research demonstrates several ways in which mysteries structure readers' narrative experiences (e.g., [4, 7]). For example,
information related to mysteries remains prominent in readers' discourse representations when the mystery remains unresolved.

The participatory perspective has also generated research that documents the impact of participatory responses on the time course with which readers assimilate narrative outcomes. For example, Jacovina and Gerrig [6] suggested that readers encode mental preferences when characters make decisions; those preferences affect how readers comprehend narrative outcomes. To test these predictions, Jacovina and Gerrig wrote short narratives in which characters had to make a decision (e.g., whether Sandy should invest her holiday bonus in a safe stock or a risky stock recommended on a blog). Jacovina and Gerrig found that participants were slower to read outcomes sentences that presented mismatches between their preferred action and the outcome. These data suggest that readers encode participatory responses regarding characters’ actions as they read narratives, and that these responses influence the time course with which they comprehend narrative events.

The participatory perspective also casts light on circumstances in which readers’ narrative experiences change their beliefs, attitudes, and behaviors. Researchers have provided a broad range of demonstrations that narrative experiences bring about persuasion (e.g., [8, 5]). The participatory perspective expands theoretical analysis of narrative persuasion by drawing on concepts from social learning theory [1]. Social learning theory suggests that people often learn by observing other individuals who obtain punishment or reinforcement. Because readers and viewers function as participants in narrative worlds, they also experience the vicarious influence of characters’ outcomes. Thus, readers’ beliefs, attitudes, and behaviors may change as they observe characters’ fates.
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Plots as Summaries of Event Chains

Inderjeet Mani
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Abstract

The plot of a narrative addresses what happened, and why. While a number of interesting theories of plot have been explored, it has proved hard in narrative interpretation to automatically compute a representation of the plot. This talk describes how to build a representation of what happened by summarizing temporal chains of events that involve a particular protagonist. These chains, which are based on the work of Chambers, can be summarized by various methods, including pruning subgraphs in the representation. Linguistic challenges include habitual expressions and non-literal language. The talk concludes with suggestions for how to layer causal information on top of the representation of what happened.
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CB-POCL: A Choice-Based Algorithm for Character Personality in Planning-based Narrative Generation*
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Abstract

The quality and believability of a story can be significantly enhanced by the presence of compelling characters. Characters can be made more compelling by the portrayal of a distinguishable personality. This paper presents an algorithm that formalizes an approach previously described for the incorporation of character personality in narrative that is automatically generated. The approach is based on a computational model that operationalizes personality as behavior that results from the choices made by characters in the course of a story. This operationalization is based on the Big Five personality structure and results from behavioral psychology studies that link behavior to personality traits.
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1 Introduction

The presence of interesting and compelling characters is an essential element of narrative composition [14, 6]. Effective characters enable the audience to form a clear mental model of their beliefs, desires, intentions, and morality. This understanding of the characters can lead to a better understanding of the entire story and to a more effective delivery of its content.

Well-defined characters add to the complexity of a story, enhance its discourse, and are vital for the realization of crucial story elements, such as events and dialog [22, 14, 6]. Among the factors that contribute to the effective definition of a character we include: physical attributes, talents, emotions, beliefs, and personality. Characters should portray these factors in an interesting and believable manner. In particular, the depiction of a distinguishable personality is one of the key features that makes a character interesting and compelling.

Characters also play an essential narrative role as agents of change. Change can result both from a character’s actions and from its reaction to the actions of others [6, 22]. Therefore, actions are one of the main techniques used by creative writers to define and describe fictional characters [14, 5, 22]. Further consideration of narrative structure, specifically plot points where branching occurs [4], indicates that choices made by characters can have a direct impact in determining the actions they perform. Additionally, choices may be linked to

* Support for this work was provided in part by NSF award 0941421.
specific personality traits, an idea supported by research in behavioral psychology that has found correlation between people’s actions and their personality [21, 10].

We posit that the link between choice and personality can be used in narrative to enable the perception of specific personality traits. An audience that is made aware of the existence of multiple choices that are available to a character will form an opinion of such character’s personality based on the available choices, the choice selection, and the events that provide a context to the choice. Our approach is thus based on a computational model that operationalizes personality as behavior that results from the choices made by characters in the course of a story.

This paper presents a precise formulation of an idea previously described in [3]. We provide a formalization of the elements used to incorporate choice in planning-based narrative generation. Additionally, we give a detailed description of an algorithm that considerably improves upon, expands, and refines the approach previously proposed. Finally, we discuss a scenario that illustrates in detail the operation of the algorithm during story generation.

2 Background and Related Work

Previous approaches to introduce character personality in automatically-generated narrative have focused primarily on a character’s immediate reaction to events [18, 26]. In contrast, this research focuses on the story as a whole and in particular the role of observable actions and their effect on the mental model that the audience forms when experiencing a story.

2.1 AI Planning

Planning is an artificial intelligence technique used to solve problems by finding a sequence of actions to achieve a goal state from a given initial state [36, 32]. A classical planning problem is represented by three inputs: an initial world state, a desired goal state, and a set of available actions that enable transitioning between world states. One of the applications of AI planning is the automatic generation of narrative.

An approach used in planning is to search through the space of plans. Search tree nodes represent partially ordered plans and edges represent plan refinements [36]. The planning algorithm maintains a partially ordered sequence of actions and a list of causal links [33] that indicate when the effect of an action is required to establish the precondition of another. The planning process starts with a null plan, where the start action has no preconditions and its effects are the literals in the initial state. The goal action has as its preconditions the literals in the goal state and does not have any effects. The algorithm non-deterministically selects an open precondition and chooses an existing or new action that establishes it. When a new action is added to the plan, ordering constraints and causal links are updated if necessary. The planning process succeeds when all preconditions have been satisfied and all the threats have been resolved and fails when the plan structure or bindings become inconsistent.

2.2 Planning-based Narrative Generation

A significant body of work has been dedicated to the development of AI systems for the automatic generation of narrative. The use of AI planners to automatically generate stories was first introduced in systems such as TALE-SPIN [20]. Considerable effort has been dedicated since then to the development and improvement of techniques, algorithms, and architectures to enable the application of the problem solving capabilities of AI planners to the automatic generation of narrative that is both interesting and coherent [31, 29]. It is
important to note that the work presented in this paper follows an approach that is distinct from that used by Riedl and Young in the IPOCL planning algorithm [31]. IPOCL focuses on character intentionality by identifying goals that explain a character’s actions, which is done without considering the character’s personality. In contrast, the approach described in this paper focuses on the use of specific actions to enable the portrayal of specific personality traits. It is envisioned that both approaches can be complementary as part of a solution aimed at producing more coherent and interesting narratives.

The work of Lebowitz on the UNIVERSE system [15] focused on the generation of stories using a plan-based approach combined with predefined character models. The system uses author goals to control the story-generation mechanism and character goals to ensure that their actions reflect their personality and backgrounds. The use of character goals is dependent on the definition of detailed character models based on the concept of stereotypes.

Some of the approaches for the automatic generation of narrative have focused on the implementation of systems that direct the interaction among characters. Work by Assanie on the extension of synthetic characters based on the Soar QuakeBot environment [13] dealt primarily with providing agents with the ability to adjust to changing goals provided by an external narrative manager [2]. One of the design objectives was the implementation of characters able to exhibit behavior that would resemble improvisational actors. Work by Riedl and Stern on drama managers focused on the implementation of semi-autonomous agents that have the ability to fail believably [28]. The system uses various techniques to ensure that agents avoid situations that are in conflict with the goals set by the drama manager and also to behave in a manner that justifies agent failure due to conflict with a goal set by the drama manager.

### 2.3 Emotion Expressed Through Facial and Physical Gestures

Research by Loyall [17] focused on the creation of believable agents, defined as autonomous agents with a rich personality and properties similar to those of characters in the traditional arts (e.g., film). The Hap agent architecture was developed to provide a language that enables authors to describe agent personality in terms of goals and behaviors.

André et al. worked on the development of lifelike characters as a means to improve interaction between humans and virtual characters [1]. Their approach centers on the use of the Five Factor Model model of personality and the OCC [23] theory of emotion to control the affective state of a virtual agent. The affective state determines the behavior, physical gestures, and dialog used by the agent when it communicates with humans.

The work of Doce et al. applied the OCC theory of emotion [23] and the Five Factor Model [11] to create distinguishable personalities in virtual agents [8]. The authors developed a model of personality that applies traits described in the Five Factor model (e.g., extroversion) to affect specific cognitive and behavioral processes, such as coping mechanisms and bodily expressions. The OCC theory of emotion is used to generate emotional states that influence the agent’s planning mechanism and physical expressions [24].

Recent work in the area of virtual agents has focused on a specific subset of character actions: utterances in dialog [18, 26]. Of particular interest to this research is the work of Mairesse and Walker on PERSONAGE, a natural language generator that can be configured to generate dialog to meet a predefined set of personality requirements [18]. PERSONAGE is built on an architecture that uses the Five Factor Model [11] to create a mapping between personality traits and dialog utterances.
Table 1 Big-Five Factors Mapped to Observable Behavior.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Likely Behaviors</th>
<th>Unlikely Behaviors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agreeableness</td>
<td>Honesty</td>
<td>Aggression</td>
</tr>
<tr>
<td></td>
<td>Responsibility</td>
<td>Confrontation</td>
</tr>
<tr>
<td></td>
<td>Ambition</td>
<td>Sabotage</td>
</tr>
<tr>
<td></td>
<td>Empathy</td>
<td>Irritability</td>
</tr>
<tr>
<td></td>
<td>Generosity</td>
<td>Selfishness</td>
</tr>
<tr>
<td>Conscientiousness</td>
<td>Organization</td>
<td>Impulsiveness</td>
</tr>
<tr>
<td></td>
<td>Dutifulness</td>
<td>Lack of ambition</td>
</tr>
<tr>
<td></td>
<td>Achievement</td>
<td>Mischief</td>
</tr>
<tr>
<td></td>
<td>Reliability</td>
<td>Anti-social</td>
</tr>
<tr>
<td></td>
<td>Risk avoidance</td>
<td>Criminal</td>
</tr>
</tbody>
</table>

3 Computational Model of Character Personality

The goal of this research is to facilitate the inclusion of compelling characters in narrative that is automatically generated. We do so by producing character behaviors that adjust: to authorial goals, to story events, and to user interaction. We aim to produce characters that can be distinguished by the visible manifestations of their personality.

We use a behavior model based on the Big Five Personality structure defined by Goldberg [11], which provides the following factors for the classification of personality types:
1. Extroversion
2. Agreeableness
3. Dependability
4. Emotional Stability
5. Culture (or Openness).

Each factor is linked to personality traits that can be mapped to behavioral manifestations, according to results obtained by social psychologists Mehl et al. [21] and Funder and Sneed [10, 21, 10, 35, 19]. A sample mapping is shown in table 1.

Our model uses a solution based on a declarative approach in which character properties are used to dynamically choose the actions they perform. Additionally, the effects of actions are evaluated to gauge whether these show behavior consistent with a character’s personality traits. Finally, actions are considered in conjunction with a contrasting set of alternatives.

4 Definitions

In this section we provide a set of definitions necessary in the description of our algorithm for choice-based character personality. We work within the context of a planning-based narrative generation system, where a plan data structure is used to represent the events of a story and the temporal and causal relationships between them [37, 31].

4.1 Planning-based Narrative Generation

These definitions focus on the use of a partial order planner to generate stories, they are based on the work of Young and Riedl [37, 31].
Definition 1 (State). A state is a conjunction of literals used to describe what is true and what is false in a story world. Any literals not explicitly described in the initial state of the story world are assumed to be false (closed-world assumption [27]).

Definition 2 (Character Name). A character name is a constant symbol that represents a story agent. Character names are unique.

Definition 3 (Action Schema). An action schema is a template for an action that is possible in the story world. An action schema is a tuple \( \langle \text{ActionType}, P, E, V, \text{MainCharacter} \rangle \) where \text{ActionType} is a unique identifier for the action, \( P \) is a set of literals that must be true prior to the execution of the action (preconditions), \( E \) is a set of literals established by the execution of the action (effects), \( V \) is the list of free variables used in the template, and \text{MainCharacter} is a special variable used in the action schema to designate the story character primarily responsible for the execution of the instantiated action. The value of \text{MainCharacter} can be null (\( \emptyset \)).

We use a STRIPS-like representation [9] to describe the set of actions that are available in the story world. Preconditions are represented as a conjunction of all-positive literals, whereas effects may be a conjunct of both positive and negative literals.

For example, the plan step used to represent the story event “the knight kills the evil wizard” is an instance of the following action schema:

\[
\begin{align*}
\text{action} & : \text{action-type kill} \\
: \text{variables} & : ?\text{main} ?\text{char} \\
: \text{main-character} & : ?\text{main} \\
: \text{preconditions} & : \text{(has sword} ?\text{main}) \text{ (alive} ?\text{char}) \\
: \text{effects} & : \text{(dead} ?\text{char})
\end{align*}
\]

Definition 4 (Planning Domain). A planning domain \( \Lambda \) is the set of all action schemas available in the story world.

Definition 5 (Planning Problem). A planning problem is a tuple \( \langle \Lambda, S_0, S_G, C \rangle \) where \( \Lambda \) is a planning domain, \( S_0 \) is a set of literals that specify an initial state of the story world, \( S_G \) is a set of literals that specify a goal state, and \( C \) is a set of character names available in the story world. Each \( c \in C \) is a unique identifier.

Definition 6 (Binding Constraint). A binding constraint on a pair of free variables or constants \((u, v)\) indicates that \( u \) and \( v \) must unify in any well-formed formula. A negated pair \( \neg(u, v) \) indicates that \( u \) and \( v \) cannot unify in any well-formed formula.

For example, the following binding constraints could be used to represent two characters that take part in a story event:

\[
\beta = \{(?\text{main-character, the-knight}), (?\text{char, the-evil-wizard})\}
\]

Definition 7 (Step). A step describes an instance of an action schema in a plan. A step is a tuple \( \langle \text{ActionType}, \text{StepID}, \text{Pre}, \text{Eff}, \beta \rangle \), where \text{ActionType} is the unique identifier of an action schema, \text{StepID} is an identifier for a step that is unique within the plan in which the step occurs, \text{Pre} is the set of step preconditions, \text{Eff} is the set of step effects, and \( \beta \) is a set of binding constraints on free variables in \text{Pre}.

Definition 8 (Ordering Constraints). An ordering constraint over two steps \( s_i \) and \( s_j \) is denoted \( s_i < s_j \), where \( s_i \) and \( s_j \) are steps in a plan and \( s_i \) must execute before \( s_j \) does.
In this representation, plan steps are partially ordered with respect to time [33].

Definition 9 (Causal Link). A causal link is denoted \( s_i \xrightarrow{p} s_j \), where \( s_i \) is a plan step with an effect \( p \) and \( s_j \) is a plan step with a precondition \( p \). Causal links are used to keep track of dependencies between actions that exist when one action establishes a literal that is a precondition for another.

Definition 10 (Plan). A plan is a tuple \( \langle S, B, O, L \rangle \) where \( S \) is a set of unique step identifiers, \( B \) is a set of binding constraints on free variables in \( S \), \( O \) is a set of ordering constraints, and \( L \) is a set of causal links. A plan \( P \) is complete if and only if the following conditions are true:

- Every precondition of every step in \( P = \langle S, B, O, L \rangle \) is satisfied, i.e., \( \forall s_i \in S, s_i = (\text{Pre}, \text{Eff}, B), \forall p \in \text{Pre} \) there is a causal link \( s_i \xrightarrow{p} s_j \in L \).
- All threats have been resolved, i.e., for all causal links in \( s_i \xrightarrow{p} s_j \in L \), there is no step \( s_k \in S \) such that \( s_i < s_k < s_j \) is a valid ordering under \( O \) and that has an effect \( \neg q \), where \( q \) unifies with \( p \).

4.2 Character Choice

These definitions are based on an analysis of creative writing principles and narrative structure, which was introduced in previous work [3]. The analysis focused on the essential role that characters play in the composition of a story and in particular their importance for the realization of key story elements such as events and dialog. We extend the plan-based representation of a story in a manner that enables the implementation of an intelligent action selection mechanism used to model the choices for action made by characters during the course of a story.

Definition 11 (Viable Alternative). A viable alternative over literal \( p \) is a tuple \( \langle P, \text{Prob}, s_{\text{need}}, p, a_i \rangle \), where \( P = \langle S, B, O, L \rangle \), \( \text{Prob} = \langle \Lambda, S_0, S_G, C \rangle \) is a planning problem, \( s_{\text{need}} \in S \), \( p \) is a precondition of \( s_{\text{need}} \), and \( a_i \) is an action schema in \( \Lambda \). We say that schema \( a_i \) is a viable alternative for \( p \) in plan \( P = \langle S, B, O, L \rangle \) just when \( \exists e_i \in \text{Eff}_{a_i} \) such that \( p \) and \( e_i \) unify and there is no effect in \( a_i \) that is the negation of a literal in the preconditions of \( s_{\text{need}} \) in the context of \( B \).

Definition 12 (Unintended Consequence). An unintended consequence with respect to a viable alternative \( a_i \) is a tuple \( \langle P, \text{Prob}, s_{\text{need}}, p, a_i, x_i \rangle \), where \( P = \langle S, B, O, L \rangle \), \( \text{Prob} = \langle \Lambda, S_0, S_G, C \rangle \) is a planning problem, \( s_{\text{need}} \in S \), \( p \) is a precondition of \( s_{\text{need}} \), \( a_i \) is a viable alternative over \( p \), and \( x_i \) is an effect of \( a_i \). We say that \( x_i \) is an unintended consequence of \( a_i \) just when \( x_i \neq p \) and \( \neg \exists q \in \text{Pre}_{s_{\text{need}}} \) such that \( x_i \) and \( q \) unify in the context of \( B \).

Definition 13 (Branching Point). A branching point is a tuple \( \langle P, s_b, s_i, p \rangle \), where \( P = \langle S, B, O, L \rangle \), \( s_b, s_i \in S \), and \( p \in \text{Pre}_{s_i} \). We say that \( s_b \) is a branching point in plan \( P \) just when the following conditions are true:

- Step \( s_b \) can be ordered immediately before \( s_i \), i.e., \( s_b < s_i \) is a valid ordering under \( O \) and \( \neg \exists s_k \in S \) such that \( s_b < s_k < s_i \) is a valid ordering.
- Step \( s_i \) is the first step in a causal chain of events \( s_i, s_{i+1}, \ldots, s_{i+n} \).
- There exists an effect \( e_b \in \text{Eff}_{s_b} \) that unifies with \( p \) in the context of \( B \) and \( p \) is a precondition for \( s_i \).
- Step \( s_b \) can be instantiated from a specific action action schema that has been selected from a set that contains two or more viable alternatives over \( p \).
A branching point represents a narrative event that advances the story by requiring progress toward the story’s goal state through one of at least two possible story paths. This definition is based on the concept of story kernels proposed by Barthes [4, 6].

Definition 14 (Choice). A choice is a tuple $\langle \text{Prob}, \text{BranchingPoint}, A, p \rangle$, where $\text{Prob} = \langle A, S_0, S_G, C \rangle$ is a planning problem, $\text{BranchingPoint} = \langle P, s_b, s_i, p \rangle$, and $A$ is a set of viable alternatives over $p$, such that any action schema $a_i \in A$ may be instantiated to create step $s_b$.

A choice occurs in the story generation process when a branching point exists. Thus, a single step in the plan can be the source of zero or many choices, for example: $\{s_b, \emptyset\}$ represents a step without choices and $\{s_b, a_1\}, \{s_b, a_2\}, \{s_b, a_3\}$ represents a step with multiple choices (where $a_1, a_2, a_3$ are viable alternatives for an effect $p$ established by step $s_b$).

5 The CB-POCL Algorithm

A preliminary version of an algorithm to incorporate choice in a planning-based story generation process was previously introduced in [3]. However, that version was limited because it did not take into account changes needed to support choices in the plan structure. In particular, it did not provide a detailed process for evaluating viable alternatives and establishing their preconditions. The previous version also did not present details on the method used to select specific action schemata for the instantiation of plan steps; details were preliminary both in terms of action selection and in the evaluation of their differences. Further, the algorithm’s definition of the components of a choice within the context of a plan, as well as the elements necessary to support it, was not precise enough to disambiguate the non-deterministic selection of actions in a conventional POCL algorithm from the choice-based selection introduced in the paper. Finally, the previous version of the algorithm presented a method for ranking actions that did not include much detail about its integration with a behavior-based personality model.

This paper presents CB-POCL, an expanded and improved version that addresses in detail the changes to the planning process (see Algorithm 1). The current version is based on the extension of a partial-order causal link planning (POCL) algorithm, such as UCPOP [36, 25], to ensure that choice is treated as a first-class object during narrative generation, i.e., the story structure and contents promote the existence of choices and make their existence evident to the audience. This approach builds on prior research by Young and his colleagues [37, 29, 31, 12]. CB-POCL addresses the limitations of the previous work because it provides a detailed and formalized description of the mechanism used to incorporate choices in stories generated by a POCL process. Further, the definition of the elements and plan structure components needed to represent a choice in a planning context presented here precisely disambiguates the differences between the process for action selection used by conventional POCL algorithms and the algorithm we are developing.

5.1 Algorithm Description

In conventional POCL algorithms, actions are chosen nondeterministically to address open preconditions (flaws) until a complete plan is constructed or the process fails [36]. In our approach, specific actions may be added to the plan to facilitate the depiction of personality traits assigned to a character, e.g., honesty. Furthermore, the plan is built to support the ability to replace such actions with alternatives that depict contrasting personality traits.
The initial invocation of the algorithm is similar to that of UCPOP [36, 25]. The values in \(\langle S, B, O, L \rangle\) are initialized to represent the null plan for the planning problem, and the value of \textit{agenda} is set to the list of conjuncts in the goal state. Additionally, \textit{Choices} is initialized to \(\{\{s_0, \emptyset\}, \{s_G, \emptyset\}\}\), to indicate the lack of choices before the initial step or after the final step. On subsequent invocations of the algorithm, if the agenda is empty, the process succeeds. When flaws remain, one is selected, and the planner attempts to find an action schema or existing plan step whose effects establish the necessary precondition.

In the CB-POCL algorithm the selection is informed by an evaluation of the effects of all valid actions and in particular the unintended consequences that may result from the execution of an action. This is intended to represent a character’s choice to perform a specific action from a set of possible alternatives. Two key factors are used when considering actions: (1) the action is viable and (2) the action can be used to portray a character’s personality. Action evaluation is assisted by the use of an \textit{oracle} function, focusing on the effects of the action upon other story participants. The function gauges whether the effects of a given action show behavior consistent with specific personality traits. This information is then used to determine if the action is part of a group of viable alternatives with enough contrast to clearly demonstrate a choice. For example, a set of alternatives for obtaining money that includes \{\textit{Work}, \textit{Borrow}, \textit{Beg}\} does not provide the same contrast as a set that includes \{\textit{SellFarm}, \textit{Steal}, \textit{Earn}\}. When only one alternative is viable or not enough contrast exists, the planner proceeds with a standard POCL process.

A modified process is used when multiple alternatives are viable, and a choice is added to the plan. The purpose of the modifications is twofold: (1) ensure that the viability of all the alternatives in the set is maintained and (2) preserve the contrast provided by the plan step during subsequent invocations of the planning algorithm. The viability of all the alternatives is ensured in order to create plans where choices exist, i.e., any of the viable alternatives in a set can be replaced with a member of the same set and the plan remains complete. To ensure viability, the union of the preconditions of all the alternatives is added to the agenda and these are treated as any other flaw. To preserve contrast, we flag the causal link drawn from the effect of the added step and the step whose flaw is being resolved \(s_{\text{need}}\). The flag is used to prevent the use of the same effect to solve other flaws, which would lessen the significance and clarity of the choice. The step is flagged to prevent its use in the plan unless it is in circumstances where it may enhance the portrayal of personality characteristics (e.g., honesty, aggression, or responsibility).

One of the potential problems that may result from the addition of choices to the plan is the existence of orphan steps, i.e., plan steps whose only purpose is to establish a precondition for one of the viable alternatives introduced by a choice. The following procedure is used when dealing with choice-related flaws in order to prevent the instantiation of orphan steps:  
1. The use of steps that already exist in the plan is favored over the addition of new steps.  
2. If using an existing step is not possible, the Initial State Revision (ISR) algorithm developed by Riedl and Young [30] is applied. ISR partitions the initial state of a planning problem into three sets: atomic ground sentences known to be \textit{true} \((T)\), atomic ground sentences known to be \textit{false} \((F)\), and atomic sentences whose truth value is \textit{undetermined} \((U)\). The \(U\) set represents knowledge about the story world for which the author does not have a preference. ISR eliminates the flaw by committing to the value of a sentence in \(U\), enabling a causal link from the choice to the initial step \(s_0\).  
3. If revision of the initial state is not applicable, a new step is added to the plan.

Other aspects of the POCL process work as expected, including: bindings update, causal link protection, failure detection, and the recursive invocation of the algorithm. Details of the functions that implement modified processes are provided in the following sections.
Algorithm 1 CB-POCL((S, B, O, L), Agenda, \(\Lambda\), Choices)

1: if agenda is empty then return \((S, B, O, L)\) \(\triangleright\) Success, return the plan

2: end if

3: Select a flaw from the agenda. Each flaw in the agenda is represented by a pair \((p, \text{s}_{\text{need}})\), where \(\text{s}_{\text{need}} \in S\) and \(p\) is a precondition of \(\text{s}_{\text{need}}\).

4: \(S_{\text{add}} = \text{GetViableAlternatives}(p, \text{s}_{\text{need}}, \langle S, B, O, L \rangle)\), where each item in \(S_{\text{add}}\) is either a brand new step instantiated from one of the schemas in \(\Lambda\) or an existing plan step that can be consistently ordered prior to \(\text{s}_{\text{need}}\).

5: if \(S_{\text{add}} = \emptyset\) then return failure \(\triangleright\) No viable alternatives exist, a plan cannot be constructed.

6: end if

7: if \(\text{Count}(S_{\text{add}}) > 1\) then \(\triangleright\) Update the plan structure

8: Choice = true \(\triangleright\) Annotate the step to indicate that it is part of a choice

9: \(\text{s}_{\text{need}}\).choice = true

10: end if

\(\triangleright\) Non-deterministically choose one of the viable alternatives

11: \(s_c, \text{Contrast-set, Consistent-bindings} = \text{ChooseAction}(p, \text{s}_{\text{need}}, S_{\text{add}}, \langle S, B, O, L \rangle, \text{Rank})\)

\(\triangleright\) Update causal links, bindings, and ordering constraints

12: \(L' = L \cup \{s_c \rightarrow p \text{ s}_{\text{need}}\}\)

13: if Choice = true then

14: Annotate the causal link, \(s_c \rightarrow \text{s}_{\text{need}}\), to indicate that it is part of a choice

15: end if

16: \(B' = B \cup \{(u, v)\mid (u, v) \in MGU(q, p, B)\} \text{ and } q\) is an effect of \(s_c\)

17: \(O' = O \cup \{s_c < \text{s}_{\text{need}}\}\)

18: if Choice = true then \(\triangleright\) Update the list of available choices, if applicable

19: Choices' = Choices.

20: for each viable alternative \(s_i\) in \(S_{\text{add}}\) do

21: Let Choices' = Choices' \cup \{\text{s}_{\text{need}}, s_i\}

22: end for

23: end if

24: \(S' = S\) and agenda' = agenda \(\triangleright\) Update the plan steps and the agenda

25: for each alternative \(s_i\) in \((s_c \cup \text{Contrast-set})\) do

26: if \(s_i \notin S'\) then

27: Add \(\{\text{preconditions}(s_i)\setminus MGU(q, p, B), s_i\}\) to agenda'

28: Add preconditions\((s_i)\) to the preconditions list of \(s_c\)

29: end if

30: end for

31: \(B' = B' \cup \text{Consistent-bindings}\)

32: Add \(s_i\) to \(S'\)

33: for each causal link \(l = s_i \rightarrow s_j\) in \(L\) do \(\triangleright\) Causal link protection

34: for each plan step \(s_t\) that threatens \(l\) do \(\triangleright\) Nondeterministically choose one

35: Promotion: If consistent, let \(O' = O' \cup \{s_j < s_t\}\)

36: Demotion: If consistent, let \(O' = O' \cup \{s_t < s_i\}\)

37: if neither Promotion nor Demotion can be chosen then return failure

38: end if

39: end for

40: end for

41: if \(B'\) is inconsistent then \(\triangleright\) Recursive invocation

42: return failure

43: else

44: Call CB-POCL(\(\langle S', B', O', L' \rangle\), agenda', \(\Lambda\), Choices')

45: end if
5.2 The GetViableAlternatives Function

The GetViableAlternatives\((p, s_{\text{need}}, (S, B, O, L))\) function returns a set of actions newly instantiated from schemas in the planning domain library \((\Lambda)\) or existing steps from the current plan that have \(p\) in their effects. An action \((a_i)\) selected as a viable alternative must also be performed by a character whose personality the author wants to portray. Viable alternatives are evaluated to gauge whether their execution results in unintended consequences that show personality traits for a character. Choices are added to the plan only when the set of viable alternatives provides enough contrast to clearly portray a character’s personality. When contrast does not exist, an action is chosen nondeterministically following the standard POCL process. For example, when all the viable alternatives result in unintended behavior consistent with honest behavior (a trait of agreeable personalities).

Algorithm 2 The GetViableAlternatives\((p, s_{\text{need}}, (S, B, O, L))\) function

1: \(A = \emptyset\)
2: if \(s_{\text{need}}:\text{main-character} = \text{null}\) then \(\triangleright\) Only consider steps by a main character
3: \(A = \) Nondeterministically choose any existing step \(s_i \in S\)
4: OR a new action instantiated from \(\Lambda\), such that the ordering constraint
5: \(s_i < s_{\text{need}}\) is consistent with \(O\), \(s_i\) has an effect \(q\) that unifies with \(p\) given \(B\),
6: and \(s_i\) is not a step used in a Choice.
7: return \(A\)
8: else \(\triangleright\) Prepare the initial list of viable alternatives
9: \(A = \) Select all existing steps \(s_i \in S\) or new actions instantiated from \(\Lambda\),
10: such that the ordering constraint \(s_i < s_{\text{need}}\) is consistent with \(O\),
11: \(s_i\) has an effect \(q\) that unifies with \(p\) given \(B\), \(s_i: choice = \text{false}\), and
12: \(s_{\text{need}}:\text{main-character}\) unifies with \(s_i:\text{main-character}\) given \(B\).
13: \(\triangleright\) Evaluate the alternatives to check for contrast
14: \(A' = \) RankActions\((A, C, p, s_{\text{need}}, (S, B, O, L))\)
15: if Count\((A') \geq 2\) and Rank\((A'_{\text{first}}) \neq \text{Rank}(A'_{\text{last}})\) then
16: return \(A'\)
17: else \(\triangleright\) Contrast does not exist
18: return \(\) (Nondeterministically choose an action from \(A'\))

5.3 The RankActions Function:

This function evaluates a set of viable alternatives to gauge their compliance with the personality traits of a character. The output is a list of actions in descending order of compliance (see algorithm 3). An action’s compliance with a personality trait is based on how closely the action is indicative of behavior that is typically associated with such trait, e.g., avoidance of others in the case of introversion.

5.4 The ChooseAction Function

The ChooseAction\((p, s_{\text{need}}, S_{\text{add}}, (S, B, O, L))\) function uses a selection mechanism informed by the personality traits of the character that performs the action and also by the context in
Algorithm 3 RankActions(Actions, Characters, p, s\textsubscript{need}, (S, B, O, L))

1: for each action \( a_i \) in Actions do
2: \( \text{Rank}_i = 0 \)
3: \( \triangleright \) Evaluate the unintended consequences of the action
4: for each character \( c_j \) in Characters do
5: for each effect \( e_k \) established by \( a_i \) where \( e_k \neq p \) and \( e_k \) does not unify with any other precondition of \( s\textsubscript{need} \) do
6: for each personality trait \( t_l \) assigned to \( c_j \) do
7: \( \text{Rank}_i = \text{Rank}_i + \text{EvaluateEffect}(\text{character}, e_k, t_l, (S, B, O, L)) \)
8: end for
9: end for
10: end for
11: end for
12: \( A' = \text{Sort Actions by their corresponding rank in descending order} \)
13: return \( (A', \text{Rank}) \)

which such action takes place. The output of the function is a triple containing an action in \( S\text{add} \) that represents the personality traits of a given character, a corresponding set of contrasting alternatives, and a set of bindings that ensure the consistency between the elements in the contrast set and \( s\text{need} \). These bindings are the minimal set of bindings that ensure that there are no conflicts within the set of all the preconditions of \( s\text{need} \) and all the preconditions of the viable alternatives, thus guaranteeing their consistency with the plan. In this version of the algorithm, we use a behavior model that is a hand-crafted approximation of the Big Five structure [11].

Algorithm 4 The ChooseAction(p, s\textsubscript{need}, S\textsubscript{add}, (S, B, O, L), Rank) function

1: \( C = \text{The set of story characters such that } s\text{need}:\text{main-character} \)
2: \( \text{unifies with } s_i:\text{main-character given } B \)
3: \( \triangleright \) Invoke the oracle function
4: Choice = Nondeterministically choose an action from \( S\text{add} \) that portrays the personality traits of \( s\text{need}:\text{main-character} \) within the current story context.
5: \( \triangleright \) For each alternative that is consistent with the character’s personality, determine its contrasting set
6: Contrast-set = Select the subset of actions from \( S\text{add} \) that provides the most contrast with Choice.
7: Consistent-bindings = Consult \( B \) and then compute the set of bindings that ensure consistency between all the elements in Contrast-set and \( s\text{need} \).
8: return \( (\text{Choice}, \text{Contrast-set}, \text{Consistent-bindings}) \)

5.5 The Oracle Function for Trait Evaluation

An action \( a_i \) is said to demonstrate a personality trait \( t_k \) if its unintended consequences result in a state of the world that is consistent with behavior typical of people who score high on such trait. An action \( a_i \) is said NOT to demonstrate personality trait \( t_k \) if its unintended consequences result in a state of the world that is consistent with behavior that is typical of people who score low on the same trait. In a similar manner, the preconditions
Table 2 Rule for Generous Behavior – Effect.

<table>
<thead>
<tr>
<th>Rule Name</th>
<th>GiveUpItems</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rule Type</td>
<td>Effect</td>
</tr>
<tr>
<td>Applies To</td>
<td>Agreeableness: generosity</td>
</tr>
</tbody>
</table>
| Parameters  | An action’s unintended consequence \( \Phi(x_1, x_2, \ldots, x_n) \), where \( \Phi() \) is a predicate and \( x_1, x_2, \ldots, x_n \) are variables. The current plan, \( \langle S, B, O, L \rangle \).
A character, \( c \).
OBJECT() is a predicate, such that OBJECT(\( x_i \)) = True if \( x_i \) represents a physical object in the story world, e.g., car, plane, sword, a bag of gold. |
| Description | ▶ If any of the variables is bound to an entity that is of type OBJECT
▶ check whether the action’s unintended consequence is the negation of a predicate
▶ that is currently true. Then check the character’s personality.
  affectsObjects = False
  for each variable \( x_i \) in the action’s unintended consequence do
    if OBJECT(\( x_i \)) = True
      affectsObjects = True
    end if
  end for
  if affectsObjects = True AND
    One of the variables in \( \langle x_1, x_2, \ldots, x_n \rangle \) represents character \( c \) AND
    None of the variables in \( \langle x_1, x_2, \ldots, x_n \rangle \) represents characters other than \( c \) AND
    \( \Phi(x_1, x_2, \ldots, x_n) \) is the negation of a predicate that is currently true then
      return 1
    else
      return -1
    end if
  else
    return 0
  end if |

that must exist prior to the execution of an action can demonstrate behavior consistent with specific personality traits. An action \( a_i \) is said to demonstrate a personality trait \( t_k \) if the preconditions needed for its execution indicate a state of the world that is the result of behavior typical of people who score high on such trait. An action \( a_i \) is said NOT to demonstrate personality trait \( t_k \) if the preconditions needed for its execution indicate a state of the world that is the result of behavior typical of people who score low on such trait.

Initially we focus on the basic case in which given one personality trait, for a specific character, the planner evaluates the viable alternatives and selects the one most consistent with the trait. Note that effects and preconditions common to all the actions in a set of viable alternatives are ignored because they do not provide information to help differentiate the alternatives from each other.

5.5.1 Effects Evaluation:

The purpose of the EvaluateEffect(Character, \( e_j, t_k, \langle S, B, O, L \rangle \)) function is to gauge whether an action’s effect demonstrates behavior that is consistent with a personality trait. We do this by considering the resulting state of the story if such an effect is established. For example, an action that results in the loss of treasure would be consistent with the behavior
of a highly agreeable character, who is expected to act in a generous manner as indicated in table 1. In contrast, a non-agreeable character would be less willing to give up treasure and instead be more inclined to make choices that do not result in a state in which possessions are lost. This function applies all the rules of the appropriate type to the effect and character, in the context of the current partial plan, and returns an average of the score computed after applying all rules.

To enable the evaluation of effects, we use a declarative mapping between personality traits and behaviors. This mapping is implemented as an extensible set of behavioral rules that when applied can be used to evaluate individual effects. The rules are placed in a domain-independent knowledge base that can be maintained by the user. An example of a behavioral rule is shown in table 2.

### 6 Sample Scenario: A Hero’s Quest

#### 6.1 Story Argument

Princess Kayla has been kidnapped by the evil dragon Gomez. Joe, a local townsman, has been asked to rescue her. If Joe is to succeed in his quest, he must first obtain a sword that will enable him to slay Gomez and perform the rescue.

In this scenario, we consider Joe to be highly agreeable. Behavior that can be expected of him includes: honesty, responsibility, interaction, empathy, and generosity. Likewise, Joe is unlikely to exhibit behaviors such as aggression, sabotage, irritability, and selfishness. The story plan will be constructed to include choices that show behavior consistent with Joe’s personality.

#### 6.2 Scenario Alternatives

Consider a scenario where in order to obtain the sword Joe faces a choice from three alternatives: (1) he can buy the sword, (2) he can steal the sword through treachery, or (3) he can attack someone to take away the sword. Each one of these alternatives has a specific set of effects and preconditions that when added to the plan create a different version of the story. The contrast between the story produced by the chosen alternative and those that would result from the selection of the other alternatives is used to represent the act of making a choice – Joe’s choice in this context. Furthermore, the selection of a specific alternative is determined by the personality traits that have been previously assigned to Joe. The plan is also constructed to support the alternate story paths that would result from the contrasting alternatives.

#### 6.3 Action Schemata

The following action schemata are used to implement the alternatives in the scenario. Note that not all the actions used in the sample plan are included, just those with particular relevance to this discussion.
(action
:action-type Buy
:variables ?item ?buyer ?seller
:main-character ?buyer
:preconditions (has ?item ?seller)
  (has gold ?buyer)
  (knows ?buyer ?seller)
:effects (has gold ?seller)
  (not (has gold ?buyer))
  (has ?item ?buyer))

(action
:action-type Steal
:variables ?item ?char ?victim
:main-character ?char
:preconditions (has ?item ?victim)
  (confused ?victim)
:effects (upset ?victim)
  (has ?item ?char)
  (not (has ?item ?victim)))

(action
:action-type Fight
:variables ?attacker ?victim
:main-character ?attacker
:preconditions (knows ?victim ?attacker)
  (has sword ?victim)
:effects (hurt ?victim)
  (has sword ?attacker)
  (not (has sword ?victim)))

(action
:action-type Polish
:variables ?char ?item ?location
:main-character ?char
:preconditions (at village ?char)
:effects (has gold ?char))

6.4 Story Generation Walkthrough

Consider the partial story plan shown in figure 1, which shows the Start and End steps of the plan. At this point only the initial invocation of the algorithm has taken place and no steps have been added to address any open preconditions. After a few recursive invocations of CB-POCL, we may have the partial plan shown in figure 2. Note that the preconditions of the End step have been addressed by the addition of two new plan steps: Slay and Rescue. However, the addition of the new steps results in new preconditions that must also be addressed, in particular (has sword Joe) for the Slay step.
Figure 1 Sample Scenario – Initial Story Plan. In this figure, the rectangular boxes indicate steps in the plan. Time flows roughly horizontally downward. Initially, the start and end steps are the only steps in the plan.

Figure 2 Sample Scenario – Partial Story Plan. In this figure, the rectangular boxes indicate steps in the plan. Time flows roughly horizontally downward. Solid arcs from one step to another indicate a causal link between the source step’s effects and the destination step’s preconditions.

Figure 3 Partial Story Plan with Viable Alternatives Under Consideration. In this figure, steps drawn with dashed lines indicate viable alternatives that do not actually appear in the final plan used to generate the story. These are flagged as being part of a choice, which makes it possible to use them during discourse generation to help convey the existence of such choice. Similarly, dashed arcs indicate causal links that could potentially provide the needed condition from a viable alternative to a specific step; however, these links do not appear in the final plan. A box with a double border indicates a choice.
On a later invocation of the algorithm, we could have the situation shown in figure 3. The graph includes a set of viable alternatives being considered by CB-POCL to address the (has Sword Joe) precondition of the Slay step. Note that the addition of any of the alternatives – Buy, Steal, or Fight – establishes the necessary precondition to enable the execution of the Slay step. However, each of the alternatives has different effects not needed for the execution of the Slay step (unintended consequences). Evaluation of the unintended consequences by the oracle function would determine that the Buy alternative is more representative of a character with a highly agreeable personality and that Steal and Fight are appropriate contrasting options. Additionally, note that the oracle function also considers the (has gold Joe) precondition of the Buy option, which can be established by the Polish action further depicting behavior in accordance with that expected of a highly agreeable character. A highly agreeable character will choose the option of buying the sword, even though the precondition of having gold requires the extra effort of polishing armor and the buy action represents a loss of personal treasure. In contrast, a non-agreeable character will choose one of the remaining options because neither performing extra work to obtain gold nor giving it up in exchange for the sword is consistent with a non-agreeable personality.

Figure 4 shows the plan after the (has Sword Joe) precondition of the Slay step has been addressed by the addition of the Buy step. Steps to enable the execution of the Buy step have also been added. Alternate story paths based on the other two viable alternatives (Steal, Fight) are shown with a dashed border to illustrate that they could be part of the plan, yet they are not. Steps shown with a dashed border are not included in the final plan used to generate the story; however, since these are flagged as being part of a choice it may be possible to use them during discourse generation to help convey the existence of such choice. Also, the ordering of the Travel actions is important in this scenario because the main character must have visited all three locations (village, tavern, forest), which cannot be done simultaneously hence proper sequencing of these steps is required. Note that CB-POCL will ensure that the necessary supporting steps can be added to the completed plan by also addressing the corresponding preconditions: (confused Blacksmith) and (knows Blacksmith Joe). ISR is applied to set the precondition that indicates who has the sword, which is needed for any of the alternatives being considered.

7 Discussion and Future Work

7.1 Algorithm Limitations

The CB-POCL algorithm currently does not guarantee that all the steps added to the plan are consistent with a character’s personality traits. For example, in the scenario previously described the Use Potion step needed to enable the Steal viable alternative is not consistent with the agreeable personality of the character (Joe). A more robust version of the process used to construct the plan should take into account the entire chain of events that result from the addition of a viable alternative and not just the immediate steps. Additionally, plans produced by the algorithm may contain truncated action sequences that have been added only to establish preconditions for a viable alternative. Even though CB-POCL is designed to reduce the addition of isolated actions by favoring the use existing plan steps or applying Initial State Revision, there is no guarantee that truncated action sequences will never be part of a plan. Future work on this research will include exploring methods to further mitigate and ideally eliminate the occurrence of such sequences. Finally, this work in its current form does not address the limitations that stem from the inability to determine the completeness of a plan until the planning process has stopped. Working with a complete plan would be the ideal environment to identify the optimal structure and contents
Figure 4 Partial Plan Showing Alternate Story Paths Based on Choice. In this figure, dotted arcs indicate causal links that are established from the initial state via initial state revision. In this figure, steps drawn with dashed lines indicate viable alternatives that do not actually appear in the final plan used to generate the story. These are flagged as being part of a choice, which makes it possible to use them during discourse generation to help convey the existence of such choice. Similarly, dashed arcs indicate causal links that could potentially provide the needed condition from a viable alternative to a specific step; however, these links do not appear in the final plan. A box with a double border indicates a choice.

to portray specific personality traits. However, since this is not feasible, future versions of CB-POCL should incorporate techniques to obtain an approximation of the knowledge needed to improve the plan structure while plan refinement is still in progress.

7.2 Planned Algorithm Enhancements

The current version of the algorithm does not consider action preconditions during the initial evaluation of viable alternatives. Preconditions are necessary for a personality-based action selection process when we reflect on their relevance to the state of the story world prior to the execution of an action. The need to establish a particular precondition may also result in the addition of other actions to the plan, thus providing more opportunities to portray a character’s behavior. In addition to the elements considered for individual choices, it is necessary to consider changes to the process used to construct the plan structure. The algorithm should enable operations such as: changing the ordering of actions currently in the plan, increasing or reducing action decomposition, changing or introducing a causal chain of events, and dynamically introducing behavior-related constraints. These modifications would facilitate the construction of plans that treat choice as a first-class object. Finally, the action selection process presented in this paper uses a step-wise approach when reasoning about choices during story construction. An improved version of the algorithm should extend the model to enable reasoning about sub-plans and action decomposition.

7.3 Behavioral Model

The oracle function mentioned in this document must be replaced by a robust behavioral model that is less dependent on knowledge engineering and thus more flexible in its use.
Such a model will implement an operationalization of principles identified by behavioral psychology research, such as that of Mehl et al. and Funder and Sneed [21, 10].

One of the possibilities being considered for this component is the implementation of a model based on the goal-based hierarchical taxonomy proposed by Chulef, Reed, and Walsh [7]. The taxonomy includes 135 achievement goals identified through experimentation. Additionally, the authors propose conceptual relationships between personality traits and specific goals in the hierarchy.

Applying the concept of goal hierarchies, personality could be implemented as a set of goals of varying importance. For example, being likable, following social norm, and safety. In this model, the importance of specific goals can be determined by the personality traits they are associated with. Furthermore, characters could have goals of two types: communal and individual [34]. Another factor to consider is that goals require stimuli that activates them and resources that enable their achievement [34]. These affect the likelihood of enacting behavior. Goals can also be seen as incentives or deterrents for behavior. Finally, conflict may also have a role in the expression of personality. For example, when a character’s goals are frustrated this could result in aggressive behavior. Highly social-goal oriented individuals are less likely to behave in an uncivil manner when they experience frustration [16].

8 Conclusion

This paper presents the next step toward the development of an intelligent mechanism that enables the automatic generation of narrative that elicits the perception of distinct character personalities without the need of a labor-intensive process. The solution is based on a declarative approach, in which character properties and the story context are used to model the choices that determine the set of actions that they perform in the course of the story.

The approach described extends a conventional POCL algorithm to ensure that choice is treated as a first-class object. The planner’s data structures and supporting processes are modified to this effect. Additionally, the nondeterministic selection of actions is replaced by a mechanism that incorporates choice as a key component of the story generation process. Furthermore, personality is operationalized in terms of the behavior that results from the choices made by characters as they perform their role in the narrative.

Finally, an essential part of our future work will be to validate whether narratives generated using the CB-POCL algorithm result in characters whose personality traits are distinguishable to human audiences. We plan to conduct user studies designed to measure whether character behavior generated by the algorithm elicits in the audience the perception of corresponding personality traits.
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Abstract

We position a narrative-centred computational model for high-level knowledge representation and reasoning in the context of a range of assistive technologies concerned with visuo-spatial perception and cognition tasks. Our proposed narrative model encompasses aspects such as space, events, actions, change, and interaction from the viewpoint of commonsense reasoning and learning in large-scale cognitive systems. The broad focus of this paper is on the domain of human-activity interpretation in smart environments, ambient intelligence etc. In the backdrop of a smart meeting cinematography domain, we position the proposed narrative model, preliminary work on perceptual narrativisation, and the immediate outlook on constructing general-purpose open-source tools for perceptual narrativisation.
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1 Introduction: Cognitive Interpretation by Narrativisation

Narratives have been a focus on study from several perspectives, most prominently from the viewpoint of language, literature, and computational linguistics; see for instance, discourse analysis and computational narratology [1, 13, 14, 12]. From the viewpoint of commonsense reasoning, and closely related to the computational models of narrative perspective, is the position of researchers in logics of action and change; here, narratives are interpreted as “a sequence of events about which we may have incomplete, conflicting or incorrect information” [16, 18]. As per McCarthy [15], “a narrative tells what happened, but any narrative can only tell a certain amount. A narrative will usually give facts about the future of a situation that are not just consequences of projection from an initial situation”. The interpretation of narrative knowledge in this paper is based on these characterisations, especially in regard to the commonsense representation and reasoning tasks that accrue whilst modelling and reasoning about the perceptually grounded, narrativised epistemic state of an autonomous
The smart meeting cinematography domain focuses on professional situations such as meetings and seminars. A basic task is to automatically produce dynamic recordings of interactive discussions, debates, presentations involving interacting people who use more than one communication modality such as hand-gestures (e.g., raising one's hand for a question, applause), voice and interruption, electronic apparatus (e.g., pressing of a button), movement (e.g., standing-up) and so forth. The scenario consists of people-tracking, gesture identification closed under a context-specific taxonomy, and also involves real-time dynamic collaborative co-ordination and self-control of pan-tilt-zoom (PTZ) cameras in a sensing-planning-acting loop. The long-term vision is to benchmark with respect to the capabilities of human-cinematographers, real-time video editors, surveillance personnel to record and semantically annotate individual and group activity (e.g., for summarisation, story-book format digital media and promo generation).

agent pertaining to space, actions, events, and change [2]. In particular, this encompasses a range of inference patterns such as: (a) spatio-temporal abduction for scenario and narrative completion [3]; (b) integrated inductive-abductive reasoning with narrative knowledge [7]; (c) narrative-based postdiction for abnormality detection and planning [8].

Perceptual Narratives. These are declarative models of visual, auditory, haptic and other observations in the real world that are obtained via artificial sensors and/or human input. Declarative models of perceptual narratives can be used for interpretation and control tasks in the course of assistive technologies in everyday life and work scenarios, e.g., behaviour interpretation, robotic plan generation, semantic model generation from video, ambient intelligence and smart environments (e.g., see narrative based models in [10, 11, 17, 3, 7, 8]).

High-Level Cognitive Interpretation and Control. Our research is especially concerned with large-scale cognitive interaction systems where high-level perceptual sense-making, planning, and control constitutes one of many AI sub-components guiding other low-level control and attention tasks. As an example, consider the smart meeting cinematography domain in Listing 1. In this domain, perceptual narratives as in figure 1 are generated based on perceived spatial change interpreted as interactions of humans in the environment. Such narratives explaining the ongoing activities are needed to anticipate changes in the environment, as well as to appropriately influence the real-time control of the camera system.

To convey the meaning of the presentation and the speakers interactions with a projection, the camera has to capture the scene including the speakers gestures, slides, and the audience. E.g., in figure 1, when the speaker explains the slides, the camera has to capture the speaker and the corresponding information on the slides. To this end, the camera records an overview shot capturing the speaker and the projection, and zooms on the particular element when the speaker explains it in detail, to allow the viewer to follow the presentation and to get the necessary information. When the speaker continues the talk, the camera focuses on the speaker to omit unnecessary and distracting information. To capture reactions of the audience, e.g., comments, questions or applause, the camera records an overview of the attending people or close-up shots of the commenting or asking person.
Figure 1 Cognitive Interpretation and Control by Perceptual Narrativisation.

Figure 2 Perceptual Narratives of Depth, Space, and Motion.
Perceptual Narrative Generation for Activity Interpretation

Systems that monitor and interact with an environment populated by humans and other artefacts require a formal means for representing and reasoning about spatio-temporal, event and action based phenomena that are grounded to real public and private scenarios (e.g., logistical processes, activities of everyday living) of the environment being modelled. A fundamental requirement within such application domains is the representation of dynamic knowledge pertaining to the spatial aspects of the environment within which an agent, system, or robot is functional. This translates to the need to explicitly represent and reason about dynamic spatial configurations or scenes and, for real world problems, integrated reasoning about perceptual narratives of space, actions, and change [2]. With these modelling primitives, the ability to perform predictive and explanatory analyses on the basis of sensory data is crucial for creating a useful intelligent function within such environments [7].

Perceptual Narratives of Space and Motion

To understand the nature of perceptual narratives (of space, and motion), consider the aforediscussed work-in-progress domain of smart meeting cinematography (Listing 1). The particular infrastructural setup for the example presented herein consists of Pan-Tilt-Zoom (PTZ) capable cameras, depth sensors (Kinect), and a low-level vision module for people tracking (whole body, hand gesture, movement) customised on the basis of open-source algorithms and software. With respect to this setup, declaratively grounded perceptual narratives capturing the information in figure 1 is developed on the basis of a commonsense theory of qualitative space (Listing 2), and interpretation of motion as qualitative spatial change [9]. In particular, the overall model as depicted in figure 2 consists of:

- **Space and Motion**: A theory to declaratively reason about qualitative spatial relations (e.g., topology, orientation), and qualitative motion perceived in the environment and interpret changes as domain dependent observations in the context of everyday activities involving humans and artefacts.

- **Explanation of (Spatial) Change**: Hypothesising real-world (inter)actions of individuals explaining the observations by integrating the qualitative theory with a learning method (e.g., Bayesian and Markov based (logic) learning) to incorporate uncertainty in the interpretation of observation sequences.

- **Semantic characterisation**: as a result of the aforementioned, real-time generation of declarative narratives of perceptual data (e.g., RGB-D) obtained directly from people/object tracking algorithms.

Hypothesised object relations can be seen as building blocks to form complex interactions that are semantically interpreted as activities in the context of the domain. As an example consider the sequence of observations in the meeting environment depicted in figure 2.

Region P elongates vertically, region P approaches region Q from the right, region P partially overlaps with region Q while P being further away from the observer than Q, region P moves left, region P recedes from region Q at the left, region P gets disconnected from region Q, region P disappears at the left border of the field of view

To explain these observations in the ‘context’ of the meeting situation we make hypothesis about possible interactions in the real world.

Person P stands up, passes behind person Q while moving towards the exit and leaves the room.
To represent space and spatial change we consider spatio-temporal relations [6] holding between individuals in the environment, i.e., topology, orientation, size, movement. Combinations of spatial and temporal relations serve as observations describing perceived phenomena in the real world. The theory is implemented using CLP(QS) [4], which is a declarative spatial reasoning framework that can be used for representing and reasoning about high-level, qualitative spatial knowledge about the world. CLP(QS) implements the semantics of qualitative spatial calculi within a constraint logic programming framework (amongst other things, this makes it possible to use spatial entities and relations between them as native entities). Furthermore it provides a declarative interface to qualitative and geometric spatial representation and reasoning capabilities such that these may be integrated with general knowledge representation and reasoning (KR) frameworks in artificial intelligence.

The semantic interpretation of activities from video, depth (e.g., time-of-flight devices such as Kinect), and other forms of sensory input requires the representational and inferential mediation of qualitative abstractions of space, action, and change. Such relational abstractions serve as a bridge between high-level domain-specific conceptual or activity theoretic knowledge, and low-level statistically acquired features and sensory grammar learning techniques. Generation of perceptual narratives, and their access via the declarative interface of logic programming facilitates the integration of the overall framework in bigger projects concerned with cognitive vision, robotics, hybrid-intelligent systems etc. In the smart meeting cinematography domain the generated narratives are used to explain and understand the observations in the environment and anticipate interactions in it to allow for intelligent coordination and control of the involved PTZ-cameras.

3 Immediate Outlook

The smart meeting cinematography scenario presented in this paper serves as a challenging benchmark to investigate narrative based high-level cognitive interpretation of everyday interactions. Work is in progress to release certain aspects (pertaining to space, motion, real-time high-level control) emanating from the narrative model via the interface of constraint logic programming (e.g., as a Prolog based library of depth–space–motion). We also plan to release general tools to perform management and visualisation of activity interpretation data.
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Abstract

We present the ongoing activities and the first results achieved in a research project concerning the understanding of narrative in the high school. Students and teachers experimented with new ways to learn linguistic and digital skills, by using a collaborative learning environment built around the novel I Promessi Sposi. We analyzed the literary text, extracting social networks of characters and other fundamental narrative elements (sequences, locations, etc.), in order to provide the students with appropriate tools and resources to conduct their own inquiries on the novel.
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1 Introduction

In this paper we describe the ongoing activities and the first results achieved in a research project concerning the understanding of narrative in the high school. The project partners are four Italian high schools (in the province of Trento), the Human Language Technology research unit at FBK-irst, two small enterprises, and two public educational organizations (IPRASE and Centro Formazione Insegnanti). The research project Sharing Educational Content (Sèduco) aims to study, develop and test digital tools for the creation, management and sharing of educational resources in the Italian upper secondary school (age 14 to 18).

Two ongoing activities in the project are concerned with the topic of narrative understanding:

- the linguistic and narratological analysis, with computational tools, of the historical novel I promessi sposi (The Betrothed) by Alessandro Manzoni,
- the collaborative creation of an anthology of Italian literature, which is named Antologia 2.0.

* This work was partially supported by Provincia Autonoma di Trento.
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This paper focuses on the first issue. Students and teachers experimented with new ways to learn linguistic and digital skills, by using a collaborative learning environment\footnote{http://seduco.cross-library.com/promessisposi/} built around the novel \textit{I Promessi Sposi}. This educational application can be considered an example of “semantic mashup” for narrative, a discovering method which is gaining attention and it is considered attractive by general users (see for example \url{http://lotrproject.com}) as well as a good training camp by researchers. In agreement with Inderjeet Mani, we believe “that computational narratology has the potential to revolutionize the way we create and study literature” \cite{6}.

The remainder of the paper is organized as follows. Section 2 briefly describes the \textit{Promessi Sposi} learning environment. Section 3 presents the basic ontology underlying the system. Section 4 describes the social networks of narrative interactions created and used in the environment.

\section{The learning environment as a semantic mashup}

\textit{I promessi sposi} is a very important Italian novel written by Alessandro Manzoni and published in its final illustrated version in 1840. For many and various reasons it was recognized as a work representing the cultural and linguistic unity of Italy and rapidly became a book read and studied in the secondary high school. Today it constitutes a difficult matter of study for students because of the growing distance from its themes, matter, and linguistic flavor (nineteenth century vocabulary and syntax).

The work can be – in a typical postmodern way – rebuilt while keeping it intact. This has been done by making it the center of a universe of relation, tools and activities.

Relations: around the work relations are built first of all among schools whose students work on the text, among schools and SMEs, and among schools and territorial institutions.

Tools: we built a set of tools allowing the students to browse the text following characters in theirs wanderings, to pay attention to a specific place in order to look at passing by characters, to explore the text by means of social network graphs, and so on.

Activities: in addition to “exploration” activities, students can link self-made reports, photographs, images (such as the drawings by Francesco Gonin), other texts, bibliographic references to the appropriate passages.

The basis for this rebuilding of the work has been the annotation of the novel for entity mentions and narrative sequences. We annotated a version of Promessi sposi \cite{7} for Entity mentions of type Person (characters) and Location using two NER tools (TextPro by FBK-HLT and Sophia Semantic Engine by CELI). The automatic annotation were manually corrected. The novel has been split into sequences, that is the basic narrative units studied in high schools, (chunks of text) concerning a specific action or place or character. Dialogs, being the object of a specific interest, constitute always distinct sequences. Given this criteria, this operation has been done by humans.\footnote{A portion of the resulting dataset will be available to the research community.}

What actually happens is that students can browse the novel following characters or searching for places, can find the sequences pertaining to their interest, can read them, can publish content related to a specific sequence or to a block of sequences linking it to them, can study graphs showing relations between characters based on their co-presence in the same place or on their being part of a same dialogue.

\footnote{http://seduco.cross-library.com/promessisposi/}
Even technical institute students, with a few literary interests, have enjoyed the novel and they succeeded in performing linguistic and narrative analysis that would not have been possible in a traditional frontal lesson based solely on the paper book.

3 Ontological modelling of *I Promessi Sposi*

An interactive application with such a rich set of contents has faced the task of finding a good balance between exploiting all the information (acquired via automated or manual annotation) and avoid its explosion in terms of conceptual complexity.

Our treatment of *I Promessi Sposi* contains different sets of entities, which are linked by means of relations: the novel itself, discourse elements (Chapters, Paragraphs, Textual chunks), narrative elements (Sequences, Agents and Locations).

As for the novel, we considered the FRBR (Functional Requirements for Bibliographic Records) model [5], which distinguishes between the abstract Work from its Expressions (e.g., different revisions by the author) and its Manifestations.

Discourse elements, such as chapters and paragraphs, are defined by the author, and – given a certain edition – they are fixed. Ontologically, in order to treat this subset of entities, we reused classes from DoCO, from the SPAR (Semantic Publishing And Referencing) set of ontologies [9].

Narrative elements are the most interesting in this learning environment. We defined our own subclasses for a sequence: signally, Narrative (including Dialogues and Monologues), Descriptive and Reflexive kinds of sequences. Sequences are in many-to-many relation with paragraphs. A narrative sequences is linked to a location (the place of the narrative unit), to characters which act in it, and possibly to speakers, which are not necessarily the same.

Characters are, for the most part, persons or group of persons. A relevant exception is played by the *Divine Providence*, which can be considered as an agent in Manzoni’s work. For these reasons we adopt the Friend Of A Friend (FOAF) vocabulary [3], which provides the class foaf:Agent with subclasses foaf:Person and foaf:Group, with the property foaf:member to link a group (such as the bravi, in our case) to its members.

The notion of character is not a class in our model, because we interpret it as a role played by an agent in a work. For this reason we modelled character as an OWL object property between a foaf:Agent and a frbr:Work.

Places and locations play a particular role in the model, for they can be regions, municipalities (such as Milan, Lecco) as well as relative locations (e.g., Lucia’s house). Another geographic information in the novel is given by journeys between locations. In order to structure places – e.g., declaring that Lucia’s house is in Lecco – we reuse the parentFeature property from the GeoNames ontology [10]. Another aspect about the places deals with the changing of places in time: some historical places do not exist anymore, have changed name or have changed status (e.g., the home of Lucia was in Acquate, formerly a municipality, now a neighborhood in Lecco). Again, we use the GeoNames ontology when possible and custom properties when necessary. In the context of the application these aspects are related to two maps depicting the places of the novel: namely, a XVIIth century map of northern Italy, and the current Google map.

4 SNA in *I Promessi Sposi*

In narratology, SNA (Social Network Analysis) has been used mostly as a new instrument for the study of plot evolution. By the extraction of the interactional networks of characters
from narrative works and the subsequent synthesis of the obtained data in network graphs it is possible to open a whole new perspectives to better comprehend the dynamics and the structure of a narrative plot. Even excluding the numerous quantitative analysis options available, the mere rearrangement of the narration from the written context to a fairly clear and understandable display – where the whole plot is summarized in a single eidetic structure – represents a powerful explanatory enhancement [8]. This SNA analytical approach has already been employed with a fairly large selection of different literary text, ranging from Shakespeare’s tragedies [8] to Lewis Carroll’s *Alice in Wonderland* [1], including the whole Marvel comics universe [2].

However, the vast heuristic potential of quantitative network analysis methods has rarely been employed for studying a text as structured and as complex as *I Promessi Sposi* is. In addition, it is the first time it is used in an educational context (high schools), as far as we know. The composite narration of Alessandro Manzoni’s most famous work comprises plentiful flashbacks, historical and ethical excursuses, changes in the main narration perspective. Such narrative complexity challenges the heuristic potential of SNA techniques: the available methodologies must be carefully selected and polished to obtain the most effective analytical tool. While the identification of the network’s “nodes” with the characters of the studied texts is a choice common to the absolute majorities of literary researches that employed network analysis methodologies, the definition of “edges” appears less immediate and more difficult. One option, in such sense, focuses on “conversational edges” [4], where an edge is formed between two characters/nodes every time the studied text features an explicit dialogue between aforementioned characters.

The graph in Figure 1 represents the complete conversational network of *I Promessi Sposi*, elaborated with the SNA visualization software Gephi. The dimension of each node is due to the number of conversational interactions ("degree" in SNA terminology) in which that node’s character is involved: in fact the largest node, in the very middle of the graph, embodies Renzo Tramaglino, the me lead of the novel. The thickness of each “edge” is directly correlated to the number of interactions between the relative couple of nodes: if a dyad of characters shares many dialogues, the edge that tie their node will be more thick. Different colors distinguish each community of characters (that is a set of highly interconnected nodes).

Remarkably, the community optimization algorithm perfectly recognizes the various “narrative blocks” of characters interactions: for example, the group of green nodes at the left of Renzo, quite isolated from the rest of the network, identifies one of the novel’s most famous flashbacks, centered on the origin of Gertrude’s character.

Alongside the “conversational network”, we have also extracted a second network from *I Promessi Sposi*: while the nodes still represent the main characters of the novel, this time an edge between two characters identify their co-occurrence in the same narrative sequence. The graph in Figure 2 illustrates this second action-oriented network. As it is possible to notice even at a first glance, while the general structure of the two networks is similar, there are few interesting differences: for example, in the second graph the node Lucia Mondella, the main female character, has a slightly larger degree than the one of Renzo, and achieve the status of larger hub of the graph. This is particularly interesting since the main plot of the book splits very soon into 2 separate narrative lines, one for each of the titular betrothed lover. According to our graphs, role of Lucia is more action-oriented while the one of Renzo more involved in conversational interactions.

The twofold SNA approach used, however, revealed not to be only a valuable visualization/summarizing education tool, but also a powerful instrument per a deeper exploration of the text’s narrative structure and characters dynamics. With results that sometimes go
Exploring the Betrothed Lovers

beyond the mere teaching/learning scope that is the main focus of our project. In fact, thanks to the quantitative metrics obtained from the two characters network, it was even possible to open new perspective of narrative analysis and to discover aspects unknown (and unexpected) even to our team’s experts in the work of Alessandro Manzoni. For example, while investigating on the relational “importance” of each character in the novel through the evaluation of betweenness centrality (a measure of brokerage centrality, that is the value of a node as bridge between other nodes in a given network), we were surprised to find out that some characters considered moderately secondary have an higher value than some of the main actors of the plot. Figures like “il Griso” – the main antagonist’s sidekick – and even more “Agnese” – Lucia’s mother – play a way stronger bridging role in the relational balance than stronger narrative characters like the charismatic villain (then reformed helper) “Imominato” or the iconic “Don Abbondio”. This is just one example of the many analytic exploration perspectives opened by the SNA approach, perspectives than can be investigated by both students and the researchers, taking advantage of the nature of versatile research tool – and not only passive visualization solution – of the network graph.
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Abstract

How do narratives influence moral decision-making? Our ongoing studies use serial reproduction of narratives, that is multiple retellings as in the telephone game, of morally ambiguous situations. In particular, we tested stories that include a minor misdemeanor, but leave open whether the wrongdoer will be punished by a bystander. It turns out that serial reproduction (retelling) of stories tends to eliminate the possibility of intervention by the bystander under certain conditions. We reason that this effect can be explained either by preferences of the readers or by the reader’s discomfort to get involved. A second finding is that retellings of third-person narratives of moral situations lead to a higher degree of change and invention of the outcome than first-person narratives.
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1 Introduction

The large question informing our research is how narratives shape the way people think about moral issues. One aspect of this question concerns moral choice in ambiguous situations. We discuss the conditions under which narratives support moral ambiguity or moral clarity.
The approach we use is serial reproduction of narratives [1] as in the telephone game or, in German, “Stille Post”.

Most types of narrative deal with morally relevant situations, ranging from stories involving good or bad characters to ethical dilemmas. This is true for everyday reports of events, gossip (tracking who did what and why), and also for narrative fiction, which rarely does not deal with morally charged events. In general, we assume that narratives are not neutral with regard to morality and that moral issues are at the core of story-telling [5]. One of the questions following from our assumption is whether narratives support moral ambiguity or tend toward polarized solution of moral dilemmas.

One could speculate, for example, that moral reasoning often is the product of narrative apprehension, that is induced by particular narrative structures and not necessarily by moral content per se. In this case, one could suggest that it makes for better stories if there are many sides to an event which elicit and engage moral cognition. This is in line with narratologists’ theories of the event that stress that each narrative event induces at least two different interpretations or competing contexts [2]. Such theories reach back to Goethe’s articulation of the “unheard of event” [4]. Complex moral issues without a clear solution could be seen as a form of the multifaceted nature of events. If so, effective story-tellers might overemphasize moral ambiguity for narrative suspense (to engage attention, memory, and intensity). An opposite opinion could hold that narratives provide a system to deal with and resolve moral dilemmas. This could mean that narratives display morally charged events in such a way to expose all relevant features and thereby lead toward dissipating moral tensions. In the first case, we would expect to see narratives holding on to or overemphasizing moral problems and ambiguity. In the latter case, we would expect narratives leading toward a solution and thereby resolving moral conflicts.

To test this question, we have employed serial reproductions of narratives in a set of experiments, each containing a morally charged situation. In serial reproduction, a participant reads the narrative and then attempts to reproduce it, in writing, from memory alone. The reproduced story is then given to another participant, who attempts to reproduce it for the next participant. Here we ask what happens if a story with a morally ambiguous event or character gets serially repeated. Is the moral ambiguity increased, maintained, or reduced?

Prior research dealing with serial reproduction of narratives suggests that a “minimally counter-intuitive” event in a story might be most optimal for stories and should be maintained more accurately over a series of reproductions (or periods of time in memory studies) than narratives with no counter-intuitive events or “maximally counter-intuitive” events [9]. The studies by Norenzayan et al. did not focus explicitly on moral choices and moral ambiguity. Instead they dealt with events in fairy-tales. Still, we wonder to which degree the “minimally counter-intuitive” events also present the most morally relevant situations since they involve a moral problem that begs for a plausible solution.

However, we speculate that the moral pressure to achieve a resolution can in specific situations outweigh the narrative demand of retaining complexity (or suspense). For this pressure-to-a-resolution, it is not relevant whether moral reasoning leads to a resolution or simple quick side-taking or rush decision-making. In fact, quick side-taking may be key since humans are exceptionally rapid side-takers or judgment-makers [10, 12]. Indeed, DeScioli and Kurzban [3] argued that rapid side-taking, serving to reduce the costs of conflict, is the key evolutionary force behind human morality. Hence, we reason that the tendency of preserving a “minimally counter-intuitive” and morally charged situation can be overshadowed by a different dynamic, namely quick judgment, side-taking, or preference.
We speculate that when stories get retold, the implicit side-taking, judgment, or preference by the re-teller manifest itself in various ways. This in turn will influence the next reader to reinforce the side-taking and lead to a polarization of future story generations. Hence, we predict that serial reproductions of morally ambiguous situations will lead to more clearly polarized and resolved narratives, and thereby also offer an exception to the findings of Norenzayan et al. 2006 [9].

At the same time, we also speculate that there are certain conditions in which the side-taking or preference will not be allowed to manifest itself strongly. One of these conditions could be first-person narratives in which readers are “locked into” an ambivalent event that is driven by other characters. Here the reader is bound to one perspective that remains subject to the ambivalent event. Examples will be provided below.

2 Study 1

In these studies, we asked participants to read a short story and then retell it “in your own words”. The retold story was then retold again up to a sixth version. The general design of the study of serial reproduction of narratives follows Kashima 2000, Lyons & Kashima 2006, and Kashima 2010 [6, 7, 8]. Our stories involve a morally ambiguous situation in which a moral choice is to be made by either a character in the story or by an observer. However, this choice is not expressed explicitly. In this pilot study, the same core story is presented in three forms to different participants: one time as a third-person narration with two named characters (Susan and Jessica), and twice as a first-person narrative in which either “Susan” or “Jessica” are replaced by a first-person narrator throughout the short story. The story puts one character as the agent of a minor misdemeanor, the other into the position to potentially intervene. Here is the prototype:

Jessica is working at the cash register of her university food court. She sees her friend Susan approaching the food line. Jessica knows that Susan does not have much money on her account and can only afford a very simple meal. And indeed, Susan opts for a soup and takes water to drink, just enough for her diminished account. However, close to the checkout Jessica watches as Susan conceals a small apple in her bag. Of course, this is illegal, but Jessica knows that the apple Susan had bought yesterday had a worm inside it. In fact, Jessica had teased her about the apple and had said: “Oh, you want to kiss the worm? Maybe it is a prince.” After the teasing, Susan did not eat the apple. Jessica knows that the university overprices healthy food, while junk food like French fries are held artificially cheap. Jessica knows that Susan does not have rich parents and has to work through summer and during the terms to make ends meet. Now Susan comes to the cash register and does not reveal the apple. Jessica starts to ring up the food.

We assumed that most participants would clearly notice that the actual decision (intervention or no intervention) is not made at the end of the story. Pretesting confirmed that this narrative was morally ambiguous. The response to “Do you blame one of the individuals for failing to respect other people or follow social rules?” yielded a response of nearly the perfect middle of 3.88 on a 1–7 scale (n = 74). Another question lead to a similar response near the mathematical middle of 4. It asked, “If there was a main wrong-doer, how important is it that he or she gets punished or at least confronted?” Responses were indicated on a 1–7 scale, with 1 labeled “Not Important” and 7 labeled “Very Important”. The mean rating was 3.67 (n = 74).
In the following, we analyze and report only on the first retelling condition (iteration 1) since the results are already informative after a single retelling. All first iteration versions \((n = 45)\) included the basic situation at the food court, the intentional concealing of the apple or fruit, and at least one of the excusing circumstances (relative poverty, the “worm”, or the overpricing). The original story ended where the potential intervener could act, but there was no indicator at that point whether or not she intended to do so. We coded the retelling for clear markers that would establish that indeed a decision was made, either to confront Susan or not to intervene. Examples of not intervening include: “Jessica lets it go because…”, “Jessica is OK with this” or “but I do not report it”. In the absence of these markers, we coded that there was no decision made (as in the original story). Typically, retellings of this kind ended in something like: “the clerk starts to ring stuff up.”

The results divided the different story conditions in a surprisingly clear fashion. Both stories with a first-person narrator tended to retain the ambiguous end as it was given in the source story. More than 75% of the retellings \((23 \text{ of } 30 \text{ in ongoing data collection})\) were coded as having an ambiguous end and only 17% \((6/30)\) lacked ambiguity either because the situation was passed (the ringing up has already happened with no action taken by the teller) or because of a clearly marked intent of non-intervention. However, in the third-person condition, participants leaned toward not making an intervention and thus making the decision to let the misdemeanor pass (above 50%, and only 40% maintaining the ambiguous end, with 10% uncertain coding). Here is a typical result of the third-person condition, illustrating a decision to let the misdemeanor pass:

Jessica works as a cashier at the cafeteria. She saw her friend Susan coming to buy food. She knows that Susan is poor. Jessica sees Susan buying soup and water and then steal an apple by putting it in her pocket. Jessica remembers how Susan had an apple with worm in it and jokingly wanted to kiss the apple to see if it was a prince. Susan comes and Susan pays for the food. Jessica doesn’t say anything.

Pretesting of the different versions according to a standard questionnaire with eight numeric questions revealed that participants also would more strongly lean toward non-intervention in the third-person condition. Among the questions with a clear leaning is: “If there was someone facing a moral choice [at the end of the story], how important is it that he or she takes action (e.g., intervenes or calls for help)?” On a scale from 1–7 (1 = not important to act, 7 = very important to act), participants in the third-person condition (Jessica and Susan) had a lower response than in the first-person as wrongdoer scenario \((n = 74; 25 \text{ or } 24 \text{ per version}; \text{ participants in the pretesting were different from the 45 retellers of the study})\). In several other questions, however, the average was similar for all three conditions, for example, “did someone in this story display bad character?”

2.1 Discussion of Study 1

To be sure, the sample is quite small at the time of this writing. Testing is ongoing and will be reported at the CMN meeting. However, assuming that the results hold, we could reason that the first-person narratives “lock” participants into a position that makes them look toward the outcome (intervention or no intervention). This is especially true when the first-person is the one who steals the apple. Intuitively, the unresolved anticipation of possibly getting caught is quite salient when understood from the first person. From the other first-person perspective, the unresolved anticipation of having to decide whether to intervene is also quite salient. Hence, marking the end as open is an essential part of the story for either first-person perspective.
This changes in the third-person condition. Judgment of the situation by third parties is not bound by what actually happens at the end (outcome), but by what should happen. Hence, side-taking seems to be a logical possibility. In this sense, the invented statement of what Jessica at the cash register will do (namely, not intervene) seems to express the preference of the reteller [11]. Notice that this change of the narrative leads to a disappearance of the situation of moral choice, because, in the retelling, the choice is already made. This is remarkably unfaithful to the source story.

There is another puzzling aspect to this. The invented statement by Jessica always favors non-intervention. This might suggest that participants consistently lean towards non-punishment. However, this seems not be the case. Recall that the prestudies established that participants in all three story conditions deem the offender to be blameworthy near the 50%-line (on a 1–7 scale). Perhaps there is more to the disappearance of moral choice than mere preference? In the following, we will consider a second possible reason for the invented addition of non-intervention.

3 Study 2

In the pilot study to another experiment, we again asked participants to read a short story and then retell it “in your own words.” Again, it is the story of a bystander who can intervene. And once again, the story features a misdemeanor, but now the bystander does not necessarily face the choice to intervene. At the time of this writing, we only have results for third person accounts.

Original Version (1)

Max is walking to a job interview. He is a senior in college, and now it is time for him to enter the working world. He goes over all interview questions in his head. He took the train into Chicago this morning, so he feels important. It is his first time wearing his new suit. On the way to the job interview, he comes through a park. Suddenly he happens to see two kids steal the umbrella of an old man who is sitting on a park bench. The two kids run away, while the old man starts to shout at them. It is obviously a little prank since the kids throw the umbrella into a bush. The kids call something back to the old man, and do not see that Max is right behind them.

At the end of this story, Max implicitly has the option to intervene (for example scold or punish the kids) or to ignore the prank, but unlike the source story in Study 1, he does not have to engage in any action with the other characters (such as ringing the food up) and does not bear responsibility (as a teller at the food court has). We predicted that the serial reproduction would quickly lead to a polarization of the choice in the one or the other direction. We measured polarization in three ways. First, we asked control groups about their moral preferences (“How should Max act: Should he intervene or not?”). Second, we tallied a number of indicators in retellings, including omission of information between two versions, changes of word choice (“kids” become “guys”, the “umbrella” becomes a more valuable object, etc.), negatively or positively marked words and ideas, and perspective-taking. Third, we noted changes of the plot involving a punishment or acquittal of the wrongdoer within the frame of the iteration. In this example, we expected some story versions after 2 or 3 iterations to demonize the kids more and have Max intervene. And we expected some other versions after 2 or 3 iterations to make the action of the kids more harmless. Results showed that polarization did indeed occur, and detailed results will be reported at a later time.

However, after five or fewer reproductions something else occurred. Here is a typical example:
Iteration 5
Max has newly arrived in Chicago. He is walking by a park when he sees two young boys harassing the old man sitting on a bench. The boys take the old man’s backpack and throw it into the bushes. Max keeps walking, but having seen this, he can’t help but wonder about what kind of place he’s entered.

In this retelling, the entire moral decision for Max has disappeared. Whereas Max in the original version faced a choice, iteration 5 has him as a mere distanced observer without the pressure or opportunity to engage with what he observes.

Our ongoing studies will establish the frequency of this disappearance of moral choice in serially reproduced narratives. At this point, the disappearance of the moral choice occurred in 10 of 26 cases and it occurred instead of radical polarization that also could have eliminated the pressure of choice.

There are also related ongoing experiments, which must be omitted here for lack of space. The full presentation will include these additional studies.

It should be noted that a slightly different story did not lead to the disappearance of moral choice with a high frequency. The only change to the source story was that the two kids kept the umbrella rather than throwing it in the bushes. In this condition, most retellings (12 of 14; iteration 1 only) maintained the possibility of intervention at the end, namely the fact that the kids come close to Max.

4 Interpretation

We originally predicted that the serially reproduced stories would quickly lose their ambiguity and show a more polarized description. The preliminary results partly confirm this prediction. However, another form of retelling was to drop the moral choice in its entirety, often because an invented choice was simply made within the retelling. Both Study 1, in third-person condition, and Study 2 led to a disappearance of moral choice. Still, Study 1 and Study 2 seem to suggest different tendencies. Retellers in Study 1 omitted the choice by presenting a story with an invented choice already made according to what seems to be the preferred outcome. Retellings in Study 2 suggest a discomfort to make a moral choice by displacing the observer from the situation. The interpretations are not contradictory. Perhaps some “discomfort” is a driver to make the moral choice in Study 2. And Study 1 also may express the preference of the participant since a non-intervention is desired.

A possible frame for the interpretation of these serially reproduced narratives is provided by DeScioli & Kurzban (2012) [3]. They hypothesized that the purpose of moral judgment is the coordination of bystanders of a conflict in such a way that bystanders will choose to support the same side. The purpose of bystander coordination is group coherence and the avoidance of conflict. From this perspective, it is plausible to predict that people tend to choose sides (esp. when observed, see Kurzban et al. 2007) and will aim to influence others to choose the same side. In the condition of serial reproduction, this could lead to the described radicalization (“black-and-white painting”).

However, the results only partially fit this idea. Rather than painting clear black-and-white pictures, or by involving a punishment or acquittal of the wrongdoer, the serially reproduced versions tended to justify the non-intervention by the bystander in these cases of minor misdemeanors. Max, in the quoted example of iteration 5, does not have to position himself vis-à-vis some crime or harmless prank by the kids any longer. The tension of a moral choice has disappeared. In the food court story, the woman at the food court already makes the decision, especially in the third-person condition.
Whereas these findings do not contradict DeScioli & Kurzban (2012), they suggest an additional urge to bypass the moral choice in its entirety. This is itself a way to avoid conflict, which is the very motive for side taking presumed by DeScioli & Kurzban. To be sure, morality does not disappear in its entirety – Max still observes the events, the woman at the cash register makes a decision – but the pressure to make a choice or get involved disappears from the story. Hence, we speculate that narratives seek an optimal position or perspective on moral choice. This position is one of being an observer, but not a decision-maker. Morality, within narratives, is a spectator sport.
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Abstract

A major concern regarding the study of narratives regards how they are indexed and retrieved. This is a question which touches on the structure of human memory in general. Indeed, if narratives capture the substance of human thought, then data that we have already collected regarding human memory is of central importance to the computational study of narrative. Fuzzy Trace Theory assumes that memory for narrative is simultaneously stored at multiple levels of abstraction and, whenever possible, decision-makers interpret a stimulus qualitatively and therefore operate on a simple – typically categorical – “gist” representation. Here, we present a computational model of Fuzzy Trace Theory applied to explain the impact of changes in a narrative upon risky-choice framing effects. Overall, our theory predicts the outcome of 20 experimental effects using only three basic assumptions: 1) preference for lowest level of gist, that is, categorical processing; 2) decision options that fall within the same categorical description are then interpreted using finer-grained (ordinal or verbatim) distinctions; and 3) once the options are mentally represented, decision preferences are generated on the basis of simple positive vs. negative valences stored in long-term memory (e.g., positive value for human lives). A fourth assumption – that negatively-valenced decision options are preferentially converted to positive decision options – is used when categories are not otherwise comparable.
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1 How Are Narratives Stored in Memory?

Narratives entail sequences of events that must be both recalled from the narrator’s memory and stored in the memory of the audience. It has long been known that narratives are not only recalled, nor stored, in a verbatim manner – rather, memory for narratives tends to favor events that are central to the story’s causal structure \cite{17, 18} – i.e., events that communicate the narrative’s meaning to its audience. For example, Dehghani et al. \cite{4} have

* This work was partially supported by by Pioneer Award Number DP1OD003874 awarded to J.M. Epstein by the Office of the Director, National Institutes of Health.
shown that changes in a narrative’s surface form did not change how subjects responded to a questionnaire about how the narrative’s main character was expected to respond, whereas changes in the narrative’s underlying structure did lead to a change in the expected behavior of the main character. Dehghani et al. argue that changes in the narrative’s surface form lead subjects to make inferences based on analogy with the original narrative, whereas changes in the underlying structure of the narrative preclude such an analogy from forming. Such observations motivate our research question: How are narratives stored in, and recalled from, memory?

2 Is Memory Schematic?

Modern psychological theories of memory storage and retrieval may be broadly classified into two categories: schema theories and association theories, both of which are widely found throughout the artificial intelligence (AI) and psychology literatures [7, 15]. Schema theories posit the existence of a schema or frame that is used to structure memory and experience such that what is recalled is coherent and confirms existing expectations. Such schemata are typically generated through repeated experience and may be part and parcel of membership within a given culture, domain of expertise, or any other situation in which frequent exposure to a set of regularities drives future expectations in a structured way. Schema, once formed, can drive perception and explanation, and may therefore be said to have an existence that is independent of the world features with which they interact. In contrast, association theories, assume that meaning emerges from co-occurrence patterns among world feature. Whereas schema models posit a higher-level data structure which guides surface feature recognition and interpretation, association models posit a bottom-up approach whereby surface feature co-occurrence drives meaning. In their classic paper, Alba and Hasher [1] synthesized evidence demonstrating that memory, although possessing several features of schematic representation, nevertheless also was strongly affected by surface form. In fact, that literature review documented robust but contradictory findings from these alternative theoretical perspectives. Empirical research suggests that elements of the schema and associationist models are both correct [13]. For example, phenomena such as false recognition, where “false” memories that are consistent with a given schema are recalled, support schema theory. On the other hand, phenomena such as false recognition reversal (higher levels of rejection for schema-consistent recognition items), have also been observed, supporting the recall of surface form. These contradictory findings have led to the development of “Fuzzy Trace Theory” (FTT) – a theory of memory for narrative that posits the simultaneous existence, and encoding, of two types of memory. Verbatim memory is memory for surface form and is typically detailed, yet brittle (i.e., quick to fade). Verbatim memory might include the specific words used in the telling of a narrative. On the other hand, FTT also posits the existence of gist memory, which captures the essential (often schema-consistent) meaning of a stimulus.

3 The Asian Disease Problem as a Testbed for Narrative Memory

The difference between gist and verbatim may be explained using a classic decision problem due to Tversky and Kahneman, known as the Asian Disease Problem (ADP) [19, 20], which is accompanied by the following pair of narratives: Assume that 600 people are expected to die from an outbreak of disease. You have a choice between two programs to combat the disease: (a) 200 people will be saved versus (b) a 1/3 probability that 600 people will be
saved and a 2/3 probability that no one will be saved. The “people saved” version of the
problem is described in terms of gains relative to a reference point of 0. The “people die”
version of the same problem is: Assume that 600 people are expected to die from an outbreak
of disease. You have a choice between two programs to combat the disease: (a) 400 people
will die versus (b) a 2/3 probability that 600 people will die and a 1/3 probability that no
one will die. This problem has been used to highlight a framing effect, which refers to the
typical result that most people prefer the certain option in the gain frame, but they prefer
the risky option (gamble) in the loss frame. FTT holds that the narrative described above is
simultaneously encoded on two levels: gist and verbatim. The verbatim level behaves in a
manner similar to traditional economic theory, whereby a comparison is made between two
options of equal expected value, as follows:

(a) 200 people will be saved = 200 saved vs.
(b) 1/3 * (600) people will be saved = 200 saved

In contrast, the gist level represents the core meaning of each of the decision options.
Thus, a representation of the above problem at the gist level might be:

(a) Some are saved vs.
(b) Maybe some are saved or maybe none are saved

This would lead a decision-maker to choose option a, consistent with empirical findings.
Similarly, the gist of the negatively-framed alternative might be:

(d) Some die vs.
(e) Maybe some die or maybe none die

This framing would lead a decision-maker to choose option b, also consistent with
empirical findings. Importantly, gist and verbatim interpretations are recorded in parallel –
i.e., gist is not derived from a verbatim representation [13]. Furthermore, several levels of
gist can exist, such as at the level of the word, the sentence, the paragraph, or the entire
narrative. We are able to use the concepts of gist and verbatim to replicate the findings of
20 separate experiments from the psychology literature. These effects are the consequences
of the following four assumptions:

1. preference for categorical representations that are simultaneously the most meaningful
   and least detailed
2. decision options that fall within the same categorical description are then interpreted
   using finer-grained (ordinal or verbatim) distinctions
3. once the options are mentally represented, decision preferences are generated on the basis
   of simple positive vs. negative valences stored in long-term memory (e.g., positive value
   for human lives).
4. negatively-valenced decision options are preferentially converted to positive decision
   options –when categories are not otherwise comparable. Following is a computational
   implementation of a risky decision-making problem of the sort outlined above, meant to
   further clarify the distinction between gist and verbatim.

Our computational model has the following elements:

1. Configuration space: A narrative must occur within a given context – what is known in
   literary theory as a small world [5]. In the case of our decision-making problem outlined
   above, we posit the existence of a configuration space [6], which serves as the contextual
create_configuration_space(num_dimensions, special_points)
for i=1: num_decision_alternatives
    category(i) = find_category(decision_alternative(i))
end
for i=1: total_decision_alternative_pairs
    representation = categorical_representation(i)
    if !(categories_comparable)
        representation = convert_negative_to_positive(i)
    end
    while (representation ~= verbatim_representation(i))
        if (dominant_category_exists)
            return dominant_option
        else
            representation = add_precision(representation)
        end
    end
end

Listing 1 FTT Pseudocode.

grounding for our decision. In our context, a configuration space is a mathematical formalization of the universe of possible decisions that might be made. For example, for the ADP, there are two types of numbers that a decision-maker is required to understand. The first represents the number of people who are saved, and the second represents the probability with which the first number occurs. This may be represented as a 2-dimensional space, where one axis (ranging from 0 to 600) represents the number of people who might be saved under the different treatment conditions and the other axis (ranging from 0 to 1) represents the probability of success in the gamble option. Each decision option complement represents a point in this space. For example, the certain option is located at (200, 1) because there is a certain probability that 200 people will be saved. The non-zero complement of the gamble option is located at (600, 1/3) since there is a 1/3 probability that 600 people will be saved. Finally, the zero complement of the gamble option is located at (0, 2/3) since there is a 2/3 probability that 0 people will be saved under the gamble option.

2. Special points: We may subject points in the configuration space to certain constraints. Restricting points to a subset of this space reflects one such constraint. A concrete example of such a restriction might be that the total number of people saved equals zero which restricts all points to be on the vertical axis (i.e., the line $x = 0$). This corresponds to the statement “none are saved”. Another example might be the horizontal line defined by the equation $y = 1$, corresponding to a certain outcome. Further, Feldman observes that constraints of this type are highly improbable by chance alone – i.e., a point chosen at random from the configuration space is highly unlikely to satisfy the constraint by accident. These values are associated with qualitatively different categories: an event happens or not, is certain versus uncertain, or is impossible versus possible. Thus, none saved ($x = 0$) is likely to be salient. All ($x = 600$) saved may be salient if it is made clear in the problem definition that 600 represents the entire population (therefore all are saved;
Figure 1 An example of a 2-dimensional configuration space for the Asian Disease Problem. Each point represents a decision complement.

Figure 2 A 2-dimensional configuration space with 1-dimensional restrictions defined by the lines $x = 0$ and $y = 0$ (heavy dashed lines). The likelihood that a randomly chosen point in this 2-dimensional space will fall on either of these lines approaches 0.

see below). As noted above, the constraints that are salient in the configuration space are determined by biological, psychological, or socio-cultural factors. Given a configuration space, certain points within this space are psychologically special (or “non-accidental” see, e.g., [8]), and are therefore categorically different than other points in the space. In the ADP, “none saved” or “none die” are special points because they are categorically different from “some saved”, or “some die”. In this way, these special points define a set of categories in the configuration space. Although, formally, “0 die” is still part of the closed interval containing the “die” axis, and is therefore contained within the “some die category”, it is preferentially interpreted by the most restrictive category available, consistent with Feldman’s genericity principle. These categories therefore define a partial
order over categories that may be thought of as a perception lattice [6]. For example, Kasturirangan [10] has proposed a narrative interpretation of non-accidental points whereby narrative contexts change whenever characters in a story encounter conflicts, which are non-accidental features in his framework.

3. Values: Given a pair of categories, one is either strictly preferred to the other, or they are unrelated. Such values allow a decision-maker to choose between these categories. For example, “some live” is preferred to “none live”, whereas “none die” is preferred to “some die”.

According to FTT, gist-level processing is preferred, explaining the framing effects observed by Tversky and Kahneman [19, 20]. This model has been implemented in GNU/OCTAVE and faithfully replicates 20 different experimental effects, including truncated and expanded versions of the ADP, and frequently-observed outcomes in the Allais paradox [2]. In each of these cases, minor changes in the narrative describing a decision-situation can lead to large changes in the decision outcome.

### 4 The 20 Effects Predicted

Our model has been tested against, and successfully predicts, the outcomes of the 20 experiments listed in the following table:

<table>
<thead>
<tr>
<th>Effect</th>
<th>Stimulus</th>
<th>Gist Representation</th>
<th>Decision Outcome</th>
<th>Data Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>200 saved vs. 1/3 chance 600 saved OR 2/3 chance none saved</td>
<td>some saved vs. some chance some saved OR some chance none saved</td>
<td>A [19]</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>400 die vs. 1/3 chance none die OR 2/3 chance 600 die</td>
<td>some die vs. some chance none die OR some chance some die</td>
<td>B [19]</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>200 saved AND 400 not saved vs. 1/3 chance 600 saved OR 2/3 chance none saved</td>
<td>some saved AND some not saved vs. some chance some saved OR some chance none saved</td>
<td>Indifference [11, 16, 3]</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>400 die AND 200 do not die vs. 1/3 chance none die OR 2/3 chance 600 die</td>
<td>some die AND some do not die vs. some chance none die OR some chance some die</td>
<td>Indifference [11, 16, 3]</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>400 not saved vs. 1/3 chance 600 saved OR 2/3 chance none saved</td>
<td>some not saved vs. some chance some saved OR some chance none saved</td>
<td>B [11]</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>200 do not die vs. 1/3 chance none die OR 2/3 chance 600 die</td>
<td>some do not die vs. some chance none die OR some chance some die</td>
<td>A [11]</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>200 saved vs. 1/3 chance 600 saved</td>
<td>some saved vs. some chance some saved</td>
<td>Indifference [14, 16, 12]</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>400 die vs. 2/3 chance 600 die</td>
<td>some die vs. some chance some die</td>
<td>Indifference [14, 16, 12]</td>
<td></td>
</tr>
</tbody>
</table>
Each of these effects is representative of a class of decision problems that share a similar structure.

5 Discussion

We began this paper by asking how narratives are stored in, and retrieved from, human memory. In order to answer this question computationally, we take steps towards formalizing Fuzzy Trace Theory – a theory of human memory. Although we focus on decision problems for tractability, the more general concepts of gist and verbatim representation are applicable.

<table>
<thead>
<tr>
<th></th>
<th>200 saved vs.</th>
<th>some saved vs.</th>
<th>A</th>
<th>14, 12</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>2/3 chance none saved</td>
<td>some chance none saved</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>400 die vs.</td>
<td>some die vs.</td>
<td>B</td>
<td>14, 12</td>
</tr>
<tr>
<td>11</td>
<td>2/3 chance 600 die</td>
<td>some chance some die</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>1/3 chance 600 saved</td>
<td>some chance some saved</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>200 saved vs.</td>
<td>some saved vs.</td>
<td>Indifference</td>
<td>14</td>
</tr>
<tr>
<td>14</td>
<td>400 die vs.</td>
<td>some saved vs.</td>
<td>A</td>
<td>14</td>
</tr>
<tr>
<td>15</td>
<td>1/3 chance none die OR 2/3 chance 600 die</td>
<td>some chance some saved OR some chance none saved</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>1/3 chance 600 saved OR 2/3 chance none saved</td>
<td>some chance some saved OR some chance none saved</td>
<td>A</td>
<td>14</td>
</tr>
<tr>
<td>17</td>
<td>1m dollars with certainty OR Nothing with 0.01 chance OR 5m dollars with 0.10 chance</td>
<td>some money with certainty OR no money with some chance OR some money with some chance</td>
<td>A</td>
<td>2</td>
</tr>
<tr>
<td>18</td>
<td>1m dollars with 0.89 chance OR 1m dollars with 0.11 chance OR 5m dollars with 0.01 chance</td>
<td>no money with some chance OR less money with some chance OR no money with some chance</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>19</td>
<td>200 saved vs.</td>
<td>some saved vs.</td>
<td>Indifference</td>
<td>22, 21, 9</td>
</tr>
<tr>
<td>20</td>
<td>1/3 chance all 600 saved OR 2/3 chance none saved</td>
<td>maybe all saved OR maybe none saved</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>400 die vs.</td>
<td>some die vs.</td>
<td>Indifference</td>
<td>22, 21, 9</td>
</tr>
<tr>
<td>22</td>
<td>1/3 chance none die OR 2/3 chance all 600 die</td>
<td>maybe none die OR maybe all die</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Gist and Verbatim in Narratives

to the study of narrative. Furthermore, decision problems are particularly relevant to the computational modeling of narrative because they entail short narratives that set up the decision situation. Minor changes in the way these narratives are framed can have major impacts on the ultimate decision made. We argue that this is central to the computational modeling of narrative because understanding may depend significantly on how a narrative is framed. Future work will focus on extending our formalization beyond the domain of the simple decision problems to more complex accounts of false memory and narrative structure.
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Abstract
This paper describes a novel method of representing semantic networks of stories (and other text) as a two-mode graph. This method has some advantages over traditional one-mode semantic networks, but has the potential drawback (shared with n-gram text networks) that it contains paths that are not present in the text. An empirical study was devised using a false memory paradigm to determine whether these induced paths are remembered as being true of a set of stories. Results indicate that participants report false memories consistent with the induced paths. Implications for further research and two-mode semantic representations are discussed.

1 Introduction
In recent years interest has grown in the use of networks to represent relationships revealed in text, including the text of stories. The classic work in this vein is by Schank and Abelson who sought to “emulate the human conceptual mechanisms that deal with language” [20, p. 1] by specifying story scripts that people use to organize knowledge about the world. These works provide the basis for plans that can deal with novel situations (i.e., ones not covered by existing scripts). The scripts take the form of a network of connected acts and states. Classical work in artificial intelligence also sought to represent knowledge in natural language systems as directed networks of relations (e.g., class inclusion, actions) between objects (see [17, 23]).

Recently the idea of semantic networks has broadened to include any representation of connections between words in texts. Some researchers derive these networks using simple n-grams of proximate words [8, 9, 3, 21], on the assumption that semantic meaning flows between adjacent words. Some introduce elements of syntactic analysis to such networks to reduce noise they can otherwise contain [4].
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Recently we have sought to represent the text of stories as a network of relations between entities and actions using semantic role labeling [5]. We initially considered using one-mode networks of entities connected with directed edges labeled with actions, in the manner of classical semantic networks. While this method avoids a problem to be discussed below, it does so at the cost of excluding possibly important information from the representation of the story. To illustrate this, consider the following simple story:

John had an appointment with Bill. Bill went shopping then waited for John at Starbucks. John drove to Starbucks, but he had an accident on the freeway. He panicked. He could miss Bill. He waited for the police, then he walked to Starbucks and he just caught Bill.

Some simple subject-verb-object relationships exist in this story that can be straightforwardly represented as labeled directed edges.

\[
\begin{align*}
\text{bill} & \xrightarrow{\text{go}} \text{shopping} \\
\text{john} & \xrightarrow{\text{have}} \text{accident} \\
\text{john} & \xrightarrow{\text{catch}} \text{bill}
\end{align*}
\]

For indirect objects that modify verbs, it is possible to combine the verb and preposition into an edge label, as is conventionally done in semantic networks.

\[
\begin{align*}
\text{bill} & \xrightarrow{\text{wait for}} \text{john} \\
\text{john} & \xrightarrow{\text{wait for}} \text{police}
\end{align*}
\]

But it is unclear what to do with the phrase on the freeway, since it modifies the noun accident, rather than the verb have. One sentence he [John] panicked cannot be represented at all because it has no object. Another disadvantage is that since all the verb edges in the one mode representation are distinct, there is no way to represent that have occurs more frequently in this story (as one might be able to do with a weighted edge, for example).

A solution to these shortcomings is to represent the story as a two-mode graph [5], where mode 1 represents nouns, and mode 2 represents verbs. Directed edges in this graph are labeled S (subject_of), O (has_object), or [preposition]. The complete two-mode representation of the above story is shown in Figure 1.

![Figure 1](image-url) A two-mode representation of the example story.
In addition to better representing some of the grammatical constructions, the two-mode scheme also allows for extraction of the individual modes, showing verbs that are related because of their connections to nouns, and nouns that are related because of their connections to verbs, as shown in Figure 2.

![Figure 2](image.png)

**Figure 2** Extracted modes of the graph in Figure 1.

### 1.1 Induced Connections

However the two mode scheme has a potential problem. Where nouns are connected through a common verb, as is the case with *wait* in the example above, an ambiguity is created. Was it John or Bill who waited for the police? Which one waited at Starbucks? Both possibilities are readable from the two-mode graph, and this is reflected in the noun-mode graph as well, where both John and Bill are connected to police even though Bill never came in contact with them in the story.\(^1\)

Our question is: Is this a “fatal flaw” of the two-mode representations provided their proposed relation to human cognition? Or could these induced paths generate semantic activation in the minds of subjects when they are remembering elements of stories? Some existing research suggests the latter outcome as a possibility. Research in human memory has examined the role of semantic activation in prompting false memories for events (for an excellent review see [10]). Generally, this class of theories proposes that false memories emerge from infelicitous semantic activation occurring when a recognition probe mismatches information stored in memory. This spurious activation is misinterpreted by individuals leading them to claim that they remember the probe. If two-mode networks structurally resemble the semantic network of participants’ memories for stories then induced paths from these networks should provide fertile grounds for falsely remembering story elements that never occurred in a story. To address the possibility we examined whether these “induced paths” from two-mode networks derived from stories would reflect sources of semantic activation that lead to false memories.

### 1.2 False Memories

Examination of the factors involved in the creation of false memories provides a fruitful method of investigating the underlying mechanisms involved in the organization of human

---

1 This problem is even worse for n-gram representations, which do not restrict connections to grammatical relations. A 3-gram graph of the story (with stop-words eliminated) has connections between *john* and *shopping, police* and *walk, accident and starbucks*, etc., none of which reflect events in the story.
memory. Memory errors have been studied using a variety of methods and have been found to occur when new words or sentences are similar in meaning to studied items (e.g., [1]), for new items that are visually or phonologically similar to old items (e.g., [14]), during free recall tests [22], and during eyewitness testimony [16]. A method that has been widely used to investigate false memories is the Deese-Roediger-McDermott (DRM) paradigm wherein after studying a list of related words such as bed, rest, tired, and dream, people often erroneously claim that a non-presented critical lure (sleep) was originally included in the list [6, 19]. Thus, the critical lure serves as an overarching theme of the related study list but the theme itself is never actually studied.

One theory that has been proposed to explain the DRM illusion is the activation/monitoring theory. This theory posits that activation of critical lures occurs during processing of list items via spreading activation of conceptual representations within a semantic network [11]. During encoding, a summation of multiple implicit associative responses produced by the studied associates may internally activate the conceptual representation of the critical lure thus making it available in memory [13]. During retrieval, test probes may serve to reactivate the associative network that subsequently makes the critical lure susceptible to false remembering due to a high degree of overlap between the lure and its activated representation within the associative network [15]. Thus, the relationships formed between items or sentences may allow extraction of the overall theme of the associated list or cause the critical lure to become activated and available in memory, depending on the subjective organization imposed by the participant during encoding [10].

To date, only a handful of DRM studies have placed associates in the context of sentences or stories during encoding. Placing related items in the context of sentences or text (e.g., “after work she was very tired”, “after dinner she laid down in bed”) influences false memories [7, 18], and new sentences that are related to a previously heard story are often falsely identified as having been previously studied [2]. These findings suggest that people make inferences and associations that are consistent with the overall meaning of a passage or text. For example, Dewhurst, Pursglove, and Lewis [7] found that 5-year-olds were more likely to falsely recognize critical lures after reading stories with DRM associates placed within the sentences of the text as compared to the standard list encoding (although there were no differences for 8- and 11-year-olds). They argued that the story context made it easier for younger children to identify its overall theme, whereas older children may have a greater ability to identify thematic associations during list processing and therefore had equally high false alarms in both encoding conditions.

In this experiment we employed a similar false memory paradigm in which participants read two stories at encoding and later made recognition decisions for sentences that either occurred (i.e., targets) or did not occur (i.e., lures) in stories that we developed. More specifically, we chose the two lure types that differed based on their occurrence in the two-mode network generated from the stories. For example, one lure type occurred in the two-mode network but did not occur in either story (i.e., an induced path; “Bill waits for the police” from the story above). Another lure type chosen from the stories reflects a path that neither occurred in the stories nor in the two-mode network but is composed of nouns and verbs in the graph (i.e., synthesized path; “Bill drove to Starbucks”). If induced paths in two-mode networks represent underlying semantic structure of human memories for stories then participants should incorrectly claim that induced path statements occurred in the stories more than synthesized path statements. Therefore, we hypothesized that statements from induced paths would falsely remembered more often on average than statements from synthesized paths.
2 Methods

2.1 Participants

A total of 34 undergraduate students from the Arizona State University were recruited from the psychology subject pool. Each participant was tested individual or in groups of two to eight in sessions that lasted approximately 20 minutes.

2.2 Materials

We created two stories of about 500 words each as stimuli for the experiment (see Appendix). Both were set in the context of the current Syrian civil war in order to maximize possibilities for finding induced paths in the resulting two-mode semantic networks. One was a “Fighters” story in which a group of men cross the border from Turkey into Syria in hopes of joining the fight against government forces. The other was a “Refugees” story about a family living in a Syrian refugee camp who cross the border from Syria into Turkey in order to escape the fighting.

Both stories were represented as two-mode, directed semantic graphs of the kind described above, and these were joined to produce an aggregate graph representing both stories. A researcher then examined the paths in comparison to the original stories to produce three kinds of stimulus sentences. Old sentences were simple sentences in the stories corresponding to paths present in the graph. Two types of new sentences were composed from elements in the graphs. Induced sentences were based on paths present in the graph but not present in the stories. Synthesized sentences were plausible sentences composed from nodes in the graph but were not represented by paths in the graph.

2.3 Design and Procedure

Participants were informed that they were going to read a set of stories and that their memory would later be tested on the content of the stories. The two stories used were counterbalanced such that the “Fighters” story was read first by half the participants, whereas the “Refugees” story was read first by the other half of the participants. Encoding was self-guided, such that when participants finished with a sentence or paragraph they pressed the spacebar to continue to the next screen. At the end of the first story, participants were informed that they had finished the first story and could begin reading the second story when ready. Separate stories were demarcated simply with the heading “Story 1” and “Story 2”. Upon conclusion of the study phase, a 5-minute distractor phase consisting of solving Sudoku puzzles was administered. Following this, instructions for the recognition test were given. Participants were told they were going to be shown a series of sentences. Upon presentation, they were to think back to the stories earlier and if they remembered seeing the presented sentence in one of the stories they were to press the “old” key. If the sentence was new, they were to press the key labeled “new” to indicate that they did not read the sentence in the previous stories. The test phase consisted of 20 old sentences and 40 new sentences. Of the old items, 10 were taken from each of the two stories. The new items consisted of 20 synthesized sentences and 20 induced sentences. Upon conclusion of the test phase participants were debriefed and thanked for their participation.
3 Results

The proportion of sentences correctly recognized as old ($M = .60$) was greater than the proportion of new sentences incorrectly called old ($M = .20$), $t(33) = 13.97, p < .001, d = 2.69$. Critically, however, there was a significant difference in the proportion of new sentences incorrectly called old across the different classes of new items. The proportion of false alarms to synthesized sentences ($M = .23$) was greater than false alarms to induced sentences ($M = .18$), $t(33) = 2.43, p < .05, d = .239$.

4 Discussion

Overall, we found that our participants’ abilities to discriminate target from lure statements drawn from the stories was fairly accurate. However, participants also made quite a few false alarms, which is reasonable considering that all of the lures consisted of nouns, verbs, and objects that occurred in the stories. Contrary to our hypothesis, participants made more false alarms, on average, to synthesized than induced lures. These results were unexpected in the sense that they were not predicted by our motivating hypothesis that induced paths in two-mode networks represent semantic structure that leads to ambiguous activation at test. These results have experimentally and theoretically interesting implications regarding false memories for textual passages. In the current study we have developed a novel extension of the basic false memory paradigm for investigating false memories from narrative. The combination of this paradigm with semantic network modeling suggests new and interesting methodological innovations for studies of false remembering linked to nodes in semantic networks.

Theoretically, these results indicate that semantic network modeling can provide useful information about the underlying semantic structure in which inappropriate activation occurs. However, it is important to note that additional methodological and theoretical work is needed to clarify the link between semantic space derived in these models and semantic space in the human mind. For example, longer delays between the reading the stories and taking a recognition memory task may lead to a reversal of the false alarm effects. Based on this line of reasoning, induced paths may reflect stronger thematic connections in semantic memory that are invariant to forgetting. In the current study we focused on only semantic origins of false memories. In future work additional structural and discourse related overlap could be manipulated across stories to promote false memories.

Implications of these results for the two-mode semantic networks are also interesting. The fact that we observed false-alarms in both the induced and synthesized paths suggest that when people read stories they do indeed form memories about connections between entities and events that are not present in the story itself. This means that if the objective of a representation of the text is to reflect the way it is remembered by readers (as opposed to providing a “factual” representation of the text per se), then the induced paths in the two-mode networks are not necessarily a fatal flaw in the approach. Further research is needed on the reasons behind the higher false alarm rate for synthesized vs. induced paths; our intuition is that introducing a delay between reading and remembering may reverse this effect. If so, then it strengthens the case for a two-mode over a one-mode semantic graph representation, as this would provide evidence that memories are structured in a way similar to the two-mode graphs.

The findings are also interesting outside the domain of computerized representations of stories. If false memories induce connections between story elements where no explicit links exist, then this provides fertile ground for interpretations that connect different stories into a
system—what we [12] call a narrative—even when the particulars of those stories may not strictly support this integration. This could explain why stories tend to change from their original forms over time as their accounts circulate in discourse and are passed from person to person. If these changes can be considered random, they may even hint at a mechanism for narrative evolution.
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A Appendix: Stories Used in the Study

A.1 Fighters Story

Three young men drive along a dirt road in a small silver car. The road winds along the Turkey side of the Turkey/Syrian border. The car stops on the side of the road. One of the men exits the car. His name is Asan. Asan grabs a pair of binoculars and looks at the valley. The other men exit the car too.

“That is the border between Turkey and Syria there,” Asan points.

Army troops swarm the area.

The other young men, Raji and Abdullah, make frustrated noises. They hoped this part of the border would be clear. Raji and Abdullah are part of a larger group of young men. These men want to sneak into Syria to join the Free Syrian forces.

“We need to cross soon,” says Raji. “I want to fight.”

“We have one more chance,” replies Asan. “I know someone who might still be able to help us make the crossing.”

The three men return to the car. Asan drives in a different direction. Soon the car arrives in a small village. Asan parks in front of a small house. The three men exit the car. An old man sits at a home-made table in front of the house. The old man smiles at Asad. He offers tea to the young men. The cups are mismatched.

They drink the tea. Asan asks if the old man still knows the secret way into Syria. The old man says yes. He tells them about a narrow, winding path through the hills. It will take the fighters around the border patrols. The Army forces have not found it.

“It is dangerous,” the old man warns the men. “You must walk and go at night or they might see you.”

Asan wants to wait for one more night but Raji is impatient. Raji, Asan and Abdullah drive back to their apartment and collect the rest of the group. Asan tells them to pack food and water in backpacks that they can carry. Once they cross the border they will be met by members of the Free Syrian forces.

The group crams into three cars and they drive back to the beginning of the trail. Night falls as the men get out of the cars. The drivers will stay behind and wait for the next group who wants to cross into Syria. Asan wishes luck to Raji and Abdullah. Raji has the only flashlight for the group. He takes the lead and finds the small trail. The men walk in single file. No one talks. They walk for hours. They are not caught.
Morning comes. The group arrives in Syria. They are met by Free Syrian Forces. They have crossed the border.

A.2 Refugees Story

Ahmed stands on a dusty road. The Syrian/Turkey border lies in front of him. A city of tents and shacks sprawls behind him. Refugees live in the city. Ahmed was a teacher in Aleppo. His students have all left. Assad’s Army turned the city into a war zone. They shelled houses indiscriminately. The Free Syrian forces destroyed the rest of the city trying to fight back. Ahmed and his family now try to escape the conflict. Ahmed hopes to take his family to Turkey where they will be safe. There are people who will smuggle refugees across the border. The cost is expensive.

Ahmed and his wife sold the last of their possessions several days ago. They live in the refugee camp now.

“This country was my home,” Ahmed says. He points in the direction of Aleppo. “I lived in Aleppo my entire life. I met my wife there. My daughter and son were born there. Now the city is destroyed. I must leave. I must keep my family safe.”

Ahmed walks back through the refugee camp. People look sad and scared. Ahmed talks to no one.

He steps inside a shelter made from a blue tarp. A pretty woman dishes beans into four small, chipped bowls. There is no table. Two children sit on the floor. They eat quickly. Ahmed thanks his wife. Another man walks up to the tent.


Ahmed nods. He looks at Fatima, his wife. She looks scared. It will be a long walk into Turkey. The children are young. They will get tired. “We will be ready,” Ahmed says.

At sundown Niam returns. Ahmed and Fatima carry food and water in their backpacks. Fatima puts two blankets in each backpack for the children. The children carry nothing.

Niam leads them out of the refugee camp. Night falls. Niam turns on a flashlight. He hands another flashlight to Fatima. Fatima shines it in front of the children.

The group walks for hours. Ahmed and Niam talk softly. Fatima tells the children stories. The moon rises in the sky. The children grow tired. Ahmed and Fatima pick them up and carry them.

The moon begins to set. Ahmed and Fatima grow weary. Suddenly Niam points his flashlight.

“There,” Niam says. They see a lake. The moonlight shines on the water. “You are safe. Welcome to Turkey,” says Niam.
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Abstract
Models of discourse and narration elaborated within the classical compositional framework have been characterized as bottom-up models, according to which discourse analysis proceeds incrementally, from phrase and sentence local meaning to discourse global meaning. In this paper we will argue against these models. Assuming as a case study the issue of discourse coherence, we suggest that the assessment of coherence is a top-down process, in which the construction of a situational interpretation at the global meaning level guides local meaning analysis. In support of our hypothesis, we explore the role of executive functions (brain functions involved in planning and organization of goal-oriented behaviors) in coherence’s establishment, discussing the results of several studies on narrative abilities of patients with brain injuries. We suggest that, compared to other models of discourse processing focused on comprehension, our model is a viable candidate for an integrated account of discourse comprehension and production.
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1 Introduction

In spite of the criticisms to generative grammar in recent years, Chomsky’s concept of language continues to be the standard model in cognitive science. At the base of this model are the assumptions that the structure of the internal constituents of the sentence represents the core of language and that, consequently, the general device at the basis of language is a module specialized in the analysis of the syntactic structure of the sentence. But what does this model tell us about human narrative abilities? Even if Chomsky does not address the issue explicitly, scholars who are inspired by universal grammar and who are interested in the study of narrative processing maintain that the building of the coherent flow of discourse (the basis of any narrative abilities) must be interpreted in terms of syntactic parser functioning. In their view, in fact, the principles that govern the sequence of sentences in the construction of the discourse are specified in some constituents of the sentence’s structure. According
to this perspective, information processing that underlies narrative abilities has a strong “bottom-up” character: the global level of discourse is gained starting from the analysis of the single sentences actually said, through a sequential process of accumulation of information (e.g., [36]).

In this paper we propose an alternative model of language and narrative abilities. Against the Chomskian idea of the primacy of the sentence, we propose that the ability to process discourse takes priority over the ability to process sentences. Such a proposal, which we characterize as a “top-down” hypothesis, implies the adhesion to two aspects particularly relevant to the analysis of narrative abilities. First, sentence comprehension is driven by a prior comprehension of the coherence of the flow of discourse: the understanding of the narrative flow has logical and temporal priority on the comprehension of sentences. Second, discourse comprehension implies the involvement of cognitive devices other than those implicated in the analysis of the constituents structures of sentences. Contrary to the devices specialized in the analysis of the syntactic structure, indeed, the processing systems involved in the analysis of discourse have a specific character of projection. While the bottom-up model is firmly anchored to the processing of what the speaker effectively says in a given moment, the top-down model we are proposing is largely fueled by information on what she has already said (projections into the past) and on what she is going to say (projections into the future). What kind of devices can analyze this kind of information?

From a general point of view, our idea is that the projection devices responsible for the construction of discourse are similar to those involved in the processes of navigation. The relationship between narrative abilities and spatial navigation is a good metaphor empirically grounded. Experimental data corroborate, indeed, the idea that the devices involved in the analysis of discourse (ones that allow us to “keep the route” to reach the goal we have in mind) are closely related to systems that allow us to navigate through space and time [14, 18, 19, 20]. In this paper we will analyze only a limited aspect of the relationship between narrative abilities and navigation: the role played by a specific device of projection (the executive functions of action planning) in the building of the “global coherence” of discourse. In general, the projection devices can ensure a strong attachment of the expressions uttered in the flow of speech to the context. For this reason, the model of the navigation can explain the link between linguistic expressions and the extralinguistic context [14, 18, 20]. In this paper we focus the attention on the theme of global coherence. This theme leads us to consider the link between sentences in the intralinguistic context. The hypothesis that underlies our work is that human narrative abilities cannot be explained only in terms of local coherence (cohesion). In spite of the key role assigned to the syntactic constituents by the standard model, indeed, some properties of discourse may be explained only by referring to the global coherence. As we'll see, in this regard a key role is played by executive functions.

This paper is divided into three parts: in the first (pars destruens) we discuss the nature and limits of the bottom-up model of language and discourse according to which the phrase has a logic and temporal priority on the discourse. In the second part (pars construens) we present a top-down model of language and narrative abilities in which the discourse has a logical and temporal priority on the sentence. In the third part, referring to the literature on narrative pathologies, we present empirical evidence for our model, analyzing the processing systems that regulate the coherence of the flow of discourse. We have to specify that, although discourse and narrative are two phenomena not completely equivalent, in this paper we discuss them together as we examine coherence that is a fundamental property that is common to both.
2 The primacy of the sentence and the bottom-up model of discourse

The idea of language that emerges from the perspective of classical modularity is reflected in the dedication that Fodor [23] addressed to Garrett:

One day—it must have been five years or so ago—my friend, colleague, and sometime coauthor Merrill Garrett made what seems to me to be the deepest remark that I have yet heard about the psychological mechanisms that mediate the perception of language. “What you have to remember about parsing,” Merrill said, “is that basically it’s a reflex.” This work is, in effect, a sustained meditation on Merrill’s insight, and it is gratefully dedicated to him.

This idea that language is a reflex, actually means it is a way of treating language as a module. The similarity between modules (“stupid” systems that operate in an automatic and mandatory way) and reflexes depends on an evolutionarily significant reason: the processing speed [53, 46]. The stupidity of the modules is an adaptive strategy through which the cognitive system can process large amounts of information quickly. The amount of information that language can transmit is amazing. Without a fast processing system, human communication probably would be doomed to failure. But the speed comes at a cost. The devices specialized for the rapid processing of language must have an automatic and mandatory character: they have to be able to focus exclusively on certain aspects of the stimulus. Devices of this kind must have, in other words, specific bottom-up properties. The reference to bottom-up devices has important consequences for the understanding of the nature of human communication.

In the standard version of cognitive science, communication is interpreted in terms of the code model [48], a model that Fodor [22, p. 106] considers “not just natural but inevitable”. According to this model, “we have communicated when you have told me what you have in mind and I have understood what you have told me” [22, p. 109]. The fact that verbal communication relates to the sharing of thoughts between speaker and listener raises a number of interesting questions. The most important one for our current purposes concerns what makes possible the transformation of thought into language. How is it possible that a mental state (the nature of which is abstract and conceptual) can be coded in a physical structure (a succession of sounds, in the case of verbal language) and, through this step, can be communicated to the receiver? How is it possible, in other words, that the structure of sounds is able to respect the structure of mental states?

The move taken by the proponents of the standard model to answer this problem is to question the structural isomorphism between language and thought. The argument of Fodor [22, 24] is clear: language can express thought because it reflects the basic structure of thought, the “logical form.” The point is particularly relevant for our purposes. The primacy assigned to the phrase by the advocates of standard conception depends heavily on the propositional nature of thoughts. The thesis of the isomorphism between the constituents structure of thoughts and the syntactic structure of sentences that express them has a direct impact on the understanding of human communication. According to Fodor (as well as Chomsky and all the authors who adopt the standard model), the analysis of language is entirely governed by a device specifically used in the processing of the logical form (syntax, basically) of the utterances. From such a perspective, contextual information it is not only irrelevant but also harmful: everything needed to understand what the speaker said is encoded in the utterance.

The thesis of the isomorphism between language and thought fits perfectly with the idea that the processing devices have a bottom-up character. At the base of this character is the
mechanistic nature of the language module that is considered a self-sufficient processing system. Each time the linguistic device detects the appropriate stimulus in the environment (utterances that exhibit a logical form), the comprehension follows as an automatic and mandatory consequence of the processing of the stimulus. This mechanistic idea of comprehension is highlighted by Fodor, who argues that “one cannot avoid hearing a phrase that has been said (in a known language) as a phrase that has been said” [23, p. 91]. In this paper, we do not care to discuss this issue. What interests us here is to note that, in the standard version, the analysis of the logical form of the sentences is a necessary and sufficient condition for the comprehension of the content expressed by those sentences and that such analysis implies a specific processing device wired on the syntactic properties of the sentences.

Bottom-up models in cognitive science have always been considered, because of the emphasis on the mechanical and material aspects of the information processes, the trump card in the debate on the naturalization of the mind [23]. In spite of these considerations, our idea is that the bottom-up models based on the primacy of the phrase are founded on a highly abstract concept of language. Indeed, the processing device, focalized on the syntactic aspects of the phrases, has to operate independently from any background noise: so to speak, it must analyze the shape of the proposition in its “purity.” The models that explain human narrative capabilities using the theoretical paradigm of the primacy of the phrase have enormous explanatory difficulties, as we shall see in the next section. These difficulties will lead us to change the interpretative model.

3 Processing coherence: how local and global processes are intertwined

According to standard compositional theories, sentences encode meaning by the means of a context-free rule-based combination of lexical–semantic features of the words within a sentence. This step of the comprehension process is considered necessary, and it corresponds to the level of sentences’ truth conditions. Such a thesis is a “literal meaning thesis” and is the basis of all traditional semantic theories. According to the literalist thesis, the contribution of world knowledge to the truth conditions is limited to cases of indexicality and ambiguity; this means that the role of the context of utterance should be traceable to syntactic elements in the logical form of sentences. Currently, many scholars interested in language functioning recognize that processes of the type just described are not enough to account fully for language comprehension and production. They seem to agree that, at a certain point, context is taken into account. The disagreement is about when, exactly, this happens.

Here it might be useful to draw a distinction between a two-step model of linguistic comprehension and a one-step model. Classical theories of meaning are two-step models, according to which contextual information is considered only after establishing phrase or sentence local meaning. On the basis of a one-step model, contextual information may be used in a more top-down fashion, such that the local contribution of individual words or sentences is a function of the construction of a situational interpretation at the global meaning level. In this article we argue against two-step interpretations of language comprehension,

---

1 It must be said that there have been multiple attempts to devise Chomsky-style narrative grammars (e.g., [39, 38]) and that these operate top-down. Nevertheless, although they represent a step forward compared with Chomskian perspective, our idea is that such attempts are ineffective to account for the global coherence of the discourse since it is a pragmatic property that cannot be explained in terms of universal grammar.
and we propose a one-step model according to which the wider discourse context has an immediate effect on the unfolding linguistic information.

From this perspective, our criticism extends also to some models of discourse elaborated in the field of discourse analysis. Even if from the 1980s onward the explicit goal of people working in that field has been going beyond the sentence, our specific charge here is that models of discourse elaborated within the classical compositional framework (e.g., [36]) are still characterized by the idea that sentence analysis has priority over discourse analysis. The model proposed by Kintsch and van Dijk [36], for example, is a bottom-up model, which is centered on the role of mental propositions expressed by predicate-argument structure. According to this model, the structure of a text or a discourse (“macrostructure”) can be formally derived from the structure of the relations between sentences (which form the “microstructure”) by the means of the application of some general rules. This model, then, fits into a two-step perspective of the interpretation process as discourse meaning is inferred only once sentences’ analysis is completed. Such a model has been very popular among linguists during the last thirty years, and it still represents the dominant view on discourse processes. In spite of this, we argue that this model, as well as other two-step models, can be seriously undermined by challenging two key psycholinguistic assumptions that lie behind it.

First, the model assumes the incremental nature of the interpretative process, which means that the processing of coherence is based on a word-by-word analysis and integration. This is the very essence of two-step models because incrementality is consistent with the idea that local meanings are built up from the meanings of individual words, which in turn is consistent with compositionality principle. Second, the orthodox view of language comprehension is that the processes involved are fully completed, namely, that semantic information for each word is fully retrieved during the incremental process. For example, Just and Carpenter [35] state: “readers interpret a word while they are fixating it, and they continue to fixate it until they have processed it as far as they can” (p. 30).

From these two assumptions follows the classical compositional view that local coherence is established prior to global coherence and that a thorough check at the local level is part of the normal process of coherence establishment. In the current paper, these two assumptions are called into question, presenting arguments in favor of alternative claims that (1) discourse processing is driven by global processes oriented to topic maintenance as opposed to the maintenance between utterances, (2) the extent to which an item is analyzed at a local semantic level is a function of the general fit of that item to the discourse context. The higher the global fit of the item, the lower the accuracy of the semantic processing of that item is. In order to test these hypotheses, we focus on anomaly detection. In particular, the case study is the survivor effect observed in the way certain discourses are interpreted naturally by human subject, and described below.

4 Towards a top-down model of discourse

The idea that discourse processing is based on the construction of a coherent mental representation of what is in the discourse is a widely accepted view. In particular, the aim of comprehension and production processes is the construction of an integrated representation that reaches a “coherence threshold.” The question is how that threshold is reached. As mentioned, according to the standard compositional view, discourse processing proceeds in a bottom-up fashion, constructing a complete representation based on a thorough check of each sentence. From this perspective local meaning is established prior to global meaning [36, 44].
Accordingly, McKoon and Ratcliff [43] have proposed the minimalist hypothesis that claims people only try to establish global coherence when there is a break in meaning at the local level. Alternatively, discourse-level information may be used in a more top-down fashion, such that the local contribution of individual words or sentences is a function of the construction of situational interpretation at the global meaning level. In this latter view, partial or incomplete semantic analysis at the sentence level would often be sufficient to fulfill the comprehender’s coherence need. Looking for discourse coherence, listeners would activate global instead of local processes, namely processes that are oriented to the maintenance of global coherence (topic maintenance), as opposed to local coherence (maintenance between utterances). A number of studies have provided evidence supporting this latter view.

For the purposes of this paper, studies concerning a well-documented effect during language processing, the “survivor effect,” are particularly relevant. In the following example, subjects were asked to write solutions to a version of the subsequent problem (adapted from [6]):

A tourist flight crashes in the Pyrenees, and wreckage is strewn equally in France and Spain. Where should the survivors be buried?

Results show that only 66% of the subjects noted that survivors are not the sorts of things that should be buried. Even more striking, when the term “survivors” was replaced by the phrase “surviving dead,” only 23% of the subjects noted any anomaly. The extremely low detection rate suggests that local semantics of the phrase “surviving dead” is not computed prior to its incorporation into the more global representation of the text. If it were, the anomaly should be noted at that initial stage. It would seem that subjects understand the story by developing a global, situational interpretation of the discourse. To the extent that the coherence at the global level can be maintained (for example, “dead” is consistent with the global plane-crash situation), local problems are ignored and perhaps not even computed.

To support this conclusion further, it should be noted that if the critical expression (“surviving dead”) is embedded within an incongruent context, for example a “bicycle accident,” then subjects’ reaction to the anomalous phrase is completely different. This time they will more easily notice the anomaly, and changing the scenario can manipulate the relevance of critical phrases. This is extremely significant as it shows that the extent of semantic analysis the critical item receives is a function of the general fit of the item to expectations based on context. If the global fit of phrases in the context is high, then more detailed, effortful, time-consuming analysis may not take place. In contrast to strict bottom-up, incremental interpretation, these findings are consistent with the idea that coherence’s establishment is a top-down process guided by listener’s expectations. Once the system has a satisfactory level of information supporting coherence, further analysis might not take place. That said, the question we need to address now is how exactly the process of coherence’s evaluation works at cognitive architectural level. Which are the principles and the actual cognitive components that guide the top-down assessment of coherence?

We mentioned that cognitive processes of projection in space and time (i.e., navigational abilities) may have a crucial role in the processing of coherence. In the current paper we will not go into detail about the general navigational framework of communication (for an extended presentation of the model see [14, 21, 20]). Here we will rather focus on a very specific aspect of navigational abilities, i.e., the contribution of executive functions. Before turning to this, we should note that our approach fits into a cognitive pragmatic conceptual framework and thus shares some general aspects of other pragmatic accounts of language, in particular Relevance Theory (RT;[50]. However, as we discuss elsewhere [14], several
characteristics distinguish our model from RT's model. For our current purposes, it will be sufficient to contrast a “theory of mind” account of pragmatics with a “navigation” framework on the basis of two related claims. First, we claim that a navigational model provides a richer notion of context compared to RT’s model. According to a navigational model, the interpretative process is guided not only by the attribution of mental states to interlocutors, but also by the exploration of spatial and temporal perspectives that, even if activated by the current circumstances, represent alterative states of the actual situation. In this view, context is defined by the concurrent functions of grounding and projection [21], which allows the individual to take into account the extra-linguistic world by projecting himself toward spatial and temporal alternative scenarios.

The second relevant aspect concerns more closely the very notion of coherence. We would like to point out that most of the models of discourse processing discussed so far emphasize the comprehension side of the interpretative process. Classical compositional models are focused on mental processes of understanding what an interlocutor or a text expresses, providing a bottom-up analysis of such a process. However, RT’s model acknowledges the role of top-down processes, but it also seems to be limited to the analysis of linguistic comprehension. Indeed, the notion of relevance, which is the key notion of RT’s model, is much more concerned with comprehension than production. In the last part of this paper we will argue that this aspect may be considered a “side effect” of RT’s model and that a more powerful unifying model, in which comprehension and production are placed side by side, can be reached by elaborating on the notion of coherence. As we will see, the one-step model we are proposing, according to which coherence is processed in a top-down fashion and guided by the role of executive functions, presents itself as a viable candidate for a unifying model of discourse processing.

5 It is not only a matter of relevance: coherence intuitions

Our idea is that, in order to propose a unified model of discourse processing, it is necessary to analyze not only the processes of interpretation, but also the processes of production. We discuss this idea through the analysis of the cognitive devices involved in the establishment of coherence. To clarify the issue, we begin by highlighting once again the aspects that distinguish our model of pragmatics from that of RT’s.

According to the model proposed by Sperber and Wilson, verbal communication’s burden falls mainly on the listener, who engages to reconstruct, through inferential chains, the speaker’s intention. In fact, the main reason why RT’s is primarily a model of comprehension lies in the adoption of Grice’s assumption according to which, in the communication processes, the starting point is the intention of the speaker [30]. From this point of view, the speaker’s intention is a phenomenon already given and each verbal cue introduced by the speaker it is necessary for the listener in order to reconstruct that intention. Now, while Grice [31] through the formulation of conversational maxims, tried to give an account of the processes involved in language production, in RT’s model an explanation of this kind lacks.

Sperber and Wilson [49] argue that the main purpose of RT’s model, and more generally of pragmatics, is to clarify the nature of the processes and the skills that allow the listener to reconstruct inferentially the intention of the speaker on the basis of the sentence’s meaning. In fact, they characterize pragmatics as inferential comprehension oriented to relevance detection. As Wilson [55] points out, “the main aim of relevance theory in the domain of verbal communication is to explain how utterances are understood” (p. 58). At a general level, the inferential comprehension is made possible by a specific cognitive system, the theory
of mind (ToM) module, that underlies the ability to attribute mental states such as beliefs, intentions, and feelings to others and to explain and to predict the actions that derive from them (e.g., [5, 37]). What is important to note is that relevance theorists see pragmatics as a specific component, a relevance-based comprehension module, of the ToM module with its own proprietary concepts and procedures distinct from general ToM module [11, 49]. This means that the relevance principle characterizes, from a pragmatic point of view, the essence of pragmatics.

RT’s model (heavily focused on the aspects of language comprehension and on principle of relevance) evidently represents an overly limited view of pragmatics and, consequently, a limited view of human communication [1]. Relevance, indeed, is not the only principle that governs communication. As highlighted, for example by Giora [27, 28], “speakers and hearers are not constrained only by the search for relevance. In addition, coherence considerations constrain communication and play a major role in discourse structuring and understanding” [27, p. 31]. To see how this is possible, one must analyze some verbal expressions and discuss them in reference to the notions of RT’s model. Though such an analysis may appear extremely technical, it is important for the purposes of our argument to show that 1) relevance is not the only property of communication and 2) discourse coherence has a key role in pragmatic processes.

According to Sperber and Wilson [50, 56] an input (e.g., an utterance or a memory) is relevant to an individual when it connects with background information she has available to yield conclusions that matter to her. More in detail, an input is relevant to an individual when its processing in a context of available assumptions yields a positive cognitive effect, that is to say, a worthwhile difference to the individual’s representation of the world (e.g., a true conclusion). The most important type of cognitive effect achieved by processing an input in a context is a contextual implication, a conclusion deducible from the input and the context together. Besides the cognitive effect, relevance of an input relies also on processing effort. Other things being equal, the greater the processing effort, the lower the relevance of an input to an individual in a given time. Thus, the relevance of an input for an individual at a given time is a positive function of the cognitive benefits that he would gain from processing it and a negative function of the processing effort needed to achieve these benefits. Giora points out that there are cases where the verbal productions are inappropriate from a pragmatic point of view because they lack coherence, but they are relevant (in Sperber and Wilson’s terms) to an individual. To illustrate the point, Giora starts from a central notion of RT’s: the choice or selection of the context. Sperber and Wilson argue that in communication the context is not given beforehand, but is open to choices and revisions during the process of comprehension. There are several ways through which it is possible choose or expand a context. For example, the listener, in order to understand a specific statement uttered during a conversation, can include in the context the interpretation of preceding utterances and/or the interpretation of her responses during the course of the dialogue. The relevant point is that, according to Sperber and Wilson, relevance determines the selection of the context; the set of assumptions that allows to get the best balance between processing effort and cognitive effect is chosen as the appropriate context.

According to Giora [27] an idea of this type is problematic because it may lead to situations in which the information may be relevant (in Sperber and Wilson’s terms), although pragmatically inappropriate because it lacks coherence. To clarify the point, Giora discusses an example proposed by Sperber and Wilson [50, p. 125]. Consider the context composed by a), b) c) and the utterances 1), 2), 3), 4) and 5) below:
a) People who are getting married should consult a doctor about possible hereditary risks to their children.

b) Two people with thalassemia should be warned against having children.

c) Susan has thalassemia.

1. Susan, who has thalassemia, is getting married to Bill.
2. Bill, who has thalassemia, is getting married to Susan.
3. Bill, who has thalassemia, is getting married to Susan, and 1976 was a great year for French wines.
4. Susan and Bill should consult a doctor about possible hereditary risks to their children.
5. Susan and Bill should be warned against having children.

The point is to establish what utterance is the most relevant, that is to say, what has the greater cognitive effect at the minimum processing effort. Sperber and Wilson state that (1) and (2) are equally difficult to process because they are similar in length and require the same context (a-c). However, (2) has greater cognitive effects (contextual implications) than (1), while (1) has only one contextual implication. For example (4), (2) has an additional contextual implications (5). So, Sperber and Wilson state that (2) is more relevant than (1).

Giora [27]; ([28], however, on the basis of the assumption that contexts are searched for, states that the context needed to render (1) relevant is smaller than that needed to render (2) relevant. In fact, in order to render (1) relevant, only two assumptions (a, c) should be activated. Instead, to process (2), it is necessary to add (b) to the context. So, (2) is not really more relevant than (1); (2) has more cognitive effects than (1), but it also needs more effort processing, necessitating the expansion of the context.

The same procedure (of extending the context) may apply to render a discourse such as (3) relevant, albeit inappropriate. Sperber and Wilson affirm that (2) is more relevant than (3); they have the same amount of contextual implications, but (3) requires more effort because the extra information in (3) is completely unrelated to the given context and, consequently, has no contextual effect. However, since contexts are searched for, it is possible to extend the context so as to render (3) relevant. For example, the speaker and hearer of (3) should have heard that a neighbor bought them a 1976 bottle of French wine. In the initial context (a, b, c) now there is a new assumption:

d) Our neighbor bought us a 1976 bottle of French wine.

This extended context (a, b, c, d) renders (3) as equally relevant to the context as (2) is. While (3) requires more processing effort than (2), it also has more contextual effects. Thus, the utterance (3) “Bill, who has thalassemia, is getting married to Susan, and 1976 was a great year for French wines” is the more relevant in the context (a, b, c, d).

However, Giora outlines that, in spite of its relevance, (3) is an incoherent text that the people evaluate as inappropriate: the hearer must be left puzzled as to how the two propositions in (3) are related to each other (rather than to a context). Then, because (3) is more relevant than (2), the information that listener evaluates as the most relevant is (2) (even after the extension of the context). Why? Giora’s hypothesis is that such a evaluation depends on the fact that the speaker and the listener are driven in communication processes not only by intuitions of relevance, but also by intuitions of narrative coherence. If relevance’s detection were the only basic principle of human communication, in fact, the hearer (given the expanded context) should automatically consider (3) as the most pertinent information. But, although relevant, (3) is pragmatically inappropriate. Now, important for the scope of our argument is that the inappropriateness of (3) depends on the fact that
it violates the listener’s intuitive expectations of coherence. Thus, the hearer’s reluctance to consider (3) more relevant than (2) is because (3) is incoherent. The existence of such reluctance shows that relevance is not the only principle that regulates the communicative exchanges. An important role in this regard it also played by the principle of narrative coherence. Now, although the examples just described are related to the intuitions of the listener (i.e., to the interpretive processes) as previously mentioned, our idea is that in order to give an account of the cognitive devices involved in the processing of discourse it must analyze the processes of both comprehension and production. In the next section we will see how the reference to executive functions as the processing systems of coherence allows us to present a unifying one-step model of discourse processing that takes into account both interpretative and productive processes.

6 The key role of executive functions in the building of narrative coherence

As we have seen, coherence refers to conceptual organizational aspects of narration at the suprasentential level. Thus, the coherence of a narrative discourse depends, at least in part, on the speaker’s ability to maintain thematic unity [2]. When is a discourse coherent? A dominant idea, especially among linguists, is that the coherence of a narration depends on the linear relations between adjacent sentences, that is to say on cohesion between pairs of consecutive sentence (e.g., [7, 10, 32, 52]). For example, consider the following text:

After the forming of the sun and the solar system, our star began its long existence as a so-called dwarf star. In the dwarf phase of its life, the energy that the sun gives off is generated in its core through the fusion of hydrogen into helium [8, p. 2].

In this text the sentences are connected through lexical cohesion; the lexical cohesive relations hold among the lexical items sun, solar system, star, dwarf star and dwarf phase in the text. Now, although the cohesive relations (the local meaning) have an important role in the expression and recognition of coherence relations, the cohesion between consecutive sentences seems an unnecessary and insufficient condition for the narrative coherence (see also [26]). With reference to this a crucial distinction is that between global and local coherence. Global coherence is the manner in which discourse is organized with respect to an overall goal, plan, theme, or topic; it refers to the relationship between the content of a verbalization with that of the general topic of narration. Local coherence concerns the conceptual links between individual sentences or propositions that maintain meaning in a text or discourse [29]. Now, while the local coherence is made possible by cohesion relationships, the same is not true for global coherence. Consider for example the following text:

I bought a Ford. The car in which President Wilson rode down the Champs Élysées was black. Black English has been widely discussed. The discussions between the presidents ended last week. A week has seven days. Every day I feed my cat. Cats have four legs. The cat is on the mat. Mat has three letters. [16, pp. 110–111].

In this text the sentences are connected through the cohesive mechanism of repetition. However, the set of sentences, despite the abundance of cohesive ties, is not perceived as a coherent whole. In this text the sentences do not hang together in a reasonable way; the text lacks of global coherence. So we can argue that global coherence of a narration is independent from cohesion, that is to say, the macrostructure of a narrative discourse cannot be formally derived by the microstructure of the sentence.
The idea that global coherence of a narration is independent from cohesion has received much evidence in recently from neurolinguistics research (e.g., [15, 40, 42]). These studies have highlighted the dissociation between the abilities that underlie sentence processing (microstructure or microanalysis) and those that underlie narrative processing (macrostructure or macroanalysis). Particularly relevant for our purpose are the data that come from studies of patients with traumatic brain injury (TBI). These subjects generally have impairments of specific prefrontal areas. Such impairments cause deficits of executive functions. Executive functions (EFs) is an umbrella term for a wide range of cognitive and behavioral skills whose main neural substrate is constituted by the prefrontal cortex. EFs have a key role in regulating the equilibrium between the organism and the environment. In fact, they are implicated in the temporal organization of goal-oriented behaviors (e.g., [4, 25, 51, 54]). EFs allow formulating a plan, starting its execution, and maintaining attention (perseveration) on that plane until its realization. Moreover, EFs allow the rapid shift of attention for the adaptation to novel contexts, while they inhibit inappropriate behavioral responses to the current situation.

Although there no precise taxonomy of executive functions (see [3, 34]), it is possible to delineate some aspects of convergence among the neuropsychological models. There is a general agreement that EFs are implied in processes such as planning, working memory, inhibition, and mental flexibility, as well as in the initiation and monitoring of action [12]. Numerous studies have shown that TBI subjects generally have deficits in EFs of action planning and monitoring. Because of such deficits, the behaviors of TBIs appear confused and disordered; they cannot organize and complete goal-oriented behaviors because they are not able to conceptually formulate and execute a sequence of actions [17, 47, 57]. Our hypothesis is that the deficits of planning and monitoring in these patients are the principle causes of their problems in narrative discourse. Our idea, in fact, is that EFs of planning and monitoring play an important role also in building the global coherence of a narrative. As global coherence is the manner in which discourse is organized with respect to an overall goal, plan, theme, or topic [29], the building of narrative coherence should be conceived as a specific case of goal- oriented behavior. From our perspective, it is possible to conceive coherence as the way to achieve the general goal (the general topic) toward the narrative discourse tends. Thus, the establishment of coherence implies a form of goal planning (a conceptual formulation of the general topic) and a form of organization of the single steps necessary to achieve that goal (organization of the single verbal expressions tied to the general topic). Moreover, during the execution of a plan—that is, during the stage of narrative production—it is necessary to continue estimation of the task in order to make sure that the elements introduced are in accordance with the general topic of conversation [19].

Analyses of the narrative production of TBI patients confirm this idea. Many neurolinguistics studies have shown that these patients connect sentences correctly by using cohesion ties (grammatical devices), but they are unable to construct and maintain the global coherence of their verbal productions because they cannot relate the individual sentences to a plan or to a more general purpose, and often introduce material that is irrelevant to the current context in their verbal productions (e.g., [9, 29, 33, 41, 13]). Coherence appears to be controlled by a higher-order conceptual process, whereas lexical cohesion may be driven by more automated linguistic processes that are not disrupted after TBI. As an example of this fact, consider the following narrative produced by a TBI subject:

I have got faults and. my biggest fault is. I do enjoy sport. it’s something that I’ve always done. I’ve done it all my life. I’ve nothing but respect for my mother and father and. my sister. and basically sir. I’ve only come to this conclusion this last
two months. and as far as I’m concerned. my sister doesn’t exist. [45, p. 305].

In this text the sentences are well formed from a strictly syntactic a point of view; the single local sentences are not problematic. However, taken as a whole, this fragment of speech is pragmatically inappropriate because it lacks global coherence. In fact, it is characterized by sudden and irrelevant changes of topic. What is important to note is that, as Biddle and colleagues [9, p. 463] pointed out, “the narrative impairment of adults and children with TBI […] appeared to be the result of problems with planning, production and monitoring discourse”.

Our idea is that examples of this kind, which show a dissociation of microlinguistic and macrolinguistic cognitive functions, provide support for the distinction between microstructural and macrostructural discourse component. More specifically, confirming the idea that coherence is processed in a top-down fashion, they support a unifying top-down model of discourse processing according to which the global meaning of a narration constraints in a substantial way the local meaning of the sentence.

7 Conclusions

Classical models of language functioning in cognitive science have been characterized by bottom-up models, which are centered on sentences’ analyses. In this paper we have argued that the priority given to sentences’ analyses undermines classical models’ capacity to explain narrative processing because it undermines their capacity to explain a crucial property of narration: coherence. In particular, we have suggested that coherence processing is a top-down process in which the construction of an interpretation at the global meaning level takes priority over local meaning analysis. Analyzing the processing systems that underlie narrative coherence, we have shown that such a property has to be explained by focusing on macro-analysis rather than on microanalysis. Evidence regarding narrative abilities of TBI supports the distinction between microstructural and macrostructural discourse component and suggests that the processing of discourse and the processing of sentence are based on different cognitive devices. Specifically, these data show that discourse processing does not rely on devices involved in the structural analysis of the internal constituents of the sentence. Moreover, they support our hypothesis that coherence is processed in a top-down fashion by cognitive systems oriented to the future (anticipation of the general theme of narration). This general top-down account of coherence processing, according to which discourse global meaning constrains local meaning analysis in a substantial way, provides a unifying framework for discourse comprehension and production processes.

Acknowledgements. This work is the outcome of a collaborative effort. For the specific concerns of the Italian Academy, we specify that for the final draft Erica Cosentino has written sections 3 and 4, Ines Adornetti sections 5 and 6, Francesco Ferretti sections 1 and 2.

References


Ontological Representations of Narratives: a Case Study on Stories and Actions*

Rossana Damiano1,2 and Antonio Lieto1

1 Dipartimento di Informatica
Università di Torino
Torino, Italy
rossana@di.unito.it, lieto@di.unito.it
2 Centro Interdipartimentale di Ricerca su Multimedia e Audiovisivo
Università di Torino
Torino, Italy

Abstract

In this paper, we describe the narrative ontological model encompassed in the Labyrinth system. The aim of the system is to allow users to explore a digital archive by following the narrative relations among the resources contained in it. Targeted at cultural heritage applications, the Labyrinth project relies on the notion of “cultural archetype”, i.e., a core representation encompassing archetypical stories and characters, exploited as a conceptual framework for the access to archives of heterogeneous media objects.

In particular, we describe how the system leverages various types of ontological reasoning to let narrative relations emerge between artworks, and exemplify how these relations are exploited by the system to provide the user with a narrative conceptual framework she or he is familiar with in the exploration of the archive.
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1 Introduction and Motivations

In recent years, the advent of digital media has enabled the publication on the Web of a huge quantity of resources, i.e., images, audiovisual objects, text documents and their combination. However, as the number of online digital contents increases, the way they are described is far from meeting the requirements of content-based access required by the general public: neither their description in terms of editorial metadata nor the tags added by users seem adequate to describe the content of media resources, and fall short of providing an effective access to digital media. The classification of resources in terms of stylistic features (layouts, patterns, colour profiles, etc.) is inadequate as well to the users’ needs.

In the field of cultural heritage, in particular, a content based description of artworks is required. As shown by the media studies, when users tag artworks, they tend to describe the content of the artworks [33]. For visual arts, stories can provide an effective way to mediate between the users and the description of the artwork by using a conceptual model users are familiar with [4]. In many cases, the content of visual artworks can be described
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in terms of some narrative situation, i.e., a basic framework where a character is caught in
the act of doing something, using some instrument, possibly with the participation of other
characters. The role of stories in the description of artworks is explicitly acknowledged by
iconology. For example, consider a painting representing a mythological subject, such as
Ariadne: the character of Ariadne is sometimes represented in the act of giving to Theseus a
ball of thread (that he will employ to escape from labyrinth of Minos); or, she is depicted
as abandoned by Theseus in the island of Naxos; or else, following a different myth, she is
represented with Bacchus. In the Iconclass system for iconological classification\(^1\), the first
subject corresponds to the \textit{id} 94M34 (“Ariadne gives Theseus a ball of thread”), the second
one to the \textit{id} 95B(ARIADNE)61 (“Ariadne left behind on the island of Naxos”), where
Bacchus will find her later on (\textit{id} 92L1211, “Bacchus finds Ariadne on Naxos”) [17].

Thanks to the practice of imitation [19], in Western culture, the same subject is represented
multiple times across authors and ages: in the neoclassical painting by Pelagio Pelagi
(“Arianna dona il gomitolo a Teseo”, 1814), in the painting by Jean–Baptiste Regnault
(“Ariane et Thésée”, 1827), etc. Moreover, the same stories are the subject of many other
artworks, conveyed through different media: for example, consider “Ariadne auf Naxos”
(1916), an opera by Richard Strauss, or the peplum film “Teseo contro il Minotauro” (Italy,
1960). In the digital age, remediation [3] contributes to keeping this practice alive, with
narrative contents being adapted from texts, to films and comics and so on, meeting the
expectations of different audience types and the distribution requirements posed by different
devices. Finally, narrative situations are linked to each other to form larger stories, which
provide further, more indirect connections between artworks: consider, for example, the
“story of Ariadne” (encoded in Iconclass as “95B(ARIADNE) (story of) Ariadne”), which, as
a more general class, encompasses the single stories mentioned above.

This paper describes an ontology-based approach to the description of the narrative
content of artworks, implemented in the Labyrinth system. The aim of the Labyrinth system
is to test the feasibility of using narrative concepts for the exploration of media archives, in
the field of cultural heritage. Artworks, in fact, often have a narrative content, but span only
single episodes of larger stories; moreover, they often do it through audio visual languages
that are not available for text processing. The use of an ontological model, where narrative
situations are described and grouped into stories, allows implicit relations to emerge among
artworks through reasoning: for example, starting from their narrative features (represented
characters, action, location, etc.), different artworks can be inferred as displaying the same
episode, or different episodes of the same story. Narrative relations, then, are exploited to
create navigation paths among the artworks, or to generate recommendations of similar
contents.

Targeted at cultural heritage dissemination and digital publishing, the Labyrinth project
relies on the notion of “cultural archetype”, i.e., a core representation encompassing archetypal
stories and characters, proposed as a conceptual framework for the access to archives of
heterogeneous media objects. In the Archetype ontology, stories are represented as containing
a set of actions, enacted by characters in a given location and time, and described according
to a role–based schema. A story can encompass other simpler stories, which in turn are
composed of increasingly simpler actions. The ontology has been designed with the goal of
supporting reasoning on the relations among characters, actions and stories, while abstracting
from different genres and media types. In this paper, we illustrate the Archetype Ontology
and show, by resorting to examples, how the ontology supports narrative reasoning on the

\(^1\) http://www.iconclass.org
relations between stories, actions and character. Finally, we illustrate how the narrative relations obtained through the reasoning process are employed in the system to support the navigation in the archive.

The paper is organised as follows: after surveying the related work (Section 2), in Section 3 we briefly describe the system within which the proposed model of story is being developed and tested. In Section 4, the conceptual model of the archetype ontology is described. Section 5 shows how the connections among artefacts and stories (or actions) is obtained. Section 6 illustrates how the inferences generated by the reasoner on the narrative model are employed to support the narrative based navigation among the artworks. Conclusions and future work end the paper.

2 Related Work

In the last decade, the access to cultural heritage and the distribution of media objects have moved toward a digital convergence [22]. In cultural heritage, this process has taken the form of digital platforms, such as online museums, cultural websites, etc. aimed at encouraging the access to the cultural heritage by the general public (consider, for example, the Europeana web portal).\(^2\) In parallel, the advent of new media has pushed forward re-mediation practices [3]: according to the paradigm of re-mediation, the contents of one medium are re-focused onto another medium (like for example, the transposition of a novel into a film or the reuse of movie contents in videogame design). Despite the scenario described above, the convergent culture has not been effective in creating tools for organizing and accessing contents in the field of cultural heritage. In today’s web, searching media objects, in fact, is still largely based on keywords and/or tags: the search outputs a list of objects (books, pictures, videos, etc.) but does not contain an explicit representation of the narrative relations they entertain with the input keywords.

The use of ontologies for the exploration of media archives has been explored by several research projects. A pioneering contribution in the use of ontologies to provide online access to cultural heritage is given by the CultureSampo project [20]. This project encompasses a set of domain ontologies, which provide the background against which cultural objects, encoded in different media formats, can be explored, tracking the connections among them [21] in terms of geographical and chronological relations, authorships, production processes, etc. The folkloric saga called Kalevala, also encoded in an ontological form, is employed to describe and connect the episodes referred to by artworks.

The DECHO system [1] relies on a conceptual model of the archeological domain to support the exploration of cultural heritage objects. Targeted at the integration of different data sources, the ontology has been developed on top of the CIDOC Conceptual Reference Model (CIDOC-CRM) [12]. In particular, the system encompasses digital images, 3D models of objects and environment, and narratives, using the ontology to establish connections among them. Mainly oriented toward the interaction with 3D virtual environment and objects, the DECHO system integrates in a unifying semantic framework an advanced 3D visualisation tool and a corpus of textual documentation about the displayed objects, including narratives.

Narrative is the focus of the Bletchley Park Text system [28], a semantic system designed with the goal of supporting the users in the exploration of online museum collections. Designed with the notion of the “guided visit” in mind, the system relies on an ontology of story, taken from the Story Fountain project [29]. The stories represented in the system are exploited to

\(^2\) http://www.europeana.org
create relations between the entities contained in the online collections, allowing the user
to query the system for a semantic path between entities. Similarly to [28], the Labyrinth
project mainly relies on narrative concepts for the users’ conceptualisation of resources
[28]. However, the Labyrinth project is not targeted at the fruition of a specific (virtual or
physical) collection: rather, it aims at exploiting narrative concepts to create an open system
that leverages the reasoning capabilities of the Semantic Web technologies to let meaningful
connections emerge within heterogeneous resources.

Concerning the use of ontologies to model narrative concepts, story ontologies have been
proposed with two main goals, namely the purpose of classifying story types and the purpose
of providing an underlying model for narrative annotation. A well known example of the
first type of systems is the work by [15]. In this work, inspired by the work of Propp [32],
an ontology of fairy tales, encoded in OWL, is exploited to model different plot types. The
system uses the ontology to perform case-based reasoning: given a story plan, the system
searches a similar plot in the ontology, measuring the semantic similarity of the given plot
with the plot types encoded in the ontology. A natural language module, then, generates a
textual version of the obtained plot, adapted to the input parameters (characters, situations,
etc.) given by the user. In the same line, the work by [18] used automatic classification
techniques to classify plot types. However, with the notable exception of the Opiate system
[13], structuralist models not have received much attention in recent years, following the
criticism that they do not provide the flexibility needed to face the challenges of new media.

Overcoming the differences among different media types and genres is a main challenge
faced by the research in media annotation. In this field, story ontologies have been proposed
as a way to provide a shared and interoperable model for annotation scenarios which are
characterised by the presence of different types of narrative contents and rely on the paradigm
of crowd–sourcing. A media-independent model is provided by the OntoMedia ontology,
exploited across different projects (such as the Contextus Project [23, 24]) to annotate the
narrative content of different media objects, ranging from written literature to comics and TV
fiction. The OntoMedia ontology contains a very detailed model, tailored on story annotation,
and mainly focused on the representation of events and the order in which they are exposed.
In [24], it is employed to annotate common elements and plot across the different episodes
of the Dr. Who sci-fi TV series. OntoMedia lends itself to the comparison of cross-media
versions of the same story (for example, a novel and its filmic adaptation), while it does not
cover in a detailed way the description of characters’ behavior (intentions, roles, etc.).

The Cadmos project [25, 8] shares with these approaches the basic assumption that a
media object can be segmented into meaningful narrative units and that, given some kind
of formal or semi-formal annotation, these units can be accessed and navigated. In the
Drammar ontology, the basic unit of the annotation is the “drama unit”: based on the
Aristotelean notion of unity of action, the unit contains one or more incidents, which can be
either naturally occurring events, or intentional actions performed by the story characters in
order to achieve some goals. A main innovation attained by the Drammar is the mapping of
the annotation schema to linguistic resources (namely, FrameNet [2] and WordNet [27]), and
the design of a meaning negotiation process [8] to let users select the appropriate concept for
describing events in large common sense ontologies (such as YAGOSUMO [11]).

The SUMO ontology, although not specifically tailored on story modelling, has been
employed for the task of story annotation and story generation. In [10], the axiomatic
definition of processes, in SUMO, is exploited to reason on stories and to generate plots.
This approach, although not directly relevant for story models, reveals the relevance of an
accurate representation of actions (processes, in SUMO terminology) for story description.
The ontology encompassed by the Labyrinth system (Archetype ontology) incorporates some of the main tenets of the Drammar of ontology, such as the commitment towards a core story model, neutral with respect to different narrative theories and genres; differently from Drammar, which provides a character–based account of narrative concepts, it assumes that a library of basic stories, relevant to the cultural archetypes of Western culture, is edited by hand and exploited to link different media resources. Inspired by the approach proposed by [20], where a single folkloric saga has been employed as a red thread for the presentation of artworks, in the Labyrinth projects, the story model serves as a framework for the users’ conceptualisation of artworks, in a domain (cultural heritage) where narrative is, across media and ages, a powerful metaphor for content description.

With respect to the story models encoded in [15, 23], which are oriented, respectively, to story classification and annotation, the narrative model of the Labyrinth system is oriented to the description of basic narrative situations, represented in terms of characters and objects participating to a narrative situation, and their organisation into larger stories according to a modular perspective. In this sense, it abstracts from the notions of plot types and genre, accounting for the distinction between entities and processes acknowledged by top level ontologies such as Dolce [26]. Being targeted at representing the narrative properties of artworks, the Archetype ontology has been designed with the goal of interoperability with the standard ontologies for media description, such as Media Ontology and FRBR [30].

Finally, differently from other approaches issued by industrial and academic research (see, for example, Knowledge Graph project), Labyrinth does not aim at creating a general infrastructure for representing semantic relations among media items, but limits its scope to a set of few relevant archetypes (the labyrinth, the hero, journey, etc.) which are pervasive in Western culture. The underlying assumption of this approach is that these archetypes (and their related stories) are limited in number and shared by the audience along geographical and temporal coordinates, providing a valid affordance to content access for the general public of new media.

3 Overview of the Labyrinth system

The Labyrinth system allows the user to explore a repository of media resources through the conceptual mediation of an “archetype”. The user can see how the resources in the repository relate with the various element which compose the archetype model (places, stories, characters, objects, etc., described in Section 4), and how they are connected to each other through the links with the archetype they share (for example, resources displaying the same character or symbol, related to a certain archetype).

The interaction design of the system integrates a top-down, hypertextual exploration of the repository with a 3D environment (still under development). In the hypertextual mode, the system filters the contents according to their links to the reference archetype and shows how they are related with each archetype element (stories, characters, objects, locations, etc.). When a single artwork is reached, the user starts navigating the repository resource by resource, following the semantic relations between the artworks, in a way that resembles the walk through a maze. Semantic browsing and navigation are not limited to the explicit representation contained in the ontology, but leverage the inferences made by the ontology server.

3 http://dev.w3.org/2008/video/mediaann/mediaont-1.0/mediaont-1.0.html
4 http://www.google.com/insidesearch/features/search/knowledge.html
The Labyrinth system encompasses four main modules:

- The Ontology server maintains the ontology describing the archetypes, maps the media resources and their relations onto the ontological model, and provides the reasoning services.\(^5\)
- The Media repository stores the resources and is managed through a relational database (DB).
- The Labyrinth Web application, written in Java, provides search and navigation functionalities by querying the ontology.
- The client side applications, i.e., the web site and the 3D plugin, support the interaction with the user.

Since the Labyrinth system merges the perspective of digital archives with the paradigm of new media, adding a new repository to the system requires a two-step process, which includes data integration and editing: the data integration phase is accomplished through an internalization procedure, which translates the description of the resources to be incorporated (encoded in their metadata) into the ontological model of the system; in some case, the model must be edited to accommodate the new data.

The content creation pipeline, then, is the following: a domain expert examines the contents of the repository to be incorporated and suggests a list of archetypes which are relevant to the resources in the repository. Then, the ontology engineer edits the ontology to create the required archetypes (unless they are already present in the ontology). Adding new archetypes to the ontology, however, does not affect the archetype model, leaving the top-level classes of the ontology unmodified. Finally, the resources in the repository are mapped onto the archetypes contained in the system (and their audiovisual documentation is copied in the Media repository), through a set of mapping rules.

By using the online interface, the users can search and explore the resources contained in the repository based on the relations they have with the archetypes described in the ontology. The assumption is that “emergent” meaning relations, inferred by the semantic engine on the ontological model, can generate thematic (perhaps serendipitous) paths through the repository.

4 The archetype ontology

The Archetype Ontology (AO), designed for the Labyrinth system, relies on and incorporates, in a unifying model, multiple ontologies already available in the literature and representing different relevant aspects of the narrative of media objects. More precisely, the ontologies incorporated in AO are the following: the Ontology for Media Resource\(^6\), a formal framework for describing media objects (e.g., images, videos etc.) according to their format (e.g., jpeg, avi etc.); the FRBR (Functional Requirements for Bibliographical Records) ontology\(^7\), a framework for describing resources according to an abstract model; finally, part of the Drammar ontology \(^9\), a core ontology for the representation of characters and actions in narrative units. Following a tradition dating back to Aristotle in drama studies and narratology \(^5, 31\), the Drammar ontology acknowledges the primary role of character in

\(^{5}\) Currently, the ontology server is provided by the Owlim RDF database management systems (http://www.ontotext.com/owlim).
\(^{6}\) http://dev.w3.org/2008/video/mediaann/medialnt-1.0/medialnt-1.0.html
\(^{7}\) http://www.ifla.org/publications/functional-requirements-for-bibliographic-records
story, intended as the intentional agent of a sequence of causally related story incidents. The role of characters has emerged also in contemporary aesthetics, where it is considered the medium of audience involvement, thanks to the process of identification with characters [16, 7]

AO serves the explicit goal of representing the peculiar narrative aspects related to the definition of ‘cultural archetypes’. Archetypes, in turn, serve the scope of describing the semantic relations occurring among a set of cultural and artistic artifacts. Therefore, for its own nature, the Archetype Ontology is not intended to cover the foundational aspects of narratives, but only the ones intrinsically connected with the concept of Archetype, intended as a core representation encompassing archetypical stories and characters. The ontology has been designed with the goal of supporting reasoning on these typ of narrative relations, that the Labyrinth system exploits to guide the user exploration of media archives.

The top level classes of AO are the represented in Figure 1. The Archetypes class contains the thematic archetypes to which a story can be referred; the Artifact class contains the media objects, organized according to the FRBR model; the Dynamics class (from Drammar) represents actions, processes and state of affairs involving the narrative entities; Entity contains the characters and objects represented in an artefact or involved in a story; Story represents a collection of stories; Description Templates (from the Drammar ontology) contains the role schema (SituationSchema) that can be filled by narrative entities (characters and objects) in a dynamics (i.e., a process or state), inspired by the “Situation Description” ontology pattern [14]; the Format class encodes the format and type of media resources; Geographical Place and Temporal Collocation, finally, represent the classes where it is possible to encode, respectively, the spatial and temporal information related to artefacts, stories and archetypes.

The above mentioned ontologies have been inserted in our model as follows: FRBR ontology has been used in order to describe the individuals belonging to the Artifact class. The four abstract levels for the resource description of the FRBR model [30] are: work, representing a certain intellectual or artistic creation (e.g., the Faust); expression, representing the different intellectual or artistic realization of a work (e.g., book, video etc.); manifestation, representing the physical embodiment of an expression (e.g., the Italian translation of the book of Faust) and item, the specific exemplar of a certain manifestation (e.g., the book number 32 of the Italian translation of the book of Faust). The incorporation
of this model allowed us to represent the status (in terms of ideation and production) of the media objects according to the commitments expressed in FRBR (however, in the Archetype Ontology, the “item” category was not used since this concept is implicit in the membership of the class Manifestation). Furthermore, the Media Object ontology has been inserted at the level of Format class in our general model. Finally, the imported components of the Drammar ontology have been used to express the relations between the Dynamics, Entity and Description Template classes.

The “narrative branches” of the ontology are obtained by the following classes: Archetype, Artifact, Story, Dynamics and Entity. The Archetypes class currently contains two directed subclasses, namely Hero and Labyrinth, representing the two narrative myths (“Hero” and “Labyrinth” respectively) already encoded in the model. These classes have been specialized into other subclasses described with a set of necessary and sufficient conditions. For example: the class MythologicalHero has been defined as a subclass of Hero where the participating characters (or agents in Labyrinth terms) are restricted to the members of the MythologicalEntity class. Other properties (mainly corresponding to binary relations in first order logic) allow providing informative connections with other narrative classes. For example: the isEvokedIn property allows connecting archetypes and artefacts (e.g., with this property it is possible to state that the “Cnossos Labyrinth” archetype is evoked by a certain artefact, e.g., namely an artefact representing the characters of Ariadne and Theseus), the property isRecalledIn connects the archetypes with the stories (e.g., “Cnossos Labyrinth” can be connected to the story named “Ariadne gives Theseus a ball of thread”).

The class Artifact, specialized, as mentioned above, according to the FRBR model, is connected with the other narrative classes by the following properties: evokes, inverse property of the above mentioned isEvokedIn, which connects Archetypes and Artifact; displays, connecting Artifact and Entity (e.g., this property allows asserting that a certain artefact, let suppose the painting “Arianna e Teseo”, displays as characters the entities Ariadne and Theseus); describeAction, connecting Artifact and Dynamics (e.g., this property allows stating that the artefact “Theseus kills the Minotaur” describes the action of “killing”). In our model, the describeAction property has been defined as a sub-property of the more general property hasPart. This modeling solution has an impact on both the intended meaning of
describeAction (e.g., this property is intended as expressing a sense of “membership”) and, therefore, on the reasoning processes coming up from the model. In fact, the statement that the painting “Theseus kills the Minotaur” describes the action of “killing” implies that this action is inferred as belonging to (via the part-of property) that artefact.

The class Dynamics has been imported from the Drammar ontology, where it represents the structure of the story incidents. It has been specialized as shown in Figure 2: its direct subclasses are State and Process, identifying different types of narrative situations. Process types have been divided in Action and Event and some actions, e.g., Killing Action, Hero Actions etc. have been constrained with necessary and sufficient conditions. For example: the class Hero Action is defined as the class of the Action instances having, as characters, some agent referred to the archetype of the Hero. The main properties connecting Dynamics with the other narrative classes in the ontology are: hasCharacter, connecting the Dynamics with the characters (Entity) participating in it, and isDynamicsOf (a transitive property connecting the Dynamics, e.g., actions or states, with the class Story). Even this property, as the describeAction property shown above, has been encoded as sub-property of hasPart. Therefore, it can be inferred that an action or a process are dynamics (intended as “part of”) a certain story. Moreover, the stories are intended as composed by several dynamics.

The class Story is connected with the classes Dynamics (as illustrated before), Entity and Archetype. The connection with the class Entity is given by the already mentioned property hasCharacter, while the connection with the Archetype class is given by the property recall (e.g., it is possible to assert that a certain story “recalls” a certain archetype). At the current stage of development, the Story class is specialized with some subclasses defined according to necessary and sufficient conditions. The defined subclasses are MythologicalStory (or myths, defined as stories having as character some mythological entity), KillingStory (stories including a killing act), CnossosStory (stories of the Hellenic period recalling the Cnossos Labyrinth) and StoryOfAriadne (stories having as character Ariadne).
Finally, the class **Entity** describes the agents (and objects or places) that have some narrative role within actions, stories and archetypes, and that are represented in some **Artefact**. It has been specialized according to the following hierarchy: **Agent**, **Object** and **Environments** are the direct subclasses of the root. **Agent** further specializes into the following subclasses: **Person**, **Organization**, **Mythological Entity** and **FunctionalAgent**. This latter class has as subclasses a set of different classes inspired by Propp’s theory of functional roles in tales [32] (merged with some elements from [6]), such as **TragicAgent**, **DepartingAgent**, etc. These specific agent types are obtained by posing necessary and sufficient conditions on the type of actions they perform, by exploiting the relation between the **Agent** class and the **Dynamics** class. Figure 3 shows an overview of the Entity taxonomy.

5 Applying Narrative Properties to Artwork Representation

The representation of stories and actions in the ontology is functional to the description of the narrative elements of the artefacts incorporated in the system. In this paragraph, we show how stories and actions are represented in the ontology and how this information is applied to the description of the artefacts through a three-step process.

Let us consider, for the sake of simplicity, the example of the story “Ariadne and the thread”, illustrated in Figure 4. It is characterised by the performance of an action (here, the action of giving a ball of thread) and by a set of characters (Ariadne and Theseus). In the ontology, this story corresponds to an individual (“AriadneAndTheThread”) belonging to the **Story** class (line 2), and is described as follows:

- the **hasCharacter** property connects the story with its characters, Ariadne and Theseus (lines 3–4);
- the **hasAction** property (line 5) connects the story with the actions composing it, i.e., “giving_the_thread” (see below the description of this action);
- the **partOf** property describes the story as a subpart of another story, “MinotaurStory” (line 6);
- **recalls** relates this story with the archetype of the labyrinth (“CnossosLabyrinth”, instance of the **Labyrinth** class, line 7) and with the archetype of the hero (Theseus_Hero, instance of the **Hero** class, line 8); both **Hero** and **CnossosLabyrinth** are subclasses of the **Archetype** class;
- **hasTimePeriod** locates the narrated time into a time period (“Year2000BC”, line 9).
Ontological Representations of Narratives: a Case Study on Stories and Actions

Notice that value of the hasAction property of the story description corresponds to the URI “giving_the_thread”, an instance of the Action class (see Figure 5, lines 3–5). This action is described by an instance of the class ProcessSchema (subclass of the SituationSchema class), part of a design pattern [14] which represents an action as a process having a set of roles attached to it, filled by the characters involved in the process. The ProcessSchema class relates the action to a Framenet frame (here, “giving”, line 11) and to its roles (here, “Donor”, “Recipient” and “Theme”, lines 13–15). The roles are filled by the agents and objects which play these roles in the action: “Ariadne” as the “Donor”, “Theseus” as the “Recipient”, and the “ball of thread” as the “Theme” (for the sake of brevity, role fillers not shown in the Figure). The DescriptionTemplate class has been taken from the Drammar ontology as well as the pattern of which it is part (further details are contained in [8]).

While the representation of stories and actions is assumed to be encoded top down in the ontological model, the representation of the artefacts is obtained through a three step process. First, an internalization phase (internalization) imports the encoded metadata information about an artefact into the ontology. Then, the connection (mapping) of the imported artefact with the ontological model is performed. Finally, narrative connections are established. All phases are accomplished via rules encoded in SWRL format, in order to guarantee the portability of the system. The internalization process is as follows: when a new resource is added to the system, the ontological base is updated: a new individual is created to represent the artwork, and a set of assertions describing it are added to the ontological base. The system assumes that the resources given as input are described according to the Dublin Core (DC) metadata schema, encoded in RDF/XML.

As an example of the internalization phase, consider the “creator” DC element, which usually contains the reference to the artist who created a given artwork. The internalization procedure searches the ontological base for an author having the same name as the one contained in the creator element. If an instance representing the author of the artwork is not found, a new instance is created, with the name data property set to the value of the creator descriptor. Then, the artwork is connected to its author through the appropriate property (hasCreator). Similar rules are applied to all description elements. The internalization mechanism has a strategic importance, since it extends the task of populating the ontology to non-experts, by allowing them to annotate the information about the artefact in the Dublin Core format, and leaving to the system the task of encoding it into the ontology.
In the mapping phase, the metadata of the internalized resource are searched for keywords associated with the components of each archetype. For example, the title of the resource is searched for characters' names, which often occur in the title of artworks. Temporal and geographic information is sought for in "date" and "coverage". As an example of these rules, consider the rule that examines the keywords contained in the elements of type "subject" (which have already been internalized in the previous step) in order to find a connection with the archetype of the labyrinth: if the “labyrinth” or “maze” keywords are found in the subject descriptors of the artwork, the rule is applied and the artwork will be connected with the archetype of the labyrinth via the `<evokes>` property.

The internalization and mapping phases output a description of the artefact where the metadata have been internalized (such as creator, subject, etc.) and the connection with archetypes has been established. For example, consider the artwork represented as in Figure 6. In this case, the representation of the Italian painting “Arianna dona il gomitolo a Teseo” (“Ariadne gives Theseus a ball of thread”), by Pelagio Pelagi (1814) describes the artwork as an image, whose author is the painter Pelagio Pelagi, and whose subject displays two characters, Ariadne and Theseus. The painting is represented in the ontology as an instance of the `Manifestation` class (Figure 6, lines 3–4). This instance has several properties that relate it with other individuals in the ontology:

- `<hasResourceType>` describes the media type (image) in line 5;
- `<evokes>` connects the painting with the archetypes of the Labyrinth and of the Hero, lines 6–7;
- `<displays>` connects the painting with each entity which appears in it, i.e., Ariadne and Theseus (lines 8–9);
- `<hasGeographicalLocation>` relates the painting to the place where it is located (“Italy”, line 10);
- `<describesAction>` relates the painting with the action type it represents (“giving_the_thread”, line 11);
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Figure 7 Description of the artwork “Arianna dona il gomitolo a Teseo” (“Ariadne gives Theseus a ball of thread”) in the AO ontology, with properties added by the reasoner.

- **ma-ont:hasCreator**, taken from the Media Ontology, connects the painting with its author, Pelagio Pelagi (line 12);
- **ma-ont:hasPublisher** connects the painting with the institution by which it has been put online (line 13);

Upon the internalized and mapped representation of the artwork, a set of narrative rules in then applied. These rules consider the stories associated with the archetypes and check if their characters and actions are referred to by the artefact. By doing so, narrative associations are inferred only after the archetype association is performed, as in a classical cascade model.

For example, let us consider now the story “AriadneAndTheThread” represented in Figure 4: this story has Theseus, Ariadne, and the Minotaur as characters, and includes the action of giving the thread to Theseus by Ariadne. Since the artefact “Arianna da’ il gomitolo a Teseo” (“Ariadne gives Theseus a ball of thread”) shares with the “AriadneAndTheThread” story both the characters and the action, then the latter story is recognized to be a narrative “part of” the artwork (see Figure 7, line 17). The larger story, “MinotaurStory” (of which the “AriadneAndTheThread” story is a part), is also recognised as a part of the artwork (line 18). Therefore an “augmented” representation of the artefact with narrative information is obtained (as shown in the Figure 7), which includes, via narrative rules, also the connection to the actions contained in the related stories (lines 12 and 13): “giving_the_thread” (from “AriadneAndTheThread”) and “Killing_the_Minotaur” (from the “MinotaurStory”).
6 Using narrative inferences in navigation

After the phases of internalization and mapping, “AriadneAndTheThread” and the application of narrative rules, the system performs several inferences on the artefacts represented in the ontology base. These inferences are exploited by the Labyrinth system for two main goals: on the one side, allowing the user to navigate among the artworks by following the semantic relations encoded in the ontology, even when they are not explicitly stated but inferred; on the other side, to classify the artefacts (and the other entities referred by it) with respect to the model encoded in the ontology, so that possible, alternative perspectives emerge on the artwork and can be proposed to the user’s conceptualisation.

As an example of the first type of inference, consider the story termed “Ariadne and the ball of thread”, described in Section 5 (Figure 4). The description of the artwork used as example (i.e., the painting “Arianna dona il gomitolo di filo a Teseo”, Figure 7) states that the painting refers to this story. However, the painting also refers to the more general “Story of Ariadne” (StoryOfAriadne), encoded in the ontology as the class of stories having Ariadne as character (in OWL terms, the necessary and sufficient condition attached to the class is: Story and (hasCharacter value Arianna)): the fact that the painting also refers to the “Story of Ariadne”, although not stated in the description, is automatically inferred by the system given the description of the story “Ariadne and the ball of thread”. So, when the user is presented with the painting, the accompanying information is augmented with the inferred relations with more general stories: beside the “Story of Ariadne”, for example, the system encompasses other similar classes, for example “Mythological Story”, etc.

By the same reasoning type, other stories having Ariadne as character will be recognised as belonging to the StoryOfAriadne class: for example, the story termed “Bacchus and Ariadne” is also classified as belonging to this class, since it features Ariadne as character. The system uses this information for generating links between the artworks and for generating recommendations of similar contents (a painting which represents Bacchus and Ariadne, for example, or the libretto of the work “Ariadne auf Naxos” by Richard Strauss).

Useful inferences for the conceptualisation of stories also concern the relation between story and actions. In our model, stories can be subpart of other stories and are related to the actions they contain via a specialisation of the hasPart property (as described in Section 4). So, for example, the story “Ariadne and the ball of thread” is not only a specific type of story (“story of Ariadne”) but also a subpart of the “story of the Minotaur”. This mereological relations are supposed to hold also among the dynamics (e.g., actions, processes etc.) occurring in a story as well as among stories. In this way, it is possible to model the fact that some actions are part of other, more general, actions; that some actions are part of certain stories; that stories can be part of other stories. As a consequence of this modeling solution, higher-level stories (e.g., the “story of the Minotaur”) are automatically connected with the actions which appear in the sub stories which are part of it. So, for example, the “story of the Minotaur” will be inferred as containing all the actions which appear in its sub stories. Therefore, from the description of “Ariadne and the ball of thread”, it will be inferred as containing the action of giving, where Ariadne gives the ball of thread to Theseus; from the description of the story “Theseus and the Minotaur”, it will acquire the action of killing, where Theseus kills the Minotaur and so on.

Thanks to these inferences, by gathering smaller stories (or episodes) in larger stories, actions are gathered as well, without the need, for the encoder, to explicitly track the relation between the actions in the episodes and the actions in the larger story. The navigation among the different artefacts through inferred actions and stories represents one of the innovative
aspects of our proposal. In cultural heritage, this is a benefit for user access, because users may not know how the single episodes are linked to each other as part of the larger story: by exploring the repository, they become aware of the relation between the episodes through the artworks.

An example of this narrative, semantic driven, navigation among the artifacts is given in Figure 8. In this case, we hypothesize that the user is exploring the Actions related to the archetype of the Hero. For the action “Killing”, a set of narrative information is recovered from the ontological model, using both the explicit and the inferred relations. Namely: information about the possible classifications of the selected actions (“Hero Action”, “KillingAction” or, more in general, “Event”), about the stories related to that action (e.g., the “Minotaur Story”, the story of “Theseus killing the Minotaur” – subpart of the previous one – and the story of “Hercules and the Lion”) and about some characters involved, with different roles, in that action (e.g., Marat, Minotaur, Hercules and Theseus). Finally some artefacts are also obtained, which represent directly, as in the case of the painting called “Death of Marat”, or indirectly, as in the painting “Minotauromachia” by Picasso, the action of killing: by doing so, the system enhances the semantic grouping and retrieval of information in a way that is not possible with classical relational databases.

7 Conclusions and Future Work

Formal ontologies can be a powerful tool for intelligent information systems aimed at improving the narrative navigation of digital artefacts. Beside the narrative model explicitly encoded in the ontology, automatic reasoning processes provide useful insights on the relations connecting different media resources having, by and large, narrative content. In cultural heritage, this amounts to providing the users with a conceptual framework – stories – they are familiar with, open to heterogenous contents over media and ages.
In this paper, we presented Labyrinth, an ontology based system designed for the enhancement of the semantic exploration of digital media archives. Given the information encoded in the ontology, the user can explore a repository based on the relations that link the repository contents (i.e., a set of media resources) with a given archetype, which has a prominently narrative nature. Thanks to the representation of the complex interplay of the concepts of story, characters and actions in the ontology, the use of reasoning tools lets a set of relations emerge among the resources in the archive, thus contributing to the user involvement in the exploration experience.

The system is currently being developed and was tested on a small corpus of resources of different type and format, in order to assess the functioning and feasibility of the approach.

As future work, we envisage the validation of the ontology on a larger set of media resources, and the testing of the proposed representation and inferences on real users, according to the paradigm of user studies.
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Abstract

Interested in formally modelling similarity between narratives, we investigate judgements of similarity between narratives in a small corpus of film reviews and book–film comparisons. A main finding is that judgements tend to concern multiple levels of story representation at once. As these texts are pragmatically related to reception contexts, we find many references to reception quality and optimality. We conclude that current formal models of narrative can not capture the task of naturalistic narrative comparisons given in the analysed reviews, but that the development of models containing a more reception-oriented point of view will be necessary.
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1 Background and Research question

We are interested in story similarity, which has been approached both from a cognitive point of view (e.g., [12, 3]) and from a formal point of view (e.g., [13, 5, 6]), but also is implicitly an important question for all formal approaches to narrative. Similarity is the natural subject of discussion in comparisons of narratives. We discuss preliminary experiences when analysing data from two practical applications of comparisons between narratives: comparisons between books and their adaptations on the one hand, and reviews that contain remarks that compare a certain film with other films, where different relationships obtain between the films, mainly: remake and just alleged similarity. Although we cannot claim that our data are sampled to be representative, we think that the points we make are exemplary and can plausibly be generalised to other data of this kind.

* The research in this paper was funded by the John Templeton Foundation (JTF) via the project What makes stories similar? (grant id 20565).
2 Investigating Narrative similarity

When we want to compare stories formally, we need at least the following two components: (a) a representation of the narratives that captures the relevant aspects, and (b) a metric to determine the ‘distance’ between two representations.

Determining the metric and defining a framework are interdependent decisions. For both, the most important step is to determine which information enters the comparison, as for every formal framework like Plot Units [12] or the Doxastic Preference Framework [14], only certain information goes into the representation, and hence into the comparison. To take Plot Units as an easy, but relatively representative target, only such events that involve a ‘mental state’ and ultimately an emotional change can be part of the model of a story; hypothetical events, or non-anthropomorphised non-emotional events (e.g., volcano eruptions) etc. are not part of the formal model, only potential emotional or motivational consequences. With our analysis, we want to identify the aspects of narrative important for comparisons.

Data and Procedure. We intended to collect ‘natural’ data that (a) were in the domain of story comparison, (b) but were not prepared in an academic context, because we wanted to avoid ‘self-observation’ on our side. Data was collected between 5 and 12 December 2012 and consists of two parts, each with about 100 extracts. First, a collection of 25 texts in German, which compare books and films (17 compared a book with ‘its’ film, the rest considered films and a theatre play). The data compare narratives in a rather informal, non-academic context. These were collected on the internet using simple keyword search, and include texts from forums (like: http://www.dvd-forum.at, http://de.answers.yahoo.com, overall 11), blogs (5), semi-professional review sites (like: http://www.moviepilot.de, http://www.negativ-film.de), from Wikipedia (1) and a fan wiki. These data are generally not from professional writers.

The second part of our data consists of comparisons of films in English and German, which were found starting from IMDB. The texts were generally from film review websites, and the authors can be assumed to have at least a semi-professional background.

Mainly to facilitate the qualitative evaluation and ‘get a feeling for the data’, we annotated the data. We extracted spans (about 200, of 3 to 180 words, with a median of 30) of texts and annotated these with tags corresponding to the levels Schmid’s ‘ideal-genetic model’ [17] (which is a four-level model of narration, adding a level ‘below’ the story and between story and discourse), adding a level for the story world and pragmatic effects of texts, and noting interactions between levels. Regarding interaction, consider (5-b) and (5-c). (5-b) contains two relatively unrelated claims (new language, speakability). (5-c) illustrates the more common case: Several levels are treated at once and are seen as interrelated: What is talked about is the story world (and its presentation), but also about the aesthetic effect and entertainment value of these.

---

1 Analysis is still ongoing and data occasionally corrected, so counts should be taken with a grain of salt.
2 To retain non-academic setting, we excluded 3 texts from the analysis because they were explicitly tagged as (academic or school) ‘homework’, but kept a Schülertext (‘pupils’ text’) from a newspaper by 8th-formers discussing two film versions of Pride and Prejudice.
3 (a) Avatar (2009), Pocahontas (‘myth’ and film), Dances with Wolves (1990) (of the first 40 reviews on http://www.imdb.com, 32 contained comparisons and were accessible with respect to network and language) (b) West Side Story (1961, dir. Robert Wise) and Romeo and Juliet (play and film versions). (c) Infernal Affairs (2002) / The Departed (2006) (4); and (d) Abre los Ojos (1997) / Vanilla Sky (2001) (5). In the last two, the second film was a remake of the first, and also the relationship between West Side Story and Romeo and Juliet is obvious.
Which levels of the story are accessed in the reviews? Current formal frameworks of narrative model the intradiegetic [7] level of narration (‘What happens?’), and if they are computational, often also taking into account the story world (characters, entities and the relationships between them, as far as relevant to the story) [9]. We find that in the reviews and comparison, some comparisons are on this level, but then often goes ‘deeper’ towards abstraction of patterns or a metaphoric or allegoric interpretation as in (1), or just themes the author of the reviews sees but which belong to a ‘deeper’ level of interpretation.4

(1) [Gone with the Wind, book-film] Im Buch geht es um den Untergang einer Gesellschaft, um ein untypisches Bild der Sklaverei, um einen Krieg, um den Überlebswillen, um den Werdegang einer Frau. Wo hingegen der Film eher (nur) das Frauenbild der 30er Jahre behandelt.
The book is about the demise of a society, an untypical depiction of slavery, a war, the will to survive, the development of a woman. While the movie rather (only) treats the image [society had] of women in the 30s.

A level that is present in most comments (145) in our little corpus is the perspective of the recipient. Comments referring to the reception of the story are by far the most frequent (out of 83 extracts somehow referencing what happens, 67 also relate it to reception). Surprisingly sometimes, the plot level is contrasted not only with a presentation/discourse level, but the ‘same’ story is not the same, as in (2).

(2) [Regarding Grenouille in Perfume, book/film] Zwar deutet das Filmende eine andere Motivation für seinen schlussendlichen Selbstmord an […] aber im Handlungsablauf ist der Roman an dieser Stelle eigentlich ziemlich genau umgesetzt worden.
The ending of the film indicates a different motivation for his final suicide […] but regarding the course of action, the novel was converted quite faithfully.

The story level is also presented as a means towards the reconstruction of the story world (15 times clearly, more often in allusions that need further analysis), which is what cognitivist narratologists take the interpretation of the intradiegetic level to be (e.g., [11]), either its causal connections, its plausibility or its aesthetics. Comments explaining why a certain scene is important and what it contributes to the understanding of the story world such as (3) come closest to an intradiegetic metric of similarity. Except for one of these comparisons are from book-film comparisons; this is plausible. Intuitively, such observations need a very great similarity: It is moot to observe such things, e.g., about films that are just vaguely similar. But note that a similar role is also ascribed to discourse/presentation features and other levels (13 out of 20 references) as in (4). Such interaction between levels is well known to translators, of course; compare, e.g., Dusi’s remark [2, p. 9] that one needs to translate not only semiotic levels, but also the relations between them.

This passage is important because it is shown clearly for the first time that Hanna is illiterate and which problems result from this. http://www.hundertachtzehn.com/603/kritik-der-vorleser-der-film.html

b. [Harry Potter 7] Once they get there [Sirius Black’s house], the film leaves out several pieces of the book. Firstly, Harry, Ron and Hermione hear an interesting story from Kreacher the house elf that is left out of the film. After this, Kreacher becomes much kinder to the three young wizards. This story includes some relevant information about Sirius’ brother.


We do not want to judge the adequacy of these analyses!

Im Buch ist die Sprache außerdem viel komplexer, Grenouilles Innenwelt wird einem viel klarer und Auffälligkeiten sind teilweise subtil, während der Film viel mit Erschrecken arbeitet.

In the book, the language is much more complex, Grenouille’s interior world is presented much more articulately, and abnormalities are partly subtle, while the film works much more with shocking the reader.

http://de.answers.yahoo.com/question/index?qid=20061125215437AAiQ5r

Task-Relatedness. It is immediately plausible that the pragmatic goal of the comparison has an influence on the structure of the comparison. Film reviews are inherently concerned with the effect on the audience, and therefore reception-oriented comments are a natural level of judgement. From our results, we assume that, although arguably more ‘natural’ than story analogy experiments as those reported by Gentner et al. [8], which show that subjects prefer (diegetically-oriented) relational mapping as a measure for similarity, our data are less well-suited to investigate the intradiegetic level. We do find analogy mappings for films or books on almost any level, e.g. on the reception-oriented level; e.g., (5-c) refers to the concept of alienness and how it is realised in different films.

3 Preliminary Conclusions

The conclusion we have to draw is such that there is a gap between what current formal models of narrative can analyse and the tasks brought about by naturalistic narrative comparisons. To find a formal model that is well-suited to the analysis task we have to research, and develop, systems which are more reception-oriented. Without extensions and connection to other levels and ‘deeper interpretations’ relating to the actual world of the recipients, current formal models of narrative cannot inform such comparisons in a substantial way, even though they are certainly quite natural cases of story comparisons. (This criticism does not affect the usefulness of current formal models for computer games or other ‘simple’ applications where the recipient becomes part of the story world, or where aesthetic criteria are unimportant, as in some retrieval tasks.) Our data provides evidence that besides intradiegetic models, we also need models of the extradiegetic and reception-oriented aspects of narrative. While this is not a new suggestion [10, 1], only few systems seem to take up the idea (cf. [15, §2.4.3], where integrating a user model is discussed, but references are limited to suspense generation). The current trend towards machine-learning (e.g., [15, 4, 16]) tends to shift the attention away from such high-level tasks.

For the future, we plan to extend the data analysis; ultimately we want to integrate reception-oriented criteria into formal frameworks in the hope to approximate an adequate analysis of naturalistic narrative comparisons. We agree with [10, 7] that an ‘interdisciplinary’ approach is needed, i.e., formal approaches which incorporate more than just the story level of analysis, merging the extradiegetic with intradiegetic analysis. For example, a formal epistemic framework which models not only what is known, and when, by characters, but also the change of knowledge (and beliefs) of narrator(s) and reader(s), and the effects of these on the latter.

Acknowledgements. We thank Benedikt Löwe for helpful discussions and support, and the anonymous reviewers for helpful comments.
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A. Additional Data

(5) [Avatar]

a. Avatar is a simple story of war versus peace, human versus alien, a modern species versus an indigenous tribe. It draws influences from numerous films (apart from Cameron’s own), most notably Kevin Costner’s Dances With Wolves (1990), Edward Zwick’s The Last Samurai (2003), and Hayao Miyazaki’s Princess Mononoke (1997) and Castle In The Sky (1986).

b. It invents a new language, Na’vi, as Lord of the Rings did, although mercifully I doubt this one can be spoken by humans, even teenage humans.

c. More importantly, Cameron gives us an alien world in the true sense of the meaning. In most science-fiction films and television – the various Star Trek series being particularly guilty offenders – alienness never amounts to anything more than extras with a few funny facial appliances covering their noses and foreheads. In these there is frustratingly little effort made to conceive of something that is truly alien and goes beyond the standard human-like anthropomorphism.
http://0tostars–morla.ca/sciencefiction/avatar-2009.htm
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Abstract

The understanding of story variation, whether motivated by cultural currents or other factors, is important for applications of formal models of narrative such as story generation or story retrieval. We present the first stage of an experiment to elicit natural narrative variation data suitable for evaluation with respect to story similarity, to qualitative and quantitative analysis of story variation, and also for data processing. We also present few preliminary results from the first stage of the experiment, using Red Riding Hood and Romeo and Juliet as base texts.
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1 Introduction

Adaption, re-adaption and remakes have become a common part of popular culture [11]. Between this and the growing mainstreaming of remixed and transformative works [10], the co-existence of multiple variations of a story is becoming¹ widely accepted [9, 19]. Story² variation, or distinctness, and stahlyor similarity are two aspects of the same question [12, 6, 13, 5]: When does a narrative cease being a version of a story but is instead seen

---

¹ The research in this paper was funded by the John Templeton Foundation (JTF) via the project What makes stories similar? (grant id 20565).

² Not for the first time if we take oral traditions and folklore into account.
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as a story in its own right [18]? An underlying question is: Do the levels of plot (story in Todorov’s sense) and discourse interact, or are they independent?

This issue is highly relevant for story generation and story retrieval as well as any other practical applications of formal models of narrative [1, 2, 14, 15, 4]. Selecting test material poses significant challenges: While the textual corpus of the world is extensive, such data is generally too diverse to allow an easy comparison with respect to research questions, and frequently too complex to be analysed in depth. Conversely, working with texts created for the purpose of experimentation and analysis allows control over variables such as length, complexity and composition but has a high risk of losing the characteristics of ‘natural’ discourse found in organically created texts.

This paper introduces the first stages of an experiment designed to elicit story variations in English and German, to (a) create a corpus of related texts that are more suitable to the needs of researchers than what one finds ‘in the wild’, and subsequently (b) allow for and carry out analysis. We aim at the following kinds of analysis: (i) qualitative (and ultimately quantitative) ‘human’ corpus analysis for similarities and difference, of variations to the paired summary, to each other and to similar texts; also, (ii) annotation of the data allowing to test annotation systems and computational analysis tools on a known corpus of manageable size. By controlling specific axes of the product (length, story derivation, variation), but otherwise allowing the authors freedom in their process, we hope to ensure that the corpus is interesting and viable for researchers while retaining as much authenticity as possible. Ultimately, we expect that our data may become part of a ‘story bank’, often named as a desideratum in computational modelling of narrative (e.g., in recent CMN workshop announcements), and establish a methodology for expanding and analysing such a collection.

2 Experiment

A preliminary survey was carried out to explore detail recollection of three narratives: Romeo and Juliet (RJ), Little Red Riding Hood (LRR) and Harry Potter: The Prisoner of Azkaban. Volunteers in both Germany and the UK rated a series of potential events to indicate whether they occurred in the given text. Results indicated that (a) few details of the stories were retained and (b) it was unlikely to be productive if we asked for subtle variations that went beyond the main characters and plot line. It was decided to focus on RJ and LRR as well known works with comparatively simple primary plots. Although arguably both cautionary tales, they represent different basic narrative types: the fairy tale and the tragic love story.

The main experiment was divided into two stages, the first of which we detail in this paper; it involved the collection of the corpus of story and variation summaries. In the second stage of the experiment, we will elicit multi-dimensional similarity ratings for a selection of the collected data regarding similarity to the ‘original’ story, but also to other narratives presumably containing similar plots or motifs, such as the stone filling seen in both LRR ([7, #26], cf. fn. 6) and The Wolf and the Seven Young Kids, ([7, #5]).

Methodology. Test subjects were invited to write a short summary (100–300 w) of their selected story. Once the base summary was submitted, the participant was given one of the variation constraints and asked to write a second text of around the same length taking this change into account. The experiment was carried out online and volunteers were mainly

\[\text{3 It was made clear that the second text need not follow the structure of the first.}\]
recruited from creative writing and other amateur author groups. While presented as a scientific experiment, volunteers were encouraged to see it as a playful creative challenge (see Extract 1). They were allowed to complete the experiment at their own pace and were not prevented from refreshing their memories about the plot at any time.\footnote{Some volunteers mentioned reading synopses of the story on Wikipedia.}

(1) Instruction (short extract): This is an experiment to collect data on story variation. It does not require or test any particular level of intelligence, education or writing ability. We hope it will be fun and we are very grateful for your help.

For this experiment you will be asked to write a summarised version of Romeo and Juliet and/or Little Red Riding Hood under a constraint you will be given.

An example constraint which is not in the experiment might be: all human characters are animals and vice versa.

For the experiment, six short instructions for writing variations (‘constraints’) were prepared for each narrative (see below). These constraints were chosen to include significant changes to the setup of the characters (LRR1, LRR2, LRR 5, RJ1) and their properties (LRR3, LRR4, LRR6, RJ2, RJ4, RJ5, RJ6) or introduced a narrative change, or ‘twist’, to the plot (LRR5, RJ2, RJ5). The choice of constraints was randomised and participants were given the option to turn a constraint down. Rejections were recorded and only three rejections in a row were possible. Once they had the variation summary for the assigned constraint, participants could continue with another variation, or change to the other story.

**Little Red Riding Hood Constraints:**

- (LRR1) The character of the wolf is not in the story.
- (LRR2) The character of the Huntsman/woodcutter is not in the story.
- (LRR3) Little Red Riding Hood’s grandmother lives with Little Red Riding Hood and Little Red Riding Hood’s family.
- (LRR4) One or both of the main characters (Little Red Riding Hood, Little Red Riding Hood’s grandmother) are male.
- (LRR5) Little Red Riding Hood’s grandmother died before the story starts.
- (LRR6) The main characters are political, geographical or commercial entities.

**Romeo and Juliet Constraints:**

- (RJ1) The character of Mercutio is not in the story.
- (RJ2) Romeo and Juliet are not in love with each other and are forced to marry each other against their will.
- (RJ3) The Capulets and the Montagues are good friends.
- (RJ4) Romeo falls in love with another character than Juliet or Rosalind.
- (RJ5) Juliet reveals her secret marriage with Romeo to her parents.
- (RJ6) The main characters are political, geographical or commercial entities.

**Participants.** From the initial call for volunteers there were 32 responses, 8 in English and 24 in German (see table below); 10 test subjects submitted one summary, 4 submitted two, 1 and 2 five and six, respectively. Due to the differential between the number of responses in German and English, it was not deemed possible to draw any comparison between the two groups at this time. Further English volunteers are currently being sought.

<table>
<thead>
<tr>
<th></th>
<th>German Male</th>
<th>German Female</th>
<th>English Male</th>
<th>English Female</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Little Red Riding Hood</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline Summary Only</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Summary &amp; Variations</td>
<td>2</td>
<td>8</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td><strong>Romeo and Juliet</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline Summary Only</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Summary &amp; Variations</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td><strong>No Summary</strong></td>
<td>3</td>
<td>5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(One volunteer submitted responses to both narratives so was included twice.)

\footnote{A German and an English version of the instructions was available; we only give English examples.}
3 Observations

Due to the distribution of the responses received to date, it is not yet sensible to give an elaborate analysis. We cite some ‘paradigmatic’ examples, mainly focusing on LRR.

Usefulness of the Summary. Collecting summaries, not only variations, is especially important in the case of LRR, as it is a story with many existing variants (see, e.g., [17, Rotkäppchen]). As expected based on our preliminary survey, the baseline summaries do not completely agree with respect to the detail: Many test subjects do not mention the ‘punishment’ episode and the death of the wolf (liberation: 19y : 2n; punishment: 10y : 11n; wolf dead: 12y : 9n), and one of them has the liberation of the grandmother take place before LRR gets swallowed. We are not aware of a published variant that have liberation but not punishment, so that this may be an indication that the ‘resurrection’ is the more important scene (and furthermore it is plausible to assume that the wolf dies of a cut stomach).

Simple and Complex Solutions. Comparing the story variations that we received, it was clear that the constraints prompted very differing levels of transformation. In addition to this, it was noticeable that some test subjects chose very simple solutions to the problem of integrating the proposed change, while others took the opportunity to change much more than ‘necessary’. The instructions did not specify a preference for either solution, so it will be interesting to look into this further.

In the case of (LRR1), the absence of the wolf can result in a removal of the main story line (in one variant, explicitly ‘nothing’ happens) or in a simple exchange of the aggressor (once the grandmother, once a Bambiraptor), which keeps the main story line, but there are solutions in between (e.g., the grandmother beats LRR); similarly so for (LRR4), where some test subjects implement the sex change by simply exchanging the pronouns; one volunteer noted that this felt ‘like cheating’. Others change the story completely: in one variant, the wolf character is exchanged for a beautiful wench (German: “Maid”), who seduces LRR, eating the cake intended for the grandmother and stealing the box of tools LRR was bringing to him; finally, she robs the grandmother of her money. Constraint (LRR6) and (RJ6) required the replacement of the main characters with commercial or geographic entities. Here the difficulty lay in: (a) signalling the character mapping to the readers – even though this was not demanded – and (b) giving analogues to eating and swallowing. For the first question, test subjects (4 out of 4, one only for LRR itself, sc. LRR as the German social democrats / ‘reds’) choose to use names that playfully point to the original characters, such as “Redhood Bank” [English], or “Lupuria” and “Omar” (in German, the latter more or less homophonous with the colloquial word for grandmother, Oma).

4 Preliminary Conclusions and Continuation

Based on our preliminary analysis, we conclude that the paradigm is suitable to elicit variations of texts from test subjects. However, due to the range of variation caution must be exercised in collation and due care taken in similarity judgements using multidimensional

---

6 In Germany, the version collected by the Brothers Grimm [7, # 26] (or a variant of it, such as Bechstein’s [3]) is the most popular. Compared to the earliest published version by Perrault [16] it also contains the liberation of LRR and her grandmother from the wolf’s stomach, and the punishment of the wolf by filling his stomach with stones and his subsequent death (as in The Wolf and the Seven Young [Goat] Kids); it also lacks a ‘moral’. For research on the relation between versions, see [17, Rotkäppchen]
rating. We also note that certain changes seem to always co-occur, e.g., setting stories with economic/geographic entities in the modern world. Whether they are ‘causally’ related, possibly due to the disenchantment of the tale by the insertion of ‘realistic’ elements [8], is outside our current remit. This co-occurrence also means that some combinations of properties do not occur in current corpus, although this may be ‘corrected’ by future expansion or limited alteration on the side of the experimenters. Ultimately, we expect the data set to be useful for learning or testing of algorithms modelling narrative similarity. We look forward to presenting the full results of the experiment in the near future.
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Abstract
The semi-formal analysis of Russian folk tales carried out by Vladimir Propp has often been used as theoretical background for the automated generation of stories. Its rigour and its exhaustive description of the constituent elements of Russian folk tales, and the enumeration of the patterns they follow, have acted as inspiration for several story generation systems, both sequential and interactive. Yet most of these efforts have attempted to generalize Propp’s account to types of stories beyond the corpus that it arose from. In the process, a number of the valuable intuitions present in the original work are lost. The present paper revisits Propp’s morphology to build a system that generates instances of Russian folk tales. Propp’s view of the folk tale as a rigid sequence of character functions is employed as a plot driver. Unification is used to incrementally build a conceptual representation of discourse by adding to an ongoing draft story actions that instantiate the character functions. Story actions are defined by pre and post conditions on the state of the plot to account for the causal relations crucial to narrative. The potential of the resulting system for providing a generic story generation system is discussed and possible lines of future work are discussed.

1 Introduction
At the start of the 20th century, Vladimir Propp identified a set of regularities in a subset of the corpus of Russian folk tales collected by Afanasiev. Propp set out to study a subset of the corpus already classified as fairy tales, and concentrated on 100 of those tales to carry out this study. Over these tales he carried a systematic analysis in terms of character functions, understood as acts of the character, defined from the point of view of its significance for the course of the action. The conclusions of his study where that, for the given set of tales, the number of such functions is limited, the sequence of functions was always identical, and all these fairy tales could be considered instances of a single structure. His book “Morphology of the Folk Tale” [19] describes this set of character functions, the sequence in which they appear, and the overall structure of this archetype of fairy tale. Propp’s work was intended to provide insights for the description and classification of folk tales. It has in fact been used in this way by many researchers [26, 14, 17].

* This work was partially supported by the Ministerio de Educación y Ciencia (TIN2009-14659-C03-01).
However, the fact that it decomposes a tale into restricted set of elementary components, and outlines a procedure for putting them together to construct further tales has made it very appealing for researchers hoping to construct systems capable of generating stories automatically, both for sequential stories [24, 25, 8, 10, 26] and interactive ones [9, 7]. Yet most of these efforts have attempted to generalize Propp’s account to types of stories beyond the corpus that it arose from, or combine it with additional techniques that had not been considered by Propp. A brief review of some of these efforts included in section 2.3 discusses the way Propp’s work has been extended and adapted in some existing storytelling systems. In the process of these extensions and adaptations, a number of the valuable intuitions present in the original work are lost. As the field of computational narratology matures, it has become generally accepted that Propp’s formalism can only be stretched so far, and that using it beyond its intended setting leads to severe limitations to story generation abilities of the resulting system. The story generation systems based on Propp’s formalism have not managed to provide generic story telling capabilities. As a result both Propp’s formalism and the goal of achieving generic story telling capabilities stand discredited.

In view of this situation, research in story generation has a chance to shift towards generation of quality stories for very specific domains [1]. It is in this last direction that Propp’s work may find a different application niche. One of the reasons that made Propp’s work so attractive to researchers in story generation is that Propp actually describes how his formalism might be used for the generation of tales. Seen in this light, Propp’s formalism constitutes a blue-print for a story generation system intended to reproduce a particular model of story, while strongly adhering to specific genre and domain conventions. It is in this spirit that the present paper revisits Propp’s morphology as a story generation procedure, exploring its potential for building a system that generates instances of Russian folk tales faithful to Propp’s description. In this endeavour, a principle of economy is followed, considering the extension of the system with additional technologies only where their absence would clearly result in poorer stories. Additionally, an attempt has been made wherever possible to model Propp’s formalism for this task in a declarative manner. This is with a view to hopefully replace in the future these declarative descriptions of Propp’s formalism for Russian folk tales with a different set of descriptions, possibly capturing different types of story.

2 Previous Work

Before the proposed system can be described, a number of issues addressed by previous work must be presented: basic elements of Propp’s morphology, Propp’s description of how his morphology could be used to generate stories, Propp’s influence on existing automated storytellers, and relevant insights from existing story generators even though not explicitly considered by Propp.

2.1 Elements of Propp’s Formalism Relevant for Computational Implementation

The collection of tales that Propp focuses on involves stories built on combinations of a number of narrative ingredients: a protagonist sets out on a journey, usually triggered by a lack in his immediate environment or a villainy performed upon it, faces a villain, and in the process gets helped by a magical agent. A possible complication considered is the presence of an additional character that competes with the protagonist for the role of hero of the story, which involves additional ingredients such as a gradual unveiling of the hero’s real role.
in the story, from initial presentation in disguise to the obtention of a reward towards the end, and usually involving recognition as a result of success on a difficult task.

The two corner stones of Propp’s analysis of Russian folk tales are a set of roles for characters in the narrative (which he refers to as *dramatis personae*), and a set of character functions. These two concepts serve to articulate the morphology as an account of the elementary structure of the tales. Both of these concepts are constructed specifically for the family of tales begin considered. Therefore the set of roles includes fundamental elements such as the hero (who sets out on a journey), the dispatcher (who dispatches the hero on his journey), the villain (that the hero faces during the story), the donor (who provides the magical agent to the hero), the false hero (who competes with the protagonist for the role of hero of the story). The set of character functions includes a number of elements that account for the journey, a number of element that detail the involvement of the villain, including the villainy itself, some possible elaborations on the struggle between hero and villain, and a resolution, a number of elements that describe the dispatching of the hero, a number of elements that describe the acquisition of a magical agent by the hero, a number of elements concerned with the progressive unveiling of the hero’s role in opposition to the false hero.

The sequence of character functions described by Propp is supposed to apply to all stories of the type described, so that any story will include character functions from this sequence appearing in the given order. With respect to the relative ordering, some deviation is allowed in that tales may depart from it by shifting certain character functions to other positions in the sequence.

Character function are sometimes repeated three times. This is a widely spread feature for fairy tales, called *trebling*, where upon three instances of a particular event occur in sequence (stepmother tries to kill Snow White in three different ways but only the last one succeeds, Cinderella attends the Prince’s ball under disguise on three consecutive nights but only on the last one does she forget to leave before midnight,...). For the purposes of the system described in this paper, this type of refinement may be left for consideration at a later stage.

Character functions in a given narrative are related to one another by long range dependencies related to motivation and coreference.

Propp says:

“The majority of character’s acts in the middle of a tale are naturally motivated by the course of the action, and only villainy, as the first basic function of a tale, requires a supplementary motivation.” [19, p. 75]

The concept of motivation that is referred to here concerns the network of causal relations between the different events of a story that a reader usually provides during comprehension [23]. This network representation determines the overall unity and coherence of the story. When considering the procedural generation of tales based on this model, motivation introduces a significant problem. The selection of what particular instantiation of a character function to use at a particular point of the tale must take into consideration that the new character function instance appear appropriately motivated by the preceding selections already made. This is a fundamental aspect for the success of the result as a story. As shown later, in order to account for this problem additional computational mechanisms need to be added.

Some character functions are implicitly linked to one another. Propp mentions two types of link between character functions: elements which are always linked with varieties

---

1 Propp’s own abbreviations for specific types of his character functions are used to allow reference to the original work.
corresponding to one another (alternative instantiations of struggle and victory, such as $H^1$ – fight in an open field – always connected to $I^1$ – victory in an open field, or of villainy and its liquidation, such as $A^{11}$ – enchantment – linked to $K^8$ – the breaking of a spell – ...); and elements that act as necessary preconditions to others (second element cannot happen unless the first one is already present) but allow for variation (the hero can only be rescued from pursuit if a pursuit has commenced, but rescue can take several forms regardless of how the pursuit started).

These links are mostly concerned with particular instantiations of certain character functions being linked to instantiations of character functions that went before them. This is one of the ways in which overall coherence of the tale can be ensured: characters kidnapped at the beginning are freed towards the end, and so on. A computational procedure must take these links into account when deciding which characters to assign to particular roles in each new character function added to a story. If the sister of the hero was bewitched at the start, it is she that needs to be released from the spell towards the end.

Character functions are so named because, in Propp’s understanding, they represent a certain contribution to the development of the narrative by a given character. When he talks about the set of characters of the story (or dramatis personae), Propp constantly recurs to a set of labels to describe particular roles played by characters in tales. They are gathered together in chapter VI where he discusses the distribution of functions among dramatis personae. For simplicity I will refer to these as role names, though Propp does not. Some examples of these roles are: the villain, the donor (who provides the hero with a magical agent), the helper (usually a magical agent, that helps the hero carry out his tasks), the dispatcher (who sends the hero on his mission), the hero (the protagonist of the story), and the false hero (who maliciously sets himself up to usurp the protagonist as hero of the story).

Propp defines these only in terms of the set of character functions that can be grouped around each one of them, as involving the same character. This set he refers to as the sphere of action for a particular role name. In the description of each character function in chapter III, Propp mentions how the character fulfilling a particular named role is involved in the various actions that can instantiate that character function (the villain carries out the villainy, the dispatcher sends the hero on his mission, the hero departs from home,...). If a procedural solution is sought that attempts to model closely the vision of tales that Propp had, these narrative roles must be explicitly defined, and some means of explicitly defining their participation in each type of character function should be provided, to ensure that these participations are instantiated by particular characters in a coherent manner throughout the tale.

Finally, Propp considers how more complex stories can be seen to conform to his morphology. To achieve this, the proposed sequence is considered as the skeleton for a single narrative thread, and complex stories may be composed of several such threads combined in different ways. In Propp’s terminology, these narrative threads are called moves of a tale. Even though part of the same story, different moves may each involve different heroes or villains. The present paper is concerned with the construction of single move tales. The construction of multiple move tales may be addressed at a later stage both as a way of combining single moves and as a refinement of the construction procedure to produce individual moves suitable for combination with others.

2.2 Propp’s Description of Tale Generation

Propp provides in his book a very clear description of how his morphology could be used for story generation:
“In order to create a tale artificially, one may take any $A$, then one of the possible $B$’s then a $C^\dagger$, followed by absolutely any $D$, then an $E$, the one of the possible $F$’s, then any $G$, and so on. In doing this, any elements may be dropped, or repeated three times, or repeated in various forms. If one, then distributes functions according to the dramatis personae of the tale’s supply of by following one’s own taste, these schemes come alive and become tales. Of course, one must also keep motivations, connections, and other auxiliary elements in mind” [19, pp. 111–112]

In addition to this clearly procedural description he provides a number of constraints that a potential storyteller should obey and an enumeration of the points where a storyteller has freedom to decide.

The constraints on the story teller are:

1. “The storyteller is constrained [...] in the overall sequence of functions, the series of which develops according to the above indicated scheme.” [19, p. 112]
2. “The storyteller is not at liberty to make substitutions for those elements whose varieties are connected by an absolute or relative dependence.” [19, p. 112]
3. “In other instances, the storyteller is not free to select certain personages on the basis of their attributes in the event that a definite function is required.” [19, p. 112]

The points where Propp considers that a storyteller has a certain freedom are:

1. “In the choice of those functions which he omits, or, conversely, which he uses” [19, p. 112]
2. “In the choice of the means (form) through which a function is realized.” [19, p. 112]
3. “In the assignment of story characters to particular slots in functions: “If one then distributes functions according to the dramatis personae of the tale’s supply by following one’s own taste, these schemes come alive and become tales” [19, pp. 111–112] and “The storyteller is completely free in his choice of the nomenclature and attributes of the dramatis personae. Theoretically the freedom here is absolute.” [19, pp. 112–113]
4. “The storyteller is free in his choice of linguistic means.” [19, p. 113]

On the third point, Propp follows on to discuss in rather vague terms that people do not make wide use of this freedom, preferring to let personages recur much as functions do. So there is a typical villain, a typical donor… Given the level of uncertainty involving this description, it has been decided not to consider it in the present system. The fourth point surely underlies Propp’s decision not to address linguistic issues in his morphology at all. We follow this decision in deciding not to address the linguistic rendering of the tales in the initial implementation of our system.

The remaining insights are considered in a computational implementation in section 3.

2.3 Propp in Existing Automated Storytellers

Lang [13] developed the Joseph system to produce instances of stories akin to those in the Afanasiev corpus of Russian tales that Propp used as inspiration, but Lang departed from Propp’s formalism in favour of a story grammar closer to Thorndyke’s model [22], coupled with a complex network of logical procedures for modelling time and rational intention. Lang explicitly identifies some of the difficulties inherent in trying to formalize Propp’s account with a view to generation [19, section 2.1.1]. The grammar used by Lang represents a story as a sequence of episodes, each one involving an initial event, a reaction by the protagonist to the event, and an outcome.
Turner [24] mentions Propp’s work as an inspiration for his thesis, precisely for its potential as a story generator (as described in the introduction). But he also specifically claims that there were no traces of Propp’s work in the final version of his story writing program. For his MINSTREL system, Turner claims to have been inspired by Propp’s work, but then developed a system that combined case-based reasoning and planning to produce stories about King Arthur and his knights, without resorting to Propp’s ideas at all.

Peinado [8] developed a description logic ontology for Propp’s set of character functions, but then focused on exploring the potential of description logic ontologies for providing a knowledge intensive case-based solution for tale generation, based on reusing structure from existing tales into new ones. This ontology is a valuable resource that could have been used to implement further systems based on Propp’s formalism. However, description logic ontologies have proven to be very good at representing the world as it is, and not so good at representing a world liable to change. Representation of change is a fundamental aspect of narrative. For this reason we have preferred to rely on a different representation mechanism for the effort reported in this paper.

Grasbon and Braun [9] and Fairclough and Cunningham [7] adapted some of Propp’s ideas to the realm of interactive story telling. They rely on character functions based on Propp’s work to develop a story engine for interactive narrative. They extend the concepts of Propp with the idea of polymorphic functions, which can have different outcomes depending on user interaction.

The Proppian fairy tale Markup Language (PftML) [16] is an XML application developed by University of Pittsburgh’s researchers based on Propp’s work. PftML utilizes a Document Type Definition (DTD) to create a formal model of the structure of Russian magic tale narrative and to help standardize the tags throughout a corpus when analyzing it. PftML has been tested on a subset of the same Russian language corpus from which Propp drew has been used, as an empirical test of the conclusions of Propp’s initial analysis against the original data. PftML constitutes a formal grammar for Propp’s morphology of the folk tale. However, it is not well geared towards generation, and it misses many of the subtleties uncovered in section 2.1.

Fairclough and Cunningham [6] implement an interactive multiplayer story engine that operates over a way of describing stories based on Propp’s work, and applies case-based planning and constraint satisfaction to control the characters and make them follow a coherent plot. They define a plot as a series of character functions and a series of complication-resolution event pairs, where a complication occurs whenever a character performs a function that alters the situation of the hero. A case based reasoning solution is used for storyline representation and adaptation. They use 80 cases extracted from 44 multi-move story scripts given by Propp. There are stories composed of one, two or more moves. A case is a move, seen as a story template, to be filled in by a constraint satisfaction system that chooses which characters perform the functions.

2.4 Relevant Insights of Existing Story Generators

There are a large number of story generators in existence, relying on a multiplicity of techniques. For the sake of brevity only those specific ingredients of some of them that are relevant for the solution proposed in this paper are listed here.

Although Propp never described his formalism as a grammar for stories, it has often been described as such [24]. The popularity of grammars as a representation mechanism peaked in the seventies and early eighties as a result of Noam Chomsky’s work on formal grammars. A popular technique for modelling common phenomena was to develop a grammar for them.
This lead to the concept of a story grammar, pioneered by Rummelhart [21] and later taken up by Thorndyke [22] and many others. The very concept of story grammar was questioned by Black and Willemsky [3], and a debate around story grammars went on for many years and lead to the discredit of the concept as an actual model of human cognitive processing of stories. Nevertheless, story grammars remained a popular technique with researchers in story generation. The Joseph system [13] and the BRUTUS system [4] were based on story grammars. They both produced a successful number of stories of high quality. In this sense, the concept of story grammar for the generation of stories can be considered validated as a sound and successful technology.

A different concept related with the implementation of narrative systems is that of story actions as operators that change the world. Actions in a story are applicable if certain conditions hold in the state of the world before they happen, and after they happen they change the state of the world. This idea has been represented by defining actions with an associated set of preconditions and another of postconditions or effects. This approach to defining actions is important because it constitutes a possible way of capturing the causal dependencies that constitute a fundamental ingredient of narrative as it is understood by people [23]. It has become popular in story generation through the numerous research efforts that use planning techniques [20, 2, 11], which are inherently based on this concept. Even systems based on alternative generation technologies include the possibility of associating pre and postconditions to actions, such as the information on emotional links between characters considered in the MEXICA system [18] or the preconditions added to the representation of actions in the Joseph system [13].

3 A Computational Solution for Proppian Story Generation

The first step for considering Propp’s formalism as a computational procedure would be to define specific representations for the concepts involved. In the description of Propp’s formalism given in section 2.1 we have relied on two different concepts that would need to be assigned a conceptual representation:

- **character function** (a label for a particular type of acts involving certain named roles for the characters in the story, defined from the point of view of their significance for the course of the action)
- **possible instantiations of a character function in terms of specific story actions**, involving a number of *predicates* describing events with the use of *variables* that represent the set of characters involved in the action

To fully capture Propp’s restrictions (constraint 3), story actions will also include non-narrative predicates which encode constraints on the specific choice of dramatis persona that can fill particular argument slots in the predicates of the story action; for instance, the fact that the author of a villainy must be the villain.

The sequence of character functions chosen as backbone for a given story we will refer to as a **plot driver**.

The set of story actions available for instantiating a given character function, as defined by Propp, includes several variants concerning the form of the action. For instance, a villainy can take the form of kidnapping a person, seizing a magical agent, ruining the crops,.... Each of these would be represented in our proposal by an action with a set of preconditions and a set of postconditions. To keep track of the effects of this actions as they are added to the story, some form of representation of the context must be employed. As the simplest possible solution, a representation of the context is considered as a set of states, each one
Table 1  Examples of story actions.

<table>
<thead>
<tr>
<th>Character function</th>
<th>villainy</th>
<th>liquidation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preconditions</td>
<td>married H Y</td>
<td>married H W</td>
</tr>
<tr>
<td></td>
<td>hero H</td>
<td>sundered H W</td>
</tr>
<tr>
<td>villain X</td>
<td>hero H</td>
<td></td>
</tr>
<tr>
<td>Action</td>
<td>makes_disappear X Y</td>
<td>resume_marriage H W</td>
</tr>
<tr>
<td>Postconditions</td>
<td>victim Y</td>
<td>sundered H Y</td>
</tr>
</tbody>
</table>

representing the state of the world before a certain story action took place. A state of the world is represented as a set of predicates describing the facts that hold in that state. The sequence of states for a given story we call a fabula.

We represent a story action as a set of predicates that describe an instance of a character function. Links with preceding story actions are represented as dependencies of the story action with predicates that need to have appeared in previous story actions (preconditions). Therefore a story action involves a set of preconditions (predicates that must be present in the context for continuity to exist), and a set of postconditions (predicates that will be used to extend the context if the action is added to it). Some additional predicates not corresponding to events in the story are added to encode the sphere of action to which each story action belongs. These predicates explicitly link the corresponding narrative role to a particular variable in the story action. The predicates in a story action are defined over free variables as arguments. This ensures that relative instantiation of the various arguments in the predicates of a story action is coherent, as discussed later. Table 1 includes example of story actions linked by preconditions.

Each successive state in a fabula contains all the predicates arising from the preceding actions that have not been retracted by a story action since they occurred. This is difficult to read. Also it is difficult to define over such a structure significant metrics on measures such as number of predicates in which a certain character appears (which we will need to consider when measuring the structural quality of a story). For this purpose we define a final structure called a flow for a story, which is simply an ordered sequence of all the predicates in the fabula, such that each one appears only once, and grouped into subsets according to the particular state of the fabula in which they were first introduced.

Based on this representation, the procedure originally sketched by Propp can be subdivided into the following stages, each one of which will be addressed by a different module in our proposed system:

- employ an algorithmic procedure for generating a sequence of character functions considered valid for a tale (plot driver generator)
- given a valid sequence of character functions, progressively select instantiations of these character functions in terms of story actions (fabula generator)
- given a fabula where all variables have been replaced by constants, produce a flow for the story (flow generator)

For each of these stages a computational decision procedure must be selected. We are considering a possible computational implementation. For this purpose we intend to consider in the first instance the simplest representation and the simplest procedures compatible with
acceptable results. To this end, a number of computational options for some of these modules have been considered, together with a knowledge engineering effort to produce the required resources. The results have been empirically tested for fulfillment of Propp’s constraints. The following section report on the development, the evaluation procedures, and the results of the tests.

3.1 The Implementation

The computational solution described in this paper has been partially implemented as a working prototype written in Java and operating over a small set of resources defined as plain text files. This development involved a very small effort of simple coding of the overall algorithmic procedures, but a considerable effort of knowledge engineering over the set of resources.

3.1.1 Plot Driver Generators

Three possible implementations have been considered for plot drivers:

- a baseline plot driver that randomly selects character functions, not necessarily in sequence, up to a randomly decided number,
- a plot driver that follows a canonical sequence of character functions, deciding at each stage whether to add it to the plot driver or not,
- a grammar based plot driver which generates based on a grammar automatically extracted from a subset of the schemes analyzed by Propp in Appendix III.

In the second case, a reference sequence of character functions is constructed following the matrix employed by Propp in Appendix III for tabulating his analyses of stories from his corpus. This sequence includes several possible placements of certain character functions in the sequence, to capture the accepted possibilities for inversion.

The grammar for the third case is built automatically from a set of Propp’s schemes annotated as a grammar by considering subgroupings of character functions that recurred frequently, and using Propp’s own terminology for different segments of a tale. An example of grammar is given in Table 2.

Performance results for the three plot driver generators considered are given in section 3.3.

3.1.2 Fabula Generators

A fabula generator receives a plot driver and selects story actions for the character functions given in it. To do this, the fabula generator has to define a fabula, a sequence of states that contain a chain of instances of character functions ideally somehow linked by having their preconditions fulfilled by the context. The initial state by default incorporates all predicates of the first action, and each valid action added to the fabula generates a new state that incorporates all predicates of the previous state, plus the predicates of the new action.

A mapping is established between the set of story actions and the set of character functions, so that each of the available story actions is considered a possible instantiation of a given character function.

\[2\] With the exception of the villainy/lack character functions, for one of the two is always added to a story to ensure story interest. This follows Propp’s own suggestion [19, p. 102].
Table 2 A Simple Grammar.

<table>
<thead>
<tr>
<th>Grammar</th>
<th>Chomsky Notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>FOLKTALE</td>
<td>COMPLICATION DONOR COURSE_OF_ACTION CLOSURE</td>
</tr>
<tr>
<td>FOLKTALE</td>
<td>COMPLICATION DONOR COURSE_OF_ACTION</td>
</tr>
<tr>
<td>FOLKTALE</td>
<td>COMPLICATION COURSE_OF_ACTION CLOSURE</td>
</tr>
<tr>
<td>FOLKTALE</td>
<td>COMPLICATION COURSE_OF_ACTION</td>
</tr>
<tr>
<td>FOLKTALE</td>
<td>↑ DONOR T COMPLICATION DONOR COURSE_OF_ACTION CLOSURE</td>
</tr>
<tr>
<td>COMPLICATION</td>
<td>TRIGGER</td>
</tr>
<tr>
<td>COMPLICATION</td>
<td>TRIGGER MEDIATION ↑</td>
</tr>
<tr>
<td>COMPLICATION</td>
<td>TRIGGER MEDIATION</td>
</tr>
<tr>
<td>TRIGGER</td>
<td>A</td>
</tr>
<tr>
<td>TRIGGER</td>
<td>a</td>
</tr>
<tr>
<td>MEDIATION</td>
<td>C</td>
</tr>
<tr>
<td>MEDIATION</td>
<td>B C</td>
</tr>
<tr>
<td>DONOR</td>
<td>F</td>
</tr>
<tr>
<td>DONOR</td>
<td>F G</td>
</tr>
<tr>
<td>DONOR</td>
<td>D E</td>
</tr>
<tr>
<td>DONOR</td>
<td>D E F</td>
</tr>
<tr>
<td>DONOR</td>
<td>D E F G</td>
</tr>
<tr>
<td>DONOR</td>
<td>D E G F</td>
</tr>
<tr>
<td>COURSE_OF_ACTION</td>
<td>TASK</td>
</tr>
<tr>
<td>COURSE_OF_ACTION</td>
<td>↓ PURSUIT</td>
</tr>
<tr>
<td>COURSE_OF_ACTION</td>
<td>K ↓ PURSUIT</td>
</tr>
<tr>
<td>COURSE_OF_ACTION</td>
<td>↓ PURSUIT o</td>
</tr>
<tr>
<td>COURSE_OF_ACTION</td>
<td>o DONOR K T PURSUIT</td>
</tr>
<tr>
<td>COURSE_OF_ACTION</td>
<td>CONFRONTATION K ↓</td>
</tr>
<tr>
<td>COURSE_OF_ACTION</td>
<td>CONFRONTATION K ↓ PURSUIT</td>
</tr>
<tr>
<td>COURSE_OF_ACTION</td>
<td>K ↓</td>
</tr>
<tr>
<td>COURSE_OF_ACTION</td>
<td>CONFRONTATION</td>
</tr>
<tr>
<td>COURSE_OF_ACTION</td>
<td>CONFRONTATION K</td>
</tr>
<tr>
<td>PURSUIT</td>
<td>Pr Rs</td>
</tr>
<tr>
<td>PURSUIT</td>
<td>Pr DONOR Rs</td>
</tr>
<tr>
<td>CONFRONTATION</td>
<td>H I</td>
</tr>
<tr>
<td>CONFRONTATION</td>
<td>I</td>
</tr>
<tr>
<td>TASK</td>
<td>M N</td>
</tr>
<tr>
<td>CLOSURE</td>
<td>W</td>
</tr>
<tr>
<td>CLOSURE</td>
<td>Q W</td>
</tr>
<tr>
<td>CLOSURE</td>
<td>Q Ex U W</td>
</tr>
<tr>
<td>CLOSURE</td>
<td>T W</td>
</tr>
<tr>
<td>CLOSURE</td>
<td>X U W ↓ X</td>
</tr>
</tbody>
</table>
To evaluate whether the preconditions of a story action are satisfied by the context, they are unified with the set of predicates that hold in that state. This serves two purposes:

- if the preconditions are not satisfied, an alternative story action will be considered
- unification allows any of the free variables in these preconditions to unify with those in the predicates holding in the fabula

A story action is considered a valid extension of a given fabula if the set of its preconditions can be successfully unified with the predicates in the latest state of the fabula. Once the story action is added, the next state is built by extending the preceding state with the action and the postconditions of the story action.

When the preconditions unify with the state in the fabula, any replacement of free variables in the preconditions is carried over to the rest of the story action before it is added to the context. This ensures that the story action become coherent with the rest of the predicates in the fabula, creating continuity.

This enables the system to model long range dependencies between character functions. If the choice for a character function such as liquidation of misfortune or lack depends on which particular story action was chosen to instantiate the character function for lack, this procedure will both block non appropriate instantiations for liquidation (as their preconditions will not be satisfied) and will ensure the appropriate assignment of variable names to ensure coherence (for instance, that the person that was kidnapped at the beginning be freed towards the end). The additional predicates encoding the sphere of action to which each story action belongs enforce a correct distribution of functions over dramatis personae. Overall, the use of unification models Propp’s constraints 2 and 3.

However, a requirement of strict unification narrows down the set of options for extending to a very small set of story actions. given the current size of the set of available story action (described in section 3.2), it was considered advisable to allow a certain relaxation of this constraint. This corresponds to an operation of accommodation [15], in which if some of the preconditions unify and some do not, those that do not can be added to the context together with the action and its postconditions. Given a story action and a fabula, the less preconditions that need to be accommodated, the more appropriate the story action is considered as an extension of the fabula.

Two fabula generators have been considered:

- a purely random fabula generator that, for a character function given by a plot driver, picks at random one of the possible story actions available for that character function (considered as baseline)
- a fabula generator that adds the story action that best unifies with the context (allowing for accommodation)

Performance results for these fabula generators considered are given in section 3.3.

3.2 The Knowledge Engineering Effort

Although the grammar proved easy to write, developing and debugging the set of story actions required for the 31 character functions proved to be an onerous task.

Propp never exhaustively described his set of instances of character functions nor his set of schemes for the structure of tales, and it is difficult to match the numbering of the tales that he uses as reference with existing compilations of translated (into English) tales from the Afanasiev corpus. There is therefore no obvious source for constructing a set of resources
to match Propp’s descriptions. In order to develop a set of story actions for our system, we followed a detailed procedure to guarantee close conformance to Propp’s specification and reasonable coverage of his set of character functions.

A set of story actions conforming to the described representation was built following Propp’s descriptions of character functions (Chapter III) and matching the set of abbreviations proposed for the analysis formalism (Appendix IV); ensuring that dependencies indicated by Propp are represented as preconditions.

We then tested that this set of story actions could be used to construct fabulas matching both the structure and the specific choice of instances of each character function given in the set of schemes listed by Propp in his book. The resulting fabulas showed acceptable continuity (or impression thereof under some possible interpretation). Success in this respect was taken to constitute a certain degree of validation of both the set of story actions engineered (in as much as they provide enough links to guarantee continuity in terms of co-occurrence of variables across the whole set of predicates for the fabula) and the unification procedure employed (validation procedure for extensions enforces continuity).

Finally we tested that this set of story actions could be used to construct fabulas for the original schemes described by Propp in Appendix III but allowing freedom of choice with respect to the specific choice of story action. Success in this respect was taken to constitute a certain degree of validation of both the set of story actions engineered (enough articulation to provide variation over a set of possible instantiation choices for each character function) and the unification procedure employed (validation procedure for extensions still enforces continuity even when free choice of instance is allowed).

A final set of 280 story actions was obtained corresponding to the restricted set of 24 story actions that Propp used to describe the schemes given in Appendix III (Propp explains that functions of the preparatory section were not included for lack of space).

3.3 Evaluation

Given that the development effort has focused at a very abstract level of representation, evaluation has to be considered at a corresponding level to provide valid feedback for the improvement of the system. As the linguistic modelling of the stories has not been addressed, evaluation by human volunteers is plagued with difficulty. Introducing some kind of rapidly constructed stage for rendering the results as text by providing text templates for each story action (as done in some existing story generators [18]) is likely to introduce noise in terms of elements present in the text and not necessarily produced by the system. Asking human evaluators to rate the quality of an abstract representation as produced by the system runs the risk of judgements being clouded by the difficulty of interpreting the representation.

Additionally, evaluations by humans necessarily have to be restricted to a small number of instances of system output. The choice of which particular instances to test is left to the designer of the experiment, and there is a risk of focusing on examples that are not representative of system performance overall.

As an alternative, quantitative procedures have been defined to measure the specific qualities desired for each stage of the representation, at a corresponding abstract level. These procedures can be applied to a large number of system results, providing a measure of the

---

3 This is probably one of the reasons why no one has yet attempted to build a story generator for Russian fairy tales. Given the need to engineer the set of knowledge resources from scratch, most researchers have preferred to start from alternative material that was either more easily available or closer to their native intuitions of folklore or narrative.
Table 3 Results for plot drivers.

<table>
<thead>
<tr>
<th></th>
<th>Random</th>
<th>Sequence</th>
<th>Grammar</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>59.2</td>
<td>100</td>
<td>83.48</td>
</tr>
</tbody>
</table>

quality of system output at the working level of abstraction and applicable to a broad range of system results, leaving no doubt as to their significance over the complete set of outputs.

3.3.1 Plot Driver Generators

Plot driver generators must obey constraint 1, as described in section 2.2. To establish the extent to which the various implementations fulfill this constraint, a measure of conformance to a reference sequence has been defined. The key measure to consider is, given a certain character function appearing in a candidate plot driver, how many of the functions preceding/following it in the plot driver are contained in the part of the reference sequence that goes before/after (the best scoring of) its appearances in the reference sequence. This value is normalised as a percentage over the length of the plot driver. This measure is 100 if all character functions before and after the one considered have the same relative order in the reference sequence. The measure for a complete driver is taken as the average value for all its functions. This is 100 if the plot driver satisfies perfectly the order in the reference sequence and degrades towards 0 if some of its character functions appear out of place with respect to the given sequence.

Results for the three different plot driver generators that have been tried are reported in Table 3. Each of the alternative implementations was run 100 times and values were averaged over the results.

These results confirm as expected that the random approach results in plot drivers that do not conform to Propp’s requirement, that strict adherence to Propp’s instructions results in perfect conformance. The results for the grammar approach are more surprising. The grammar obtained from the set of schemes described by Propp performs considerably better than the random baseline, but almost 20 points below the version following the sequence strictly. This is due to the fact that the set of schemes contains several exceptions to the general rules. As the grammar is extrapolated from actual tales, this result suggests that allowing a certain flexibility with respect to Propp’s rules is likely to produce less rigid stories that resemble more closely the kind that might be produced by humans. However, testing this hypothesis is beyond the scope of the present paper.

3.3.2 Fabula Generators

Fabula generators must obey constraints 2 and 3, and the links between instances of character functions described in section 2.1.

In order to evaluate the extent to which the different construction algorithms fulfill these requirements, a number of metrics have been defined over the flow for a story, which is the closest representation produced by our system of the final shape of the story. Consideration of the referential chains in the flow (the set of predicates in which each character occurs) is significant of the degree of continuity achieved. These measures include: the maximum length of referential chain (\%MLRC), the minimum length of referential chain (\%mLRC), and the average length of referential chain (\%avLRC). All of these measures are normalised
The fabula generators are tested over plot drivers produced by generators that follow Propp’s sequence strictly. Results for their evaluation are given in Table 4. Each of the alternative implementations was run 100 times and values were averaged over the results. These results confirm that the use of unification and accommodation as techniques for ensuring continuity over stories do result in longer referential chains, and in stories that more clearly involve specific characters over a period of time.

4 Discussion

An example of a story is given in Table 5. The example appears broken down over four columns, separated by * into groups corresponding to single story actions. The arguments of predicates are represented by numbers, each corresponding to a character, location or object in the story. The story concerns character 296, who behaves badly at the start of the story, is banished, is tested by a donor, finds a trail that leads him home, arrives disguised as an apprentice to an artisan, suffers an impostor and returns. The example was picked out from the combined results of a plot driver relying on Propp’s sequence and a fabula generator relying on unification with accommodation.

The story evidences some of the problems with literal implementation of Propp’s algorithm: long range dependencies are captured by the unification mechanism when the two character functions involved appear in the plot driver (hero sets out and returns), but the mechanism for generating the driver does not take them into account. As a result, for instance, the villain and the false hero go unpunished in this case. This suggests that some computational means of taking the long range dependencies into account must be included to improve the performance of the system. The grammar approach has a potential for representing implicitly these long range dependencies, though empirical testing of this hypothesis is again beyond the scope of this paper.

Table 4 Results for fabula generators.

<table>
<thead>
<tr>
<th>FL</th>
<th>%MLRC</th>
<th>%mLRC</th>
<th>%avLRC</th>
</tr>
</thead>
<tbody>
<tr>
<td>PR</td>
<td>35.52</td>
<td>11.98</td>
<td>2.6</td>
</tr>
<tr>
<td>UA</td>
<td>37.38</td>
<td>47.58</td>
<td>2.57</td>
</tr>
</tbody>
</table>

Table 5 Example story.

| hero 296 | lack 74 75 | test 284 296 | disguised 296 |
| captive 295 | * | donor 284 | artisan 613 |
| asks 295 296 297 | dispatches 261 296 | * | apprentice 296 613 |
| * | seeker_hero 296 | finds 296 453 | unrecognised 296 |
| not_perform_service 296 | banished 261 | follows 296 453 | * |
| negative_result 296 | victimised_hero 296 | at_target_location 296 | false_hero 616 |
| * | transported_to 261 296 | * | claims 616 617 |
| villain 73 | * | arrives 296 612 | unfounded 617 |
| maims 73 74 | sets_out 296 | location 612 | * |
| victim 74 | * | home 612 | returns 296 |

over the length of the flow (FL) and expressed as a percentage, to allow comparison across tales of different length.
With respect to the usefulness of Propp’s various concepts, some of the roles described for dramatis personae seemed less relevant to the actual set of character functions than others (princess, for instance, was much more loosely linked to specific functions than hero or villain). Equivalent roles not mentioned by Propp, such as the victim of the villainy, were more useful in establishing continuity.

Preliminary results indicate that the overall quality of the generated stories is highly dependent on the quality of the set of story actions. This evidence confirms the limitations of knowledge-based computational solutions, but it also highlights a potential for generalization for the approach followed in the paper. Although the current initiative strove to build a system as faithful as possible to Propp’s formalism, all references to Propp’s material in the resulting implementation occur only within the set of plain text files that constitute the knowledge resources. The choice and names of the character functions, and the restrictions imposed on how they may combine are captured in the grammar. The set of story actions and the relationships between stated in terms of preconditions are also written in a separate text file. The actual Java code that exploits these resources is independent of Propp’s particular solution for Russian folk tales. As a result, it would be possible to write an alternative set of resources to use a completely different grammar, over elements of a similar nature but which need no longer be called character functions, and which combine according to different rules, or which get instantiated with a completely different set of story actions, and assigned to different characters.

Because of this property, the approach presented in the paper has the potential for being ported to different domains (for instance, to science fiction stories by changing the set of story actions and the set of characters) or adapted to account for different structural analyses of narrative (by changing the grammar into one that covers, for instance, Campbell’s account of the hero’s journey [5] or Lakoff’s account of the structure of fairy tales [12]).

\section{Conclusions}

The theoretical account of Russian fairy tales provided by Vladimir Propp has been revisited as potential source for a procedure for story generation. Although many research efforts in story generation have considered Propp as an inspirational source, none of them has explored the actual procedures explicitly described by Propp. By considering the simplest possible implementation of these procedures, a framework for story generation has been developed that takes full advantage of the intuitions behind Propp’s account but which is built in a modular and declarative manner so that particular details arising from Russian folk tales can later be replaced with material from alternative knowledge sources.

The approach suffers from the limitations inherent to any knowledge intensive approach, in the form of a heavy knowledge engineering effort required to kick start the necessary set of resources. Preliminary results show strong coupling between the quality of these resources and the quality of the resulting stories. This can be seen as a weakness in terms of a deep adaptation curve for any new domain or new application, but also as a significant strength, in terms of the possibility of extending it to other domains and of targeted refinement until a desired level of quality is reached.

The various refinements and possible extensions described through the paper will be considered as future work.
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Abstract

Narratives are often used to form, convey, and reinforce memberships in social groups. Our system, called Chimeria, implements a model of social group membership. Here, we report upon the Chimeria Social Narrative Interface (Chimeria-SN), a component of the Chimeria system, that conveys this model to users through narrative. This component is grounded in a sociolinguistics model of conversational narrative, with some adaptations and extensions in order for it to be applied to an interactive social networking domain. One eventual goal of this work is to be able to extrapolate social group membership by analyzing narratives in social networks; this paper deals with the inverse of that problem, namely, synthesizing narratives from a model of social group membership dynamics.

1 Introduction

Everyone belongs to social groups based on factors such as musical preference, fashion, gender, or race. Narratives are often used to form, convey, and reinforce memberships in such social groups. Furthermore, a robust model of group membership can be an important aspect for modeling many everyday forms of narrative. Additionally, when taking a cognitive science approach to computationally modeling narrative, it is important to attend not only to canonical forms of narrative, such as produced in literature, but also to everyday forms of narrative exchanged in social groups such as narratives of personal experience and life stories. Such everyday forms of narrative are common objects of study in the field of sociolinguistics [10, 15, 12]. Here, we augment such research with insights from cognitive linguistics, computer science, and sociology of classification.

In this paper, we discuss the Chimeria Social Narrative Interface (Chimeria-SN), a narrative generation component of a larger system called Chimeria. Chimeria implements dynamic computational models of social group membership and narratives associated with group membership. Similar to other research using virtual environments and games to empirically study social phenomena, such as the game Prom Week, The Restaurant Game,
and experiments of the Virtual Human Interaction lab (VHL) [13, 14, 1], our aim is to provide a testbed for studying aspects of social and computational identity. Toward this end, we have constructed a computational environment in which narratives of social group membership can be simulated and analyzed for both social scientific understanding and creative expression. The underlying model, grounded in cognitive science accounts of categorization, is capable of representing issues such as naturalization (becoming a category member over time), marginalization (becoming a boundary category member), and passing (being a member of one category, but appearing to be a member of another). Broadly, Chimeria serves our aims of both evoking narrative experiences of social group membership and enabling the creation of such experiences by anyone.

2 Theoretical Framework

Chimeria was developed as a part of an ongoing research endeavor called the Advanced Identity Representation (AIR) Project. The AIR Project seeks to develop new models of social identity in computational media to be deployed in technologies like interactive narratives, videogames, and social networks. Social identity can be conveyed through “digital identities” [2] using avatars, social networking profile posts, images, and so on. However, digital identities are limited technically in their expressivity and seldom explicitly mitigate against or model identity-related social ills (e.g., prejudices, stereotypes, etc.) [3, 5, 8], a topic addressed by the AIR Project. Below, we describe relevant research that undergirds the Chimeria system.

In [5], it is argued that in many forms of everyday communication, narrative provides a deep and satisfying sense of involvement. Sociolinguist William Labov [10], conducted empirical studies of narratives of personal experience, which can be formally represented as in [4]. Sociolinguist Charlotte Linde built on this work to relate narrative to social identity with “life stories” [12]. Since many everyday forms of narrative are now externalized through social media, we take a data-driven approach utilizing social networking profiles as a site where narratives of personal experience and life stories are performed. Social networking profiles are important sites for both generating expressive narrative content, and for the analysis of social categorization phenomena. Chimeria relates a formalization of a sociolinguistics model of narrative to social identity, implemented as a succession of posts on social networking profiles that collectively convey personal experiences related to social group membership.

Chimeria’s generated narrative, implemented in Chimeria-SN, is based upon sociolinguist Livia Polanyi’s model of narratives in conversational storytelling. In particular, we model what Polanyi defines as “story sequences” [15], in which multiple members in the conversation contribute individual stories towards the construction of a single, overarching narrative. Polanyi identifies two types of constraints in such conversational narratives: 1) linguistic constraints, which outline narrative structure using a past time storyworld with main line event clauses and contextualizing state clauses and 2) contextual constraints, which focus on making the narrative relevant, coherent, and accessible to recipients (recipient-design). In Chimeria, we used these constraints to inform construction of the model implemented in our narrative generation system, adapted to fit the context of a social network.

As a data-driven application of our model of group membership, we use musical identity (e.g., being a fan of a certain genre) as a test case. The music that people listen to is a vehicle for conveying “Music In Identities (MII)”, wherein music is viewed as a “means for developing other aspects of our personal identities, including gender identity; youth identity; national identity; and disability and identity” [6]. Our test case narrates changes of social group membership related to musical identity as expressed via preferences in a social network.
3 Implementation

Chimeria dynamically models group membership and marginalization, and presents narratives generated from that model in a novel social networking interface. It consists of two components: (1) the Chimeria Engine: a dynamic algorithmic model of users’ degrees of membership in multiple groups, and (2) the Chimeria Social Narrative Interface (Chimeria-SN): a narrative social networking interface for expressing experiences of membership and marginalization in social groups as represented using social media.

The Chimeria Engine models users’ category memberships as gradient values in relation to the membership values of more central members, enabling more representational nuance than binary statuses of member/nonmember [3, 9, 11]. These are calculated from music artist “likes” (binary indications of positive valuation) on the user’s Facebook profile, from which we extrapolate artists’ moods (e.g., cheerful, gloomy, etc.), themes (e.g., adventure, rebellion, etc.), and styles (e.g., film score), which are used to express the identity of the user.

Chimeria-SN is a streamlined, aestheticized social networking interface, consisting of a dynamic collage of photos representing the user’s musical taste preferences (Fig. 1), and a feed of posts that appear in an adjacent vertical timeline (Fig. 2). Chimeria-SN generates narratives in a simulated social networking environment that incorporates aspects of a user’s real-world identity collected from a user’s Facebook profile (e.g., real name, pictures, wall-posts) using the Facebook Graph API. The system reacts to the user by generating interaction posts from computer-controlled users who make up the user’s simulated social circle.

![Figure 1 A Screenshot of Chimeria-SN.](image1)

![Figure 2 A Sample Chimeria-SN Wall Post.](image2)

![Figure 3 The Chimeria System Architecture.](image3)

Fig. 3 gives a system overview and outlines the process by which Chimeria-Engine retrieves moods, themes and styles associated with music artists and genres. Chimeria-Engine first uses the user’s music artist “likes” to find their preferred (e.g., Pop/Rock), and oppositional (imitation category, e.g., Jazz) genres. The user’s initial genre group membership is calculated using the overlap of common moods and themes between the user’s music artist
“likes” and the genre’s. User actions (such as liking a post from a particular genre) causes the Chimeria-Engine to modify membership dependent on the intensity of the action.

3.1 Sample Narrative

The story in Figure 4 below was generated for a user that has the following Facebook music likes: Ke$ha, Taylor Swift, and Justin Bieber. The “Author Legend” represents the group membership of post authors, while the “Wildcard Legend” indicates dynamic insertions by Chimeria-SN. Each post appears on the user’s wall in a manner similar to that shown in Figure 2.

**Figure 4 Chimeria Sample Narrative.**

Narrative generation uses a narrative structure specified by a simplified finite state machine, called the Linear Event Structure Machine (or probabilistic bounded transition machine) [5, 7]. Narrative structures are instantiated by a database of narrative templates (content-clauses), each filled in with artist, genre, theme, mood, and style content describing musical items from the Rovi Cloud Services API. An example clause template is:

```xml
<main-line-event-clause>
  <id>102</id>
  <author>original</author>
  <category-membership-test>any</category-membership-test>
  <naturalization-trajectory-test>any</naturalization-trajectory-test>
  <content>What did you think of that *mO *gO song?</content>
  <intensity>10</intensity>
</main-line-event-clause>
```

The ‘id’ uniquely identifies the content, and ‘author’ indicates the originating category. The ‘category-membership-test’ specifies the current degree of gradient membership within a social group the content-clause narrates (e.g., central, peripheral, or non-membership). The ‘naturalization-trajectory-test’ specifies trajectories of social group membership across all groups the content-clause narrates. The ‘content’ is the exact text of the post to be displayed, including wildcard (indicated by a “*” prefix) replacements using element types of artist, genre, theme, mood, or styles from the Rovi Cloud Services API. “O”, “U”, or “P” in
wildcards references a user’s original social group, current profile, or imitation social group (internally referred to as a Passing social group) respectively.

Furthermore, topics are initiated by sub-story entrance clauses (as seen in the sample narrative in Fig. 4), which can then later be referenced using the *topic wildcard. Since topics themselves can be wildcards (e.g., *aP for a music artist from the imitation social group) any contextual information about them is retrieved at run-time (using wildcards such as *topic-m and *topic-video to find moods and YouTube music videos respectively).

4 Discussion

Building upon Polanyi’s work, with Chimeria-SN we have developed a model of interactive conversational narrative. Some adaptations were necessary in order for the model to be computationally implementable and so that it could be used in an interactive framework. Table 1 contains a comparative summary between Chimeria’s narrative model and Polanyi’s. Chimeria’s grounded narrative model extends Polanyi’s model by involving the user in an ongoing social network narrative adapted to user taste, which necessarily substitutes virtual affordances for physical ones.

Table 1 Comparison between Chimeria & Polanyi’s models of Conversational Narrative.

<table>
<thead>
<tr>
<th>Component</th>
<th>Parallels Polanyi’s Model</th>
<th>Diverges from Polanyi’s Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linguistic</td>
<td>Event propositions occur at unique discrete moments. Structured</td>
<td>User responses to posts directly affect a dynamic narrative (a narrative referring to both the past and present time in the storyworld). In other words, the user has agency regarding story trajectory.</td>
</tr>
<tr>
<td>constraints</td>
<td>using main line event clauses, contextualizing state clauses and evaluative meta-information. Stories have a “point” (e.g., tale of imitation).</td>
<td>Story recipients acknowledge tellings through posts on the Chimeria-SN wall rather than physically.</td>
</tr>
<tr>
<td>Contextual</td>
<td>Story is relevant and recipient-designed for the user based on expression of musical taste. Stories consist of entrance and exit clauses for overall coherence.</td>
<td></td>
</tr>
<tr>
<td>constraints</td>
<td></td>
<td>Story recipients acknowledge tellings through posts on the Chimeria-SN wall rather than physically.</td>
</tr>
<tr>
<td>Story Sequence &amp; Sub-stories</td>
<td>Sub-stories are individual, self-contained stories from multiple storytellers (but one primary narrator for each sub-story), which collectively form a story sequence. Evaluation is internal to the storyworld clauses.</td>
<td>Occurs in virtual and simulated social network (e.g., affordances available in wall posts like emotes, punctuation, videos etc.) instead of in physical space (e.g., body language, tonality, etc.) which includes a larger set of story recipients in general.</td>
</tr>
</tbody>
</table>

Chimeria-SN’s narrative model is grounded in Polanyi’s results. This means that we must strive for a high degree of fidelity between our implementation and Polanyi’s empirical results, with only necessary adaptations driven by the differences between real-world conversation and our social networking domain. Furthermore, our model should continuously be reconciled with the latest empirical sociolinguistics results on conversational narrative in social networks.

5 Concluding Reflections

Social group memberships are important aspects of societies. Stories of social group membership are important for constituting our social fabrics. As stated above, robust model of social group membership can be an important aspect for modeling everyday forms of narrative. Reciprocally, narrative generation can be an effective means of conveying a dynamic model of social group membership for both research and applications such as interactive narratives and videogames. Chimeria implements dynamic computational models of social group membership and conversational narratives, and we hope that it provides a useful testbed
in which narratives of social group membership can be both simulated and analyzed. An advantage of our approach is that in future work, we believe that social group memberships of users could be extrapolated from analyzing narratives in social networks, the inverse of our current aim of synthesizing narratives from a model of social group membership dynamics. Our longer term hope is that, by computationally modeling issues such as naturalization, marginalization, and passing, we can contribute to scientific approaches to issues of social empowerment and diversity most often served by research in the humanities, arts, and social sciences.
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Abstract

The ability to identify similarities between narratives has been argued to be central in human interactions. Previous work that sought to formalize this task has hypothesized that narrative similarity can be equated to the existence of a common summary between the narratives involved. We offer tangible psychological evidence in support of this hypothesis. Human participants in our empirical study were presented with triples of stories, and were asked to rate: (i) the degree of similarity between story A and story B; (ii) the appropriateness of story C as a summary of story A; (iii) the appropriateness of story C as a summary of story B. The story triples were selected systematically to span the space of their possible interrelations. Empirical evidence gathered from this study overwhelmingly supports the position that the higher the latter two ratings are, the higher the first rating also is. Thus, while this work does not purport to formally define either of the two tasks involved, it does argue that one can be meaningfully reduced to the other.
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1 Introduction

Stories play a central role in human knowledge, understanding and reasoning, and are key in explaining human behavior and social communication [1, 24].

According to Schank and Abelson [24], human knowledge is functional, in the sense that all knowledge is encoded as stories along with mechanisms to construct, store and retrieve them. Hence, human memory is a collection of stories that we experienced, heard or composed in the past. Searching in memory is like searching for stories within one’s own collection of stories. Moreover, existing stories in memory form our beliefs and are the ingredients of new ideas.

Following that view, understanding and behavior depends upon our past experiences, stored as old stories. In order to understand a new story, we have to find an old story that is similar to the new one. Thus, understanding, for a listener, means mapping the speaker’s stories onto the listener’s stories. This is why different people may interpret the same story in different ways. Analogously, when we face a new unfamiliar situation, we have to determine which of the old situations — stored as stories — in our memory is most relevant to the situation at hand. The familiar situation that is most similar to the new one determines our behavior in the new situation. As a result, intelligent behavior lies upon our capability of finding a relevant past experience that will help us make sense of a new experience [24].

But how does one determine the extent to which stories are considered to be similar?
1.1 Similarity: Existing Approaches

Similarity is a very powerful construct in psychology, entering into the analysis of many diverse phenomena, such as creative and scientific discovery, problem-solving, categorization, decision-making, learning and transfer [10, 27]. In this section we briefly describe several approaches to similarity as proposed in the literature.

i) The geometric approach determines similarity using the mental distance models (see, e.g., [20, 25, 26]). According to that view, concepts are represented as points within a multi-dimensional mental space and similarity between concepts as the inverse of the metric distance between these points. Thus, the less the distance between the point representations of two concepts \( A \) and \( B \), the more similar the concepts are. As the distance between two points \( A \) and \( B \) within the space increases, it becomes easier for us to detect that the concepts \( A \) and \( B \) are different.

The geometric approach treats similarity as a symmetric relation, in the sense that the similarity of \( A \) to \( B \) equals the similarity of \( B \) to \( A \). However, Tversky [27] argued against the symmetry assumption, providing empirical evidence for asymmetric similarities, and proposed his own model for similarity.

ii) The featural approach, represented by Tversky’s classic contrast model [27], proposes that concepts are represented as selections of features, and similarity is described as a feature-matching process. Specifically, the similarity between two concepts is computed based on numbers of shared and not shared features (expressed as a linear combination of the measures of their common and distinct features). The greater the size of the set of the common features of two concepts \( A \) and \( B \), and the smaller the sizes of the two sets of distinct features \( A \setminus B \) and \( B \setminus A \), the greater the similarity between the two concepts \( A \) and \( B \). This model also accounts for the asymmetry assumption of similarity, since the negative effects of the two complement sets \( A \setminus B \) and \( B \setminus A \) are not equal. Hence, if we ask how similar \( A \) is to \( B \), then the set \( B \setminus A \) counts much more than the set \( A \setminus B \).

Later on, Gentner [7] indicated that although Tversky’s contrast model seemed to be correct for literal similarity comparisons, it did not provide a good account for other types of comparisons, such as analogies. Hence, Gentner [7] introduced the following approach, providing a theoretical framework for analogy.

iii) The structural (or relational) approach is based on Gentner’s work on Structure Mapping Theory (SMT) [7, 8, 10]. Two concepts, that function as wholes, may be treated as analogous when they share some essential relations, even if they may have a lot of distinct features. Because of this singularity of analogy, structure-mapping, in contrast to the featural approach, treats commonalities and differences as dependent features. Concepts are considered as structures of object attributes and relations, and comparisons are made by mapping the structures of the two concepts. The main idea of this theory is that analogy is characterized by mapping relations between objects, rather than merely mapping the attributes of the objects. Thus, comparisons rely only on the syntax of the knowledge representations and not on their specific content. Furthermore, the structural approach allows analogies to be distinguished clearly from literal similarity and other kinds of concept comparisons, as we shall discuss in more detail in Section 2.2.

iv) A more recent approach, the transformational approach [11, 12] considers concepts as representations, and suggests that similarity depends on the ease of transformation between these representations. Specifically, the less the number of steps needed to transform a representation into another representation, the higher the similarity between the two concepts is. Thus, the more dissimilar the entities, the more transformations are needed. Hahn et al. empirically tested the view of similarity as transformational distance [11, 12],
and proposed the Representational Distortion as a specific example of this approach [11]. However, Larkey and Markman, while testing the similarity judgments for geometric objects, found some evidence against this approach [14].

1.2 Computational Modelling of Narratives

Previous attempts to create computational models of narratives include Propp’s narrative functions (or narratemes) [21], Rumelhart’s Story Grammars [22], Lehner’s Plot Units [15, 16], Löwe’s Doxastic Preference Framework (DPF) [17], Elson’s Story Intention Graphs (SIG) [4] and Chambers’ Narrative Event Chains (NEC) [2]. Moreover, several recent computational studies provided algorithms that manage to make story comparisons [5, 13] and recognize narrative similarity [18] and analogy [3].

The current study attempts to define similarity of narratives by means of the concept of summary. To this end, it has been conjectured [18, 19] that similarity between two stories is effectively equivalent to saying that the two stories have a common summary; i.e., an abstraction that is appropriate for both stories. In particular, the more appropriate this common summary is for the two stories, the more similar the two stories are. This statement forms the main hypothesis that we seek to empirically examine in this work.

2 Background

Our investigation of the above hypothesis does not presuppose any particular framework of story understanding, nor any particular approach to defining similarity. Nonetheless, we find it useful to adopt certain notions and terminology from the SMT [7, 8] and to compare some of our obtained results to those obtained under the SMT. We shall, thus, present the SMT in more detail in this section.

2.1 Structure Mapping Theory for Analogy

When we interpret analogies such as “A is like B”, we draw inferences about a concept A (target), based on our knowledge of another concept B (base), which serves as the source of our knowledge. The central idea of the SMT [7, 8] is the definition of the analogy as “an assertion that a relational structure that normally applies in one concept can be applied in another concept” [7]. Thus, the essence of an analogy between two concepts A and B is that they share a common structure. This structure is the dominant aspect of concepts A and B, even though these concepts may differ in many other aspects. For example, we might say that a child’s mind is like a sponge. One could easily interpret this analogy, drawing the inference that a child’s mind absorbs a lot of information. Hence, we use our knowledge about sponges in order to draw inferences about a child’s mind. However, we do not transfer all our knowledge about sponges to the child’s mind. If we did so, then we could argue that the child’s mind is yellow with holes and holds water. But we do not! Although the child’s mind and the sponge do not share other common features, this does not seem to count against the analogy. This is why Gentner criticized Tversky’s contrast model [27] as not appropriate for analogies [7].

Continuing with the sponge-mind example, it seems that people, seeking to identify analogies, somehow know which features must be transferred and which not. The SMT is capable to explain such behavior, by suggesting that i) we tend to focus on relational information and ignore the distinctive attributes of objects in A and B ii) we prefer to focus
Table 1 Similarity types according to Gentner’s work [7, 8, 9].

<table>
<thead>
<tr>
<th>Similarity type</th>
<th>Object Attributes</th>
<th>Relational Predicates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Literal Similarity (LS)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Analogy (ANA)</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>Surface Similarity (SS) or Mere Appearance</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>First Order Relations (FOR)</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>Objects Only (OO)</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>Anomaly (ANO)</td>
<td>×</td>
<td>×</td>
</tr>
</tbody>
</table>

...on interconnected systems of relations and favor these relations in our interpretations (see the mapping principles as described later in this section).

According to the structural approach, knowledge is represented as a propositional network of nodes and predicates [7, 23]. Nodes represent concepts, while predicates express propositions about these concepts. Predicates may be either object attributes, taking one argument (e.g., YELLOW(x)), or relationships, taking two or more arguments (e.g., SMALLER(x, y)). A further syntactic distinction of predicates is also made: first-order predicates take objects as arguments (e.g., HURT(y, x) and HATE(x, y)), while higher-order predicates take propositions as arguments (e.g., CAUSE[HURT(y, x), HATE(x, y)]) [7].

Using these notions, we briefly introduce the two main mapping principles of the SMT: i) relations, rather than object attributes, are mapped from the base to the target concept, and ii) a relation that belongs to a system of mutually interconnected relations is more likely to be mapped than an isolate relation (known as the Systematicity Principle) [7].

2.2 Similarity Types

The SMT clearly distinguishes analogy from other kinds of concept comparisons. Table 1 summarizes several similarity types, proposed by Gentner et al. [7, 8, 9], based on the possible combinations of the predicates that two concepts may share.

To apply Gentner’s work to story comparisons, Gentner, Rattermann and Forbus [9] considered i) object attributes as the characters, objects and locations of the story, ii) first-order relations as the events, actions and other relations between the objects of the story (e.g., X talking to Y), and iii) the higher-order relational structure as the causal (or other types of) relations in the story’s plot. According to these assumptions, they created pairs of stories by generating several versions of a base story, which differed in the level of similarity they shared with the original story.

In the present study we borrow the names of the similarity types proposed by Gentner (Table 1). However, while applying these types into story pairs, we interpret predicates in a slightly different manner than Gentner et al. [9] did (see Section 3.2.2).

3 Empirical Method

In order to test our main hypothesis that story similarity relates to the existence of a common summary, we designed an online questionnaire and we invited people to rate pairs of stories in terms of their similarity or in terms of how appropriate a third story was as a summary of each of the first two stories.
3.1 Participants

Individuals were invited via e-mail to participate voluntarily to the study, by completing an online questionnaire. No financial or other compensation was given for participation. Although more than a hundred people started completing the questionnaire, participants who left before answering at least one question of the main part of the experiment were excluded from our sample. Hence, the final sample of our study comprised 52 adults (21 male, 31 female), aged 18 to 65 years (one reported age 66+). Participants were mainly residents of Greece (26) and Cyprus (22) and they all spoke Greek as their native language.

3.2 Measures

Before proceeding to the detailed description of the various stages of the questionnaire construction, we give a brief overview of the procedure followed, and we introduce the notation that we will use. To prevent any later confusion, we find it useful to discriminate early between the groups of stories initially constructed, the trials of the questionnaire, and the triples of stories used during the analysis stage.

First, we created a pool of selected narratives, serving as the source for our stories (Section 3.2.1). We then edited some of these stories in order to form pairs \((A, B)\) of stories \(S \in \{A, B\}\) with varying degrees of similarity (Section 3.2.2). For each story pair \((A, B)\) we also generated 4 other stories \(C_{i,j} \in \{C_{11}, C_{10}, C_{01}, C_{00}\}\), which we considered as summaries of stories \(A\) and \(B\) (Section 3.2.3). As a result, during the story preparation stage, we formed 16 groups comprising 6 stories each \((A, B, C_{11}, C_{10}, C_{01}, C_{00})\). These groups of stories served as a source for the 16 trials of the questionnaire (Section 3.2.4), where each trial comprised 4 stories \((A, B, C_{11}, C_{i,j})\), along with one of \(C_{10}, C_{01}, C_{00}\) selected from its corresponding group. Later on, in order to test our main hypothesis (Section 4.2), for each trial of the questionnaire we formed two triples \((A, B, C_{i,j})\), one with \(C_{i,j} = C_{11}\) and one with \(C_{i,j} \in \{C_{10}, C_{01}, C_{00}\}\), resulting in a total of 32 triples for each participant who fully completed the questionnaire. For participants who completed the questionnaire only partially, we gathered as many triples as possible given the participants’ responses.

3.2.1 Selection of a Pool of Original Stories

Since we wanted the stories of the experiment to be as naturalistic as possible and not to appear like artificial stories made especially for use in the lab, we decided to mainly use existing stories, rather than to produce our own. In order to find such original stories, we searched for literature books and collections of myths and fairy tales in the library. We also searched for online videos and texts of narrations, and we recorded oral narrations.

During the selection of the original stories, we mainly took into account two factors: i) the reputation of the story, and ii) the content of the story. Regarding the first factor, to ensure that the participants’ previous knowledge of the stories would not bias their responses, we avoided using well-known stories (e.g., the French novella “The little prince” of Antoine de Saint-Exupéry). Concerning the second factor, we gave preference to stories with didactic or entertaining content, which we considered as interesting enough for the participants to read. Having in mind the fact that participation to the questionnaire was a voluntary and time consuming process, such a restriction of the space of different story types was necessary to motivate people to fill in the questionnaire and also to prevent them from leaving the process early. Hence, we avoided stories that merely described a sequence of events without any further purport, and favored those where the author’s intention was to pass a deeper message, or even entertain the reader, through the narration. Given these constraints, we
created a pool of dozens of original stories, or excerpts of them, both worth reading and not well known.

### 3.2.2 Generation of Story Pairs According to Similarity Types

Following the story selection, we edited the original stories by adjusting their length. Edited stories were (i) not too long for the participants to read, but also (ii) long enough, in order to keep the style of the original version and not to appear artificial.

We then created story pairs \((A,B)\) with varying degrees of similarity, inspired by the similarity types used in previous work \([7, 8, 9]\) based on the SMT. However, since our aim was to cover the entire range of similarity degrees between stories \(A\) and \(B\), rather than to contrast the several similarity types proposed in the literature, we only used Literal Similarity (LS), Analogy (ANA), Surface Similarity (SS) and Anomaly (ANO). Consequently, we defined the variable \(\text{sim-type}(A,B)\), taking values in \{LS, ANA, SS, ANO\}, to indicate the similarity degree assumed by the experimenters for each story pair \((A,B)\).

To create story pairs of the above types of similarity, we interpreted the SMT’s predicates (cf. Table 1) as follows: i) object attributes served as the characters of the stories, ii) first-order relations served as relations between the characters, which could either state a relationship (e.g., \(X\) neighbor of \(Y\)) or an emotional relation (e.g., \(X\) loves \(Y\)), while iii) higher-order relations served as the overall structure of the plot, in which the relationships and the main interactions between the characters and their actions are represented as an interconnected system (e.g., \(X\) lies to \(Y\) repeatedly; someday \(X\) really needs \(Y\)’s help; \(Y\) do not believe \(X\)’s need; \(Y\) leave \(X\) helpless; great disaster happens to \(X\)).

Given the above interpretations, we created 4 pairs of stories \((A,B)\) for each of the 4 similarity types, resulting in a total of 16 pairs. To do so we chose a story \(A\) from the pool of our selected original stories and we paired it with another story \(B\), which was either generated by the experimenters or, preferably, also extracted from the pool, so as to match the constraints of each similarity type.

Story pairs of the LS type comprised two versions of practically the same story. Hence, we produced story \(B\) by expressing story \(A\) using different wording, and changing one or two minor details having little or no importance for the overall meaning of the story (e.g., iron wheel vs. stone wheel, for a story where the wheel weight was essential, rather than its material).

Pairs belonging to the ANA type were stories with different characters, where the same basic relations held between them. In the most dissimilar cases of ANA pairs, the overall structures of the two stories differed in some isolated relations, but never in the most interconnected ones.

For example, the structure described earlier (\(X\) lies to \(Y\) repeatedly; someday \(X\) really needs \(Y\)’s help; \(Y\) do not believe \(X\)’s need; \(Y\) leave \(X\) helpless; great disaster happens to \(X\)) was a common structure of an ANA pair. For story \(A\), \(X\) was a shepherd and \(Y\) were his fellow villagers, while for story \(B\), \(X\) was a grandmother and \(Y\) were her children and grandchildren. Some other elements which differed between the stories were: the lie itself, the outcome of lying, the real need of \(X\), and the disaster that happened to \(X\). For example, in story \(A\), the lie was that a wolf attacks the sheep, the outcome was to laugh at the villagers who went to help, the need appeared when a wolf really attacked the sheep, and the disaster was the loss of the sheep. In story \(B\), the lie was that the old woman pretends to be very sick, the outcome was to gain her family’s company by ‘forcing’ them to visit her, the need was when the old woman was really feeling sick, and the disaster was the woman’s death.
Table 2: Guidelines used for the construction of the story pairs \((A, B)\) and their summaries \(C_{i,j}\) for each similarity type \(\text{sim-type}(A, B) \in \{LS, ANA, SS, ANO\}\).

<table>
<thead>
<tr>
<th>((A, B))</th>
<th>(C_{11})</th>
<th>(C_{10} (\text{resp.}, C_{01}))</th>
<th>(C_{00})</th>
</tr>
</thead>
<tbody>
<tr>
<td>LS</td>
<td>Same stories with few minor details differing.</td>
<td>Specific non-shared detail(s) of (A) and (B) missing.</td>
<td>(C_{11}) plus the detail(s) of story (A) (resp., (B)).</td>
</tr>
<tr>
<td>ANA</td>
<td>Stories share a common structure of their plot except for some isolated relations. Different characters.</td>
<td>The common structure of (A) and (B). Characters expressed in an abstract way compatible with both (A) and (B).</td>
<td>(C_{11}) plus one of the missing isolated relations specified only in (A) (resp., (B)).</td>
</tr>
<tr>
<td>SS</td>
<td>Identical stories up to one point. Different endings.</td>
<td>A summary of the common part of (A) and (B). Ending is missing.</td>
<td>(C_{11}) plus a summary of the ending of story (A) (resp., (B)).</td>
</tr>
<tr>
<td>ANO</td>
<td>Different stories with a common extremely abstract structure.</td>
<td>The common abstract structure of (A) and (B).</td>
<td>(C_{11}) plus one of the abstract elements specified in (A) (resp., (B)).</td>
</tr>
</tbody>
</table>

In order to create story \(B\) for the ANA pairs, we searched for stories in the pool and, if we could not find any appropriate story, we generated our own \(B\).

For the SS story pairs, we chose a story \(A\) and we generated a story \(B\), identical to \(A\) up to some point, but with a completely different ending. The ending was edited in a way that was crucial for the overall meaning of the story (e.g., at the end the king admired and appointed the hero as his main advisor vs. the king disapproved the hero’s behavior and banished him: the choice characterizes the whole behavior of the hero as good vs. bad).

Finally, the stories of the ANO pairs were completely different stories that shared some common structure. This common structure was extremely abstract, so that it missed most of the key elements for understanding the overall meaning of the stories (e.g., an older man who lies reveals a secret to a younger man). Concrete characters and relations between the characters (e.g., the secret, the reason the man lies, the reason the young man asks for the secret, and the relation of the two men) differed between the two stories. Similarly to ANA types, we generated our own stories \(B\) for the ANO pairs when we could not find any appropriate story \(B\) in the pool.

Overall, 20 out of 32 stories of the questionnaire came from the pool of selected original stories (16 as story \(A\), 4 as story \(B\)). The remaining \(B\) stories were either edited versions of the corresponding original stories \(A\) (for the LS and SS types), or stories generated by the experimenters to meet the specific criteria of the ANA and ANO similarity types. Most of the original stories used (14 out of 20) were found in books already translated in Greek, with 6 of them being fairy tales and myths from all over the world (Japan, China, Arabia, Lithuania, Burma, Hungary). Among the remaining original stories, 3 came from online texts, 2 from online videos, and 1 from oral narration.
3.2.3 Generation of Summaries According to Summary Types

For each of the 16 story pairs \((A, B)\) we created 4 different summaries \(C_{i,j} \in \{C_{11}, C_{10}, C_{01}, C_{00}\}\), and for each triple \((A, B, C_{i,j})\) we defined the variable \(\text{sum-type}(C_{i,j}, S)\), to indicate the appropriateness of summary \(C_{i,j}\) for story \(S \in \{A, B\}\). Our intention here was to cover the range of possible summaries in a semi-systematic manner. Thus, we created i) a ‘common’ summary \(C_{11}\), with the aim of being an appropriate summary for both the stories \(A\) and \(B\), ii) a summary \(C_{10}\), with the aim of being appropriate for story \(A\) and inappropriate for story \(B\), iii) a summary \(C_{01}\), with the aim of being inappropriate for story \(A\) and appropriate for story \(B\), and finally, iv) a summary \(C_{00}\), with the aim of being inappropriate for both the stories \(A\) and \(B\).

Given the above definition of \(C_{i,j}\), the variable \(\text{sum-type}(C_{i,j}, A)\), indicating the appropriateness of summary \(C_{i,j}\) for story \(A\), had the value ‘good’ if \(i = 1\), and the value ‘bad’ if \(i = 0\). Accordingly, the variable \(\text{sum-type}(C_{i,j}, B)\), indicating the appropriateness of summary \(C_{i,j}\) for story \(B\), had the value ‘good’ if \(j = 1\), and the value ‘bad’ if \(j = 0\). Hence, \(i\) can be seen as an index of the appropriateness of summary \(C_{i,j}\) for story \(A\), and \(j\) as an index of its appropriateness for story \(B\). In general, the variable \(\text{sum-type}(C_{i,j}, S)\) had the value ‘good’ if either \((S = A\) and \(i = 1\)) or \((S = B\) and \(j = 1\)) and the value ‘bad’ otherwise.

We considered a summary \(C_{i,j}\) as inappropriate, when some essential feature of the story \(S\) was either missing or changed in the summary. However, appropriate summaries could include an unimportant detail of a story as well. Thus, we did not consider the succinctness of the summary as a defining characteristic of the appropriateness of the summary. Table 2 describes the methodology we adopted in order to create the 4 summaries \(C_{i,j}\), for each of the 4 similarity types. \(C_{11}\) served as a baseline for creating the other 3 summaries. For \(C_{10}\) and \(C_{01}\) we modified \(C_{11}\) so as to be slightly more appropriate than \(C_{11}\) for one of the two stories and slightly less appropriate for the other story, while for \(C_{00}\) we modified \(C_{11}\) so as to be slightly less appropriate than \(C_{11}\) for both \(A\) and \(B\). Our concern was to avoid creating summaries that would be obviously inappropriate for one of the two stories. This choice was guided by the fact that our main hypothesis states that the existence of an appropriate common summary indicates a high similarity pair. Consequently, low values of summary scores would be less useful in validating or falsifying this hypothesis during our analysis.

3.2.4 Questionnaire Construction

Each trial of the questionnaire included the presentation of 4 stories \((A, B\), their common summary \(C_{11}\), and one of the non-common summaries), along with 5 questions, asking participants to rate the similarity between stories \(A\) and \(B\), and the appropriateness of the other two stories as summaries for each of the stories \(A\) and \(B\).

In the place of the non-common summary we chose \(C_{00}\) to appear in half of the cases, and \(C_{10}\) and \(C_{01}\) to appear in one fourth of the cases each. To achieve these frequencies, we created quadruples \((C_{10}, C_{01}, C_{00}, C_{00})\) and we used the Latin Squares method to counterbalance their order. We created 4 conditions (Table 3) and we randomly allocated participants to each of these conditions (see Section 3.3). As a result, for each of the 4 similarity types, in addition to the common summary \(C_{11}\), each participant was presented with each of summaries \(C_{10}\) and \(C_{01}\) once, and with summary \(C_{00}\) twice. Moreover, the order of the 16 trials of the questionnaire, as well as the order of the two summaries of each trial, was randomized.

Using the open source survey application LimeSurvey 2.00+, we implemented the above methods by constructing an online questionnaire, which we describe in more detail next.
Table 3: Summaries presented across the four Conditions (in addition to C\textsubscript{11}, which was presented in each Condition).

<table>
<thead>
<tr>
<th>Trial</th>
<th>Similarity</th>
<th>Condition</th>
<th>Trial</th>
<th>Similarity</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>LS</td>
<td>C\textsubscript{10} C\textsubscript{01} C\textsubscript{00} C\textsubscript{00}</td>
<td>9</td>
<td>SS</td>
<td>C\textsubscript{10} C\textsubscript{01} C\textsubscript{00} C\textsubscript{00}</td>
</tr>
<tr>
<td>2</td>
<td>LS</td>
<td>C\textsubscript{01} C\textsubscript{00} C\textsubscript{00} C\textsubscript{10}</td>
<td>10</td>
<td>SS</td>
<td>C\textsubscript{01} C\textsubscript{00} C\textsubscript{00} C\textsubscript{10}</td>
</tr>
<tr>
<td>3</td>
<td>LS</td>
<td>C\textsubscript{00} C\textsubscript{00} C\textsubscript{10} C\textsubscript{01}</td>
<td>11</td>
<td>SS</td>
<td>C\textsubscript{00} C\textsubscript{00} C\textsubscript{10} C\textsubscript{01}</td>
</tr>
<tr>
<td>4</td>
<td>LS</td>
<td>C\textsubscript{00} C\textsubscript{10} C\textsubscript{01} C\textsubscript{00}</td>
<td>12</td>
<td>SS</td>
<td>C\textsubscript{00} C\textsubscript{10} C\textsubscript{01} C\textsubscript{00}</td>
</tr>
<tr>
<td>5</td>
<td>ANA</td>
<td>C\textsubscript{10} C\textsubscript{01} C\textsubscript{00} C\textsubscript{00}</td>
<td>13</td>
<td>ANO</td>
<td>C\textsubscript{10} C\textsubscript{01} C\textsubscript{00} C\textsubscript{00}</td>
</tr>
<tr>
<td>6</td>
<td>ANA</td>
<td>C\textsubscript{01} C\textsubscript{00} C\textsubscript{00} C\textsubscript{10}</td>
<td>14</td>
<td>ANO</td>
<td>C\textsubscript{01} C\textsubscript{00} C\textsubscript{00} C\textsubscript{10}</td>
</tr>
<tr>
<td>7</td>
<td>ANA</td>
<td>C\textsubscript{00} C\textsubscript{00} C\textsubscript{10} C\textsubscript{01}</td>
<td>15</td>
<td>ANO</td>
<td>C\textsubscript{00} C\textsubscript{00} C\textsubscript{10} C\textsubscript{01}</td>
</tr>
<tr>
<td>8</td>
<td>ANA</td>
<td>C\textsubscript{00} C\textsubscript{10} C\textsubscript{01} C\textsubscript{00}</td>
<td>16</td>
<td>ANO</td>
<td>C\textsubscript{00} C\textsubscript{10} C\textsubscript{01} C\textsubscript{00}</td>
</tr>
</tbody>
</table>

3.3 Procedure

An e-mail was sent to a number of people, inviting them to complete the questionnaire and to further disseminate the invitation. In order to encourage participation, in the invitation e-mail we informed the recipients that during completion of our on-line questionnaire they were going to read interesting stories and myths from all over the world. They were also informed that the study concerns the similarity of narratives and summarization, but they were given no further information on the specific hypothesis of our study.

Participants who entered the questionnaire were assured that responses were collected anonymously. After certifying that they are adults and native Greek speakers, they were given navigation instructions, and they were instructed how to safely interrupt the process in case they would wish to continue later. Afterwards, they provided information on their demographic characteristics (gender, age, educational level, country of residence) and they reported whether they enjoy reading stories, myths, fairy tales and literature, and how often they read such texts.

The practice section followed, where an example of a trial was given in order to clarify the process. Participants were told that they are going to read two stories, A and B, and rate their similarity in a scale from 0 (no similarity) to 5 (high similarity). For illustrative purposes, the stories A and B used in the example were considerably shorter than the stories of the experiment. Some help was given, where we stated explicitly the differences between the two stories and asked participants whether they consider these differences (along with others that they may have identified) as significant enough so as to rate the two stories with a low degree of similarity, or they consider the differences meaningless for the general meaning of the stories, and so they would rate the two stories with a high score. After registering their responses, we informed them that two more stories would appear on the screen in order to evaluate how good they consider each of the new stories as a summary for each of the stories A and B, in a scale from 0 (very bad summary) to 5 (very good summary). The stories A and B, along with two example summaries were presented. As previously, some help was provided, stating that some statements of the original stories are missing in the summaries, and asking participants to evaluate whether they consider these statements as important enough so as to rate the summary as bad, or not. Finally, participants were given the chance to read the instructions once more, in case the did not feel confident with the process. At no point in this practice section did we suggest what an appropriate score would be for the example questions.
Following the practice section, a screen with some guidelines appeared. Participants were first encouraged to answer according to their own judgment, since there are no “right” or “wrong” answers. They were then advised to rate summaries by considering which facts of the stories $A$ and $B$ are included and which are missing, and ignore possible syntactic or stylistic aspects of the stories. We also asked participants to be as consistent as possible in their ratings during the whole experiment. Finally we advised them not to judge a summary solely by its length, since length does not necessarily indicate a summary’s appropriateness. After reading these guidelines, we asked them to make sure that they are in a quiet environment, since the main part of the experiment was about to start.

At the beginning of the main part of the experiment, each participant was randomly allocated to one of the four conditions of the experiment. Then, the first randomly selected trial started. Participants were blind to the labeling of the story pairs $(A, B)$ according to the 4 similarity types, and the labeling of the summaries $C_{ij}$ according to the 4 summary types. Hence, they could only see 4 stories presented on the screen, without having any cue about the experimenters’ assumptions (i.e., $sim-type(A, B)$ and $sum-type(C_{ij}, S)$). The first pair of stories $(A, B)$ appeared and participants were asked to rate their similarity on a scale from 0 (no similarity) to 5 (high similarity). After registering their score, which was recorded as $sim-score(A, B)$, two summaries appeared on the screen in random order: the common summary $C_{11}$, along with one of the summaries $C_{10}$, $C_{01}$, $C_{00}$, according to the trial and the participant’s condition (Table 3). Participants were asked to judge how good they considered each of the two summaries for each of the stories $A$ and $B$, on a scale from 0 (very bad summary) to 5 (very good summary). These ratings were recorded as $sum-score(C_{ij}, A)$ and $sum-score(C_{ij}, B)$ respectively. As a result, for each trial we recorded 1 similarity score and 4 summary scores. After completing the first trial the participants proceeded to the next one and continued scoring as previously, until all 16 trials were completed. Finally, participants were thanked and were invited to leave comments about the survey.

4 Empirical Results

Although only 28 out of 52 participants fully completed the questionnaire, we decided to keep incomplete responses in our analysis, since the experimental design allowed us to do so (the trials of the questionnaire were randomly ordered and independent of one another). For those who fully completed the questionnaire the whole procedure lasted on average 87 minutes. The long duration indicates that participants spent enough time to read the instructions and that they read the stories carefully before they gave their scorings. Table 4 displays the demographic characteristics of our sample. The fact that most of the participants reported that they like reading stories and they do so frequently (see Table 4), indicates that our sample had the appropriate skills and experience for completing the task of our study.

Regarding our experimental design, our data suggests that participants were well distributed over the 4 conditions (12 in the first, 10 in the second, 16 in the third and 14 in the fourth condition). The Latin Squares method also worked efficiently since, in addition to the common summary $C_{11}$ which was presented in all 551 trials, the second summary was chosen 25% ($137/551$) of the times to be summary $C_{10}$, another 25% ($137/551$) of the times to be summary $C_{01}$, and 50% ($277/551$) of the times to be summary $C_{00}$ (see ‘Overall’ row, Table 5).
Table 4 Number of Participants (NOP) for each Age Range, Educational Level, Preference and Frequency of Reading Stories.

<table>
<thead>
<tr>
<th>Age Range NOP</th>
<th>Educational Level Degree NOP</th>
<th>Reading Stories</th>
</tr>
</thead>
<tbody>
<tr>
<td>18–20 2</td>
<td>High School 7</td>
<td>Never 0 1</td>
</tr>
<tr>
<td>21–30 19</td>
<td>Bachelor’s 24</td>
<td>Rarely 5 6</td>
</tr>
<tr>
<td>31–40 9</td>
<td>Master’s 6</td>
<td>Sometimes 14 0</td>
</tr>
<tr>
<td>41–50 6</td>
<td>Ph.D. 15</td>
<td>Often 20 0</td>
</tr>
<tr>
<td>51–60 10</td>
<td>Always 6</td>
<td></td>
</tr>
<tr>
<td>&gt;60 6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.1 Participant Scores Compared to Experiment Type

As a preliminary analysis to validate our experimental setting, we investigated whether the types of similarity and summaries that we had considered, indeed matched the scores given by participants. Participant similarity ($sim-score(A, B)$) and summary ($sum-score(C_{i,j}, S)$) scores confirmed the experimenters’ assumptions regarding the similarity ($sim-type(A, B)$) and summary ($sum-type(C_{i,j}, S)$) types, respectively. The similarity scores $sim-score(A, B)$ not only matched the similarity level assumed for each similarity type $sim-type(A, B)$, but also, considering the error bars of Figure 1 (Left), clearly differentiated the LS and ANA (average similarity scores 4.64 and 3.44, respectively) from the SS and ANO types (average similarity scores 2.07 and 1.64, respectively).

Moreover, the 4 summary types $sum-type(C_{i,j}, S)$ were also confirmed by the summary scores $sum-score(C_{i,j}, A)$ and $sum-score(C_{i,j}, B)$ given by the participants for the appropriateness of summary $C_{i,j}$ for stories $A$ and $B$, respectively (Figure 1, Right). Participants judged the common summary $C_{11}$ as appropriate for both stories $A$ and $B$. They also judged summary $C_{10}$ as more appropriate for story $A$ than for $B$, and summary $C_{01}$ as more appropriate for story $B$ than for $A$. Finally, they judged summary $C_{00}$ with a relatively low degree of appropriateness for both stories $A$ and $B$ (Figure 1, Right; Table 5, ‘Overall’). Table 5 shows how the average summary scores $sum-score(C_{i,j}, S)$ are distributed across the 4 similarity types. It is noteworthy that in the case of the SS and ANO similarity types, scores given to the common summary $C_{11}$ were considerably lower than the $sum-score(C_{10}, A)$ and $sum-score(C_{01}, B)$ scores, which is in accordance with our main hypothesis (see Section 5 for a discussion).

4.2 Testing our Main Hypothesis

Figure 2 already provides a first indication in support of our hypothesis, showing that pairs of stories that were of types $sim-type(A, B)$ that are considered more similar, were also associated with a better common summary $C_{11}$, as measured by the participants’ average summary score $sum-score(C_{i,j}, S)$.

For the main part of our analysis, we ignored the labels given to the similarity and summary types by the experimenters, and we analyzed the relations between the triples of scores given by the participants for each triple of stories ($A, B, C_{i,j}$): i) the appropriateness of summary $C_{i,j}$ for story $A$ ($sum-score(C_{i,j}, A)$), ii) the appropriateness of summary $C_{i,j}$ for story $B$ ($sum-score(C_{i,j}, B)$), and iii) the similarity between stories $A$ and $B$ ($sim-score(A, B)$).
Figure 1 Participants’ scorings matching the experimenters’ labeling. Left: Average similarity scores \( \text{sim-score}(A, B) \) given for each similarity type \( \text{sim-type}(A, B) \). Right: Average summary scores \( \text{sum-score}(C_{ij}, S) \) given for each summary type \( \text{sum-type}(C_{ij}, S) \) with \( S \in \{A, B\} \) and \( i, j \in \{0, 1\} \). Error bars represent standard errors.

Table 5 Average summary scores \( \text{sum-score}(C_{ij}, S) \) for each Story \( S \in \{A, B\} \) and for each summary \( C_{ij} \) with \( i, j \in \{0, 1\} \), across the 4 similarity types \( \text{sim-type}(A, B) \). Number of responses for each summary \( C_{ij} \) and each story \( S \) are given in parentheses.

<table>
<thead>
<tr>
<th>Similarity type ( \text{sim-type}(A, B) )</th>
<th>Average summary score ( \text{sum-score}(C_{ij}, S) ) for Story ( S = A, S = B ) (number of responses)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LS</td>
<td>( C_{11} ) 4.39, 4.27 (142) ( C_{10} ) 4.29, 4.15 (34) ( C_{01} ) 3.97, 4.24 (38) ( C_{00} ) 2.53, 2.51 (70)</td>
</tr>
<tr>
<td>ANA</td>
<td>( C_{11} ) 3.43, 3.32 (135) ( C_{10} ) 3.43, 2.63 (35) ( C_{01} ) 2.93, 3.61 (28) ( C_{00} ) 2.21, 2.31 (72)</td>
</tr>
<tr>
<td>SS</td>
<td>( C_{11} ) 1.99, 1.93 (136) ( C_{10} ) 4.27, 1.45 (33) ( C_{01} ) 1.22, 4.06 (36) ( C_{00} ) 1.25, 1.06 (67)</td>
</tr>
<tr>
<td>ANO</td>
<td>( C_{11} ) 2.04, 2.01 (138) ( C_{10} ) 2.69, 1.34 (35) ( C_{01} ) 1.34, 2.66 (35) ( C_{00} ) 0.96, 0.91 (68)</td>
</tr>
<tr>
<td>Overall</td>
<td>( C_{11} ) 2.96, 2.89 (551) ( C_{10} ) 3.68, 2.42 (137) ( C_{01} ) 2.43, 3.67 (137) ( C_{00} ) 1.74, 1.70 (277)</td>
</tr>
</tbody>
</table>

Figure 2 Average summary scores \( \text{sum-score}(C_{11}, A) \) and \( \text{sum-score}(C_{11}, B) \) for the common summary \( C_{11} \) for each of the 4 similarity types \( \text{sim-type}(A, B) \). Error bars represent standard errors.
Table 6 presents the average similarity scores $sim\text{-}score(A, B)$ distributed across the possible summary score pairs $sim\text{-}score(C_{i,j}, A)$ and $sim\text{-}score(C_{i,j}, B)$, for all $C_{i,j}$ with $i, j \in \{0, 1\}$. Similarity scores above 2.50 are shown in bold and similarity scores above 3.00 are underlined.

<table>
<thead>
<tr>
<th>$sim\text{-}score(C_{i,j}, A)$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$sim\text{-}score(C_{i,j}, B)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.33</td>
<td>2.09</td>
<td>2.71</td>
<td>3.00</td>
<td>4.22</td>
<td>4.72</td>
</tr>
<tr>
<td>4</td>
<td>2.06</td>
<td>2.55</td>
<td>3.38</td>
<td>3.39</td>
<td>3.74</td>
<td>4.22</td>
</tr>
<tr>
<td>3</td>
<td>1.43</td>
<td>1.60</td>
<td>2.75</td>
<td>2.93</td>
<td>3.76</td>
<td>3.38</td>
</tr>
<tr>
<td>2</td>
<td>1.88</td>
<td>1.91</td>
<td>2.98</td>
<td>2.81</td>
<td>2.78</td>
<td>3.89</td>
</tr>
<tr>
<td>1</td>
<td>1.31</td>
<td>2.52</td>
<td>1.85</td>
<td>1.71</td>
<td>2.06</td>
<td>1.44</td>
</tr>
<tr>
<td>0</td>
<td>1.87</td>
<td>1.36</td>
<td>1.00</td>
<td>1.29</td>
<td>2.00</td>
<td>1.88</td>
</tr>
</tbody>
</table>

Table 6 presents the average similarity scores $sim\text{-}score(A, B)$ given by participants, for each possible combination of scores $sim\text{-}score(C_{i,j}, A)$ and $sim\text{-}score(C_{i,j}, B)$ given for a particular summary $C_{i,j}$. Interpreting the table as a graph, each cell of the table corresponds to a point $(x, y)$ in the graph, with coordinates the two summary scores $sim\text{-}score(C_{i,j}, A)$ and $sim\text{-}score(C_{i,j}, B)$ given for a summary $C_{i,j}$. For example, to determine the value placed in cell $(0,0)$ (i.e., in the lower left corner of the graph), we gathered all the triples $(A, B, C_{i,j})$ for all the summaries $C_{i,j}$ scored with 0 for both stories $A$ and $B$ and we computed the average similarity score $sim\text{-}score(A, B)$ between stories $A$ and $B$ for these triples. Similarly, the average similarity score $sim\text{-}score(A, B)$ for all the summaries $C_{i,j}$ scored with 1 for their appropriateness for story $A$ and with 0 for story $B$ is presented in the cell $(1,0)$ of the table, and so on. Observe that for triples where summaries $C_{i,j}$ were rated with high summary scores for both stories $A$ and $B$ (upper right corner of the graph), the average $sim\text{-}score(A, B)$ between stories $A$ and $B$ was higher. Hence, the existence of an appropriate common summary for two stories suggests that the two stories are highly similar.

The data of Table 6 is also represented by the contour of Figure 3 (Left), where higher average similarity scores are represented with warmer colors than lower average similarity scores. Accordingly, the 3D curve of Figure 3 (Right) represents the two summary scores ($sim\text{-}score(C_{i,j}, A)$, $sim\text{-}score(C_{i,j}, B)$) by a point $(x, y)$ in the horizontal plane, and the average similarity score for each point $(x, y)$ by the height $z$ of the curve in the vertical axis. Taken together, Table 6 and the two graphs of Figure 3, confirm our main hypothesis: as the summary scores $sim\text{-}score(C_{i,j}, A)$ and $sim\text{-}score(C_{i,j}, B)$ increase, indicating that the summary $C_{i,j}$ becomes more and more appropriate for stories $A$ and $B$, the average similarity score $sim\text{-}score(A, B)$ also increases.

Finally, we attempted to more systematically measure the appropriateness of a summary $C_{i,j}$ for both stories $A$ and $B$ simultaneously, with a single score. Using the two summary scores $sim\text{-}score(C_{i,j}, A)$ and $sim\text{-}score(C_{i,j}, B)$, we estimated the appropriateness of summary $C_{i,j}$ as a common summary of $A$ and $B$ with 4 different computational methods: i) the sum of scores, ii) the product of scores, iii) the Euclidean ($L_2$) distance between scores and the point $(5,5)$, subtracted from the maximum distance between two points (which is $5\sqrt{2}$), and iv) the minimum of the two scores. The above functions were selected so that the higher the values they produce, the more appropriate $C_{i,j}$ would be as a common summary of stories $A$ and $B$. When graphing the relation between the average similarity score $sim\text{-}score(A, B)$ and the degree of $C_{i,j}$ as a common summary, as computed using each of the above methods, the relation was found to be directly proportional, and the two quantities extremely highly correlated, confirming our main hypothesis once again (Figure 4).
5 Discussion

Taken together, the results of our study strongly confirmed our initial hypothesis: stories that are both summarized by a single summary are similar to each other, and the more appropriate this common summary is, the stronger the similarity of the stories becomes. The common summary $C_{11}$ was meant to be an appropriate summary for both stories $A$ and $B$, and we attempted to choose it to be so during the design of our experiment. However, summary scores given to $C_{11}$, regarding stories $A, B$ of the SS and ANO similarity types, were relatively low, indicating that this summary was not appropriate enough for the SS and ANO pairs. Accordingly, it seems that we were unable to produce, even though we tried to, an appropriate enough $C_{11}$ summary for the story pairs of low similarity. This is directly in line with our main hypothesis: dissimilar story pairs cannot have appropriate common summaries.

Moreover, the participants’ ratings for similarity between the story pairs $(A,B)$ were in accordance with relevant previous work on similarity judgments for stories [9]. Gentner, et al. designed several story pairs according to the similarity types of Table 1 and asked participants to rate, among others, the subjective similarity of these pairs on a scale rating from 1 to 5. According to their results, story pairs of the LS type were considered as more similar than those of the ANA type, and story pairs of the ANA type as more similar than those of the SS type. In their study they did not use any story pairs of the ANO type. However, given the definition of the Anomaly type as stories that share none of their predicates, we could plausibly assume that story pairs of the ANO type would be rated with the lowest degree of similarity among all types. Moreover, in Gentner et al. [9], the average similarity ratings for the ANA type were close enough to the ratings for the LS type, while ratings for the SS type were much lower. Our results on similarity judgments perfectly reproduced the pattern found in previous work, indicating that the ordering of the similarity types reflects the degree of relational overlap between the pairs.

However, in a previous attempt to empirically determine the factors that affect human
judgments on story comparison, Fisseni and Löwe [6] concluded that structural factors are not the most important aspect for subjective similarity. This discrepancy with our and Gentner et al.’s results may be due to the different methodology used. Fisseni and Löwe asked participants to judge pairs of stories as same or different. In a second experiment, participants were additionally asked to justify their sameness ratings by stating as many differences between the stories as possible. This instruction, to explicitly state differences, might have affected their responses. People tend to find more differences for highly similar than for less similar pairs [8]. Since the story pairs used in that study were highly similar (variants of the same story), participants may have reported many differences, even though the stories were similar enough. Accordingly, this may have biased their sameness judgments.

Our empirically tested hypothesis comes from a previous work of Michael [19], as part of a logic-based theoretical framework attempting to computationally define aspects of story understanding. The formal definitions given therein offer qualitative metrics of the appropriateness of a summary and the degree of similarity between two stories. A credulous
common summary of two stories is defined as a summary that includes at least the most important parts of the stories; and the existence of a credulous common summary is taken to imply that the two stories are credulously similar in that they share at least their most important parts. The present empirical study, other than to empirically support the psychological validity of the hypothesis offered in that work, can also be seen to extend the logic-based framework by defining some quantitative metrics for the ‘credulousness’ of a common summary.

The standard distance metrics \( L_1 = 10 - F_I \), \( L_2 = 5\sqrt{2} - F_{III} \) and \( L_{\infty} = 5 - F_{IV} \), based on the functions \( F_I \), \( F_{III} \), and \( F_{IV} \) as previously defined (Figure 4), represent the distance between the points \( (\text{sum-score}(C_{i,j}, A), \text{sum-score}(C_{i,j}, B)) \) and \( (5, 5) \). Considering that the point \( (5, 5) \) represents the common summary that is the most appropriate for both stories \( A \) and \( B \) (given that 5 is the maximum score for the score \( \text{sum-score}(C_{i,j}, S) \)), it follows that the lower the value of these metrics, the closer the points are to the ‘most appropriate common’ summary. Borrowing the notion of ‘credulousness’ of a summary [19], we could name these quantities as “metrics of the credulousness of a common summary”.

Finally, we may say that our results reflect the two mapping principles of the SMT. The fact that participants judged story pairs of the ANA type as more similar than those of the SS type, indicates that people consider relational matches as more important than object matches and also, in accordance to the systematicity principle of the SMT, that higher-order relations count more than first-order relations for people’s judgments.

## 6 Conclusion

Identifying similarities among stories is a central part of the process of making sense of stories, and building machines for the latter task will presumably require some solution to the former. In this work we have provided overwhelming psychological evidence that the more appropriate a given story is as a common summary of two other stories, the more similar the latter two stories are to each other. The validity of this hypothesis offers a sufficient condition to test for similarity, or more precisely, offers a way to lower bound the degree of similarity. The condition is not, however, necessary, since the failure of a candidate summary to be an appropriate common summary of two stories does not indicate lack of similarity between the two stories, since some other candidate summary could exist that would be appropriate. Devising a method to produce candidate summaries that would be the most specific common summaries of two stories would offer the missing link to establish the necessity of the condition as well. The role of expectations in stories [18, 19] would seem to be important to that end.

The present study was a first step towards the confirmation of our hypothesis for a certain sample of the possible types of stories. Further research could examine the applicability of this hypothesis to other genres of stories. In a different direction, we could analyze stories extracted automatically from online sources, in order to avoid manually selecting specific types of stories, and any bias this choice may bring to the empirical study.

It would be interesting to generalize our hypothesis beyond stories, and to examine whether similarity between two concepts is effectively equivalent to saying that the two concepts share a common abstraction which is appropriate for both of them. Such concepts could be short videos, simple images, or sound clips. We believe that the empirical methodology developed herein, and the type of analysis performed, could be applied equally well to such more general settings.
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Abstract
We present a web-based environment – an Ethics Workbench – which allows a reader’s ethical judgments to be solicited while reading a narrative. Preliminary results show generally consistent scores across subjects and test conditions, and suggest that it is possible to measure how individual readers respond to texts in terms of ethical judgments, how the linearity inherent in narrative plays a role in affecting ethical judgments, and how readers appear to synthesize judgments over the course of a text. Applications of the model include the empirical analysis of the ethical aspects of reading, the more detailed study of ethical issues, the potential for eliciting ethical discussions, and a means of dynamically planning texts to achieve maximum effect with respect to reader judgments.
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1 Background
It would be difficult to find two broader fields than narrative and ethics. Each has given rise to an enormous range and depth of research, in literary studies, philosophy, ethnology, and so on. Their intersection has led to work on the evolutionary advantages of narrative as a model of ethical and other choices [3], a means of ‘improving’ readers on the ethical dimension [2], and as one of the principles which structures narrative [7]. Ethical phenomena in narrative have been studied in broader fields like film [8] and women’s studies [4], applied to the analysis of personality traits such as empathy [6], and used in training of medical practitioners [5]. As a complement to these various approaches, it would be of value to have a means of determining readers’ ethical judgments over the course of a narrative, to determine how these are influenced by narrative structures and content. We present here an environment designed to achieve these goals and we discuss some of our preliminary findings.
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2 Testing reader reactions

To test reader reactions incrementally, we constructed a web page which presents a story one element at a time. At various points in the story, the reader is asked to respond to a certain number of ethical questions before moving on to the next story element. Reader judgments are expressed by moving a slider, where movement to the left indicates a progressively greater negative judgment, while movement to the right indicates a progressively more positive ethical judgment. Each slider represents a linear scale, with 0 at the midpoint and -10 and +10 as endpoints. The slider is set initially at the midpoint of the scale. Once a reader judgment has been entered, the slider disappears, thereby preventing explicit comparison with previous judgments. The test framework is based on the Aesop’s Fable The Ant and the Grasshopper. Although the protagonists are insects, the fable was designed to present a moral principle, and we have found that the strong human tendency to anthropomorphize animals leads to treating the two characters as if they were humans. Two test scenarios were developed, differing at only one point, as shown below in item (c), where the reason for the grasshopper’s lack of work is presented either as age and illness, or as a desire to sing and mock the ant. The framework for both scenarios is shown below, where sections beginning with letters indicate items of the story as told, and bolded and italicized sections beginning with digits indicate requests for judgment on the part of the reader.

(a) Once upon a time there was an ant and a grasshopper. They both lived in a large field. All summer long, the ant worked hard to collect food for the winter.
(b) The grasshopper did no work and collected no food.
(1) Evaluate the grasshopper’s behaviour.
(c) Either: He was old and ill. Or: He sang in the sun and mocked the ant for its laborious behaviour.
(2) In light of this new information, evaluate the grasshopper’s behaviour.
(d) At the end of the summer, the ant had a lot of food stored away, but the grasshopper had none. When the first frost came, the grasshopper approached the ant and asked for food.
(e) The ant told the grasshopper that since he hadn’t worked, he deserved no food.
(3) How much do you agree with this decision?
(f) The grasshopper slowly starved to death.
(4) How appropriate is this outcome?
(5) In light of the whole story, evaluate the ant’s behaviour.

3 Some preliminary results

The scenarios were presented to 10 adult native speakers of English, 5 male and 5 female. All subjects were given as much time as required to read and to enter their judgments. Half the subjects were exposed to the old and ill scenario, and half to the mocking scenario. Assignment to a particular scenario was done at random. The object of the experiment was to consider four issues in particular: (a) Narrative is linear, and subsequent items in a test are invisible to a reader until they are reached. Given this, to what extent does exposure to new information lead to changes in ethical judgments? Questions 1 and 2 test this, by asking first for a judgment of the grasshopper’s failure to work, without any background information, and

---

1 See for example, Bard et al. [1] for discussion of this approach.
then asking again in light of further positive or negative information (ill-health or mocking).

(b) Ethical decisions are presumably related to presented states of affairs. Question 3 tests whether, in the mind of the reader, the ant’s decision not to share food is correlated with previous information. (c) Ethical decisions have consequences. In the version of the Aesop’s Fable presented here, the ant’s negative decision leads to the grasshopper’s death. Question 4 measures the reader’s reaction to this outcome. (d) By taking a decision which leads to the grasshopper’s death, the ant becomes an ethical agent whose actions may be judged. Question 5 tests the reader’s evaluation of the ant.

Figures 1 and 2 show the results of the tests. The left hand axis represents the slider value at each point, the various lines labeled Subject1 to Subject10 represent the trajectory of judgments for each test subject, and the digits from 1 to 5 across the middle of the graph represent each of the five ethical evaluations expressed using sliders.

![Figure 1](image-url) Subject testing results for old and ill scenario.

### 3.1 Narrative order and inflection of ethical judgments

Examination of Figure 1 shows that in the old and ill scenario, the subsequent explanation of the grasshopper’s inactivity causes all judgments to be inflected in a positive direction (see results for questions 1 and 2). On the other hand, as Figure 2 shows, 4 of 5 subjects inflect their evaluation of the grasshopper in a negative direction when learning of his singing in the sun and mocking the ant. Taken together, this data provides at least *prima facie* evidence that reader judgments follow the ordered presentation of information in a narrative.

---

2 Since this is preliminary work and the number of subjects is small, no statistical tests were done on the data presented here. The focus is rather on broad tendencies found in the data, as well as an indication of whether the environment used can work in practice.

3 In the case of Subject 7 in the mocking scenario, the test subject noted that the evaluation chosen was based on the grasshopper’s singing, which was seen as a good thing. This illustrates the importance of carefully linking ethical choices to well-defined aspects of the narrative.
3.2 Ethical situations and ethical decisions

Both scenarios provide background and then ask the reader to pronounce on his or her agreement with the ant’s decision. Analysis of Figures 1 and 2 shows that in the case of the old and ill grasshopper, all five subjects disagreed more or less strongly with the ant’s decision, as shown by the negative values for Question 3. However, in the case of the mocking scenario, four of the five test subjects agreed with the ant’s decision. This would suggest that previous information is being used to evaluate not just the players in this drama, but also the decisions being made.\(^4\)

3.3 Ethical decisions and their consequences

The test environment spells out explicitly the fatal consequences for the grasshopper of the ant’s ethical judgment. In the case of Figure 2, we can see a sharp divergence between three subjects who saw the mocking grasshopper’s death as quite inappropriate (with scores of -6 to -10) and two subjects who saw the death as at least somewhat appropriate (with scores of +2 and +3). We find a similar divergence in Figure 1, where four subjects see the old and ill grasshopper’s death as inappropriate, while one (Subject 1), sees the death as at least marginally appropriate, with a score of +1.\(^5\) In general, though, the data presented appears to show that the gravity of the consequences of some act has a measurable effect on reader judgments.

\(^4\) Note that once again, Subject 7 runs counter to the other four test subjects, perhaps in light of this subject’s previous positive evaluation of the grasshopper. This is a case where more ‘think-aloud’ data would be of value.

\(^5\) Note that this subject has also given the grasshopper the lowest initial score and that the curve of this subject’s judgments never diminishes over the course of the scenario. The notion of the ‘arc of ethical judgment’ merits more attention.
3.4 From ethical paragon to ethical agent

The ant is at least partially responsible for the grasshopper’s death from starvation. In light of this, it is possible to ask how the ant itself is judged. Consideration of the two Figures shows that in all cases but one (Subject 9, whose evaluation of the grasshopper’s demise was positive but of the ant negative) subjects who considered the grasshopper’s demise to be inappropriate judged the ant’s behaviour negatively, while those who saw the grasshopper’s death to be appropriate judged the ant’s behaviour to be positive. Thus, in the old and ill scenario, Subject 1 is consistent in answering Questions 4 and 5, as is Subject 10 in the mocking scenario, by evaluating both the demise and the ant’s decision as positive. This consistency would suggest that readers are capable of focusing on particular players in a scenario as they become involved with ethical decisions.

4 Applications of an Ethics Workbench

Clearly, the framework here is still very simple and the number of subjects tested small. Further research will apply the framework to other, human-based contexts, more test subjects, and richer narrative models. It will also be important to solicit initial ethical positions before texts are read. That being said, we believe that the framework presented here has potential applications in several areas, as: (i) a means of studying, in more detail than we have done here, the interplay of narrative and reader judgments in areas like the duration of ethical judgments over a narrative, and the role of repeated behaviours; (ii) a locus of discussion for dealing with ethical issues, for example in Philosophy or Sociology classes, by instantiating preset principles in stories and examining outcomes, or by studying reader reactions to developing scenarios as a stimulus to ethical self-examination; (iii) a means of ‘crowdsourcing’ reader judgments, by the capture of evaluations across many readers, as in [9], or by ‘shopping’ political or even marketing narratives among target groups; (iv) to the extent that reader judgments are allowed to inflect evolving narratives, as one element of a dynamic narrative structure, a sort of ‘choose your own narrative’ with an ethical dimension.
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Abstract

Developing a coherent computational model for narratives across multiple cultures raises the question of the components and structure of a framework within which African narratives can be conceptualised and formalised. It is well known that narratives are influenced by cultural, linguistic, and cognitive factors. We identify and define entities, elements, and relations necessary for the adequate description of Yorùbá narratives. We also discuss these theoretical issues in the context of designing a formal framework that is amenable to computational modelling.
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1 Introduction

This position paper addresses some of the important theoretical issues relating to the computational modelling of Yorùbá narratives. A major challenge we encountered in our ongoing research project [11] on the computational modelling of African folktales is the accurate formal description of the events composing the narratives. The main challenge relates to how to account for some concepts, spatial and temporal relations, and processes that are particular to African and Yorùbá culture. We think that the computational representations of narratives should correspond to the mental models formed by the people when communicating and comprehending events in the story. These mental models underlie the conception, process, and purpose of narratives embedded in the cognitive make-up of the people. It is well known that each African tribe has a unique culture and language and hence unique world-view. We think that the cosmology of a culture influences its world-view. Therefore narratives cannot be considered in isolation from the cultural environment from which they emanate. We need to address the question of how African narratives can be conceptualised and formalised in a computational model. Addressing this question subsumes other fundamental questions such as: is there a universal formal modelling framework for narratives? If the framework elements and relations are different, what features characterise this difference? Are these characteristics influenced by the cultural, linguistics, and cognitive factors? If the elements and symbolism of narrative are universal, casting narratives in a computational model should be constant across time and culture. We think that this is not the case as we consider narrative to be a creative work of art communicated by way of language and heavily influenced by culture. The thesis of this paper, therefore, is that an accurate computational model for narrative must necessarily account for formalisable aspects of the cosmology of the culture that produced
the narrative. Our motivation for this work is suggested in [4, 12, 13] and summed up in the following quotation from the symposium paper by Lakoff and Narayan [10]:

Narratives exploit the shared cognitive structure of human motivations, goals, emotions, actions, events, and outcomes. Computational models of narrative must therefore be capable of modelling these shared human understandings [10]

To argue our thesis, we explore the structure of narratives from the perspective of the Yorùbá cosmology.

2 Fundamentals of the Yorùbá cosmology of narratives

There are several fundamental concepts that are distinctive to the Yorùbá world view. They underpin the framework for understanding the dynamics of the Yorùbá narratives through time and space as well as some of its enduring philosophies. These concepts are expressed in words, images, signs, and actions used in narratives. We demonstrate our thesis through a critical analyses of Yorùbá folktales narratives.

2.1 Concept of being

The Yorùbá cosmology recognises three states of being: (i) the ancestors, (ii) the living and, (iii) the yet to be born (see Figure 1). A being can exist in two forms: the tangible (physical) and the intangible (spiritual) [1, 7]. This three states dual existence (TSDE) [6], concept is pervasive in Yorùbá narratives. The spiritual form of a living person or being, is considered to be the most powerful as it controls, coordinates, and determines everything that the physical form manifests. For example, the Yorùbá concept of orí (head) comprises orí inún (inside/intangible head) and orí ọde (outside/tangible head). The orí inún is sacred and an object of worship while the orí ọde is a tool for interacting with the physical world. This concept applies to other parts of the human body, particularly the eyes, legs, and hands.

![Figure 1](image1.png) Two world concept in Yorùbá narratives.

2.2 Origin

The origin of Yorùbá narratives are communal. Some narratives are associated with occupations: e.g., Ijárá [14] are the chants of hunters; Ìyèrè are the chants of Ifá priest; Oríkì is a cultural praise poetry specific to an individual, a particular family, or linage. Even
in these cases, individual authorship is never claimed though an individual may introduce ideas, contents, and forms that account for the peculiar circumstance and situation into the narratives. This authorship model imposes a requirement for flexibility on the framework for the formalisation of concepts and structure in the design of a computational model for Yorùbá narratives.

### 2.3 Terminologies

Some amount of difficulty arises when a non-native reads a Yorùbá narrative text. The source of this difficulty is the use of culturally bounded concepts and terminologies which are evident in the use of language. A place to start this discussion therefore is to explain, as much as practically possible although perhaps not exactly, some of the concepts and terms necessary to comprehend the fundamentals of Yorùbá narratives. The meaning and use of words for days, months, seasons, numbers, proper names, possession, and relations, to name but a few are deeply rooted in the Yorùbá’s cosmology [1, 2]. The meaning of the majority of these terms are often misconstrued with their English equivalents, particularly in translations. Some popular examples drawn from the home domain are listed in Table 1. The Yorùbá Ọ̀bì, for example, does not have an exact equivalent English word. A word that is often used as equivalent is *family*. The Yorùbá Ọ̀bì, unlike the English *family*, refers to the extended blood relatives and its members, most often, include the ancestors and those yet to be born. This use of the concept of Ọ̀bì in a narrative will make sense only when interpreted within the context of the TSDE philosophy. Also, the meaning of most terms for expressing relations in Yorùbá narratives are only logical and permissible within the Yorùbá cosmology. The relation Ịyàwọ́ (*wife*), for example, is used to refer to a woman married into an Ọ̀bì (*family*), in contrast to the English concept of a woman legally married to a man. That is why it is not uncommon, and semantically correct, to read in a narrative that a woman refers to another woman, as ‘my wife’. A formal computational model of Yorùbá narratives must make it possible to express and adequately represent these concepts.

<table>
<thead>
<tr>
<th>Ser. No.</th>
<th>Term</th>
<th>English meaning</th>
<th>Yorùbá meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Family</td>
<td>Nuclear and extended</td>
<td>Ọ̀bì applies to the extended family. Members include the ancestors and un-born.</td>
</tr>
<tr>
<td>2.</td>
<td>Marriage</td>
<td>Union between two individuals</td>
<td>Union between two extended families (Ọ̀bì)</td>
</tr>
<tr>
<td>3.</td>
<td>Wife</td>
<td>A woman married to a man</td>
<td>A woman married into a family (Ọ̀bì)</td>
</tr>
<tr>
<td>4.</td>
<td>Husband</td>
<td>A man married to a woman</td>
<td>A man assigned by the family (Ọ̀bì) to take care of a woman married into the Ọ̀bì</td>
</tr>
<tr>
<td>5.</td>
<td>Body parts</td>
<td>Only the physical or tangible</td>
<td>The physical (tangible) and non-physical (intangible). The concept of duality of being applies</td>
</tr>
<tr>
<td>6.</td>
<td>Child</td>
<td>A biological offspring</td>
<td>Any offspring in the family (Ọ̀bì)</td>
</tr>
<tr>
<td>7.</td>
<td>Mother / father</td>
<td>Female/Male parent</td>
<td>Female/Male ancestors living or dead</td>
</tr>
</tbody>
</table>

Table 1 Comparison of Concepts in Yorùbá and English.
2.3.1 Computational model

Within the context of the world view discussed above, we define *computational model of narrative* as the creation and manipulation of symbols with the aim to describe and communicate past or evolving events. The symbols in this case are labels that represent the entities in a narrative. These include those that describe the character and the props as well as all other elements or entities in the narrative. The manipulation of symbols is a process that specifies states and defines the events and state transitions in a narrative. In this case the plot of a narrative corresponds to the *algorithm* or *heuristics* of a computation process. This can be formally described within the context of reasoning about action based on ontology of the narrative domain [9].

2.3.2 Knowledge

The most appropriate definition of knowledge in the context of the world view expressed above is “*that which is acquired when information is applied*”. When a piece of information is subjected to practice, the experience resulting from that practice becomes knowledge. To know, therefore, is to perceive and personify a piece of information. This definition seems to differ from some Western definition of knowledge. In the Popperian cosmology [15], for example, knowledge is regarded as an object independent of knowing. Underlying that cosmology is a three world model. Popper called world-1 the physical world, world-2, the world of mind, and world-3, human knowledge expressed in its manifold forms. He opined that the growth of human knowledge could be said to be a function of the independent evolution of the three worlds. In that context, knowledge is considered an object that is independent of knowing. Structurally, this model contrasts with the four world model proposed by Odejoh [5] which is more suited to the concept of knowledge in Yorùbá narrative. What is clear here is that, the narrator has a mental model of something, real or imaginary, that he wishes to communicate. The aim of the narrator is to generate a transcript that facilitates the transfer of that mental model to the audience as accurately as possible. A challenge to this simple model of narrative knowledge is the counter-factual aspect of Yorùbá narratives, for example, situations where animals can be portrayed as exhibiting some characteristics of humans (e.g., marrying, talking, etc.), which are also, incidentally, found in many other cultures in the world. The representation of such counter-factual expressions and reasoning associated, side by side, with factual knowledge, is a challenge to current fact-based computational models of narrative.

2.3.3 Time in Narrative

In the Yorùbá cosmology, time is not defined in absolute terms but in relations to events. For example, people use phrases such as ‘the last yam festival’, ‘the last moon’ and ‘when sun rises’ in describing their experiences and planning their activities. Inclusive counting is used in date and time reckoning [16]. Terms such as *before*, *now*, *next day*, *later*, etc. are implicitly reckoned using inclusive counting. Interestingly, we are able to link this ordering to aspects of repeated motion in nature, such as the movement of the earth about its axis and around the sun. Logic can be used to relate the spatial and temporal dimensions into a coherent narrative, though the logic of sequence does not guarantee coherence of a narrative [8, 3].
3 Conclusion

A computational model of narrative must be sensitive to the peculiar logic and relations of the cultural domain in which it is operating. Therefore a single general-purpose (one-size-fit-all) mechanism is not sufficient. The character of the elements, relations, actions and events in a narrative are a function of purpose and world-view of the narrator. We also think that it is necessary to reach a balance between the language of computing, which is mathematical, formal and precise and the language of narratives which is linguistic, informal, and imprecise.
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Abstract

Although narratives often contain detailed descriptions of space and setting and readers frequently report vividly imagining these story worlds, evidence for the construction of spatial representations during narrative processing is currently mixed. In the present study, we investigated 7 year old children’s ability to construct spatial representations of narrative spaces and compared this to the ability to construct representations from non-narrative descriptions. We hypothesized that performance would be better in the narrative condition, where children have the opportunity to construct a multi-dimensional situation model built around the character’s motivations and actions. Children listened to either a narrative that included a character traveling between 5 locations in her neighbourhood or a description of the same 5-location neighbourhood. Those in the narrative condition significantly outperformed those in the description condition in constructing the layout of the neighbourhood locations. Moreover, regression analyses revealed that whereas performance on the narrative version was predicted by narrative comprehension ability, performance on the description version was predicted by working memory ability. These results suggest the possibility that building spatial representations from narratives and non-narratives may engage different cognitive processes.

1 Introduction

The subjective experience of readers and listeners of narratives is often one of being transported into the narrative world, vicariously participating in the unravelling events [7]. Individuals may “feel” hot sand beneath their feet as a story protagonist walks along a beach or “see” the destruction caused by a tornado to a character’s house. To the experiencer, narrative processing, with the imagination, perspective-taking, and emotional engagement that it encourages and induces, may seem qualitatively different from non-narrative processing. Common, subjective experience suggests that narrative processing is a feat of the imagination, often including visuospatial components [6, 12, 27]. Space and setting (the where) are the
components of narrative that are most often associated with these visuospatial representations [9]. Yet, experimental evidence for representations of space in narratives is currently mixed. There is little doubt that most individuals are able to form spatial representations of narratives, but whether they do so spontaneously is another matter [9, 14, 29].

Representing narrative spaces may be important for several reasons, both outside and within the narrative world. Creating an accurate representation of space in narrative may be important for navigation in the real world. Narratives told by foraging peoples place great emphasis on “the lay of the land, travel routes, or orienteering-knowledge critical to undertaking extended hunting, trading, or visiting trips, which are an important part of forager life” [20, p. 243]. Additionally, accurately representing a narrative’s space may be important for understanding events within the narrative. In some cases, understanding a causal sequence and making inferences may hinge on building an accurate spatial representation [9]. Although constructing a spatial representation may not be necessary for survival or comprehension in many cases, one often finds that storytellers include descriptions of spaces and settings of the story world to add detail and colour to their narratives.

1.1 The situation model

Underlying the imaginative experience that many readers and listeners of narratives report is the construction of a situation model. During narrative processing, individuals create representations not only of word order and meaning, but also representations of the situation the text or spoken language is about [11, 24]. These representations of the situations described by the text are known as mental models [11] or situation models [24, 29]. The situations described by sentences are retained in memory and used to make judgments [1, 8, 9]). Situation models are multidimensional representations, created by combining the content of the text with prior knowledge, and may include temporal, spatial, causal, person and object, and intentional information [11, 29].

There is evidence to suggest that adults construct situation models along most of the major dimensions during narrative processing [28, 30], but, as mentioned above, experimental evidence for the construction of spatial situation models is currently mixed.

1.2 Children’s spatial situation models

To our knowledge, there has been no investigation of children’s spatial situation model construction during narrative processing. Studies investigating other aspects of children’s situation models have found that children track characters’ physical [19, 26], mental [5, 17], and spatiotemporal perspectives [5]. Although they have not directly assessed children’s ability to construct spatial situation models, these studies provide strong evidence that children spontaneously track characters’ perspectives and movements. It may be reasonable to expect that they should also represent the space in which the characters are perceiving and moving. Indeed, Bruner has argued that “the inseparability of character, setting, and action must be deeply rooted in the nature of narrative thought. It is only with difficulty that we can conceive of each of them in isolation” [2, p. 39]. In other words, it is potentially difficult to construct a situation model that lacks one of the major dimensions; a character who acts without goals, an occurrence without apparent cause, or an event devoid of setting. Perhaps we should not conceive of the dimensions of situation models as independent of one another, but, rather, as deeply intertwined.

Outside the domain of narrative, Uttal, Fisher, and Taylor [23] compared eight- and 10-year-old children’s and adults’ ability to create representations of space from descriptions
to representations created from maps. Participants heard a description of a six-room building or saw a map of the same space and were then asked to assemble the space using six cards. Eight-year-old children who heard the description had difficulty with the task; their situation models seemed to be tied to the sequential order in which locations were mentioned.

Although this study suggests that children have difficulty constructing spatial representations from language when no visual information is available, it tells us little about how children may be able to create spatial situation models during narrative comprehension. Perhaps representations created during narrative processing are qualitatively different from representations created from descriptions, or perhaps this ability is similarly limited during narrative processing.

The process of constructing a spatial representation from a narrative may be fundamentally different than that from a description. In the former, one is following a character through space, whereas in the latter, one must conceive of the space from a characterless perspective. The provision of character, actions, motivations, and time may mean the construction of the spatial situation model is more character-driven than in the case of a non-narrative description, in which a multidimensional situation model cannot be constructed. Thus, when spatial information is presented in the form of a narrative, the system that builds spatial situation models may be engaged more readily than in the case of a non-narrative description. The construction of spatial representations from non-narrative descriptions may be more of a working memory process—something akin to memorizing a grocery list.

1.3 Outline of experiment

The experiment described here aimed to discover what children’s spatial situation models of narratives look like—the amount and type of detail they include, and how they may be different from spatial representations of non-narratives. We also included measures to attempt to uncover the abilities related to children’s construction of situation models, such as language comprehension, general language ability, spatial ability, and working memory. If the construction of spatial situation models is indeed a different process depending on whether spatial information is presented in the form of a narrative or a non-narrative description, one may expect different abilities to be recruited, and, thus, success on each task may be associated with strengths in different areas.

The present experiment compared seven-year-old children’s abilities to construct spatial representations of narratives and non-narrative descriptions. Seven-year-olds were chosen, because it is at this age that children begin regularly encountering narratives that they must mentally construct, without the support of any visuals. Canadian children, the sample that participated in the present study, typically begin reading short novels at this age and often hear stories read aloud in class. Additionally, we felt the task may be too complex for younger children (cf., e.g., [23]).

2 Method

2.1 Participants

Participants were 38 7-year-old children ($M = 7.55$ years, range = 7.17 to 8.0, $SD = 2.88$ months; 20 girls). All children were recruited through a laboratory database and were in Canadian second grade.
2.2 Task procedures

Spatial situation model (SSM) task. Children were randomly assigned to one of two conditions: narrative or description and heard one of one of two corresponding pre-recorded passages about a character’s neighbourhood. Children in the narrative condition heard about a child (Molly or Max) who bakes cookies and delivers them to four locations in the neighbourhood. The relative position of the locations comes about through the character’s movement through space; for example, the character is described as walking “over the bridge to the library that’s across the river from her house.” Children in the description condition heard a description of the same four locations without the presence of a character moving between them. The relative position of the locations was explicitly stated; for example, the library is described as being “across the river from Molly’s house, over the bridge”. The passages in both conditions were designed to be as similar as possible, with the critical difference between the two being the presence of a goal-driven character moving through space. The narrative passage also included a three-sentence introduction that presented the character’s motivations for visiting the locations in the neighbourhood.

After having listened to the passage twice, participants in both conditions were presented with a box with the following three-dimensional model pieces placed randomly within it: house, fire station, veterinarian’s office, library, toy store, road, river, and bridge, and were asked to build Molly’s neighbourhood.

Coding. Participation was video recorded for later analysis. Two coders, the second blind to participant condition and the purpose of the study, provided a code for each participant based upon a screen capture image provided. The coding scheme used required participants to represent meaningful relations between locations in the neighbourhood. Participants received a score ranging from 0 to 5 based upon their placement of the five locations (the character’s house and the four locations she visited.)

Narrative comprehension. Two stories were chosen from the Neale Analysis of Reading Ability Test [16], a standardized tool designed to assess children’s reading accuracy and comprehension. Although the tool is designed to be a reading test, children listened to the stories, because the SSM task involved listening, rather than reading. After listening to each story on headphones, children are asked a series of comprehension questions.

Listening comprehension. The Listening Comprehension subtest from the Woodcock-Johnson Tests of Achievement [25], a measure of language comprehension, was administered. Participants listen to sentences and short passages of increasing difficulty and are asked to provide a word to complete the passage. Appropriate completion depends on having processed and comprehended the passage as a whole.

Picture vocabulary. Children completed the Picture Vocabulary subtest from the Woodcock-Johnson Tests of Achievement [25], as a measure of general language ability. In this expressive vocabulary test, participants are asked to provide a label for pictures of increasing difficulty.

Sentence Span. A sentence span test, a test of verbal working memory, adapted from the widely-used reading span test [4] by Swanson, Cochrane, and Ewers [21], was administered. In this task, participants are presented with sets of unrelated sentences on a screen and are asked to remember the last word from each sentence. To ensure participants are paying attention to sentences as a whole, they are asked a factual comprehension question about one
Table 1  Correlations between performance on narrative or description SSM versions and other measures.

<table>
<thead>
<tr>
<th></th>
<th>Narrative Comp.</th>
<th>Listening Comp.</th>
<th>Picture Vocab.</th>
<th>Mental Rotation</th>
<th>Sentence Span (WM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Narrative SSM</td>
<td>.63**</td>
<td>.35</td>
<td>.18</td>
<td>.01</td>
<td>-.23</td>
</tr>
<tr>
<td>Description SSM</td>
<td>.27</td>
<td>.54*</td>
<td>.31</td>
<td>.08</td>
<td>-.53*</td>
</tr>
</tbody>
</table>

*) indicates correlation is significant at .05 level
**) indicates correlation is significant at .01 level.

of the sentences before being cued to recall the words. Participants only receive credit for recalling words on sets for which they have answered the comprehension question correctly.

Mental Rotation. A mental rotation test [13] was included as a measure of children’s spatial ability. On this test, children are required to choose from four, candidate whole shapes the shape two pieces would make if put together. Items require mental translation and/or rotation of the pieces to arrive at the correct answer.

3 Results

3.1 Spatial situation model task

No gender differences were found, so results for both genders were analyzed together. Children in the narrative condition (\( M = 3.44, SE = .25 \)) significantly outperformed those in the description condition (\( M = 2.75, SE = .23 \)), \( t(36) = 2.08, p = .045 \).

3.2 Spatial situation model task performance and its predictors

Because it was hypothesized that different processes may underlie the construction of spatial representations depending on whether the information is presented in the form of a narrative or a description, the data were divided up by condition. Performance on the narrative version of the SSM task was significantly correlated with narrative comprehension scores (\( r = .64, p = .006 \)). Performance on the description version of the SSM task was significantly correlated with listening comprehension scores (\( r = .54, p = .014 \)) and sentence span (working memory) scores (\( r = .53, p = .017 \)). See Table 1.

Multiple regression analysis was used to investigate whether certain abilities predicted performance on the narrative and description versions of the SSM task. Children’s performance in the narrative condition was best predicted by narrative comprehension (\( \beta = .72, p = .001 \)) and sentence span (working memory) (\( \beta = -.49, p = .013 \)), explaining 51.2% of variance in narrative SSM task scores, Adjusted \( R^2 = .516, F(2,17) = 10.07, p = .002 \). Children’s performance in the description condition was best predicted by sentence span alone (\( \beta = .53, p = .017 \)), explaining 23.8% of variance in description SSM task scores, Adjusted \( R^2 = .238, F(1,19) = 6.94, p = .017 \).

4 Discussion

Children in the present study created more accurate external models of the neighbourhood in the narrative condition than in the description condition. Additionally, preliminary regression
analyses suggest that different cognitive processes may be recruited to perform the narrative and description versions of the SSM task. Performance in the narrative condition was predicted by narrative comprehension scores and was negatively predicted by sentence span, whereas performance in the description condition was predicted by sentence span alone.

Note that these results were not necessarily predictable from the outset. Research in adult education has yielded mixed results when comparing undergraduates' performance on tests of material encountered in either a narrative or non-narrative (expository) text, with some studies showing a narrative advantage [10] and others showing no difference between genres [3]. Our study is the first, to our knowledge, to compare spatial representations constructed from narratives and non-narratives and to look at correlates of these abilities.

What is the reason for the observed advantage on the narrative task? There are three key ways in which the narrative and description versions differed. First, in the narrative, participants were presented with a character with specific goals (i.e., to deliver cookies) that motivated her to travel to the various locations. This may have given participants the opportunity to construct a multidimensional situation model that supported the construction of their spatial situation models. Perhaps including goals, characters, and actions through space scaffolds the construction of a spatial representation. In other words, reading or listening to a narrative may engage a different set of cognitive processes than a non-narrative [2].

Second, the narrative invited participants to take a perspective within the narrative, whereas the description may have encouraged participants to take more of a bird’s eye view of the space. This distinction would be similar to that between route and survey perspectives, respectively. If participants are inclined to step into characters’ shoes, as suggested by previous studies (e.g., [5, 15, 19]), perhaps they take on something of a route perspective. However, previous studies have demonstrated that adults’ spatial representations are more or less the same whether they are derived from survey or route descriptions [18, 22]. It is possible that the same pattern will not hold for children. Follow-up studies will investigate the underlying reasons for the advantage on the narrative task my manipulating factors such as the opportunity to take a perspective within the space.

Third, it may simply be the case that participants found the narrative more interesting, which served to maintain their attention. This explanation would suggest that the unique characteristics of the narrative, such as the opportunity to construct a multidimensional situation model or take a character’s perspective, were not driving the effect, but rather that the narrative yielded superior performance because it was more engaging. Although this explanation cannot be entirely ruled out, there are two potential problems with it. If it were simply a matter of participants in one condition devoting more attention to the task than those in the other, one may have expected to see effects of passage length. The description version was substantially shorter than the narrative version. Additionally, interest is an inherently subjective matter. Indeed, children in both conditions reported enjoying the passages and the accompanying activity quite frequently.

The results of the correlational and regression analyses are most in line with the first interpretation. It is intriguing that performance on the narrative version of the task was most strongly associated with narrative comprehension, whereas performance on the description version was most associated with working memory. This lends support to an explanation that suggests that different cognitive processes support construction of spatial representations based on the two types of language (narrative versus description). Successful construction of spatial representations from narratives may depend on the ability to build situation model representations, whereas successful construction from descriptions may depend more on holding a series of propositions in working memory.
The possibility that children in the description group held verbatim representations of the sentences in memory could explain why children with stronger verbal working memory abilities had an edge in the task. The finding that narrative comprehension was a significant predictor of performance on the narrative version, but not the description version could be interpreted in a few ways. Children with strong narrative comprehension skills may demonstrate such strength because they are better at constructing spatial (and other types of) situation models. That is, the ability to create detailed and accurate situation models may bolster children’s comprehension. Or, children may require a certain level of competence in their comprehension abilities to be able to process the sentences they have heard, before they begin to construct a situation model. However, the narrative comprehension measure, but not the listening comprehension measure predicted children’s performance on the narrative SSM task, suggesting that there was something unique about narrative comprehension abilities involved in task success. Of course, the children who performed well on both the narrative comprehension measure and the narrative SSM task may just have been those who enjoy stories more. However, there remains the intriguing possibility that the effect is due to another reason; children who are better at visualizing and creating spatial situation models may be better comprehenders because of it.

4.1 Conclusions

The findings of the present study lend support to the idea that a special mode of narrative thought exists distinctly from non-narrative thought [2]. When presented with the exact same spatial information in narrative or non-narrative formats, participants had differential success. Furthermore, performance in each condition was associated with different abilities. These findings suggest that constructing spatial representations from narrative is, on average, easier than constructing representations from descriptions, but also raise intriguing questions about why this may be the case.
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Abstract

Abstract units of narrative content called motifs constitute sequences, also known as tale types. However whereas the dependency of tale types on the constituent motifs is clear, the strength of their bond has not been measured this far. Based on the observation that differences between such motif sequences are reminiscent of nucleotide and chromosome mutations in genetics, i.e., constitute “narrative DNA”, we used sequence mining methods from bioinformatics to learn more about the nature of tale types as a corpus. 94% of the Aarne-Thompson-Uther catalogue (2249 tale types in 7050 variants) was listed as individual motif strings based on the Thompson Motif Index, and scanned for similar subsequences. Next, using machine learning algorithms, we built and evaluated a classifier which predicts the tale type of a new motif sequence. Our findings indicate that, due to the size of the available samples, the classification model was best able to predict magic tales, novelles and jokes.
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1 Introduction

Digital humanities and the emerging field of cultural analytics implement powerful multidisciplinary metaphors and methods to process texts in unprecedented ways. One of the new concepts is the reference to “narrative genomics” or “narrative DNA” – more and more authors point out similarities between sequences of genetic material building up living material, and those of literary units constituting “memetic”, i.e., cultural products whose transmission can be traced by means of population genetics [29].

The idea that canonical sequences of content indicators constitute higher order content units has been pervading biology in the 20th century, and then slowly spilled over to other domains, prominently linguistics. Namely, strictly regulated strings of nucleotides constitute genes whereas canonical strings of genes amount to chromosomes. As a parallel, first the notion of indexing languages as sentence-like sequences of classification tags was born [27], then disciplinary sublanguages as content indicator chains were proposed [15], and finally,
treebanks suggested to manifest the linguistic genome [1], albeit at the cost of giving up canonical sequences for a more loose concept of syntax; that is, at this point in development anything can be considered a genome as long as the expression is sequential and well-formed, i.e., grammatical. As a latest development in this respect, recently Jockers claimed to study the 19th century literary genome of English novels, having extended the genetic metaphor to corpus linguistics to come up with new findings for cultural analytics [18].

Our current endeavor below relates to this latter tradition in the building, although following its own line of thought when considering tale types as canonical motif sequences [5, 6]. By motifs we mean abstracted, generic content tags which summarize segments of the plot. For a more detailed discussion of motifs and related considerations, see, e.g., [4].

As a next step, in this more technical approach to apply methodology from bioinformatics to problems of the literary genome, here we introduce machine learning to reveal the probabilistic scaffolding of tale types in terms of motif content. Whereas the idea is simple – if motifs are condensed expressions of multiple sentence content, then tale types “sum up” motif sequences to yield broader topics –, this first attempt still bears all the hallmarks of a dry run and therefore comes with a caveat.

This paper is organized as follows. Section 2 explains background considerations with special emphasis on formulaity and metadata. Section 3 discusses the research problem. Section 4 offers a brief introduction to sequence mining, with Section 5 outlining the methodology used in the experiment. Section 6 reports the results, whereas Section 7 sums up our conclusions with suggestions for future research. The appendix gives insight in the structure of the tale type catalog and the motif index used in the experiment.

## 2 Background considerations

### 2.1 Formulaity as a means of storyline preservation

It has been known for almost a hundred years that the oral communication of folklore texts often applies *formulaity* to help the singer remember his text [24, 25, 22]. Filed under different names, structural and formal investigations of tales [30, 26, 17] and myths, indeed mythologies, have proposed the same approach [21, 23]. Less known is the fact that linguistic evidence points in the same direction: as exemplified by a now famous study in immunology, scientific sublanguages, characteristic of subject areas, may use a formulaic arrangement of content elements in a sequential fashion for the presentation of experiments, results, and their discussion [15]. Formulae as storytelling aids abound in oral literature on all levels and in all genres; consult e.g., [22, 16] for various formulae in the genre of oral epics and [28] for the genre of fairy tale.

Several kinds of formulaity exist, ranging from short canonical phrases such as the *epitheton ornans* in Homeric epics, to longer ones used in orally improvised poetry, including canonical sequences of content elements and leading to story grammars [20, 11] or narrative algebra [12, 13, 14]. We will focus on such sequences only.

To recall, according to the oral-formulaic theory developed by Milman Parry [24, 25] and Albert Lord [22], stock phrases could enable poets to improvise verse called orally improvised poetry. In oral composition, the story itself has no definitive text, but consists of innumerable variants, each improvised by the teller in the act of telling the tale from a mental stockpile of verbal formulas, thematic constructs, and narrative incidents. This improvisation is for the most part subconscious so that texts orally composed will differ substantially from day to day and from teller to teller. The key idea of the theory is that poets have a store of formulas (a formula being ‘an expression which is regularly used, under the same metrical conditions,
to express a particular essential idea’ [22]), and that by linking these in conventionalized ways, they can rapidly compose verse.

Such linking, however, seems to be pertinent to storytelling in prose as well. The following example displays a chain of motifs which characterize a particular tale type about supernatural adversaries:

300 **The Dragon-Slayer.** A youth acquires (e.g., by exchange) three wonderful dogs [B421, B312.2]. He comes to a town where people are mourning and learns that once a year a (seven-headed) dragon [B11.2.3.1] demands a virgin as a sacrifice [B11.10, S262]. In the current year, the king’s daughter has been chosen to be sacrificed, and the king offers her as a prize to her rescuer [T68.1]. The youth goes to the appointed place. While waiting to fight with the dragon, he falls into a magic sleep [D1975], during which the princess twists a ring (ribbons) into his hair; only one of her falling tears can awaken him [D1978. 2].

Together with his dogs, the youth overcomes the dragon [B11.11, B524.1.1, R111.1.3]. He strikes off the dragon’s heads and cuts out the tongues (keeps the teeth) [H105.1]. The youth promises the princess to come back in one year (three years) and goes off.

An impostor (e.g., the coachman) takes the dragon’s heads, forces the princess to name him as her rescuer [K1933], and claims her as his reward [K1932]. The princess asks her father to delay the wedding. Just as the princess is about to marry the impostor, the dragon-slayer returns. He sends his dogs to get some food from the king’s table and is summoned to the wedding party [H151.2]. There the dragon-slayer proves he was the rescuer by showing the dragon’s tongues (teeth) [H83, H105.1]. The impostor is condemned to death, and the dragon-slayer marries the princess [32].

Square brackets refer to forking in the plot where alternative motifs can result in valid tale variants (Figure 1).

What matters for our argumentation is that as much as a certain sequence of specific Proppian functions amounts to a fairy tale plot [26], it takes a certain linking of consecutive motifs to constitute a specific tale type. Extracting chains of symbolic content from text in the above sense is the formulaic representation of sentences as proposed by Harris et al. [15], bridging the gap between scientific sublanguages and so far unidentified agglomerations of sentences amounting to sequentially linked functions, motifs etc.

### 2.2 Metadata in folk tale research

The case we want to test our working hypothesis on, outlined in Section 5, is the Aarne-Thompson-Uther Tale Type Catalog (ATU), a classification and bibliography of international folk tales [32]. In the ATU, tale types are defined as canonical motif sequences such that motif string A constitutes Type X, string B stands for Type Y, etc. Also, it is important to note that types were not conceived in the void, rather they extract the essential characteristic features of a body of tales from all corners of the world, i.e., they are quasi-formal expressions of typical narrative content, mapped from many to one.

ATU is an alphanumerical, basically decimal classification scheme describing tale types in seven major chapters (animal tales, tales of magic, religious tales, realistic tales [novelle], tales of the stupid ogre [giant, devil], anecdotes and jokes, and formula tales), with an extensive Appendix discussing discontinued types, changes in previous type numbers, new types, geographical and ethnic terms, a register of motifs exemplified in tale types, bibliography and abbreviations, additional references and a subject index.
The numbering of the types runs from 1 to 2399. Individual type descriptions uniformly come with a number, a title, an abstract-like plot mostly tagged with motifs, known combinations with other types, technical remarks, and references to the most important literature on the type plus its variants in different cultures. At the same time, as the inclusion of some 250 new types in the Appendix indicates, tale typology is a comprehensive and large-scale field of study, but also unfinished business: not all motifs in the Motif Index [30] were used to tag the types, difficulties of the definition of a motif imposed limitations on its usability in ATU, and narrative genre related considerations related to classification in general had to be observed.¹

To turn to Thompson’s Motif-Index, it offers worldwide coverage of folk narrative. As Alan Dundes suggested, in spite of its shortcomings, “It must be said at the outset that the six-volume Motif-Index of Folk-Literature and the Aarne-Thompson tale index constitute two of the most valuable tools in the professional folklorist’s arsenal of aids for analysis. This is so regardless of any legitimate criticisms of these two remarkable indices, the use of which serves to distinguish scholarly studies of folk narrative from those carried out by a host of amateurs and dilettantes. The identification of folk narratives through motif and/or tale type numbers has become an international sine qua non among bona fide folklorists. For this reason, the academic folklore community has reason to remain eternally grateful to Antti Aarne (1867–1925) and Stith Thompson (1885–1976) who twice revised Aarne’s original 1910 Verzeichnis der Märchentypen—in 1928 and in 1961—and who compiled two editions of the Motif Index (1922–1936; 1955–1958)” [9].

In appendices A and B we give an overview of the structure in ATU and the structure of a sample class of motifs.

¹ Hans-Jörg Uther, personal communication.
3 Research problem

Both transmitted genetic content and transmitted text content undergo variation over time. Genetic variation is called mutation and affects, e.g., nucleotides, amino acids, genes etc. Text variation does not have a specific name. Narrative elements that can vary include motifs (i.e., abstracted, generic content tags which summarize segments of the plot). Motif chains are the “backbones” of tale types, clusters of multilingual texts with related content. As motif insertion, deletion, and crossover were demonstrated to exist in tale types [5], types of mutation known from genetics apparently also occur in storytelling.

With the above observations about formulaity in oral tradition in mind, and to use the terminology of Dawkins [7], given the phenomenon of text variation in folklore, the existence of tale motifs and tale types on a global scale is universal evidence for semantic content resisting erosion, i.e., meme loss. This stability of memetic products invites the study of the relationship between two forms of memes, tag content vs. type content as a classification problem, the relationship between the features of a class and their sum total reflected in a set of documents being a major research issue well beyond folklore research. Therefore to ask about the interplay between genres like animal tales, and the content of motifs which build up such tales so that the result ends up in that genre, justifies one’s curiosity. Put another way, this time we were interested in the correlation between two respective semantic fields [31], one described by tale types, the other by thematic motif groups and subgroups.

The stability of content sequences is documented in different corners of text research, lately for example by (Danescu-Niculescu-Mizil et al. [3]) who studied the memorability of phrases. In this particular field, Darányi and Forró [5] have shown that motifs are not the ultimate level of tale content available for indexing. In a sample of 219 tale types over 1202 motifs (ATU 300-745A, “Tales of magic” segment), their semiautomated analysis found granularity in ATU on two more levels, in the pattern of motif co-occurrences and in collocated motif co-occurrences, both apparently having been stable enough to resist text variation. On the other hand, Karsdorp et al. [19] have indicated that tale types in ATU show reasonably unique motif sequences whose subsequences are hardly ever repeated over different types.

With these considerations in mind, next we briefly introduce the data mining methodology we decided to apply to the problem.

4 Sequence mining by machine learning

Sequential pattern mining is a prevalent data mining approach [8]. The input of the learning process is a set of class labeled sequences (here tale types), which are used to train a model to predict the label of any unlabeled sequence. The learning process for classification uses the information of subsequences derived from the original sequences to discriminate class types. That is performed mainly by calculating a discrimination ratio based on statistics.

Sequence data include sequences of DNA, protein, customer purchase history, web surfing history, and more. Ferreira and Azevedo [10] used sequence mining in conjunction with a machine learning algorithm to classify protein sequences.

5 Methods

We considered motifs as entries in an indexing vocabulary and tale types as the document vectors in a corpus indexed by them, the latter being sparse motif strings which at the same time constitute “sentences”, i.e., are predicates about type-specific tale content.
We anticipated thematic dependencies between the 7 narrative genres defined as tale types in ATU (i.e., animal tales, tales of magic, religious tales, realistic tales [novelle], tales of the stupid ogre [giant, devil], anecdotes and jokes, and formula tales) vs. the 23 major motif groups in the Motif Index (mythological motifs, animals, taboo, magic, the dead, marvels, ogres, tests, the wise and the foolish, deceptions, reversal of fortune, ordaining the future, chance and fate, society, rewards and punishments, captives and fugitives, unnatural cruelty, sex, the nature of life, religion, traits of character, humor, and miscellaneous). The research question was, how do motifs from the above 23 groups constitute sequences resulting in those 7 genres? We assumed that by exploring the dependency structure of motifs vs. tale types, one can unveil the underlying probabilistic underpinnings of storyline construction.

5.1 Material

We used 94% of the complete ATU for this first experiment, i.e., out of the 2399 types we worked with 2249. The remaining 6% were left out from preprocessing because of their non-standard motif notation in the types, e.g., also containing running text in square brackets. Figure 2 shows the frequency of tale type length in terms of number of motifs in the string. Figure 3 displays the number of tale types and subtypes per genre.

It is an open question if due to text erosion or because of still being in a nascent stage, but many of the tale types consist of a single motif only. This undermines the very notion of tale type as a motif sequence [9]. In ATU, one-motif narratives are typical for anecdotes and jokes, formula tales and animal tales, whereas they are least characteristic for tales of magic, with the other genres statistically placed between them. Contrary to Karsdorp et al. [19], we feel that tale type is a bicomponential concept, having to satisfy both a formal and a topical constraint, and where the formal aspect, i.e., being a string, is met to a minimum only, topicality still prevails and accounts for the existence of genres grouping short texts; furthermore nothing prevents one from concatenating them in order to generate new narrative types with a higher dose of adventure than in anecdotes etc.
5.2 Preprocessing

In order to employ sequence mining in a conjunction with machine learning, a preprocessing stage is required. In tale types as motif strings, forkings in the plot may occur as alternative motifs which can be used as filler in particular loci in the plot (see Figure 1). To remove this obstacle, different respective sequences were treated as subtypes (motif string variants) of the same type with a renumbered identifier constructed from the type number and the variant number. This increased the number of 2249 published types to 7050 types and subtypes.

To reflect their similarities, every motif is encoded by a set of unique characters in a certain format in the Motif Index. For example, since motifs “Blindness miraculously cured” and “Cripple marvelously cured” share similar content, they are represented by a similar code having the same prefix letter and a similar number: F952 and F953, respectively. Not to overfit the learning process, we had to generalize motifs in tale types as their sequences and represent them in a less granular way. Decimal motif numbers were gradually truncated, from full notation to class tags only. Due to this process, each level of granularity reduction has fewer number of sequences; however, we do not regard them as new sets of tales, instead, each truncated motif sequence is still considered as another representation of its original sequence. In more details, for every motif, we employed two types of generalization: (1) On a first level we considered only the prefix letter and the integer number to the left of the dot symbol. By doing so, we aggregated similar tales to their father node in the Motif Index. In a similar manner, e.g., the first level representation of the two motifs B143.0.3 “Owl as prophetic bird” and B143.0.4 “Raven as prophetic bird” is generalized into motif B143 “Prophetic bird”. (2) Prefix generalization – every motif became represented by its prefix letter only; e.g., the above two motifs both were represented by the letter ‘B’. As a result, each original sequence is represented by three sequences: the original, truncation to first level, and truncation to prefix. The principle of this process is displayed in Figure 4.

5.3 Constructing a dictionary of sequences

In machine learning, every instance (tale) is represented by a set of features. We hypothesized that features that are based on sequence frequencies are beneficial for the training process;
therefore, in our work the set of features was extracted from a dictionary of sequence frequencies.

We extracted subsequences from every motif sequence (tale type) and stored their frequencies according to the classes they represented. Since motif sequences are relatively short, we chose to store all sequences of size 1 to 4. Thereby, we avoided storing relatively long sequences that seldom occur and are not likely to add any useful information to our analysis. This is done for each of the three types of sequence representation i.e., the original, and the two generalization rounds. The right side of Figure 4 details subsequence extraction. An example of dictionary entries is given in Table 1.

It is important to note that our dataset contains permutations of motif sequences, as explained in the pre-processing section. As such, they are dependent on their original motif sequence. For example the two permutations in Figure 4 both contain motif K443.1 in their

**Figure 4** Preprocessing of tale 1358A and extraction of its motif sequences.

**Table 1** Frequency of motif sequences per tale genre in the dictionary (excerpt).

<table>
<thead>
<tr>
<th>sequence</th>
<th>tale type</th>
<th>frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>B184.1 D961 B435.1 H1242</td>
<td>magic</td>
<td>0.0053</td>
</tr>
<tr>
<td>L161</td>
<td>magic</td>
<td>0.0498</td>
</tr>
<tr>
<td>L161</td>
<td>novelle</td>
<td>0.00182</td>
</tr>
<tr>
<td>J H</td>
<td>magic</td>
<td>0.00027</td>
</tr>
<tr>
<td>J H</td>
<td>jokes</td>
<td>0.0029</td>
</tr>
<tr>
<td>J H</td>
<td>novelle</td>
<td>0.0577</td>
</tr>
</tbody>
</table>
Table 2  Tale types in our corpus, after generating all permutations.

<table>
<thead>
<tr>
<th>Tale type class</th>
<th>Number of instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>animal</td>
<td>349</td>
</tr>
<tr>
<td>formula</td>
<td>68</td>
</tr>
<tr>
<td>jokes</td>
<td>858</td>
</tr>
<tr>
<td>magic</td>
<td>4668</td>
</tr>
<tr>
<td>novelle</td>
<td>688</td>
</tr>
<tr>
<td>ogre</td>
<td>133</td>
</tr>
<tr>
<td>religious</td>
<td>286</td>
</tr>
</tbody>
</table>

second position. Given that, in our evaluation we ensure that permutations (subtypes) of any original tale type should be assigned to only one set – test or train. If a tale was sampled for the training set, then all of its permutations also belonged to the same set. Only the training set was used to generate the dictionary. Thus, the dictionary does not contain information based on tales from the test set, to avoid dependent tales being used for training.

5.4 Experiment design

After preprocessing and constructing the dictionary, we wish to train a classification model by using sequence discrimination ratios based on statistics.

The original dataset contains seven classes of tale types. Table 1 displays the number of instances for each.

The learning process of any machine learning algorithm requires to be provided with a sufficient number of sampled instances which represent the population of each class. Thus, an effective learning process can be employed. However, in our dataset, in some classes of tale types there are only few dozens of observed instances. Not only having insufficient number of training instances of some classes of tale types, the dataset is also imbalanced.

In a classification problem, class imbalance occurs when there are more examples of a certain class than of any other, on a large scale. For a variety of reasons, imbalanced datasets pose difficulties for induction algorithms [2]. The most obvious problem is that standard machine learning techniques are overwhelmed by the majority class and ignore the minority class. This problem is reflected in the phrase: like a needle in a haystack. Much more than the needle is being small, the problem is the fact that the needle is obscured by a huge number of strands of hay. Therefore, a classifier can achieve high accuracy by always predicting the majority class, particularly if the majority class constitutes most of the dataset, as for the ‘magic’ class type. Some class labels have a relatively low number of instances, sometimes down to a ratio of 69 less times than in other classes. Therefore, we experimented with those classes of types (i.e., genres) that have a more balanced number of instances.

In our first experiment we tried to discriminate between tales of two type classes, ‘jokes’ and ‘novelle’ which have a similar number of instances. The next experiment contains the ‘magic’ tale types, since this type has the largest number instances that allow an effective learning process. In addition, the mentioned two tale types (‘jokes’ and ‘novelle’) were selected as the closest in our dataset to the ‘magic’ type in terms of number of training instances.

In our classification task, each instance is a sequence of motifs. The goal was to train a model that can be used to predict the class of any unlabeled instance. The first step was the
The dictionary as a lookup table of sequences and frequency-ratio, for any given class type.

<table>
<thead>
<tr>
<th>sequence</th>
<th>tale type</th>
<th>frequency ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>B184.1</td>
<td>magic</td>
<td>6.89</td>
</tr>
<tr>
<td>D961</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B435.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H1242</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L161</td>
<td>magic</td>
<td>63.13</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L161</td>
<td>novelle</td>
<td>0.041</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>J H</td>
<td>magic</td>
<td>0.0009</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>J H</td>
<td>jokes</td>
<td>0.0339</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>J H</td>
<td>novelle</td>
<td>911.9</td>
</tr>
</tbody>
</table>

Extraction of features by which the instances could be represented. To take into consideration the order of motifs, but at the same time also to avoid a rigid structure of motif sequence, we segmented every sequence into several subsequences as detailed in the previous section. We used the subsequences dictionary in the following way. We calculated for every entry its likelihood in each class in contrast with all other classes. This ratio was calculated by dividing the frequency of the subsequences in a specific class by its frequency in all other classes. The calculated frequency ratio was stored in the dictionary, which now functions as a frequency-ratio lookup table (Table 3). We expected that a class whose value was high for a certain subsequence is more likely to be the tale type of a motif sequence that contained this subsequence.

In order to construct the dictionary, in the next step, for every instance we extracted all of its subsequences of size 1 to 4 as a pool of subsequences (see right side of Figure 4). By extracting subsequences of size 1 to 4, we took into consideration the order of the motif sequence, to some extent, while focusing on relatively short subsequences that would more likely to occur in motif sequences, and to avoid overfitting.

We computed two types of features for each class type. First, for all the subsequences from the instance’s pool, we attached their frequency-ratio from the lookup table. Then, we sorted them and got the ratio of the highest score. This is the first feature type, which is called ‘top 1’. The second is an accumulation of the top three ratios, denoted as ‘top 3’. This was repeated for the original motif sequence, and for both generalization rounds of the motif identifiers, i.e., beyond the original, truncation to first level, and truncation to prefix. The total number of features is given by: 2 \((\text{top 1 and top 3 ratios})\) \times 3 \(\text{(generalization levels)}\) \times \text{class types} \(\) (Figure 4). By using abstracted top ratios features, we try to avoid overfitting, as could be the case in a bag-of-motifs feature space approach.

We believe that features that are strongly related to the actual (true) class type of the tale will have higher values than the same features for other class types.

In each experiment we split the dataset into two sets: 80% of the examples were used for training and 20% for testing. The dictionary and its subsequences statistics were also constructed only according to the training instances.

We trained a classification model based on the training set to predict the actual class of each tale. We evaluated several types of machine learning classification algorithms that we find adequate for that task. We chose to display results for the Bayes Network classifier since it yielded the best results, and for a decision tree as a comparison and for illustrating its interpretable model. To train the models and perform the experiments, the WEKA machine learning program suite was used [33].
Table 4: A set of 18 features calculated for each instance.

<table>
<thead>
<tr>
<th>Class</th>
<th>Magic</th>
<th>Jokes</th>
<th>Novelle</th>
<th>Magic</th>
<th>Jokes</th>
<th>Novelle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generalization</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>88.5</td>
<td>0</td>
<td>106.60</td>
<td>88.5</td>
<td>0</td>
<td>106.6</td>
</tr>
<tr>
<td>First level</td>
<td>118.5</td>
<td>0</td>
<td>136.6</td>
<td>118.5</td>
<td>0</td>
<td>136.6</td>
</tr>
<tr>
<td>Prefix</td>
<td>1208</td>
<td>0.11</td>
<td>985</td>
<td>1208</td>
<td>0.11</td>
<td>985</td>
</tr>
</tbody>
</table>

6 Results

The best results are given by Bayes Network classifier. Table 5 details the performance.

In the next experiment we added the ‘magic’ class instances as well, and the task is to discriminate among the three class types. The results are given by Table 3. The best performance is given by using our approach with the Bayes Network algorithm which outperforms the decision tree algorithm as it yielded better result in more tale types, and across all measurements. We compared our methodology with a baseline. In the baseline, we used a bag-of-words approach, i.e., each tale is represented by a feature vector which is its set of motifs. The best results for the baseline were given after generalizing the motifs to their first-level and by using a decision tree classifier. Our approach outperforms the baseline by all measurements. That is since our approach uses abstracted features, and the baseline uses a set of nearly 2000 features (motifs) that might cause an overfitting. Since the ‘magic’ class has a substantially higher number of instances, and in order to show performance on each tale type separately, we evaluated each class separately and not the weighted average of the measurements. We analyze the error of the triplet classification experiment. On average, the normalized error rate by motif sequence length is 4.7%, taking into consideration only prominent lengths. Tales of lengths one, four, six and twelve were the most difficult to classify, and resulted in 7%–9% classification errors. Jokes and magic tales were confused

Table 5: Results for binary class experiment. The Bayes Network classifier outperformed the decision tree by F-measure and AUC for both tale types. Best results for each tale type are in bold.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Class</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayes Network</td>
<td>novelle</td>
<td>0.912</td>
<td>0.601</td>
<td>0.725</td>
<td>0.867</td>
</tr>
<tr>
<td></td>
<td>jokes</td>
<td>0.749</td>
<td>0.953</td>
<td>0.839</td>
<td>0.867</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>novelle</td>
<td>0.463</td>
<td>0.964</td>
<td>0.626</td>
<td>0.537</td>
</tr>
<tr>
<td></td>
<td>jokes</td>
<td>0.783</td>
<td>0.105</td>
<td>0.185</td>
<td>0.537</td>
</tr>
</tbody>
</table>
Table 6 Results for trinary class experiment. The Bayes Network classifier is found to be superior. Best results for each tale type are in bold.

<table>
<thead>
<tr>
<th>classifier</th>
<th>class</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayes Network</td>
<td>magic</td>
<td>0.97</td>
<td>0.796</td>
<td>0.875</td>
<td>0.935</td>
</tr>
<tr>
<td></td>
<td>novelle</td>
<td>0.223</td>
<td>0.767</td>
<td>0.345</td>
<td>0.799</td>
</tr>
<tr>
<td></td>
<td>jokes</td>
<td>0.844</td>
<td>0.409</td>
<td>0.551</td>
<td>0.864</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>magic</td>
<td>0.803</td>
<td>0.983</td>
<td>0.884</td>
<td>0.913</td>
</tr>
<tr>
<td></td>
<td>novelle</td>
<td>0.6</td>
<td>0.175</td>
<td>0.271</td>
<td>0.614</td>
</tr>
<tr>
<td></td>
<td>jokes</td>
<td>0.55</td>
<td>0.069</td>
<td>0.123</td>
<td>0.921</td>
</tr>
<tr>
<td>*baseline jokes</td>
<td>jokes</td>
<td>0.136</td>
<td>0.981</td>
<td>0.239</td>
<td>0.518</td>
</tr>
</tbody>
</table>

to be novelles, at almost all error cases; novelles confused to be magic for 70% of its errors. That is for the Bayes Network classifier. However, for the decision tree there is not a same tendency, therefore we can not state that tales are mostly confused to be novelles.

Since the decision tree model is easy to be described and is interpretable, we will explain its structure. The generated tree is a directed graph that consists of a root node (a starting point), internal nodes (nodes that are pointed at and point to other nodes) and leaves (ending points). During the classification process, the classified item “travels” from the root to one of the leaves, where a classification decision is made. Figure 5 illustrates a sub-tree of the generated binary decision tree model. If the ‘top 1’ subsequence ratio for class ‘jokes’ in the original pool of subsequences is greater than 4.621245 and the ‘top 1’ ratio of for class ‘magic’ in the first level pool of subsequences is not greater than 5.174637 and the ‘top 1’ ratio for class ‘novelle’ in the prefix pool of subsequences is not greater than 2.724305, then the instance is of class ‘jokes’. The support for this decision is 22/2, based on the training instances.

7 Conclusion and future research

Considering the existence of “narrative DNA”, we used sequence mining methods used in bioinformatics to learn more about the nature of tale types as a corpus. 94% of the Aarne-Thompson-Uther catalogue (2249 tale types in 7050 variants) was analyzed as individual motif strings based on the Motif Index and scanned for similar subsequences. Next, using a machine learning classification algorithm, we built and evaluated a classifier which predicts the tale type of a new motif sequence. Our findings indicate that the probabilistic underpinnings of tale types by motif co-occurrences are robust enough to develop the classification model which, on this instance, was able to predict motif strings characterizing magic tales, novelles and jokes. We plan to continue this work and combine our framework with sequence transformation analysis to learn more about the DNA-like nature of narrative content.

Acknowledgements. The authors are grateful to two unknown reviewers for their observations and suggestions.
Figure 5 A sub-tree of a decision tree model, from the root node to one of its decision leaves.
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Appendix: The Types of International Folktales (from [32])

1. ANIMAL TALES (1–299)
   Wild Animals 1–99
   The Clever Fox (Other Animal) 1–69
   Other Wild Animals 70–99
   Wild Animals and Domestic Animals 100–149
   Wild Animals and Humans 150–199
   Domestic Animals 200–219
   Other Animals and Objects 220–299
   Birds 220–249
   Fish 250–253

2. TALES OF MAGIC (300–749)
   Supernatural Adversaries 300–399
   Supernatural or Enchanted Wife (Husband) or Other Relative 400–459
   Wife 400–424
   Husband 425–449
   Brother or Sister 450–459
   Supernatural Tasks 460–499
   Supernatural Helpers 500–559
   Magic Objects 560–649
   Supernatural Power or Knowledge 650–699
   Other Tales of the Supernatural 700–749

3. RELIGIOUS TALES (750–849)
   God Rewards and Punishes 750–779
   The Truth Comes to Light 780–799
   Heaven 800–809
   The Devil 810–826
   Other Religious Tales 827–849

4. REALISTIC TALES (NOVELLE) (850–999)
   The Man Marries the Princess 850–869
   The Woman Marries the Prince 870–879
   Proofs of Fidelity and Innocence 880–899
   The Obstinate Wife Learns to Obey 900–909
   Good Precepts 910–919
   Clever Acts and Words 920–929
   Tales of Fate 930–949
   Robbers and Murderers 950–969
   Other Realistic Tales 970–999

5. TALES OF THE STUPID OGRE (GIANT, DEVIL) (1000–1199)
   Labor Contract 1000–1029
   Partnership between Man and Ogre 1030–1059
   Contest between Man and Ogre 1060–1114
   Man Kills (Injures) Ogre 1115–1144
   Ogre Frightened by Man 1145–1154
   Man Outwits the Devil 1155–1169
   Souls Saved from the Devil 1170–1199

6. ANECDOTES AND JOKES (1200–1999)
   Stories about a Fool 1200–1349
Stories about Married Couples 1350–1439
   The Foolish Wife and her Husband 1380–1404
   The Foolish Husband and his Wife 1405–1429
   The Foolish Couple 1430–1439
Stories about a Woman 1440–1524
   Looking for a Wife 1450–1474
   Jokes about Old Maids 1475–1499
   Other Stories about Women 1500–1524
Stories about a Man 1525–1724
   The Clever Man 1525–1639
   Lucky Accidents 1640–1674
   The Stupid Man 1675–1724
Jokes about Clergymen and Religious Figures 1725–1849
   The Clergyman Is Tricked 1725–1774
   Clergyman and Sexton 1775–1799
   Other Jokes about Religious Figures 1800–1849
Anecdotes about Other Groups of People 1850–1874
   Tall Tales 1875–1999

7. FORMULA TALES (2000–2399)
   Cumulative Tales 2000–2100
   Catch Tales 2200–2299
   Other Formula Tales 2300–2399

B Appendix: Excerpt from Thompson’s Motif Index [30]

B0–B99. Mythical animals
   B10. Mythical beasts and hybrids
   B20. Beast-men
   B30. Mythical birds
   B40. Bird-beasts
   B50. Bird-men
   B60. Mythical fish
   B70. Fish-beasts
   B80. Fish-men
   B90. Other mythical animals
B100–B199. Magic animals
   B100–B119. Treasure animals
   B100. Treasure animals—general
   B110. Treasure-producing parts of animals
   B120–B169. Animals with magic wisdom
   B120. Wise animals
   B130. Truth-telling animals
   B140. Prophetic animals
   B150. Oracular animals
   B160. Wisdom-giving animals
   B170–B189. Other magic animals
   B170. Magic birds, fish, reptiles, etc.
   B180. Magic quadrupeds
   B190. Magic animals: miscellaneous motifs
B200–B299. Animals with human traits
   B210. Speaking animals
   B220. Animal kingdom (community)
B230. Parliament of animals
B240. King of animals
B250. Religious animals
B260. Animal warfare
B270. Animals in legal relations
B280. Animal weddings
B290. Other animals with human traits
B300–B599. Friendly animals
B300–B349. Helpful animals—general
  B310. Acquisition of helpful animal
  B320. Reward of helpful animal
  B330. Death of helpful animal
  B340. Treatment of helpful animal—miscellaneous
B350–B399. Grateful animals
B360. Animals grateful for rescue from peril of death
  B370. Animals grateful to captor for release
  B380. Animals grateful for relief from pain
  B390. Animals grateful for other kind acts
B400–B499. Kinds of helpful animals
  B400–B449. Helpful beasts
    B400. Helpful domestic beasts
    B430. Helpful wild beasts
    B450. Helpful birds
    B470. Helpful fish
    B480. Helpful insects
  B490. Other helpful animals
B500–B599. Services of helpful animals
  B500. Magic power from animal
  B510. Healing by animal
  B520. Animals save person’s life
  B530. Animals nourish men
  B540. Animal rescuer or retriever
  B550. Animals carry men
  B560. Animals advise men
  B570. Animals serve men
B580. Animals help men to wealth and greatness
B590. Miscellaneous services of helpful animals
B600–B699. Marriage of person to animal
  B610. Animal paramour
  B620. Animal suitor
  B630. Offspring of marriage to animal
  B640. Marriage to person in animal form
  B650. Marriage to animal in human form
B700–B799. Fanciful traits of animals
  B710. Fanciful origin of animals
  B720–B749. Fanciful physical qualities of animals
    B720. Fanciful bodily members of animals
    B730. Fanciful color, smell, etc. of animals
  B740. Fanciful marvelous strength of animals
    B750. Fanciful habits of animals
    B770. Other fanciful traits of animals
B800–B899. Miscellaneous animal motifs
  B870. Giant animals
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Abstract

This paper models narrative as a complex adaptive system in which the temporal sequence of events constituting a story emerges out of cascading local interactions between nodes in a social network. The approach is not intended as a general theory of narrative, but rather as a particular generative mechanism relevant to several academic communities: (1) literary critics and narrative theorists interested in new models for narrative analysis, (2) artificial intelligence researchers and video game designers interested in new mechanisms for narrative generation, and (3) complex systems theorists interested in novel applications of agent-based modeling and network theory. The paper is divided into two parts. The first part offers examples of research by literary critics on the relationship between social networks of fictional characters and the structure of long-form narratives, particularly novels. The second part provides an example of schematic story generation based on a simulation of the structural balance network model. I will argue that if literary critics can better understand sophisticated narratives by extracting networks from them, then narrative intelligence researchers can benefit by inverting the process, that is, by generating narratives from networks.
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1 Introduction

Throughout this paper, I will make extensive use of concepts from social network analysis and structural balance theory. The basic unit of analysis in structural balance theory is the triad, defined as a triangular configuration of friendship and enmity ties between three mutually connected nodes. Some triad configurations are socially unstable and, when embedded in networks with many interdependencies, may trigger cascading social events. These cascades, I will argue below, can be treated as a proto-narrative—the skeleton of a story from which complex social dramas may be constructed.

My approach to narrative is loosely inspired by a variety of sources.

In Deceit, Desire, and the Novel (1961), literary critic René Girard argues that a defining feature of the novel as a modern story-telling form is the way characters’ desires are embedded in and mediated by indirect social relations. Taking Cervantes’ Don Quixote as the prototype for the modern novel, Girard asserts that Quixote’s desire is “triangular”: © Graham Alexander Sack; licensed under Creative Commons License CC-BY
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The straight line is present in the desire of Don Quixote, but it is not essential. The mediator is there, above that line, radiating toward both the subject and the object. The spatial metaphor that expresses this triple relationship is obviously the triangle.

Girard argues that in novels such as *Don Quixote*, the subject desires the object not because of its inherent qualities, but because some third character, the mediator, also desires the object. The mediator may be a role model who the subject intentionally imitates, or he may be a character against whom the subject competes for the desired object, as with a rival in polite society, romance, or commerce. In either case, the dyadic relationship between subject and object cannot be understood without reference to the mediator. While I will not use the concept of “triangular desire” directly, I will adapt Girard’s general interpretive framework by drawing a parallel between the idea that triads of characters are the basic unit of narrative analysis and structural balance theory’s assumption that triads of nodes are the basic unit of network analysis.

In *Identity and Control: How Social Formations Emerge* (2008), network theorist Harrison White posits that “social networks emerge only as ties mesh with stories” [25]. White suggests that social ties ought to be thought of multi-dimensionally in terms of “netdoms”: “‘dom’ from domain of topics and ‘net’ from network relations.” When two social agents encounter one another, they struggle for recognition and status by “switch[ing] from netdom to netdom, finding footings in different networks in differing domain contexts.” Two co-workers, for example, might initially relate to one another professionally, but then switch between political, religious, or even romantic domains as the social tie between them evolves. The more “netdom switchings” occur, the more complex and nuanced the relationship between the identities becomes. Over time, these switchings settle down into a stable tie that is comprehended by the participants via a “story”. White summarizes the process as follows:

A story is a tie placed in context. Stories structure switchings into accounts with a beginning, middle, and end; so story-making frames social time... These relations are characterized by stories told in and about them with meanings drawn from the switchings between netdoms... A network can be traced as similar stories appear across a spread of dyads. [25]

White’s notion of “netdom switchings” provides another potential link between structural balance theory and narrative. As the unstable triads in a structural balance network evolve towards stability, the edges connecting each pair of nodes undergo a simplified version of domain switching, oscillating between friendship and enmity. Following White’s logic, the more frequently a link in a triad switches, the more complex and nuanced the relationship between the associated node-characters becomes, gradually forming a story-tie.

I instantiate the structural balance model in NetLogo, an interactive development environment for agent based modeling, and run the simulation forward in time under different parameter configurations, producing a range of possible proto-narrative event sequences that vary in length and outcome. My use of simulation to generate proto-narratives is influenced by the work of computational social scientists Joshua Epstein and Robert Axtell. In *Growing*
Artificial Societies (1996), the authors describe how their now canonical “Sugarscape” model, originally constructed to study the emergence of wealth inequality, can generate “proto-histories”—schematic social and cultural histories in which individuals agglomerate and form tribes, battle, and trade. Although they do not use the term, Epstein and Axtell argue, in effect, that each run of the Sugarscape model is analogous to an historical narrative. Although simulations such as Sugarscape are now widely used in the social sciences, practitioners rarely if ever discuss the idea that the temporal progression of a simulation can be treated as a narrative. Epstein and Axtell emphasize moreover that they “grow this history ‘from the bottom up.’” That is, their proto-historical narratives are complex adaptive systems (CAS) displaying the property of emergence. Structural balance models provide a similarly CAS-based approach to narrative generation. Unstable triads update based on local stability rules, yet produce a narrative chain of events tracing the formation of global network structures (see the discussion of “social mitosis” below).

2 From Narratives to Networks

Over the past several years, literary critics have begun researching the relationship between social networks and narrative structure, including several efforts to extract character networks from literary works [8, 20, 22]. The guiding principle behind literary network analysis is that narratives are not merely depictions of individual experience in language but are also artificial societies whose imaginary social forms can be quantified and analyzed. What such analyses reveal is that narrative structure, such as plot, genre, and characterization, is intimately related to network structure.

Included below are examples drawn from my own research on literary networks. Figure 1 shows the sociograms for several canonical European novels: Cervantes’s Don Quixote de la Mancha (1605), Charles Dickens’s David Copperfield (1850), and Virginia Woolf’s Mrs. Dalloway (1925). Noticeable contrasts between these networks reflect key differences in literary conventions across historical periods and genres.

Don Quixote, widely regarded as the first modern novel, possesses an episodic plot structure derived in part from the picaresque story-forms popular during the Spanish Golden Age. It consists of a series of adventures that all feature the iconic knight and his squire but which are otherwise minimally connected in terms of plot. Don Quixote, moreover, operates as a frame narrative, encompassing many interpolated stories-within-the-story—such as Cardenio’s autobiography or the pastoral poems describing Marcela. The sociogram reflects this disconnected plot structure. The network is centered on a main axis connecting Don Quixote and Sancho, which is embedded in a diffuse web of characters that extends outwards in several layers. For a relatively small network, it has a high diameter, indicative of the fact that it is effectively a network of networks: when Don Quixote meets another character, such

---

1 In a chapter subtitled “The Emergence of History”, Epstein and Axtell write, “The basic aim of this chapter is to “grow” a very simple caricature of history—a “proto-history” if you will. . . The social story is as follows: In the beginning, there is a small population of agents…” [3]

2 “Emergent narrative” is an overloaded term. Researchers in interactive narrative use the phrase, along with “character based narrative”, to refer to minimally plotted stories generated spontaneously through live user interaction (see Aylett 1999 [4]). My meaning is drawn from complex systems theory and refers to the emergence of systemic properties from local interactions. A connection could be drawn—one might argue that human interactions with non-player characters in virtual reality environments exhibit CAS-like behavior—but the terms are not trivially synonymous.

3 Social networks are generated for each novel by running a 10-word window through the text and counting the number of times each pair of character names co-occurs. Edges are drawn for pairs with greater than 3 co-occurrences and are weighted by frequency.
as Cardenio, often this new acquaintance temporarily assumes the role of narrator, relating a micro-narrative with its own stand-alone character network not linked to the original action. We can see this most clearly in the presence of several peripheral cliques, particularly the one between Anselmo, Lothario, Camilla, and Leonela, whose tale appears in a found manuscript read aloud by Quixote’s priest. Moreover, the network contains a low proportion of “strong ties”: aside from the heavily weighted edge between the knight and his squire, most edges are thin and light, indicating brief, glancing interactions with secondary characters who provide color and variety in particular episodes but who rarely recur or interact significantly with one another.
David Copperfield is one of the preeminent examples of the 19th Century Bildungsroman, depicting the education and development of its eponymous protagonist as he finds his way in the world, seeking benefactors, a career, and a marriage partner. Like many serialized mid-Victorian novels, it features an expansive cast: the network consists of 83 nodes, with a high proportion of isolates and low graph density (7%). The network is highly centralized with an obvious star-shape, reflecting an egocentric focus on its protagonist, who is the hub for virtually all character interactions. This accounts for its very high standard deviation in node degree, indicative of inequality in connectedness and social importance. The prevalence of strong ties is noticeably greater than in Don Quixote, illustrative of the 19th Century Bildungsroman’s concern with complex relationships developed over a long duration, rather than the brief encounters with strangers common in the Renaissance-era picaresque.

The character network for Mrs. Dalloway contrasts noticeably with the others. While mid-Victorian novels often featured sprawling casts, the network for Mrs. Dalloway, a canonical work of high British modernism, is delimited. The focus is on psychological depth rather than sociological breadth. The sociogram consists of a single large component with no isolates and a very high graph density (54%) and clustering coefficient (79%), reflecting embedded relationships between characters with many common social ties. Unlike David Copperfield, the narrative is not singularly focused on its title character: point of view shifts approximately every ten pages. The network, correspondingly, does not have a pronounced center: it is bifurcated into two cliques—one concentrated around Clarissa Dalloway and the other around her narrative alter-ego, Septimus. Moreover, the network has a low standard deviation in node degree, indicating that character interaction is broadly and evenly distributed across the ensemble. Lastly, the diagram exhibits a high proportion of strong ties. The overall picture is that of a tightly knit social world focused on the intimate relationships between a small set of equally significant characters.

As these brief examples suggest, there is a close association between narrative structure and network structure. Authorial decisions related to linear vs. episodic plot or the balance of focus between protagonist and ensemble are visible in network properties such as centralization, graph density, diameter, clustering, and prevalence of strong vs. weak ties. But if literary critics can better understand sophisticated narratives by extracting networks from them, perhaps narrative intelligence researchers can benefit by inverting the process, that is, by generating narratives from networks.

3 From Networks to Narratives

In the remainder of this paper, I offer a simple example of how social networks may be used to generate narratives. While the networks in the preceding section summarize character interactions, the networks that follow produce interactions. Descriptive and generative networks may at first appear quite different, but I will relate them by showing how structural balance networks produce event sequences that can then be converted back into descriptive sociograms analogous to those shown above. The direct connection will be established towards the end of this section.

3.1 Background: Structural Balance Model

The model I will describe is based on ideas from structural balance theory, also known as social balance theory. SBT was originated in the mid-1940s by Fritz Heider, who studied patterns of belief coherence in individual psychology [11]. In the mid-1950s, Cartwright and Harary generalized Heider’s theory of coherence and applied it to social relations, representing
stable and unstable configurations with basic graph theory [6]. SBT has since become a sub-branch of social network theory.

Consider a set of nodes representing, for example, people or countries. Each node may be joined to each other node by an edge, which represents their relationship. If two nodes are joined, they are either (1) friends or (2) enemies. The fundamental unit of analysis in SBT is a triad of three mutually linked nodes. A triad is considered unstable if there is social pressure to change one of the relationship links. It is considered stable if there is no social pressure to change.

Let (+) represent friendship and (−) represent enmity. There are several possible configurations:

1. (+)(+)(+): If all 3 nodes are friends / allies, the triad is considered stable.
2. (−)(−)(−): If all 3 nodes are enemies, the triad is unstable, since two nodes have an incentive to ally against the third (thereby becoming friends with each other).
3. (+)(−)(−) or (+)(−)(+): If one node is friends with two that are enemies with one another, it will be pressured to pick a side, and therefore the triad is unstable.
4. (+)(−)(−) or (−)(−)(+): If two nodes are friends with each other and both are enemies against a third, the triad is stable.

The rule for stability can be summarized as follows: a triad is stable if the multiplicative product of the signs is positive [6]. The stability of the various triads conforms to the following simplified social principles: (1) my friend’s friend is my friend; (2) my friend’s enemy is my enemy; (3) my enemy’s friend is my enemy; (4) my enemy’s enemy is my friend.

Note that changing any single link in an unstable triad will make it stable: (−)(−)(−) becomes any cyclical permutation of (−)(−)(+); (−)(−)(+)(+). Likewise, changing any link in a stable triad will make it unstable: (−)(−)(−) becomes any cyclical permutation of (−)(−)(+); (−)(−)(−)(+). Local triad stability rules are illustrated in figure 2, part (a).

The stability of three mutually connected nodes is easy enough to evaluate, but the complexity increases as nodes are added to create larger graphs with many interdependent

![Figure 2](image_url)
Figure 3 Synopsis of Model Run: (i) an unstable SBT network is constructed with user-specified number of nodes, number of links, and % red (enmity) vs. blue (friendship) links; (ii) as the model runs, link colors change generating an event history; (iii) the model halts when the percentage of stable-triads is 100%; (iv) a character-interaction network is generated from events between nodes.

Nevertheless, global patterns emerge from the local interactions (see figure 2, part (b)). One such pattern is social mitosis: it can be proven that there are only two ways for a complete graph, i.e., one with no missing edges, to be structurally balanced: (1) everyone is friends (universal harmony); or (2) there are two factions of friends with total enmity between them (bi-polar factions). For an incomplete graph, two more outcomes are possible: (3) nodes divide into three or more groups with total enmity between them (multi-polar factions); (4) some nodes are enemies but no factions form (mixed outcome). While the general properties of the equilibrium state of any graph are deterministic, the dynamic process by which that graph reaches an equilibrium is not. This is what makes it interesting and useful as a narrative generation mechanism.

4 For a simple proof of this theorem, see [7, chapter 5].

5 A complete graph with \( n \) nodes, has \( \binom{n}{2} = n(n-1)/2 \) edges, each of which can be in 2 states, (+) or (−); thus, there are \( 2^{n(n-1)/2} \) states for the network. It can be shown that \( 2^n - 1 \) of these are stable outcomes. This corresponds to the number of ways to divide a group with \( n \) members into two factions of size \( m \) and \( (n - m) \). The non-polarized solution (“universal harmony”) is simply the trivial solution where \( m = 0 \). An incomplete graph has more stable configurations since multi-polar and mixed outcomes are permitted.
Figure 4 The length of the “event history”, measured by the mean ticks to reach global stability, is affected by the SBT network’s topology and number of links and the percentage of friendship vs. enmity ties.

3.2 Model Implementation

The next several pages describe a version of the structural balance model that I have implemented in NetLogo, an IDE for agent-based modeling; see figure 3 for the synopsis of a model run. This is not the first computer simulation of structural balance dynamics (see [12, 13, 24] for alternative implementations). The crucial difference is that my focus is not on structural balance in its own right, but rather on motivating a series of observations about the narrative generating potential of social-network-based simulations. Towards this end, my emphasis is on the proto-narratives generated by the model’s dynamics, which are captured by the event history, node history, and relationship-link history discussed below.

At set-up, the user specifies the number of nodes, the number of links, the percentage of links that will be enmity, indicated in red, as opposed to friendship, indicated in blue, and the network’s degree distribution, which may be uniform, random, or maximally unequal. With each time step, the model’s algorithm checks whether there are any unstable triads. If so, the algorithm randomly selects one of the unstable triads and randomly changes one of its links from red to blue or from blue to red. Changing a link’s color stabilizes the selected triad, but may inadvertently destabilize other triads. The model continues stepping forward in time until all triads in the graph have been made stable.6

As it runs, the model generates several types of output. First, it produces global network statistics, such as graph density and clustering coefficient. Since clustering coefficient measures

---

6 As noted in footnote 5, an n-node complete graph has $2^n - 1$ stable outcomes. Because the simple algorithm implemented here proceeds through the random selection of unstable triads and the random flipping of links, there is a non-zero probability of transition between any two graph states. Therefore, the algorithm will halt in finite time. In alternative implementations, this is not necessarily so. For example, if we require that links only be flipped if doing so will immediately increase the number of stable triads, then it is possible for the graph to reach a “jammed state.” For a discussion of such results, see [2].
The structural balance network generates character interaction events via link-switchings. The number of events between each pair of characters is represented in a separate character-interaction network. The prevalence of complete triads, the greater its value, the more complex the structural balancing problem and the more time-steps on average required to reach stability. Second, the model tracks link and triad statistics. These include: (1) number and percentage of friendship vs. enmity ties and (2) number and percentage of stable vs. unstable triads. The program halts when the percentage of stable triads equals 100%. These metrics merely provide basic information about the state of the network. Of greater relevance for narrative generation are the outputs involving events, nodes, and relationships.

An “event” is defined as a change in link color. There are two types of events: (1) befriending: when a red link changes to blue, meaning that the two end-nodes have changed from enemies to friends; (2) betrayal: when a blue link changes to red, meaning that the two end-nodes have changed from friends to enemies. One event occurs each time step until the network reaches global stability. Each event is logged in the event history and is listed as “At \( t = T \), node \( X \) befriended / betrayed node \( Y \).” As the model runs, it produces a simple proto-narrative, represented by the list of events that has occurred up to the current time step. This proto-narrative is akin to the “proto-histories” that Robert Axtell generates with the Sugarscape model.

The network topology constitutes a rudimentary setting representing social space rather than physical space. Like the setting of a novel, the geometric configuration of nodes and links defines the environment in which character interaction-events will unfold. Different settings engender different event sequences. The degree distribution, representing how equal vs. unequal the initial allocation of social ties is, is a key topological feature. The model has three settings: (1) uniform degree distribution, (2) random, and (3) maximum degree inequality. Maximum inequality networks are more centralized and have higher clustering coefficients given the same number of links: because the structural balancing problem is more complex, the event history is longer on average for these networks.

Nodes may be thought of as rudimentary characters. Like characters, they have basic descriptive attributes including their degree, initial number of friends and enemies, and location in the network’s topology. Nodes undergo a simple version of “character development”. As the model runs, each node accumulates a personal history consisting of the link-switching events in which it has been involved. Levels of development vary. Some character-nodes are important to the proto-narrative and are involved in many events, while others are marginal. As the model runs, it draws two distributions, both shown in figure 3: (1) the...
degree distribution of the nodes at set-up, and (2) the time-evolving event distribution, showing how skewed the history of the model has been towards particular node-characters. These distributions are imperfectly correlated. High degree nodes, called “hubs”, generally figure in more events, however, it is theoretically possible to have hubs that are embedded in only stable triads: such nodes are central to the network, but peripheral to its narrative of development.

Link-switchings constitute rudimentary character interactions and are designated as either “befriending” or “betrayal”. Just as each node in the structural balance network has a history, so does each relationship-link. Some relationships are active and tumultuous, with many oscillations between friendship and enmity, while others are uneventful. The history of each relationship is stored in an adjacency matrix where the \((i, j)\) entry tracks the number of events between node-characters \(i\) and \(j\). It can be visualized as a separate character-interaction network. Figure 5 shows an example. It is important to distinguish between the social balance network, which generates character interactions, and the character interaction network, which summarizes them after the fact. Consistent with White’s concept of “netdom switchings”, as links in the structural balance network switch between friendship and enmity domains, they build up story-ties in the character interaction network. The more domain switchings in the SBT model, the stronger the tie formed. The character interaction network is comparable to the novelistic networks shown in the first half of this paper, which also summarize character interactions. The SBT and character interaction networks may have significant topological differences: in the example above, the character interaction network is more centralized and has a lower clustering coefficient and graph density than the structural balance network that generated it.
Lastly, the model’s progression from instability to stability provides both a rudimentary narrative arc and sense of closure. To paraphrase Aristotle’s *Poetics*, a narrative begins when an initially stable situation is disturbed by an inciting incident. The resulting disequilibrium constitutes the central problem of the narrative, towards which all actions aim according to Aristotle’s principle of unity. The narrative ends when the problem is resolved, providing a sense of closure through the establishment of a new equilibrium.

The SBT simulation conforms to the Aristotelian structure, telling the simple but meaningful story of how a community journeys from an initially unstable configuration to a stable configuration. It possesses a clear beginning, middle, and end and achieves narrative closure through the establishment of a structurally balanced equilibrium. Each event either advances the proto-narrative towards resolution by increasing the percentage of stable triads or constitutes a reversal by decreasing the percentage of stable triads.

The SBT dynamics adhere most closely to an Aristotelian paradigm when we begin the simulation from a state only slightly perturbed from equilibrium by, for example, introducing a single friendship link between two enemy factions or a single enmity link into a network of universal friendship. These initial conditions have obvious analogues in classical narrative. The former roughly corresponds to the inciting incident in a drama such as *Romeo & Juliet*, in which members of rival factions fall in love, while the latter roughly corresponds to the inciting incident in a tragedy such as *Julius Caesar*, in which an act of betrayal between friends tears a community apart. Once disrupted, there are two ways to restore stability: (1) the disturbing link can be extinguished or forced back into conformity as in *Romeo & Juliet*; or (2) the old social structure can be completely unraveled and a new equilibrium established, as in *Julius Caesar*. The latter case is pictured in figure 7. At \( t = 0 \), the network consists

---

**Figure 7** (a) Example run showing percentage of friendship (blue) vs. enmity (red) ties over time. (b) Initial and final SBT network.
of only friendship ties except for one enmity link. Universal harmony unravels in the first phase of the run—what we might call “act one”—evidenced by the rapid fall in friendship links and rise in enmity links. This phase ends when the percentage of friendship and enmity ties is equalized, indicating the original social structure has completely collapsed. A middle phase of instability and flux follows. Finally, a new equilibrium structure begins to form consisting of two polarized factions. The model terminates when social mitosis is complete. The sequence of events is reminiscent of Harrison White’s assertion that “a network can be traced as similar stories appear across a spread of dyads. The “story” that spreads in this case is one of mounting enmity—an initial act of betrayal ripples outward, cleaving the network.

While the model will eventually find an ending represented by a stable outcome, when and what type of ending are indeterminate. There are three possibilities for an incomplete graph: (i) universal harmony, or what we might consider a “happy ending”; (2) polarized factions, or what we might consider an “unhappy ending”; (3) or a mixed outcome. The indeterminacy of the ending provides a rudimentary version of narrative suspense. Figure 8 shows the effect of different input parameters on the ending of the proto-narrative.

4 Conclusion

Lest the “proto-narrative” produced by this structural balance simulation strike us as overly simplistic, it is worth observing that the acts of betraying and befriending and the reconfiguration of social allegiances are the core events of many classical and contemporary social dramas, ranging from French court novels such as Le Princesse de Clèves and Les Liaisons dangereuses to contemporary soap operas such as Gossip Girl. In a recent paper entitled “Facebook for Vikings”, folklorist Timothy Tangherlini argues that the plot structures of Scandinavian story cycles can be understood in terms of shifting alliances and enmities consistent with SBT:

In a great deal of saga scholarship there is an understandable emphasis on understanding enmity, with friendship acting as a powerful counter force (Byock 1982; Miller 1983 and 1990). Network analysis allows one to consider friendly interactions and antagonistic relationships both as individual features of the saga narrative and in concert with each other... Perhaps one of the most complicated aspects of social
interaction considered in the sagas is the selection of friends and its inverse, the selection of enemies. [23]

Tangherlini analyzes the famous “Höfuðlausn” or head ransom episode in *Egil’s Saga* in terms of interdependent triads between four characters—Egil, Eirik, Arinbjorn, and Gunnhild. All friendship and enmity ties are determined prior to the episode except for the relationship between Arinbjorn and Gunnhild. Tangherlini argues that the dramatic arc of the head ransom episode consists in the determination of the Arinbjorn-Gunnhild relationship and the reconfiguring of the Egil-Eirik relationship based on the stability requirements of SBT. Tangherlini’s approach is confirmed by a recent study of ‘mythological networks,’ in which MacCarron and Kenna find that several ancient and medieval epics, including *Beowulf* and *The Iliad*, obey structural balance rules [15].

Studies such as Tangherlini’s demonstrate that structural balance theory has value as a descriptive model of socially complex narratives, but it has perhaps even greater potential as a generative mechanism that could be used for new story creation.

Finding realistic but tractable story generation mechanisms is an ongoing challenge for artificial intelligence researchers working on narrative. Most story generators rely on either (a) corpora of pre-existing stories (e.g., MEXICA [21]), or (b) story grammars. Researchers in this area are now attempting to expand the suite of generative mechanisms to include games as well as crowdsourcing [14]. In a recent paper, Pablo Gervás argues for the value of chess as a narrative generation mechanism:

> Chess provides a finite set of characters (pieces), a schematical representation of space (the board), and time (progressive turns), and a very restricted set of possible actions. Yet it also allows very elementary interpretations of game situations in terms of human concepts such as danger, threat, conflict, death, survival, victory or defeat, which can be seen as interesting building blocks for story construction. [9]

There is a related body of work that makes use of sports game statistics to generate simple narratives akin to newspaper articles [1]. Like chess and sports, dynamic network models such as structural balance could provide a narrative generation mechanism to complement corpus analysis. They possess the added advantage of supporting social behaviors that are more complex than direct competition or physical conflict.

Most promisingly, there is growing emphasis in the interactive narrative community on story-worlds that incorporate complex and nuanced social dynamics. Notable examples include *The Sims* and Michael Mateas’ experimental game *Façade* [16]. UC Santa Cruz’s *Prom Week*—in which players manipulate the social interactions between high schoolers in the week leading up to prom—is perhaps the most sophisticated example of an emerging

7 Tangherlini’s study also provides a useful set of benchmarks for calibrating the SBT model. In *Egil’s Saga*, Tangherlini counts a total of 316 friendship interactions and 158 enmity interactions, of which 61 are “lethal” and 97 are “non-lethal” (a roughly 2:1 ratio of friendship to enmity events). This total of 474 interactions is spread across 200 “saga actants.” The ratio of events to characters that Tangherlini finds is low compared to that generated by the SBT model I have outlined. This is likely due to several factors. First, the graph for *Egil’s Saga* is highly incomplete, with very low graph density. As shown in figure 4, the length of the “event history” is very sensitive to the number of links in the network: relatively complete graphs take exponentially longer to resolve than relatively incomplete graphs. Second, and perhaps more importantly, there is a key difference that should be drawn between story-events and discourse-events. Our model generates story-events, not all of which need ultimately be rendered narratable in the final text. The events in the discourse of *Egil’s Saga* have been selected from underlying story-events that are deemed worthy of narration because, for example, they involve specific characters of interest, such as Egil.
category of “social games” that incorporate sociological and psychological models into AI to ‘gamify’ social experience. Prom Week makes explicit use of social networks and claims to have more than five thousand social rules guiding character behavior, including “if someone is mean to me, then someone else does something mean to them, I’m more likely to want to date that person”. [17] This enemy-of-my-enemy-is-my-friend rule could be integrated easily with structural balance dynamics. As “social games” gain traction in interactive narrative, generative network models such as the one I have outlined on structural balance will have increasing value.
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Abstract

Personal narratives typically involve a narrator who participates in a sequence of events in the past. The narrator is therefore present at two narrative levels: (1) the extradiegetic level, where the act of narration takes place, with the narrator addressing an audience directly; and (2) the diegetic level, where the events in the story take place, with the narrator as a participant (usually the protagonist). Although story understanding is commonly associated with semantics of the diegetic level (i.e., understanding the events that take place within the story), personal narratives may also contain important information at the extradiegetic level that frames the narrated events and is crucial for capturing the narrator’s intent. We present a data-driven modeling approach that learns to identify subjective passages that express mental and emotional states of the narrator, placing them at either the diegetic or extradiegetic level. We describe an experiment where we used narratives from personal weblog posts to measure the effectiveness of our approach across various topics in this narrative genre.
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1 Introduction

Beyond communicating a simple description of a sequence of connected events, personal narratives are often crafted to evoke emotions or sway opinions by delivering a story through the point-of-view of one of its participants. Fully understanding a personal narrative therefore requires more than an accurate representation of the semantics of the story; the storyteller’s intent is often expressed through subjective statements that may be used to frame specific events in ways that influence their interpretation by the audience. Similarly to how a soundtrack can set a specific mood in film to heighten the emotional impact of the sights
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Subjective language, which expresses opinions, emotions, thoughts, preferences, and other mental states of the narrator, is crucial for delivery of the intended interpretation of a personal story. Despite significant efforts in research on identification of subjective language and detection of sentiment polarity for a handful of language genres, existing approaches fall short of the requirements for modeling subjectivity in personal narratives. Homodiegetic narrative, where the narrator is also a character in the story, presents an interesting challenge: subjective language may refer to mental or emotional states of the narrator as the storyteller, or of the narrator as a participant in the story. One way to characterize this distinction is to place specific instances of subjective language as referring to one of two narrative levels: the extradiegetic level, where the narration takes place, or the diegetic level, where the events of the story take place. In addition to its importance in interpreting narrative discourse, where it is important to distinguish emotional states occurring within the story from those that apply to the storyteller during the act of narration, automatic classification of diegetic level and subjectivity of narrative segments can be beneficial in a variety of practical applications involving narrative data. For example, when searching a large corpus of narratives by specific activities, such as visits to the zoo or protest rallies, it may be desirable to focus on text at the diegetic level by appropriately weighing query terms. Isolating events at the diegetic level would also be desirable in automatic induction of schemas and acquisition of commonsense knowledge from narratives. On the other hand, when the information need targets the intellectual or emotional impact of an experience, without specific constraints on the activity described, focus should be on subjective statements and on passages referring to the extradiegetic level.

We present a data-driven modeling approach for identification of subjective language in each of these two narrative levels, showing how text classification techniques, combined with human annotation, can learn to classify subjectivity in personal narratives. Much of motivation in our work is shared by the line of research on computational approaches to subjectivity in narrative due to Wiebe [38], while our view of subjectivity is that defined by later work by Wiebe and colleagues (e.g., [37]). Unlike Wiebe’s original investigation of subjectivity in third person narratives, we deal here with first person narratives, a genre that we describe in more detail in section 2.1. Additionally, while Wiebe’s analysis focused on characterization of subjectivity in terms of linguistic elements, our approach focuses instead on the application of machine learning and text classification techniques to the task of identification of subjectivity, following recent research that we discuss in section 2.2. We conclude section 2 with a brief discussion about subjectivity and narrative levels. In section 3 we describe the narrative data used in our investigation, taken from personal Internet weblogs and selected from topics where we expect to find examples of subjective language referring to both the diegetic and extradiegetic levels. In sections 4 we present our computational modeling approach and experiments, in two parts. The first part of our approach involved the design of an annotation scheme for subjectivity and diegetic levels for first person narratives, and manual annotation of 40 narratives (section 4.1). The second part involved learning multiclass classification models from the annotated corpus (section 4.2). We present and discuss our results in section 5, and finally we present our conclusions and briefly discuss future work in section 6.
2 Background

2.1 Personal Narratives

The genre of the personal narrative is broadly defined as the non-fiction stories that people share with each other about their own life experiences. This genre of discourse includes the stories told among family members while reviewing old photographs [4], the accounts shared among coworkers in office environments [6], the testimonials of people in interviews [10], and the reflections of daily experiences of people written to private diaries [35]. In this research our focus is the written forms of personal narrative (text documents), which are more amiable to automated analysis than other forms. Specifically, we develop and evaluate our methods on personal narratives extracted from Internet weblogs.

The phenomenal rise of personal weblogs has afforded new opportunities to collect and study electronic texts of personal narratives on a large scale. While blogging is popularly associated with high-profile celebrities and political commentators, the typical weblog takes the form of a personal journal, read by a small number of friends and family [25]. As with the adoption of other forms of electronic communication, personal narratives in weblogs take on several new characteristics in adapting to a social media environment that is increasingly public and interconnected. Eisenlauer and Hoffman [7] argue that the on-going technological development of weblog software has led to an increase of collaborative narration, moving the form further toward Ochs and Capps [26] conception of the hypernarrative, where discourse is best understood as a conversation among multiple participants. Langellier and Peterson [18] characterize this collaborative narration as a form of public performance, creating a productive paradox between the insincerity needed to craft a good story and the sincerity of the blogger as a character in the narrated events.

This productive paradox seen in weblog storytelling helps distinguish personal narrative from other narrative forms. As in all narrative, personal narrative consists of descriptions of multiple events that are causally related, but requires further that the narrative perspective is the author’s own. The expectation of the reader is that the narration reflects the truthful interpretation of events actually experienced by the author, but the truth of the narration is constrained by the demands of good storytelling.

2.2 Analysis of Subjective Language

Because personal narratives feature a storyteller who is also a character in the story, it is common for the events of the story to be framed by the narrator in terms of opinions, emotions, preferences, and other commentary that influences the reader’s interpretation of the events. While it is possible for a narrator to be objective in recounting first-hand participation in a story, our analysis is focused on personal narratives that are framed by subjective language employed by the narrator, and more precisely on computational models for identification of subjectivity in personal narratives.

Although there has been remarkable interest in analysis of sentiment and subjectivity in text in the past decade, the bulk of the research has been focused on a few language genres, with the most prominent example being reviews of movies, products, restaurants, etc. (e.g., [27, 3, 33]). Reviews are attractive as the target of sentiment analysis, as they are abundantly available online, they restrict language processing tasks to well-defined domains, and they necessarily express opinions that can often be binned into negative or positive categories relatively easily. In analysis of reviews, it is common to frame the task as sentiment polarity classification (“thumbs up” vs “thumbs down”), often aided by a preprocessing step that
identifies subjective language, which Pang and Lee [28] define simply as opinion-oriented language. Another language genre where subjectivity and sentiment analysis has been studied extensively is news, where the identification of subjectivity is itself the target of analysis, rather than binary classification of sentiment polarity. In their work on subjectivity analysis, Wiebe et al. [37] take a broader view of subjective language, which they define as the expression of private states [29], which includes emotions, opinions, evaluations and speculations. A third major area of application of sentiment and subjectivity analysis, which has been growing rapidly, is user-generated content, including Twitter, discussion boards, political weblogs, and YouTube video reviews (e.g., [1, 23, 24]).

Although far from exhaustive, the list of language genres mentioned above serves to illustrate how the goals of subjectivity analysis can vary widely when different types of content are considered. For example, in reviews it is more important to determine whether statements are positive or negative, while in news there is a greater focus on separating opinion from fact. Even though goals and even definitions may vary, the most common types of application are related to fulfilling information needs or estimating public interest and opinion regarding specific issues, products, etc. In the case of narrative, however, analysis of subjectivity and sentiment can play a different type of role. Correctly assessing the mental and emotional state of the narrator is crucial for understanding the intent of a narrative beyond the facts and events of the story; narratives are often crafted with the explicit goal to have an emotional impact on the reader, sometimes more so than they are to convey a specific sequence of events. In contrast to the main role of subjectivity in reviews or editorial pieces, subjective language in narrative goes far beyond opinions. The expression of emotions, thoughts, preferences and other mental and emotional states is of primary importance.

In our work, we adopt Wiebe et al.’s notion of subjective language as the linguistic expression of private states (including opinions, evaluations, emotions, speculations and other mental processes), which are experienced but are not open to external observation or verification by others. Our main focus is on private states of the narrator, since we are dealing with personal narratives, which express the narrator’s point of view. While it can be tempting to define subjective language as the statement of opinions, in contrast to objective statement of facts, this would be an imprecise definition. For example, while the text segment I know her name may be considered a statement of fact by the narrator, it is a case of subjective language. The key issue here is not whether a statement is true or made with certainty or privileged knowledge, or even whether it can be considered a fact, and rather whether it expresses a private state and not something that can be observed or measured objectively and externally. For example, while I felt sick is a subjective statement, since it cannot be observed externally, the statement I had a 102-degree fever is objective. Similarly, it was hot yesterday is subjective (the narrator’s opinion), while it was 95 degrees yesterday is objective. It is not important at this point to distinguish whether a statement such as he was sad is subjective because it expresses a private state of a third person, or because it expresses the narrator’s opinion or evaluation of a third person, since in either case the statement is subjective. On the other hand, he said he was sad is an objective statement, since it describes an event that can be observed externally (namely, the act of saying).

2.3 Private States and Narrative Levels

The genre of the personal narrative is particularly interesting from the point-of-view of analysis of subjectivity in that the narrator experiences emotions and holds opinions both within the story, as a character along with other story participants, and also outside of story. Accordingly, the narrator may employ subjective language that applies to at least
two different narrative levels. Consider, for example, a narrative that recounts events that include the narrator being afraid of a puppy and disliking dogs as a child, but also expresses the now adult narrator’s current embarrassment of this long abandoned fear and current fondness for dogs. The universe of the story, where the narrator is a child, is sometimes referred to as the diegetic (or intradiegetic) level, and the act of narration is performed at the extradiegetic level, where in this case the narrator is an adult addressing the reader. This example includes expression of several private states experienced by the narrator: as a character in the story (i.e., at the diegetic level), the narrator experiences fear at a specific moment, and holds a negative preference for dogs; in contrast, the narrator expresses the private states of embarrassment and positive preference for dogs at the time of storytelling (i.e., at the extradiegetic level).

Although in our discussion we adopt the terms proposed by Genette [9] to speak of diegetic levels in narrative, we do so only to determine whether private states are either internal or external to the universe of the story, leaving aside the more complex issues of matching private states to more levels in embedded narratives. In other words, instead of performing a complete analysis of diegetic levels, we make only a binary distinction between the extradiegetic level and all other (intradiegetic) levels, with no distinction made in the levels of embedded narratives. An alternative way to characterize what we refer to as private states at the diegetic and extradiegetic levels is to use the notion of time points due to Reichenbach [30]: the narrator might refer to private states at speech time (at the time of narration), or at the event or reference time. However, our main concern is not necessarily one of time; the distinction we make in the present work is between private states experienced by the narrator as a character in the story, and private states experienced by the narrator as the storyteller. This distinction reflects the narrator’s exclusive advantage in framing the story to influence the audience’s interpretation and reaction. The impact of diegetic and extradiegetic material can be understood intuitively by considering the soundtrack in a movie. When watching a movie, we observe events taking place and a story unfolding, which may evoke emotion. External to the universe where the story takes place, however, we may also hear music (e.g., romantic music for a romantic scene, or fast-paced music for a car chase), which sets a specific mood and serves to evoke or amplify emotional reactions. This music is at the extradiegetic level: it is audible to the audience only, and does not exist for the characters in the story.

3 Data

In developing and evaluating a data-driven approach to our classification task, we required a corpus of personal stories containing substantial amounts of subjective statements describing private states belonging to either the diegetic or extradiegetic level, meaning that the narrator experiences the private state either within the universe of the story, or outside, at the time of the act of narration, respectively. Although weblog content is abundant and readily available, selecting and annotating random weblog posts would be inefficient. Gordon and Swanson [13] estimated that only 4.8% of randomly sampled non-spam English-language weblog posts can be characterized as personal stories, defined by them as non-fiction narrative discourse describing a specific series of events in the past, spanning minutes, hours, or days, where the storyteller or close associate is a participant. Even within this small subset of posts, our expectation is that the balance between description of private states held at the diegetic and extradiegetic levels will vary widely. For example, the play-by-play narrative of a baseball game might focus entirely on the diegetic universe, with descriptions of excitement, happiness
or apprehension applying only to the diegetic level, while an account of cherished childhood memories might move the narrator to describe an emotional state triggered by the events in the diegetic universe but experienced during narration, at the extradiegetic level.

To curate a well-balanced corpus for analysis, we focused our efforts on finding weblog posts about situations and activities that would lend themselves to a mix of these two types of expression of subjectivity, or private states. We specifically targeted narratives of socially-questionable behavior, e.g., stories of stealing, quitting a team, giving a child up for adoption, or getting into a physical fight. We expected that bloggers who shared personal narratives about socially-questionable behavior would feel the need to be descriptive of the events that occurred, including opinions, thoughts and emotions held at the time, and to provide some rationale or justification for their behavior, leading to expression of their current feelings about the past events of the narrative. Collectively, we brainstormed a list of such situations that could potentially be found in public weblogs (Figure 1).

To conduct these situation-specific searches, we used the technologies and methodologies described by Gordon et al. [14], which were used by them to find hundreds of personal narratives in weblogs related to health emergencies. The approach begins with the automatic filtering of personal narratives from streams of weblog posts, applying supervised story classifier to three years of non-spam English-language weblog posts provided by a weblog aggregator (Spinn3r.com). The filtered story collection (over 20 million posts) was then indexed using a text retrieval engine (Apache Lucene), which could be queried with a large array of weighted terms. Initial queries were authored for each of the socially-questionable behavior following Gordon and Swanson [12], where paragraph-sized fictional prototypes were used to retrieve similar instances. Retrieved posts were then annotated as to their relevance to the query, and this feedback was used to further refine the query and weight query terms using the Rocchio relevance feedback algorithm [32]. We identified 460 posts containing narratives of socially-questionable behavior using this approach, from which we selected 40 posts that we judged to be most compelling as personal narratives. These 40 posts include 22 of the 26 topics in Figure 1, with no topic appearing in more than three stories. Topics appearing in multiple posts include lying, divorce, protest rallies, breaking the law, and quitting a team, abortion, disobeying a superior, murdering someone, getting into a physical fight, killing an animal, prostitution and physically punishing a child. The four topics that are not represented in our selection of posts are: stealing, taking an unfair advantage, putting your own interests above others, and neglecting to care for children.

4 Approach

Following previous data-driven efforts on subjectivity and sentiment analysis, exemplified by the work of Wiebe et al. [37] and Pang and Lee [27], we use a machine learning approach typically associated with text classification. While Pang and Lee leverage “found-data” to train a classifier for subjectivity detection in reviews without the need for manual annotation, our approach has in common with Wiebe et al.’s that it involves the definition of an annotation scheme, training of human annotators, and manual annotation of training data for subjectivity classification. As an initial attempt to address subjectivity modeling in personal narratives, we use a simple discriminative text classification approach, with a relatively small training dataset consisting of 40 narratives. These narratives were found originally in personal weblogs, and for reasons unrelated to the work described here were edited for length prior to
Participating in a protest rally
Quitting a job
Telling a lie
Getting into a physical fight
Converting from one religion to another
Having an abortion
Stealing something
Crossing a picket line
Changing one’s political party
Changing the country of your citizenship
Making a large personal sacrifice
Cheating in a romantic relationship
Getting a divorce

Quitting a team
Cheating on a test
Killing an animal
Prostitution
Taking an unfair advantage
Physically punishing a child
Violating a religious practice
Breaking the law
Murdering someone
Disobeying a superior
Putting a child up for adoption
Putting your own interest above others
Neglecting to care for children

Figure 1 List of topics involving socially questionable behavior for personal narrative selection.

Annotation. In most cases, editing consisted largely of removing sentences from the original weblog post, with occasional addition of a few words to restore coherence to the edited text. The edited narratives retained the vocabulary and much of the narrative structure of the original posts, and contained 160 to 185 tokens (words and punctuation) each. The average length for these narratives is 169 tokens.

4.1 Text Annotation

After selection of narratives from personal weblogs, the first step towards creation of the dataset necessary for training a data-driven model and subsequent empirical validation of our overall approach was the definition of an annotation scheme. The annotation scheme described here and used in our experiments is the product of iterative refinement involving a computational linguist and two annotators. The annotators, whose backgrounds are in Linguistics and Psychology, first acquired familiarity with basic concepts in narratology and computational analysis of narrative by reading the background chapter of Indejeet Mani’s book *Computational Modeling of Narrative* [19]. They then annotated a practice set of about 30 narratives, individually but in frequent consultation. This process resulted in refinements to the annotation scheme and guidelines for dealing with borderline cases, and was followed by annotation of the 40 narratives in our dataset by each of the two annotators individually.

The annotation task consists of tagging segments in the narrative with one of six labels, described below. Text segments were determined automatically and consist of one or more clauses. The use of clauses as the granularity for annotation was motivated by concerns both principled and practical in nature. Perhaps the easiest segmentation strategy for identification of subjective passages in narrative is to consider each sentence as a target for labeling. Sentences, however, are clearly too coarse grained, since a single sentence may express an unbounded number of objective and subjective statements through coordination.

---

1 These narratives were used as stimuli in a separate series of experiments that examine the emotional reactions of readers of personal narratives. These experiments required that human subjects read each narrative in 30 seconds, and for this reason each of the 40 narratives was shortened from its original weblog post version. In future work we plan to investigate the relationship between subjectivity in narrative, as annotated in the work describe here, and emotional impact on readers.
A more suitable strategy is to define segments in the spirit of the Elementary Discourse Units (EDUs) in Rhetorical Structure Theory [20], as applied to entire texts by Marcu [22]. Instead of addressing the challenges of adapting full EDU segmentation to the needs of our task, we opted to use a simplified segmentation scheme inspired by EDUs, taking clauses as the target of annotation, with the application of rules and simple heuristics to prevent segmentation of certain types of subordinate clauses that tend not to be relevant to our annotation. For example, the non-finite subordinate clauses in he told her not to go and I like going to the movies are not split into segments separate from their matrix clauses. Other examples of subordinated language that results in multi-clause segments include going to the movies is what I like to do on weekends (one segment with four clauses) and he said he would return (one segment with two clauses). Our segmentation approach is based on identification of syntactic patterns in parse trees produced automatically by the Stanford parser [16], and largely follows the EDU segmentation approach described by Tofiloski et al. [36], but without the full set of rules and lexical patterns necessary for complete EDU segmentation according to the RST guidelines. Because our segments are sometimes too fine-grained, and because narratives sometimes include passages that do not fall within one of the categories defined by our scheme, the annotation scheme provides the option of tagging specific clauses as Other/None (see below).

The tags in our annotation scheme are:

- **Story Event** Denotes a clause that corresponds to an event in the story.
- **Story Private State** Denotes a clause that corresponds to an expression of a private state of the narrator that applies within the diegetic level.
- **Story Other** Denotes other material that applies mainly to the story, such as descriptions, direct quotes, etc.
- **Subjective Statement** Denotes an expression of a private state at the time of narration (at the extradiegetic level), rather than within the story.
- **Objective Statement** Denotes an expression of fact that applies at the time of narration (at the extradiegetic level), rather than within the story.
- **Other/None** Used for tagging clauses that do not fall within one of the categories above.

The annotation scheme is intended to distinguish discourse segments along two dimensions: (1) subjective vs. objective language; and (2) language that refers to the diegetic vs. the extradiegetic level. Although the notions of emotion and sentiment are certainly important aspects of narratives that are relevant to our overall goals, we focused our efforts on the related notion of subjectivity as the expression of private states. This simplifies labeling of cases such as reported speech and reported emotions. For example, in he said he was sad, we do not treat he was sad as an independent segment, since it is subordinated language. The single segment is labeled as a Story Event, reflecting the saying event, even though it involves reporting of a private state. However, in I knew he was sad, there is a single segment and it is labeled as a Story Private State, not because of the emotion reported, but because knowing is a private state.

The manual annotation process was done with the aid of the Story Workbench [8], a flexible environment for linguistic annotation, customized specifically for our annotation task. Figure 2 shows a narrative being annotated using the Story Workbench. The top middle section shows the text of the narrative, and the top right shows the segments to be annotated. Segmentation is performed automatically using clause boundaries determined by the Stanford parser [16] integrated in the Story Workbench. From the point-of-view of the annotators, this segmentation and population of the top right area with segments happen automatically.
The Story Workbench tool for linguistic annotation [8] customized for annotation of private states in their narrative levels. The top three sections of the interface show a list of narratives to annotate, the text of a narrative, and a list of segments to be labeled. The bottom area shows an automatic syntactic analysis of the sentence being annotated.

and nearly instantly once text is loaded or entered in the text area. Annotators simply go down the list of segments, choosing one of the six labels for each of the segments.

Raw pairwise agreement over 571 segments (40 stories, with 12 to 18 segments per story) on the six-way labeling task was 84%. We measured chance-corrected agreement using Krippendorf’s $\alpha$ and obtained a value of 73%. To produce the final annotations, cases where the annotators disagreed were discussed and a final label was chosen. The most frequent label is the first in the list above, Story Event, which accounts for 34% of the segments. Story Private State, the second most frequent label, accounts for 29% of the segments. Table 1 shows several characteristics of the final annotated narrative corpus used in our experiment. Appendix A shows an example of how a narrative is annotated according to our annotation scheme.

4.2 Classification of Subjective Language and Narrative Level

We now turn to automatic classification of narrative segments according to our annotation scheme. As in the manual annotation process, segmentation is performed as a pre-processing step using the clause boundaries produced by the Stanford parser. The next step is then

---

2 Because of issues regarding the expectation of privacy from bloggers [15] and the nature of the material in our narratives, we do not use examples taken from our corpus.
Table 1 Characteristics of the annotated corpus of narratives.

<table>
<thead>
<tr>
<th>Corpus attribute</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of narratives</td>
<td>40</td>
</tr>
<tr>
<td>Average number of tokens per narrative</td>
<td>169</td>
</tr>
<tr>
<td>Average number of segments per narrative</td>
<td>14</td>
</tr>
<tr>
<td>Frequency of Story Event label</td>
<td>194 (34%)</td>
</tr>
<tr>
<td>Frequency of Story Private State label</td>
<td>166 (29%)</td>
</tr>
<tr>
<td>Frequency of Story Other label</td>
<td>57 (10%)</td>
</tr>
<tr>
<td>Frequency of Subjective Statement label</td>
<td>85 (15%)</td>
</tr>
<tr>
<td>Frequency of Objective Statement label</td>
<td>63 (11%)</td>
</tr>
<tr>
<td>Frequency of None label</td>
<td>5 (1%)</td>
</tr>
</tbody>
</table>

To tag each resulting segment with one of the six categories in the annotation scheme. We first approached this step as a straightforward text classification task at the segment level, treating each segment as independent. We use multiclass classification with Maximum Entropy models \(^3\), and for each segment we extract features of the following types:

- Bag of words (unigram features, or \(w_i\));
- Part-of-speech tags for each word in the segment, as assigned by the Stanford parser \(t_i\);
- Word bigrams \((w_i, w_{i+1})\);
- Part-of-speech tag bigrams \((t_i, t_{i+1})\);
- Part-of-speech tag trigrams \((t_i, t_{i+1}, t_{i+2})\);
- Word/part-of-speech tag bigrams \((w_i, t_{i+1}; t_i, w_{i+1})\);
- Word/part-of-speech tag trigrams \((w_i, t_{i+1}, t_{i+2}; t_i, w_{i+1}, t_{i+2}; t_i, t_{i+1}, w_{i+2})\);

These features are intended to capture the bag-of-words representation widely used in text classification, augmented with n-grams to provide some context, and backing off to part-of-speech tags to reduce the sparsity of n-grams. Since our annotation scheme includes two separate dimensions of the narrative segments, the classification task could be performed in two steps (subjectivity detection, and narrative level classification), or a single step of six-way classification. In both cases the same set of feature types is used. Missing entirely from our classification approach is any notion that each segment is in fact not independent from its context. A possible extension to our current model is to add dynamic features for neighboring segments, making the overall model a conditional random field \(^{17}\) that optimizes the entire set of segment labels for the entire narrative jointly. This is left as future work.

5 Results and Discussion

Because single-step six-way classification and the two-step classification approaches discussed in the previous section produced very similar results, we focus our discussion on the simpler approach of single-step classification. To perform an empirical evaluation of this approach, we performed a “leave one narrative out” cross-validation using our annotated set of 40

\(^3\) Our classifier was implemented with Yoshimasa Tsuruoka’s Maximum Entropy library available at http://www.logos.t.u-tokyo.ac.jp/~tsuruoka/maxent/
Table 2 Precision and recall values for each of the categories in the annotation scheme, obtained through cross-validation of our 40-narrative dataset containing 571 segments.

<table>
<thead>
<tr>
<th>Label</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Story Event</td>
<td>0.56</td>
<td>0.87</td>
</tr>
<tr>
<td>Story Private state</td>
<td>0.69</td>
<td>0.57</td>
</tr>
<tr>
<td>Story Other</td>
<td>0.44</td>
<td>0.27</td>
</tr>
<tr>
<td>Subjective Statement</td>
<td>0.49</td>
<td>0.42</td>
</tr>
<tr>
<td>Objective Statement</td>
<td>0.58</td>
<td>0.24</td>
</tr>
<tr>
<td>Other</td>
<td>1.0</td>
<td>0.2</td>
</tr>
</tbody>
</table>

narratives: to label each of the 40 narratives, we used the remaining 39 to train a classification model. The overall accuracy using the six labels was 58%, a substantial improvement over a simple majority baseline (34%). While far below the level of human annotation in this task, our results are encouraging given our simple text classification approach. A more informative evaluation is to consider the precision and recall of each category individually. Precision for a category \( c \) is defined as the number of correct assignments of the \( c \) label divided by the total number of times the classifier assigned the \( c \) label to a segment. Recall for a category \( c \) is defined as the number of correct assignments of the \( c \) label, divided by the total number of instances of the \( c \) label in our answer key, or manual annotation. Intuitively, precision corresponds to how often the classifier is correct when it assigns a certain label, and recall corresponds to what portion of the items with a certain label the classifier can find. By labeling every segment as \( c \), we would obtain perfect recall, but poor precision. Conversely, by assigning the \( c \) label very conservatively and only in cases of very high confidence, we could obtain high precision, at the cost of low recall. Table 2 show the precision and recall values for each of the categories in our annotation scheme.

The imbalance of high recall and lower precision for Story Event reflects that our classifier tends to prefer the assignment of the Story Event label over other labels. In particular, a substantial number of segments that should be labeled Story Private State or Objective Statement are labeled by the classifier as Story Event. In one case, the error appears to be in the more general dimension of subjectivity, and in the other, the error is related to distinguishing between narrative levels. This is also reflected in higher precision than recall in identifying the Story Private State and Objective Statement categories. The confusion between Story Event and Story Private State reflects that, even though the model often correctly identifies that the segment is referring to the diegetic level (which is likely due to part-of-speech features that reflect verb tense), it is less accurate in distinguishing between events and private states. In those cases, the error is in subjectivity classification. The confusion between Story Event and Objective Statement, conversely, shows that the classifier sometimes distinguishes subjective segments correctly, but fails to assign them the correct diegetic level. Not surprisingly the Story Private State category is also often confused with the Subjective Statement category (segments corresponding to expressions of private states of the narrator as the storyteller, outside of the story). This highlights the challenge of classifying correctly along both dimensions in our annotation scheme, which is necessary for analysis of subjectivity specifically at the extradiegetic and diegetic levels. Our results for identification of subjective statements that apply to the extradiegetic level are more balanced: we correctly identify almost half of the narrator’s expressions of private states, with a relatively low rate of false alarm at about 50%. This is a particularly important category, since it corresponds to the narrator’s reflections about the events in the story.
Table 3 Accuracy results for our main classification task using our six-category scheme (Section 4.1), and for two binary classification tasks, each focusing only on subjectivity or diegetic level. Accuracy of a majority baseline classifier is also shown for comparison.

<table>
<thead>
<tr>
<th>Classification task</th>
<th>Majority baseline accuracy</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Six-way classification</td>
<td>34%</td>
<td>58%</td>
</tr>
<tr>
<td>Binary subjectivity classification</td>
<td>56%</td>
<td>78%</td>
</tr>
<tr>
<td>Binary diegetic level classification</td>
<td>69%</td>
<td>81%</td>
</tr>
</tbody>
</table>

When we consider each dimension separately, we observe substantially higher accuracy, corresponding to easier classification tasks. On the binary task of identifying segments that refer to the diegetic level vs. to the extradiegetic level, which we evaluate simply by grouping the the first three labels of our scheme into one category (diegetic), and the remaining three labels into another category (extradiegetic), we obtain 81% accuracy. For comparison, a majority baseline for this task would assign the diegetic label to all segments and obtain 69% accuracy, since segments that refer to the extradiegetic level are substantially outnumbered by segments referring to the diegetic level. In the binary subjectivity classification task (grouping the Story Private State and Subjective Statement categories into one subjective category), where segments are simply classified as subjective or not, as is common in natural language processing, our approach does well, with 78% accuracy, compared to 56% for a majority baseline. These results, summarized in Table 3, highlight that the combined task of finding subjective language within the appropriate narrative level is predictably more challenging than either subjectivity classification or narrative level classification in isolation.

6 Conclusion and Future Work

We have described a methodology for analysis of subjective language in narrative that involves manual annotation to produce training material that can be used to learn computational models for automatic identification of subjectivity at the diegetic and extradiegetic levels. Although our classification accuracy still needs improvement, it shows promise given the small number of narratives in our training data, and it highlights some of the challenges in this type of classification. Our next step is to annotate a larger set of personal narratives to generate a larger training set and separate development and test sets using unedited text from weblogs. We believe a larger training set will improve the accuracy of our simple classification framework, and that further accuracy improvements may be obtained by going beyond our current framework where each segment is classified independently. In future work, we plan to abandon the assumption that segments are independent, and apply a structured classification approach (e.g., conditional random fields [17]). Additional annotated data will be important for exploring the use of features beyond unigrams and part-of-speech tags (e.g., features extracted from syntactic trees) using development data. In addition, although our current set of 40 narratives similar in length allows us to see how well our classification approach performs across a variety of topics, we plan to confirm that our models generalize to personal narratives from weblogs in their original forms.

With our current text classification model, subjectivity classification accuracy (78%) is at a level where automatic identification of subjective language in personal narratives could be of practical use. For example, Riloff et al. [31] have shown that subjectivity classification at this level of accuracy is useful for improving the precision of information extraction systems. Similarly, our approach to the classification of the aggregated diegetic and extradiegetic
categories performs well enough (81% accuracy) for potential use in a range of other natural language processing technologies. In many cases it would be desirable to filter out passages that refer to the diegetic or extradiegetic level in order to improve performance or precision. For example, information retrieval system that support searches for narratives of specific activities, such as protest rallies or automobile crashes, may garner improvements by indexing only the diegetic material in the document collection. Where relevance feedback is used to refine queries [14], diegetic material could be weighted more heavily when selecting and weighting query terms. Gains should also be expected in language processing systems that aim to generalize over events described in narratives, as in schema induction [5] and commonsense knowledge extraction [21, 11]. Similarly, some systems may benefit by ignoring the events of narratives, particularly where the emotional or intellectual impact of an experience defines the retrieval criteria [34].
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A Narrative Annotation Example

The following example shows how a personal narrative is annotated following the scheme described in Section 4.1. Segments are enclosed in square brackets subscripted with segment indices. A label for each index is listed after the narrative.

[I consider myself a very honest person,]_1 [and I’ve always thought that truth is the best policy.]_2 [I am a 42-year old mother of two.]_3 [and my kids are the most important thing in my life.]_4 [A few years ago my son Tyler asked me if Santa Claus really existed.]_5 [He was four at the time.]_6 [Oh boy!]_7 [I just wasn’t ready for that question.]_8 [It was a nice day outside.]_9 [and I told him to go out and play.]_10 [He came back only 15 minutes later]_11 [and asked me again about Santa.]_12 [I pointed to his bike.]_13 [and I asked him who gave it to him.]_14 [He said Santa did.]_15 [I nodded]_16 [and said well then]_17 [and he gave me a huge smile.]_18 [I felt a little guilty at the time about lying to my child.]_19 [but now I know that parenting is a balancing act.]_20 [Of course the truth is important.]_21 [but nothing trumps a mother’s instinct.]_22

2. Subjective Statement 13. Story Event
4. Subjective Statement 15. Story Event
5. Story Event 16. Story Event
6. Story Other 17. Story Event
7. None 18. Story Event
9. Story Other 20. Subjective Statement
10. Story Event 21. Subjective Statement
11. Story Event 22. Subjective Statement
Using Unexpected Simplicity to Control Moral Judgments and Interest in Narratives
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Abstract

The challenge of narrative automatic generation is to produce not only coherent, but interesting stories. This study considers the problem within the Simplicity Theory framework. According to this theory, interesting situations must be unexpectedly simple, either because they should have required complex circumstances to be produced, or because they are abnormally simple, as in coincidences. Here we consider the special case of narratives in which characters perform actions with emotional consequences. We show, using the simplicity framework, how notions such as intentions, believability, responsibility and moral judgments are linked to narrative interest.
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1 Introduction

Whatever a story is used for (whether to entertain or to teach), to address the question of what makes a story interesting is of major importance. The field of computational generation of narratives has explored many ways to generate narratives. A well-formed and understandable story can make a good story but not necessarily an interesting one.

Many studies have addressed the question of what makes a story interesting and different factors have been listed. One of them is the reference to major life themes that elicit strong affective reactions such as death, sex, religion or politics [16, 28]. Another factor is the occurrence of unexpected or unusual events [16, 28].

Beyond these universal determining factors, narrative interest may also crucially depend on the audience’s personal values, personal experiences, personal emotions or pre-existing knowledge [29]. Taking into account personal values or personal experiences is a major challenge, but it also offers opportunities for automated scenario generation, especially for the replay options they offer.

Our review of previous works on narrative interest revealed that moral considerations towards the characters play a crucial role. We investigated how interest and moral judgments are related, in the specific context of moral dilemma stories [27]. We identified a set of factors that can be manipulated to control both interest and moral response. Using a framework...
based on the notion of Kolmogorov complexity, we proposed a unified model of interest and moral judgment that can be applied to moral dilemma stories [27]. The present paper extends these previous results. It proposes new ways of controlling narrative interest by manipulating moral judgments, intentions and responsibility in narratives.

2 Some ingredients of interestingness

Humans are narrative beings. From childhood to adulthood, they are surrounded by narratives. They use them to make sense of the world, to order events and assimilate them. This process has been called *narrative intelligence* [21]. Narratives are a cognitive tool to organize experience and understand encountered situations. They play a major role in many forms of entertainment media including theater, novels or video games. They are also widely used in educational contexts.

The process of generating narratives has been the subject of intense study in Artificial Intelligence over the last century (see [11] for a review of existing systems). Different approaches to narrative generation have been explored. The standard approach consists in pre-scripting a specific story; characters perform the same actions without any variation each time the program is run. Systems using this approach present a limited number of stories (or permutations of a single story), they show little adaptation to the user and offer few opportunities of user interaction. An alternative approach consists in generating the narrative dynamically. Systems using this latter approach are able to adapt to individual preferences, needs, abilities or values. Such systems have extended replay capabilities.

A narrative is classically defined as the recounting of a sequence of events that have a continuant subject and constitute a whole [26]. A basic form of narrative is the *fabula*, a temporally ordered sequence of events from the time the story begins to the time the story ends [1]. The fabula is only one component of a typical narrative; the other one is the *discourse*, which refers to the way the narrative is told. The process of telling a narrative consists in selecting a subset of the fabula (the *sjužet*) and in structuring the outline of the main events in order to elicit interest in the audience [1, 11].

Generating a narrative consists in producing a sequence of events which brings a world from an initial state into a final state. This narrative content is then put into words to give the discourse. This process must meet some requirements to form acceptable narratives. One of them is to be well-structured, in the sense that it respects Freytag’s triangle: the narrative should have a beginning, where some conflict is introduced, a middle, containing the climax, and an ending [9]. Another requirement for the generation of an acceptable narrative is to be understandable by the audience. In particular the events should respect the causal rules of the (possibly imaginary) world and the audience must be able to infer the characters’ intentionality [3].

This generation process, however, does not ensure that these well-formed and understandable narratives make interesting stories. Producing interesting stories represents a major challenge, because of the crucial role of interest in learning or entertaining contexts [14]. Some of the factors controlling narrative interest have been investigated. They include emotional responses to fundamentals such as sex, religion or death [28, 16]. Surprising or unexpected events are also essential to interest (see below).

Few models of narrative interest have been proposed. Simplicity Theory [7] is one of them. It offers a purely cognitive account of interest, based on an extension of the notion of Kolmogorov complexity to the cognitive domain [4]. The main claim of Simplicity Theory is that unexpectedness, defined as a complexity drop, plays a major role in eliciting
narrative interest. It covers various situations humans usually regard as interesting, including coincidences, fortuitous encounters or rare events [6]. Simplicity Theory has also been applied to the study of moral judgment in the context of moral dilemma stories [27].

The observation that moral dilemmas often make good stories led us to investigate which factors control both narrative interest and moral judgments. Previous studies had pointed out the crucial role played by emotions and causal reasoning in the formation of moral judgments [12]. By applying Simplicity Theory to moral dilemma stories, we could show that factors such as the length of causal chains or the interpersonal relations between the characters can be manipulated in order to control interest and moral (dis)approval [27].

The formation of judgments on characters is an integral part of the narrative experience and is involved in the perception of character believability. Believable characters must be first perceived as intentional agents by the audience, who will then approve or disapprove of their actions. Simplicity Theory offers a new way to define and control, not only the interest of a generated story, but also the believability of its characters.

We will first review the main factors that influence moral judgments in narratives and point out the importance of these judgments for the believability of its characters. Then we will briefly introduce Simplicity theory and show how it can be applied to model intentions and moral judgments. We will illustrate how some parameters in the model can be used to control narrative interest and moral judgments. Finally, we will discuss the implications for narrative generation.

3 Interesting stories with moral characters

3.1 Believability and interestingness

Believable characters in a story should be perceived as clever and their actions as intentional [5], or else the audience’s suspension of disbelief will be negatively affected [3]. But being perceived as intentional is not enough. The audience also forms various moral judgments including moral approval and responsibility. Approving or disapproving of others’ actions and attributing responsibility is daily routine. We do it also when experiencing narratives. Let us consider the following story fragment.

The [Wine Story]. Mary is looking through the window of her manor, waiting for a taxi. John enters the room, carrying a bottle of vintage red wine. He takes two crystal glasses in the cupboard and fills them. He discretely adds a pinch of black powder in one of them and brings it to Mary. The taxi will arrive in only a few minutes. Mary starts talking about her work, waving the hand and the glass. They hear the taxi’s horn. She takes a sip from the glass, grabs her handbag, drinks the glass in one gulp and goes out.

At this point, no one knows for sure what will happen next. One assumes that John performed his act (add powder to the drink) with some specific goal in mind. Imagine that Mary dies. If Mary is perceived as a nice person by the audience, John’s act will be condemned. But the context can be manipulated to change this judgment, for example if John has been threatened to be killed if he did not kill Mary. This piece of information may also change our judgment about John’s responsibility.

In any case, John appears as a believable agent. But this is only one ingredient of interest. Will the story be more or less interesting if Mary does not die? If John had selfish or altruistic motives (inherit Mary’s fortune vs. save many from Mary’s dark plans)? John’s intentions and responsibility, in the eye of the audience, are a key factor in determining narrative interest.
To generate interesting stories automatically, one must first understand which factors influence our moral perception of the characters’ actions. We will first review some previous works on morality and narrative interest before proposing our own approach.

3.2 Moral Judgments, Intentions and Responsibility

During the 1950s and the 1960s, studies on moral psychology focused on reasoning. Cognitive models of information processing were the preferred framework for the study of the formation of moral judgments [17]. However, in the 1980s, the idea that moral emotions played a significant role has been put forward. Recent evidence suggests that moral judgment is a matter of emotion and of reasoning, though automatic emotional processes tend to dominate [12, 13].

The formation of moral judgments occurs as soon as a character in a narrative performs an action that has good or bad consequences. The character’s causal reasoning before the action is an essential determining factor that affects moral judgment. Jones (1991) proposed that the certainty or probability that the effect will follow from the action highly influences the intensity of our moral judgment [15]. In a previous study [27], we could observe that the unexpectedness of the outcome has a major influence on the moral approval of a character’s action.

Causal reasoning is of major importance not only for the approval of others’ actions, but also in the process of attributing intentions and responsibility. People are generally considered to be responsible for at least some consequences of their actions [30, 19], because they are supposed to be able to anticipate these consequences. The influence of causal analysis in the way responsibility is attributed to agents has been investigated [22, 23]. For an action to appear intentional, the agent must believe that this action can be performed and will lead to a specific outcome [20].

Moral judgment depends not only on causal reasoning, but also on the affective or emotional attitude that the characters or the audience have towards the consequences of the actions performed. Jones (1991) calls it the magnitude of the consequences [15]. The emotional response to a state of affairs determines what is desired or not and to what extent. It is essential to determine the character’s intention to reach some specific goal [20]. Phares and Wilson (1972) also showed that it is of major importance in the attribution of responsibility [24].

Determining if a character in a story intentionally produced a situation or is responsible for it requires that we access its mental state at the time of the action [2]. Accessing mental states means inferring the character’s knowledge and emotional state. In believable stories, sufficient information should be provided for the audience to assess the characters’ mental states and to form moral judgments.

3.3 From moral judgments to interest

Our review of previous works on narrative interest revealed that moral considerations towards characters play a crucial role. We decided to investigate how interest and moral judgment are related, in the specific context of moral dilemma stories [27]. We especially pointed out the different but complementary roles of unexpectedness and emotional intensity in moral judgment and narrative interest. For example, we found that readers are more likely to disapprove of an action leading to undesired outcomes when the action appears more unexpected. But at the same time, the narrative interest of the sequence increases.
Using the framework of Simplicity Theory (see next section), we proposed a purely cognitive and unified model of interest and moral judgment that can be applied to moral dilemma stories. This model, based on the notion of Kolmogorov complexity, highlights the role of unexpectedness in the elicitation of emotional responses to events. The model proposed in our previous work explains our observations and makes correct predictions in the context of moral dilemma stories, taking into account the personal values of the audience and the estimated personal values of the characters of the story.

The present article extends these previous results and proposes new way of controlling narrative interest by manipulating judgments of intentionality and responsibility.

4 The key role of unexpectedness

4.1 Unexpected simplicity

As Livia Polanyi observed thirty years ago: “the question of what [people] tell stories about has remained not only unanswered, but largely unasked.” [25, p. 207]. Polanyi, as the few authors who addressed the issue, acknowledged the importance of unexpectedness in spontaneously reported stories “stories have as their point that something ‘odd’ or ‘unexpected’ happened.” [25, p. 212]. William Labov makes a similar observation: “[If an] event becomes common enough, it is no longer a violation of an expected rule of behaviour, and it is not reportable.” When reporting an event, people say “[this] was strange, uncommon, or unusual – that is, worth reporting. It was not ordinary, plain, humdrum, everyday, or run-of-the-mill.” [18]. Teun van Dijk also points the importance of unexpectedness: “interestingness is usually obtained by the account of events or actions that are unexpected, deviant, extra-ordinary, or unpredictable, given the knowledge and beliefs of the audience.” [31, p. 123]. The same law of unexpectedness applies to newsworthiness: “Events have to be unexpected or rare, or preferably both, to become good news.” [10, p. 67].

Unexpectedness stands out as a key feature of interestingness in spontaneous conversation. This is especially true for events leading to moral evaluation. Situations of deviant behaviour, leading to positive or negative moral judgments, constitute by definition exceptions to an expected norm, and are therefore unexpected. This may contribute to explaining why conversations are replete with moral evaluation and gossip [8].

What is true of spontaneous event reports must be true of fiction, at least up to some point. People are likely to use the same cognitive dispositions when they enjoy stories about factual events and about fictitious ones. Our hypothesis is that most parameters that control interest, both in conversation and in fiction, do it by controlling unexpectedness. It is thus important to reach a formal definition of that notion.

4.2 Defining unexpectedness

Unexpectedness is intuitively associated with an impression of low probability. Rare events, remarkable happenings, oddities, exceptions, deviations from norms are all extra-ordinary. They contrast with ordinary situation which, almost by definition, conform to expectations and are regarded as probable.

Probability unfortunately does not correctly capture the notion of unexpectedness. For instance, people may assess the unexpected nature of events that they would have previously regarded as impossible, such as the fact that two nuns start running on a jogging trail. Moreover, events of equal probability, such as lottery draws, are not regarded as equally
expected. A draw like 1–2–3–4–5–6 would be regarded as highly unexpected, whereas a “normal” draw like 13–23–24–31–35–44 is just boring news for those who did not play.

Simplicity Theory [7] is an attempt to capture the notion of unexpectedness. Unexpected (and therefore interesting) situations share the property of being less complex than expected. The word ‘complexity’ is used here in its technical sense, meaning ‘size of the most concise description’. Unexpectedness results from a contrast between expected complexity (size of the most concise explanation of the event) and observed complexity (size of the most concise unambiguous designation of the event). In other words:

*Unexpected situations are more complex to generate than to describe.*

This definition can be applied to the lottery example: all draws are equally complex to produce (if the machine is not biased). Most of them are complex to describe as well: their best description merely enumerates the numbers. There are therefore not unexpected. The remarkable draws are those which can be concisely designated. If a draw is a natural sequence such as 1–2–3–4–5–6, numbers need not be mentioned one by one and the designation, measured in bits of information, is much more concise. Similarly, exceptions are unexpected if what makes them exceptional is simple. A running nun is exceptional if all other nuns walk at a slow pace, because ‘run’ is a simple characteristic. A nun whose rosary has a missing bead may be unique as well, but as far as the ‘rosary-with-missing-bead’ characteristic is more complex than ‘running’, the event is less likely to be perceived as unexpected, and therefore as interesting.

*Complexity* is a concept of theoretical computer science. The corresponding quantity is measured in bits. Its abstract definition is the size of the shortest computer program, expressed in binary form, that outputs the object under consideration. We must distinguish two aspects of the notion.

**Generation complexity:** Size of the minimal instruction set that leads to a causal generation of the event.

**Description complexity:** Size of the minimal set of characteristics that leads to an unambiguous designation of the event.

*Unexpectedness* is defined by the difference (see also the Appendix):

\[
\text{generation complexity} - \text{description complexity} = \text{unexpectedness}
\]  

When some feature, such as the fact of running, makes a situation (running nuns) unique, describing the situation once the feature is known requires no additional information. This explains why simple unique features (running, as opposed to missing-bead-in-rosary) make the situation more interesting.

4.3 Unexpectedness and emotions

Simplicity Theory has much to say, not about emotional experience *per se*, but about emotional *intensity*. The basic idea is that emotional intensity is controlled by unexpectedness. In what follows, any reference to ‘emotion’ has to be understood as meaning ‘emotional intensity’.

Unexpectedness plays a decisive role in the Wine Story. If Mary suddenly dies, her death will be totally unexpected to all witnesses but John. Of course, any one may die
any time, but Mary’s spontaneous death is unlikely. The difference between actual emotion (when Mary suddenly dies) and hypothetical emotion (considering Mary’s possible death) is unexpectedness (see also the Appendix).

\[
\text{actual emotion} - \text{hypothetical emotion} = \text{unexpectedness}
\]  

From this equation, we can deduce that the following terms are interdependent:

- the observer’s emotional reaction to Mary’s death (actual emotion)
- the observer’s concern about Mary’s possible death (hypothetical emotion)
- the complexity of the simplest causal scenario leading to Mary’s death that the observer may think of (generation complexity).

If the observer never anticipated Mary’s death, the reference may change. If the observer compares Mary’s death with her/his own, the equation will involve the following terms:

- the observer’s emotional reaction to Mary’s death (actual emotion)
- the observer’s concern about her/his possible own death (hypothetical emotion)
- the complexity of the simplest causal scenario leading to Mary’s death that the observer may think of (generation complexity)
- the minimal description of Mary for the observer (description complexity)

This explains why Mary’s death will be perceived differently by different people, depending on their closeness to the victim.

4.4 Emotions and actions

If the black powder is poison, Mary’s death is not unexpected from John’s perspective. When Mary dies, John is not surprised and his emotion does not change… unless the causal link from his action (adding the powder) to the effect (Mary’s death) is not perfect. In that case, the preceding equation can be rewritten as:

\[
\text{anticipated emotion} - \text{causal unexpectedness} = \text{hypothetical emotion}
\]  

Causal unexpectedness is just an instance of the general notion of unexpectedness. It is evaluated when an agent performs an action. If the causal link to the emotional outcome involves many intermediary steps, the agent will perceive the outcome as more complex to generate. The outcome will be more unexpected and the gap between hypothetical and actual emotion will be larger. In the Wine Story, adding poison to the drink is not enough to provoke Mary’s death. John’s act must remain unnoticed, Mary should drink the glass of wine, the poison has to be effective, at a time when Mary is far from a hospital, and so on. The occurrence of Mary’s death is still unexpected, and thus emotional, from John’s perspective.

4.5 Intentionality, responsibility and moral judgment

The preceding results follow from Simplicity Theory’s basic principles. They already provide theoretical tools to control emotional intensity when events are told in a narrative, from anyone’s perspective (readers or audience, but also other characters). When it comes to
anticipating the emotional effects of characters’ actions, some additional notions such as intentionality, responsibility and moral judgments must be given precise definitions as well.

Our previous works on moral judgment suggest that narrative interest and moral approval of one’s action can be controlled by various factors such as the causal unexpectedness or the emotional intensity of the outcomes [27]. We will now use the framework of Simplicity Theory to define the notions of intention and responsibility.

*Intentions* are a matter of desires. One intends to perform an action if one desires some resulting situation to happen. The degree of intention to perform an action in order to produce some desired outcome depends on the anticipated emotional benefit. In the *Wine Story*, suppose that Mary dies because John added some poison in her glass. From John’s perspective, adding poison into Mary’s glass makes her death highly expected. John’s degree of intention to kill Mary by adding poison depends on his expected emotional response to her death. In other words, the more John desires that Mary dies, the more his act of adding poison is judged intentional. Intention can be defined using the following equation (see also the Appendix).

\[
\text{agent’s anticipated emotional response to the outcome} - \text{causal unexpectedness (from the agent’s perspective)} = \text{intention of performing the action to produce the outcome}
\]

(4)

Some anticipated consequences of one’s action may not be desired. These negative anticipated consequences tend to decrease the global intention to perform an action. In such cases, these negative outcomes are brought up knowingly. We must suppose that the action has been performed for some other purpose.

When an action has several emotional effects, as in moral dilemma, the various intentional values add up, with negative signs when the agent’s emotion attached to the outcome is negative.

\[
\text{intention of performing the action to produce the outcome 1} +\text{/ } - \text{intention of performing the action to produce the outcome 2} +\text{/ } - \text{...} = \text{intention of performing the action}
\]

(5)

*Responsibility* is defined in a similar way. There is, however, a crucial difference. The observer’s emotions (or sometimes standard social emotions) must be substituted for the agent’s ones. The responsibility attributed by an observer to an agent can be defined using the following equation (see also the Appendix).

\[
\text{observer’s anticipated emotional response to the outcome} - \text{causal unexpectedness (from the agent’s perspective)} = \text{agent’s responsibility for the outcome}
\]

(6)

The observer’s moral judgment about the agent’s action is a cumulative responsibility (taking signs into account). The signs depend on the desirability or the undesirability of the outcomes from the observer’s perspective.

\[
\text{responsibility for outcome 1} +\text{/ } - \text{responsibility for outcome 2} +\text{/ } - \text{...} = \text{moral judgment about the agent’s action}
\]

(7)
Using these notions of intention, responsibility and moral judgment based on Simplicity Theory, we can not only anticipate moral evaluations in a narrative, but also control the characters’ credibility. Rational characters will perform actions that realize the best compromise between the different judgments they can anticipate. The same notions can also be used to control interest, by maximizing the observer’s emotion.

5 Controlling interest and moral judgment in a narrative context

Unexpected simplicity is our best candidate to control narrative interest and moral judgments in narratives. In this section, we will see that, by modifying the context of the Wine Story, we can influence not only the moral judgments experienced when reading the story, but also its interestingness.

5.1 Characters’ desires

In the Wine Story, John may attempt to poison Mary in order to inherit her fortune. If so, John’s anticipated emotion concerning Mary’s death depends on various factors including her wealth and John’s personal feelings for her. John’s desires therefore modify his intention to act (see equations 4 and 5). For John to appear as a believable character, his action must make sense, which means that he should only perform acts that are significantly intentional. Equation 4 explains why actions should be consistent with the agent’s desires.

Readers’ emotional reaction to Mary’s death is crucial to know whether John will be blamed or praised (see equations 6 and 7). This reaction depends on various factors, such as their empathy for Mary or their personal identification with her. These effects are captured by Mary’s simplicity in the reader’s eyes (see equation 2), whether she is for instance a main or a peripheral character.

Anticipated emotions are crucial in the case of moral dilemmas. Imagine that John loves Mary but is forced to kill her or else he will be killed himself. John anticipates two emotions, one for Mary’s death, another one for his own. If John chooses to kill Mary, then the higher his anticipated emotional response to Mary’s death, the more interesting the story. In such a situation, John kills Mary with a lower degree of intentionality (equation 5). His emotional reaction to the outcome is compensated by the fact that he will not get killed himself. The dilemma also affects the observers’ attribution of responsibility if they have similar emotions (equation 7). Observers (readers or other characters of the story) who are ignorant of the death threat hanging over John may form a rather different judgment. To them, John’s act will be highly unexpected (see equation 2). This example highlights the importance of the way information is provided to readers and to the characters of the story.

5.2 Unexpectedness in causal chains

When reading the Wine Story, one can easily imagine that John is attempting to poison Mary. Now imagine that the poison turns out to have no effect on her. This introduces surprise in the story because the end of the sequence of events is unexpected. There are different ways to introduce unexpectedness in a causal sequence during the process of story generation. The action itself can be unexpected for the reader, for the acting character or for any other character of the story (see the Appendix for a commentary about inadvertence); the expected consequence may fail to happen for some unanticipated reason; or the action provokes not only its expected outcomes, but other unanticipated consequences as well.
5.2.1 Action unexpectedness

In a written story, a character’s action may be unexpected for the reader. Action unexpectedness should be manipulated carefully, as it may negatively affect the reader’s “suspension of disbelief”. A way to make an action unexpected is to keep the agent’s goals untold. However, sufficient information has to be disclosed for readers to be able to infer a causal explanation for the unexpected action. Not only readers, but also other characters in the story (as readers imagine them) may also be surprised by a character’s action. Even the acting character may be surprised by her/his own action, when it has been performed inadvertently. In such case, inadvertence may considerably reduce blame or praise (equation 7 and the Appendix).

5.2.2 Causal unexpectedness

Causal unexpectedness refers to the unexpectedness of the anticipated consequence once the action has been performed. If the causal chain of events that goes from the action to its anticipated consequence consists in many intermediary events, the occurrence of the consequence will appear less expected. More causal unexpectedness decreases the attribution of intentions (equation 4) and of responsibility (equation 6), and the amplitude of the blame or praise will diminish as well (equation 7). But more causal unexpectedness increases the gap between hypothetical emotion and actual or anticipated emotion, both for the acting character and for observers (equations 2 and 3). Note that in all cases, causal unexpectedness is supposed to be assessed by the agents, with the knowledge and inference capabilities that observers grant them.

In the Wine Story, we suppose that John knows that the poison will be effective. The only unexpected step, from John’s perspective, is to know whether Mary will drink up her glass of poisoned wine, as the unexpectedness of Mary’s death once she has drunk it is nearly zero. There is room for suspense in the first phase, because of the time pressure (the taxi will arrive soon). The occurrence of “Mary drinks the wine” becomes increasingly unexpected as the time is running out.

Causal unexpectedness should also be manipulated with care, as it may negatively affect readers’ suspension of disbelief. There is a risk that agents be no longer believable if their intentionality drops too much (equation 4).

5.2.3 Unexpected consequences

Of course, the course of events may differ from what characters and readers anticipate. The simplest case is when the outcome is the exact opposite of the anticipated one. In the Wine Story, Mary may not die nor even get sick from having drunk the wine. This turn of events is unexpected, because observers must imagine complex circumstances that may have produced the alternate ending (equation 1). Such unexpectedness must be resolved, at least for readers. This means that some explanation must be found or must be provided that provides a simpler generation process for the event.

Any action may have various consequences besides its expected consequences. These side-effects are interesting, because they are unexpected. But as for deceived anticipations, their unexpectedness must be resolved, at least for readers. Unexpected consequences are not intentional since the agent did not anticipate them (equation 4), but the agent may be judged responsible for them (equation 6).
6 Conclusion

We have shown various ways through which Simplicity Theory can be used to manipulate emotional responses and interest in narratives. The same parameters also affect the believability of characters. The main parameter underlying narrative experience is unexpectedness. It is defined as the difference between the complexity of the circumstances that brought the situation about and the amount of information required to describe it. Unexpectedness is a key factor to predict interestingness in conversational narratives. It is also involved in fictitious stories.

When actions with emotional consequences are performed in a story, unexpectedness is involved three times. Once when the consequences are unexpected, independently from the action that caused them (e.g., when a character dies). A second time if the action itself is unexpected (e.g., if the action has been performed inadvertently, as in an accident). And a third time when the causal link is regarded as unexpected by the agent (e.g., when many steps separate the action from its emotional consequences). The various roles of unexpectedness offer as many possibilities to control interest in narratives.

This paper investigated these possibilities from a theoretical point of view. We are currently planning to implement them in a narrative generation program. The main difficulty comes from the fact that the precise values of complexity are sometimes difficult to compute. Various strategies can be used to overcome the problem. Generation complexity relies on the addition of choice points (see www.simplicitytheory.org). Description complexity for imaginary objects or characters is easy to compute by ranking those objects or characters by importance. For objects or people of real life like the Eiffel Tower or Barack Obama, a rough estimate can be deduced from the number of hits on a Web search engine.

Our conviction is that computational models of narrative cannot ignore the various parameters that control unexpectedness, emotions and moral judgments. This paper was a first attempt to list these parameters, to provide tentative definitions and to consider their logical relations.

A Appendix

Here is a formal summary of the notions presented in this article. Corresponding equations in the article and in this appendix share the same number.

*Unexpected situations are more complex to generate than to describe*

\[ U(s) = C_w(s) - C_d(s) \]  \hspace{1cm} (1)

\( U(s) \) is the *unexpectedness* of situation \( s \), as perceived by the observer. \( C_w(s) \) measures the minimal amount of information that is necessary for the 'world' to produce \( s \). This information evaluates the size of the minimal explication of the situation. It corresponds to the circumstances that the observer must imagine for \( s \) to happen. Description complexity \( C_d(s) \) measures the quantity of information that the observer needs to unambiguously determine \( s \).

The basic idea of Simplicity Theory is that emotional intensity is controlled by unexpectedness. It says that the expected or hypothetical emotional intensity \( E_h(s) \) attached to the possible occurrence of an event \( s \) is related to the actual emotional intensity \( E(s) \) attached to the effective occurrence of \( s \):

\[ E(s) - E_h(s) = U(s) \]  \hspace{1cm} (2)
When some outcome \( s \) of an action \( a \) occurs, one can evaluate how necessary the action was, from any observer’s point of view, to produce \( s \). The previous equation can be rewritten as:

\[
E(s) - U(s||a) = E_h(s)
\]  

(3)

The causal unexpectedness \( U(s||a) \) is an instance of the general notion of unexpectedness. It evaluates the unexpectedness of a situation \( s \) once an action \( a \) has been performed. \( E(s) \) is the emotional intensity attached to \( s \) as it has been anticipated. \( E_h(s) \) is the hypothetical emotion attached to the occurrence of \( s \).

The preceding results follow from Simplicity Theory’s basic principles. They already provide theoretical tools to control emotional intensity when events are told in a narrative, from anyone’s perspective (readers or audience, but also other characters).

Now we will define some additional notions such as intentionality, responsibility and moral judgment.

The degree of intention to perform an action \( a \) in order to produce some desired outcome \( s \) is the anticipated emotional benefit. For any observer \( O \), the degree of intention (\( Int^O(A, a, s) \)) for an actor \( A \) is the hypothetical emotion attached to the occurrence of \( s \) from \( A \)’s perspective \( E_A^O(s) \) (the upper letter indicates that the calculation is calculated by \( O \) from \( A \)’s perspective by inferring \( A \)’s mental state).

\[
Int^O(A, a, s) = E_A^O(s) - U_A^O(s||a)
\]  

(4)

Undesired but anticipated outcomes contributes to decrease the global intention to perform an action. They are produced knowingly. We must suppose that the action has been performed either accidentally (\( Int^O < 0 \)) or for some other purpose. Accidental actions are unexpected. This unexpectedness is a negative source of intentionality. Equation 4 should be rewritten: \( Int^O(A, a, s) = E_A^O(s) - U_A^O(s||a) - U_A^O(a) \). For voluntary actions, \( U_A^O(a) = 0 \).

The global intention to perform an action \( a \) assigned by \( O \) to \( A \) results from the accumulation of the degrees of intention attached to all the outcomes \( s \), with negative signs for undesired ones (\( \epsilon(s) = -1 \)), in the set \( S \) of all the outcomes that have been anticipated by \( A \).

\[
Int^O(A, a) = \sum_{s \in S} \epsilon(s)Int^O(A, a, s)
\]  

(5)

Responsibility is defined in a similar way. There is, however, a crucial difference. The observer’s emotions (\( E^O(s) \)) must be substituted for the actor’s ones (\( E_A(s) \)). An observer will find an actor more responsible if, in the same circumstances, the actor’s actions elicit a more intense emotional response in the observer. Then the responsibility attributed to \( A \) by \( O \) for the occurrence of the outcome \( s \) which is a consequence of \( A \)’s action \( a \) is:

\[
Res^O(A, a, s) = E^O(s) - U_A^O(s||a)
\]  

(6)

\( O \)’s moral judgment (or moral approval) \( MJ \) about \( A \)’s action is a cumulative responsibility (taking signs into account). The signs depend on the desirability or the undesirability of the outcomes for the observer \( O \).

\[
MJ^O(A, a) = \sum_{s \in S} \epsilon(s)Res^O(A, a, s)
\]  

(7)
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Abstract

This paper seeks to investigate some of the defining elements of narrative. The underlying assumption of my discussion is that the terms “narrative” and “story” do not refer to clearly defined, self-enclosed genres. Rather, they are part of a spectrum which embraces all forms of texts. Similarly, narratives and stories are not independent discourses but rather are an integral part of virtually all forms of discourse, be it day-to-day conversation or more specialized discourses. In order to analyze the relationship between narratives and other modes of discourse, we introduce the concept of narrativity. Narrativity refers to a collection of textual attributes. All texts exist along a continuum of greater or lesser narrativity, depending on the number and prominence of the narrative attributes they contain. When we refer to a text as a story, we mean that it contains a critical mass of narrativity. Most theorists of narrative have defined narrativity purely in terms of “dynamism”—that is, the extent to which a text portrays transition and change. To this I have added the quality of “specificity”. Specificity refers to the extent to which a text focuses on a particular time or place, a unique event, or individual people and objects. Many if not most texts contain a certain degree of narrativity. We established, however, that in order to be considered a story the text must present a sequence of at least two interrelated events that occurred once and only once in the past. In other words, a story must have a certain degree of dynamism in that it portrays the transition from at least one event to another. It must also have specificity at least to the degree that the text narrates events that happened at a fixed time in the past. This theoretical framework allows us to chart the relationship between different types of texts within a single discourse. It also gives us a vocabulary for discussing different parts of more complex narratives which often contain elements of varying narrativity. The paper then goes on to discuss the concept of narrative structure, arguing that narrative structure is not an inherent attribute of narrative texts but a framework that the reader imposes on the text in order to make it intelligible in terms of other narratives. The structure which the reader abstracts from a given narrative will be heavily dependent on the context of the narrative with in a wider discourse.

1 Introduction

In this paper I would like to share with you some of my conclusions about the nature of narrative that have emerged from my work on narratives found in the Mishnah, the 3rd century CE Jewish legal compilation.1 Some of the key features of Mishnaic narrative

---

1 My work on this topic if fully presented in my book [21].
make my ideas particularly relevant to efforts to model the process of story comprehension. First, stories in the Mishna are very short, many no more than a single sentence. Such brief narratives allow us to focus on the most fundamental elements of narrative, without getting distracted or confused by elements present in more complex stories. Second, Mishnaic narratives are embedded within a larger discourse, that of early rabbinic law. This allows us to consider the relationship between stories and other linguistic forms and the way in which stories, outside of autonomous literary creations, tend to integrated into some larger discourse. Finally, Mishnaic stories fall into a particular category of brief, embedded narratives, namely, anecdotes. Anecdotes are accounts that are used as rhetorical tools to reinforce a particular point. One of the fundamental problems of discussing the process of narrative comprehension is the fact that it is difficult to talk about the “meaning” of a particular story. Stories are by definition indirect means of conveying meaning. Most stories possess multiple potential meanings and implications. Which meanings any given reader will perceive in a story is highly dependent of perspective and context. This makes it very difficult to define a “correct” understanding of a story and its implications. Since anecdotes are generally deployed within a wider discourse for a specific purpose, it easier to fix a single primary meaning to a given anecdote. This in turn makes it easier to set a standard of what constitutes “understanding” a given story. I would like to deal with two main narratological issues, the definition of narrative as a linguistic product and the role of narrative structure in understanding stories.

2 Defining Narrative

Narrative is perhaps the most ubiquitous and multifarious of all literary forms. Stories, be they epic poems or modern novels, hold prominent places in the literary canons of virtually every culture. Yet storytelling is hardly the sole preserve of the belles lettres. Narratives are also an important feature of many other forms of discourse, including the study of law, medicine, history, and philosophy. William Labov went so far as to argue that “narratives are privileged forms of discourse which play a central role in almost every conversation” [15, p. 396]. We all tell stories in our day-to-day speech. Small children learn this craft as part of the normal process of language acquisition. Indeed, the potential for creating stories may well be one of the fundamental, universal characteristics of language [6, pp. 96–97]. A definition of the terms “narrative” and “story” must thus take into account the fact that these forms are often enmeshed with other linguistic structures and modes of discourse. On the other hand, such a definition must also allow for the richness and complexity of more developed, “literary” narratives. In order to understand how narrative relates to other forms of discourse, it is important to realize that the terms “narrative” and “story” do not refer to clearly defined, self-enclosed genres. Rather, they are part of a spectrum which embraces all forms of texts. This spectrum can be charted on the basis of what I call “narrativity”. Narrativity refers to a collection of textual attributes. All texts exist along a continuum of greater or lesser narrativity depending on the number and prominence of the narrative attributes they contain. When we refer to a text as a “narrative” or a “story”, we mean that it contains a certain critical mass of narrativity. However, the precise line between “narratives” and “non-narratives” is inherently arbitrary. I will present one possible definition of the term “story” as marking a key point of transition along the continuum of narrativity to be found in texts. Narrativity emerges from the confluence of two distinct elements in a text which I call “dynamism” and “specificity”. “Dynamism” refers to the fact that narratives are fundamentally about transition, transformation, and change. “Specificity” indicates that narratives are rooted in the particular, focusing on individual characters and unique events,
and occur at demarcated points in time and space. Narrativity thus inheres in texts to the extent that they describe change and transition while at the same time focusing on the concrete, the specific, and the time-bound. In their definitions of narrative, narratologists overwhelmingly tend to focus on dynamism at the expense of specificity. For example, E. M. Forster, in his classic work Aspects of the Novel, suggests the following sentence as an example of a minimal story:  

The king died and then the queen died of grief. [10, p. 116] 

In his analysis of this text, Forster focuses exclusively on its dynamic aspects. For him, the salient qualities that make this text a story are that it is a “narrative of events arranged in their time sequence . . . the emphasis falling on causality”. [10, p. 116] This statement succinctly encapsulates all of the formal traits that collectively define the minimum requirements for dynamism in a narrative or story. First, Forster presumes that the constituent elements of narratives are “events”. For a text to be dynamic, something has to happen. Narratives are first and foremost the representation of happenings. Events are thus the fundamental building blocks of narratives. To be sure, it is not always a simple matter to break down a story into discrete events. However, in relatively simple narratives such as those found in the Mishnah, a definition of “event” is possible. In such narratives, each time a narrative presents a verb that describes some action or change of state we have a representation of a narrative event. The complete event is represented by the entire clause in which the verb appears. See [17, p. 17]. Narrativity can thus be associated with the presence of dynamic verbs in a text. 

In the case of Forster’s story, we have two events each centered on the verb “died”. The first event is “the king died”. The second is “the queen died of grief”. Returning to Forster’s statement that a narrative consists of “events arranged in their time sequence”, the next operative word in this phrase is “time”. The dynamic nature of narratives demands that they portray the passage of time. This is done through the representation of at least two events in sequence, creating the illusion of a seamless continuum of time moving inexorably forward. In the case of the death of the king and queen, the reader does not merely experience two discrete events. Rather, through the phrase “and then”, the reader follows the passage of time from the death of the king through the death of the queen. Finally, we come to the element of narrative which Forster calls “causality”. Forster argues that the sentence “The king died and then the queen died” is not, despite its narrative elements, a narrative. In order to transform this text into a narrative, we must add the final clause, “of grief”. True dynamism requires not only that the events follow each other sequentially but also that they be inherently interrelated. It is not sufficient that the death of the queen chronologically follows that of the king. The queen’s death must follow from that of the king. This is what

---

2 Forster makes use of a different set of terms than I do. Forster calls this text a “plot”, in contrast to a “story”, which for him refers to a set of events that lack causality. For the sake of clarity, I have replaced Forster’s terms with my own.

3 Aristotle already declared that “the plot is the mimesis of the action–for I use ‘plot’ to denote the construction of events”. [12, p. 39].

4 Suzanne Fleischman presents a useful survey of the critical discussion surrounding the question of “events” in narrative [8, pp. 97–100].

5 However, as I argue in greater detail in my book, stative verbs still have a place in narratives. This is because, first, some stative verbs can be used to describe changes in state or status such as in the sentence “The king died and the queen was very sad.” Here the verb “was sad” clearly indicates that the queen only became sad after the death of the king and hence describes a change or transformation. Furthermore, sentences with little to no narrativity can certainly play a role in more complex stories. See [21, pp. 17–18, 20–21].
Forster and others call the need for “causality” in a narrative. The term “causality” suggests a degree of inevitability and determinism that does not necessarily reflect the contingent manner in which narrative events often unfold. A better formulation of this requirement is presented by Binder and Weisberg, who state that a narrative must present “one event as standing in some relation of significance to a later event such that one is made meaningful by the other”. The authors make this statement in explicating the position of Arthur Danto. Taking my cue from these scholars, I will refer to the interrelationship of events in a narrative rather than using the more problematic term “causality”. Taking Forster’s definition we might thus posit that in order to be considered a “story” a text must possess the following “dynamic” characteristics: (1) It must be a representation of events (2) It must present two or more events in sequence and (3) these events must be inherently interrelated in such a way as to portray some change in the world represented by the text. Something is missing however. This quality of dynamism does not sufficiently describe the characteristics of texts we call “stories” or “narratives”. To illustrate the problem, let us alter slightly Forster’s paradigmatic story as follows:

Kings die, and then their queens die of grief.

This text also fits Forster’s definition of a story and it contains all of the dynamic elements that we have established as necessary for our definition of a story as well. Yet, most readers would agree that this text is in some way less of a story than Forster’s original formulation. The missing element in this text is the quality that I call “specificity”. Rather than referring to a specific, if totally anonymous king and queen like Forster’s story, this new text purports to describe a general phenomenon which applies to any number of monarchs and their consorts in different times and places. Though we are not told either the names of the king and queen described by Forster, or when and where they ruled, the story clearly indicates that it tells of one and only one king and one and only one queen. The events described clearly happened once and only once. Stories thus need to do more than portray change. The must portray change taking place in a specific context in time and space, rather than in a generalized situation. It is not necessary that the time and locale of the story be disclosed. The important thing is that the story portrays one-time events regarding a definable group of individuals or objects. On the basis of this criterion we can fine tune our previous definition of a story as follows:

A story is any representation of a sequence of at least two interrelated events that occurred once and only once in the past.

---

6 Aristotle anticipates the need for causality at the end of Book 9 of his Poetics [12].
7 Fleischman presents two similar definitions of a story which compliment my own. First she defines narrative in strictly linguistic terms. She defines the “constituent properties”of narrative as being “past time reference, perfective aspect, and a distanced, objective perspective on events that are realis, semelfactive (unique occurrence), and sequentially ordered”; [12, p. 55]. Later, Fleischman quotes Susan Herring’s previously unpublished description of a “prototypical narrative”:

The prototypical past tense narrative is concerned with events rather than static description, and the events are not narrated in random order but rather in a sequence which is iconic with the temporal order in which they actually occurred. Further, the completion of one event is implied by the inception of that which follows, a fact, which may give rise to an interpretation of aspectual perfectivity for the (simple) past tense where no other value is specifically indicated. The prototypical narrative is factual and time-bound, in that it chronicles a unique set of events, which took place at a specific point (or over a specific bounded interval) in time. There is also a sense in which the ideal narrator is objective, maintaining distance between him or herself and the events narrated in order to relate them as they actually occurred, in linear order with a minimum of personal evaluation or digression. It is this complex of features which, in the absence of indications to contrary, the “narrative past” typically evokes [8, p. 101].
Most stories contain more than this bare bones level of specificity. Stories in which the characters and their motives, as well as the setting and background of the story, are described in great detail would thus be considered to have a greater level of narrativity than less descriptive narratives. Similarly, stories that focus on specific individuals contain more specificity than those which portray large groups. One of the genre that presents the greatest level of specificity is certainly the novel. It is therefore hardly surprising that critics tend to identify specificity as a distinguishing feature of modern realistic fiction, rather than as a fundamental aspect of narrativity (see, e.g., [14, pp. 19–27] and [2, pp. 11–17]). However, the fact that we intuitively differentiate between Forster’s example and my more general text demonstrates that specificity is something that we associate even with some of the simplest of narrative texts. One of the most important indicators of specificity is grammatical tense. Numerous critics have pointed out that the past tense, or more specifically the preterit, is the primary tense for storytelling. Events in stories must happen once and only once at a definable point in time. Only the past tense can fully provide the sort of concreteness and specificity necessary for stories. Another way of further defining the need for specificity is that a story must recount events using verbs in the realis mood (see [15, p. 400]). That is, the events described by them are represented as having been realized in the material world. The reality portrayed by realis verbs may be fictional, nonfictional, or some combination of the two. The important thing is that the reader is called upon to imagine an actual situation, event, or story (see [20, pp. 98–99]). Realis accounts are to be distinguished from irrealis accounts, which “are verbalizations of experience that is unrealized either because it is predicated on taking place in the future or because it is in some sense hypothetical” [8, p. 104]. Unlike the need for dynamism, which is emphasized in one form or another by virtually all narrative theorists, the need for specificity has generally been minimized or even ignored by most students of narrative. Gerald Prince and Wendy Steiner are among the few narrative theorists who emphasize the need for specificity in narrative ([18, pp. 61–76] [22]). I am aware of only one writer who presents a definition of narrative that focuses on specificity almost to the exclusion of dynamism; G. A. Gaballa writes: “A story is a specific event carried out by particular characters in a particular place.” [11, p. 5]. It is hardly a coincidence that both Steiner and Gaballa are interested in narrative expressed through painting. Steiner emphasizes that, as an essentially atemporal medium, painting can possess only limited dynamism. The flip side of this is the clichéd observation that a picture is worth a thousand words. It is precisely a painting’s ability to simultaneously present a vast number of details that makes it especially suited to the expression of specificity, even beyond that of written texts. The notion that a still life or landscape painting might possess narrativity might seem to stretch the normal uses of the word “narrative” and “story” beyond recognition. It is precisely my intent to provoke the reader to rethink conventional understandings of these terms. Ultimately narrative is about more than action and change. It is also about representing and engaging the particular and unique aspects of individuals, objects, and

---

Both Fleischman and Herring add an additional narrative attribute to the two I propose, namely, that the events be narrated in an objective manner. This opens up the possibility of a third general category of narrative attributes, namely, that narratives are narrated. See also [13, pp. 209–32].

Perhaps the earliest systematic attempt to demonstrate the integral relationship between the past tense and narrative was undertaken by Emile Benveniste with regard to the French language in [3]. Fleischman offers a more thorough, cross-linguistic study of the role of tense in narrative and the past tense in particular. See [8]. See also Roland Barthes’ comments on the French passé simple in [1, p. 34]. Barthes emphasizes the role of the past tense in what I have called the dynamic nature of narrative.

Fludernik’s concepts of “narrativity” and “narrativization” are also ultimately rooted in the specific nature of the narrative experience, though she works from very different premises, [9, pp. 20–43].
situations. On the basis of these definitions it is possible to chart the relative narrativity of a set of texts along the axes of dynamism and specificity using primarily linguistic markers. Verbs that suggest action and change, especially when they coordinate the relationship between two nouns, or when they come in series, tend to mark dynamism. Specificity is marked by realis forms which limit time and place and the use of terms that reflect individuals or narrow categories. Closely related to stories are texts which contain dynamism but lack sufficient specificity to be stories, such as iterative narratives that tell of events multiple times and non-realis descriptions of interconnected events, such as hypothetical scenarios on the one hand and texts which are specific but lack dynamism such as detailed descriptions of static situations on the other. At the low end of the narrativity spectrum, we have general laws and principles which define general statuses and are meant to transcend time and place.

Such an approach could have important implications for the study of how people identify and understand stories. By identifying the characteristics of stories in linguistic terms, we should be able to isolate those processes which are used to understand stories and the narrativity which inheres in a wide variety of texts that do not qualify as stories. The comprehension of stories thus becomes a sub-set of a wider problem. Similarly, it should be possible to teach a computer to recognize stories and to determine the relative narrativity of a text on the basis of these criteria, and perhaps, to interpret the text accordingly as well.

3 Narrativity in the Mishnah

In my book, *Stories of the Law: Narrative Discourse and the Construction of Authority in the Mishnah*, I use the above definitions of narrative, story and narrativity to chart the range of forms used by the Mishnah, the early third century CE rabbinic legal text, to present legal rulings and principles. This Mishnah is distinguished by the way it intermixes forms of varying levels of narrativity within a single passage. I argue that this has significant implications for the way in which the Mishnah conceptualizes law and jurisprudence. To give the reader a sense of how my concept of narrativity can be applied to an individual text, I will present and give examples of the basic categories of mishnaic formulations in order from least to greatest narrativity. Many of these examples are quite technical and space does not allow for a full explications of the legal concepts that stand behind them. I believe however, that these text’s basic linguistic forms and their significance will still be accessible to the general reader.

Mishnaic formulations break down into two basic categories, irrealis texts and realis texts. Irrealis texts are those that present hypothetical situations or actions. Since stories must be realis texts, which refer to an actual event in the past, irrealis texts are inherently limited in their narrativity. At most they can be narratives, representing a hypothetical sequence of actions. This category in turn divides into two subcategories: apodictic and casuistic formulations. Apodictic formulations state the law in an absolute manner, such as: “It is prohibited to do X” or “Y must be done.” They generally contain only a single verb, and hence are generally not narratives. Their exact level of narrativity depends on a variety of factors, primarily the specificity and dynamism reflected in the verb forms used in the individual statement. A few examples of apodictic formulations from the tractate Shabbat, dealing with the laws of the Sabbath include:

1. The standard of one who bleaches, hackles, dyes, or spins [wool] is a full double sit (*Shabbat* 13:4).
2. Any knot that is not permanent entails no culpability (*Shabbat* 15:2).
3. [We] may tie a bucket [over a well] with a strap (*Shabbat* 15:2).
4. Aristocrats may anoint their wounds with rose oil (*Shabbat* 14:4).
Note that the first two examples state general principles and do not describe any sort of action, while the second two declare the permissibility of a specific action. Since they describe a hypothetical event, the latter two examples possess a higher level of narrativity.

The other primary form of irrealis formulation is the casuistic statement. These are “if ... then ...” statements that establish the law in a given situation. By definition they consist of two parts, the description of the case and the ruling. These two parts almost always constitute two interconnected events and are therefore narratives. Once again, the exact level of narrativity will depend on the verb forms used and other factors. Examples, once again from the laws of the Sabbath include:

1. [If] a fire broke out on a Sabbath night / food for three meals may be saved (Shabbat 16:2).
2. [If a gentile] made a stairway [on the Sabbath to descend by it] [from a ship] / an Israelite may descend after him (Shabbat 16:8).

These texts can easily be transformed into stories by making a few changes in tense and mood.

Realis texts possess an inherently high degree of specificity since they refer to a specific event in the past. Not all realis texts, however, refer to a onetime event or events. The Mishnah sometimes presents individual events that occurred repeatedly such as,

R. Eleazar ben Azariah’s cow used to go out with a strap between its horns [on the Sabbath] (Shabbat 5:4).

More frequently, the Mishnah will present a series of events that were repeatedly enacted in sequence. I call these “ritual narratives” because they generally portray cultic procedures in the Jerusalem Temple. Such texts are often indistinguishable from actual stories on the grammatical level. It is only context that allows the reader to determine that the Mishnah is presenting events that took place repeatedly and not a series of one-time events.

Sometimes, the Mishnah presents a single one time event such as,

It once happened that R. Gamliel said to his servant Tevi, “Go out and roast us the Passover offering on the grill” (Pesahim 7:2).

These texts have a high level of specificity but lack significant dynamism since they do not portray a chain of interrelated events.

Finally, we have full-fledged stories. Mishnaic stories portray the rabbis as issuing rulings and legal enactments or establishing precedents through their own public behavior. Examples include:

1. It once happened that R. Gamliel and the elders were traveling on a ship, when a gentile made a stairway for going down, and R. Gamliel and the elders descended by it (Shabbat 16:8).
2. It happened that the people of Tiberias placed a cold water pipe into a channel of hot water. The sages said to them: “On Shabbat, water heated thus is like any other water heated on Shabbat—it is forbidden to use it for washing or drinking. On festivals, it is like any other water heated on festivals—it is forbidden to use it for washing but permitted for drinking” (Shabbat 3:4).
3. Originally, they received testimony of the new moon from anyone. When the sectarianists became corrupted, it was ordained that testimony should be received only from persons known [to the court] (Rosh Hashannah 2:1).
Note that the first story presents a precedent set by the actions of a great rabbi, the second presents a ruling regarding a specific case, while the third tells of a decree issued by the rabbis in response to a particular historical circumstance. In all of these cases, stories embed the law in specific human and historical contexts and ground it in the individual judgment of specific rabbis. This contrasts sharply with laws presented using low narrativity forms, especially apodictic formulations. These abstract forms present the law as being rooted in timeless principles rather than contingent circumstances and individual judgment.

Throughout the Mishnah these different types of formulations are juxtaposed and interwoven, creating an environment of constantly shifting narrativity and internal dialog between forms. Stories and narratives in the Mishnah are part of a larger discourse which contains a full range of narrativity. They can only be fully understood within this wider context.

4 Narrative Structure

One thing the above framework does not account for is the role of structure in narrative. The question of narrative structure has been central to the endeavor of narrative theory going back to the early twentieth century (see especially [19]). Traditional narratologists have generally viewed structure as a fixed attribute of the narrative text. In fact, virtually any text can be described using a variety of structural models. Narrative structures are artificial devices that we use, consciously or unconsciously, in order to interpret stories. They are a way of retelling the story, focusing on those aspects of the story on which the interpreter sees as most important. The purpose of abstracting a structure from a narrative is to establish a basis of comparison with other stories. Comparing and contrasting stories with each other is perhaps the primary way through which we interpret them. Establishing a narrative structure is a process of removing the specificity from a text to a certain degree, leaving behind a series of interrelated events or sets of events described in a more general manner. By reducing the specificity of a narrative, we potentially reveal its wider significance or meaning. Take for example the following story:

I was driving on Highway 1 from Jerusalem to Tel Aviv at 160 kilometers per hour. I was stopped by the police and given an 800 shekel ticket and had my license suspended for three months.

This story can be reduced to the following structure: (1) driving from Jerusalem to Tel Aviv, (2) speeding, (3) being stopped by police, and (4) receiving a large fine and a suspended license. This structure establishes a causal relationship between speeding on the Jerusalem–Tel Aviv highway and being stopped by the police and punished. The moral of this story can thus be expressed as: “Don’t speed on Highway 1 in Israel; you risk being pulled over, getting a hefty ticket, and having your license suspended.” This story could also be translated into a less specific, more abstract structure such as: (1) driving well above the speed limit, (2) being stopped by police, (3) receiving a ticket. Reading the story through this structure, we receive a much broader lesson that applies far beyond a single highway in a particular country: “If you speed, you may be pulled over and fined.” Finally, we can remove all specificity from the story with the following structure: (1) violating the law, (2) getting caught, (3) being punished severely. Now the moral of the story is even broader: “Crime doesn’t pay.” As it stands, this anecdote carries all of the meanings listed above and more. However, when individuals tell anecdotes such as this in the course of a conversation or some

---

10 On the priority of text over structure in the study of narrative see, [7, pp. 27–37]. See also [5, pp. 3–36].
other discourse, they usually have one meaning in mind as the primary one which they seek to communicate. Identifying which meaning is relevant is crucial to properly understanding a story in its context. The context tells the listener or reader which narrative structure to impose on the text. Thus if the context is “driving in Israel” the first structure would be appropriate. The second structure might be activated if the story were found in the midst of a discussion of speeding or traffic tickets in general and so on. It could also be that this story is not meant to make a more general point but rather serves to explain a state of affairs, such as the fact that the teller is in a bad mood. In such a case the interpreter would need to understand that this narrative is incomplete. The fact that the teller is in a bad mood, which was revealed before the story was told, is in fact the final event of the story. By configuring the story in this manner the interpreter comes to understand that there is a causal link between the events described in the story and the teller’s mood. In the case of the anecdotes in the Mishnah which I studied, things were a little more complicated. Read in their immediate context these stories serve to teach a particular legal ruling or principle. Yet, when we consider these stories in the context of each other, they express a different message based on a different narrative structure. These stories all portray rabbis as teaching and handing down authoritative rulings. Viewed in this light, the stories collectively give a message that the rabbis are the authoritative transmitters and interpreters of the law. This illustrates the way in which applying multiple narrative structures to a single story can be necessary to gain a full appreciation of the place of a story in its wider context.

In the whole, stories told in the context of a larger text, speech or conversation are deployed to make a specific point. Understanding that point by abstracting the proper structure from the story is crucial to competence in understanding narrative. It seems to me that it might be valuable for researchers seeking to understand or model the process of narrative comprehension to focus on anecdotes as they appear in the context of everyday speech. This would clarify what is meant by “understanding” a story. In the case of anecdotes, first and foremost, narrative comprehension means understanding the role of the story in the wider discourse in which it appears.

5 Conclusion

In sum, I would like to suggest the following postulates about stories:
1. The categories of “story” and “narrative” are essentially artificial. All texts exist along a continuum of narrativity.
2. Narratives and narrativity cannot be understood by focusing solely on the way in which they portray change. The fact that stories focus on the specific, on individuals and events bound by time and place is equally important to the concepts of narrative and narrativity.
3. Stories very frequently appear as part of larger discourses. Understanding how stories function in these contexts is an important part of understanding how stories work.
4. Stories are inherently polysemous. They can be reduced to multiple different structures of meaning. Context provides the cues for knowing which structure was primarily intended by the storyteller.
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Abstract

In this paper we present SNACS, a novel method for creating Social Narratives that can be Adapted using information from Crowdsourcing. Previous methods for automatic narrative generation require that the primary author explicitly detail nearly all parts of the story, including details about the narrative. This is also the case for narratives within computer games, educational tools and Embodied Conversational Agents (ECA). While such narratives are well written, they clearly require significant time and cost overheads. SNACS is a hybrid narrative generation method that merges partially formed preexisting narratives with new input from crowdsourcing techniques. We compared the automatically generated narratives with those that were created solely by people, and with those that were generated semi-automatically by a state-of-the-art narrative planner. We empirically found that SNACS was effective as people found narratives generated by SNACS to be as realistic and consistent as those manually created by the people or the narrative planner. Yet, the automatically generated narratives were created with much lower time overheads and were significantly more diversified, making them more suitable for many applications.

1 Introduction

Narratives correlate and relate events in our world and represent an important part of human experience. Family members and friends share their experiences via stories. Teachers and leaders tell stories to convey ideas while entertainers tell stories for fun. There is a growing need for conversational agents to understand and validate narratives in settings as diverse as military training, interactive computer games, elderly companion agents and educational, pedagogical and tutoring agents [14, 16, 19, 20, 23, 28, 30].

Due to the significance of this problem, many studies have analyzed storytelling, automatic story generation and interactive narratives. Early works considered a whole story...
creation without getting any real-time input from the user [16, 28], while later works focus on interactive narratives where the user is part of the story and can affect the plotline [5, 20, 21, 23, 30]. Some previous works use hybrid methods whereby a predefined plot is created and an autonomic agent can later add to or adapt the plot in real-time [19, 22]. However, these studies focus on the general plot of the story but not on the story’s details, which were almost exclusively manually created by content experts.

Our goal is to generate realistic narratives as easily and quickly as possible, but with varied content. The narratives we create must be of sufficient quality that they be believable, and thus be useful. Specifically, we present SNACS, an algorithm for generating everyday, social narratives that is customized for a specific storyteller and narrative type. The goal is for SNACS to generate everyday, social narratives that are (a) reasonable (that match the storyteller profile and the input constraints and limitations), (b) consistent (does not contain any contradictions) and (c) realistic (does not raise doubts about the credibility of the storyteller and is compatible with common knowledge implications).

As is the case with several recent works [11, 13, 19, 22], SNACS’ algorithm implements a hybrid method which constitutes a “fill and adjust” semi-automatic narrative generation method. However, unique to our work, we add content as follows: We start by generating a dataset of daily, social narratives from Amazon Mechanical Turk workers using a semi-structured form. The dataset contains a collection of these acquired narratives written in natural language along with key attributes from within the narrative and demographic data of the worker. SNACS is a novel algorithm that decides how to use this information dataset in order to output a personalized narrative by adjusting its content according to the requested needs of a specific situation. This paper focuses on describing how the SNACS algorithm operates.

We tested SNACS on four types of social narratives, where the first two types were related to entertainment activities – going out to see a movie or eating at a restaurant, and the other two types were related to errand activities – buying groceries or going to the dry cleaners. We present results that show that SNACS produces narratives which are as reliable, consistent and realistic as the original narratives and a previously defined planning-based approach [17, 18]. Yet our narratives were easier to generate and were judged to be significantly more diversified than the planning-based approach.

2 SNACS Overview, Definitions and Algorithm

We propose and build a system which generates new everyday social narratives using previously stored narratives collected using crowdsourcing techniques. To help clarify and illustrate SNACS’ definitions and the algorithm flow, please refer to motivating example 1, a narrative which was generated by SNACS and example 2, the narrative upon which SNACS was based. In example 1, we wish to provide a believable original narrative for a 31-year-old female, who is single and has no children. SNACS generated this narrative based on the narrative in example 2 which was written by a 26-year-old female, who is married and has one child.

▶ Example 1. “My sister, my nephew and I went to eat at a restaurant on Friday evening. We went to the nearby city and ate at “Maggiano’s Little Italy”. This restaurant is one of our favorites so we go there often. Walking in, everything smelled so good and we were greeted at the door and promptly seated since we had called ahead of time. Our waiter was nice and we ordered a nice glass of wine and juice for my nephew. We ordered bruschetta and ordered our main course pasta dishes. My nephew had some mac and cheese. It was very relaxing and the food was amazing. I love going to “Maggiano’s Little Italy”.”
Example 2. “My husband and I went to Olive Garden with our son. This was this past weekend. We went for dinner on Saturday night. We didn’t want to cook and wanted to get out of the house. Walking in, everything smelled so good and we were greeted at the door and promptly seated since we had called ahead of time. Our waiter was nice and we ordered a nice glass of wine and juice for my son. We ordered bruschetta and ordered our main course pasta dishes. My son had some mac and cheese. It was very relaxing and the food was amazing. I love going to Olive Garden.”

In this section, we describe how this and other narratives can be generated. Note that while both narratives are similar in some ways (e.g., both are narratives about going to restaurants, the lengths of the stories are similar, and both children had mac and cheese), several key differences exist between stories (e.g., one story refers to a person’s son, the names of the restaurants are different, and were visited at different times). To explain the process by which some details are retained and others are tailored to the new situation, we begin by providing definitions for SNACS’ algorithm. We then describe how information provided through crowdsourcing is used to create a semi-natural language dataset. Last we describe how this dataset can be used to generate a believable narrative to a new storyteller, given her demographic properties.

2.1 Definitions

Throughout this paper, we use the following terms to describe the algorithms that we developed. We notate original to refer to elements from the source story upon which we base the new narrative. We notate generated for elements related to the narrative that we wish to create. We use examples 1 and 2 to illustrate the definitions and accordingly example 1 is the generated narrative while example 2 is the original narrative.

Narrative Dataset (DS) – is a collection of narrative records $R$ for a specific narrative type, such as see-a-movie or eat-at-a-restaurant. Example 2 is an instance of such a record within $DS$.

Narrative Record (R) – is a triple $⟨P, A, S⟩$ where: $P$ is the storyteller profile, $A$ is the narrative attributes vector, $S$ is the narrative natural language presentation. A detailed description of the three fields in $R$ immediately follows. The key to the SNACS’ algorithm is how to best select the most appropriate original narrative record from within the entire set of $DS$. For that every record $R$ is also associated with a tagging vector named $ILV$ (described below), which is the base of the SNACS’ selection mechanism. The original narrative record is then modified to create the generated narrative record.

Storyteller Profile (P) – describes the storyteller’s properties and consists of gender, age, personal status and number of children.

In examples 1 and 2, the original storyteller profile was: Female, age 26, Married, one child, and the generated storyteller profile was: Female, age 31, Single, no children.

Narrative Attributes Vector (A) – contains a vector of attributes which accompany the narrative. It contains general attributes such as participants, a day, part of day, duration and location. This vector also contains information specific to the narrative domain. It can contain optional values, and thus can be full or partial. Examples of optional values in the restaurant narrative include: location, part of day and participants (e.g., a person can eat at a restaurant alone, but can also go with a spouse, friend or children).
For example, within examples 1 and 2 above, the restaurant narrative attributes are day, part of day, restaurant name, restaurant type, location and participants. Thus, we represent the original narrative attributes vector as: \( \langle \text{day (Saturday)}, \text{part of day (night)}, \text{restaurant name (Olive Garden)}, \text{restaurant type (Italian American cuisine)}, \text{location (downtown)} \rangle \) and participants (spouse and son)). The generated narrative attributes vector is: \( \langle \text{day (Friday)}, \text{part of day (evening)}, \text{restaurant name (Maggiano's Little Italy)}, \text{restaurant type (Italian American cuisine)}, \text{location (nearby city)} \rangle \) and participants (sister and nephew).

Natural Language Narrative Presentation (S) – contains a detailed description of an everyday, social activity written in natural language. The natural language (NL) presentation is composed of three parts:

1. The narrative **introduction** – which describes the main facts of the activity, such as who went, when, what are the main object names (which movie/restaurant), where and why.
2. The narrative **body** – which describes the experience in detail, what was the course of events and what happened during the experience.
3. The experience **perception** – which describes how good or bad the experience was from the storyteller’s perspective.

We intentionally split the social activity’s detailed description into these three parts. This semi-structured natural language writing is very applicable when describing social, everyday situations and it also centralizes most of the event specific details in the introduction part. This facilitates us to adjust the narrative to a new storyteller profile and attributes vector during the narratives generation.

The original narrative presentation in example 2 is composed of the following three parts:

1. The narrative introduction – “My husband and I went to Olive Garden with our son. This was this past weekend. We went for dinner on Saturday night. We didn’t want to cook and wanted to get out of the house.”
2. The narrative body – “Walking in, everything smelled so good and we were greeted at the door and promptly seated since we had called ahead of time. Our waiter was nice and we ordered a nice glass of wine and juice for my son. We ordered bruschetta and ordered our main course pasta dishes. My son had some mac and cheese.”
3. The experience perception – “It was very relaxing and the food was amazing. I love going to Olive Garden.”

Logical Constraints and Common-Sense implications (CS) – contains a set of handwritten, logical rules which the generated narrative should fulfill in order to be reasonable, consistent and realistic. For example:

(a) If the activity occurs late at night, then it shouldn’t include small children.
(b) For the see-a-movie activity, the participants should include children if the selected movie type is a children’s movie.
(c) The storyteller’s profile should match the activity’s participants.

Note that we assume that only the generated story need worry about CS, as we assume that the records within DS that were generated through crowdsourcing already fulfill these requirements.

Similarity Attributes Vector (SA) – is a vector of \( N \) selected attributes from the storyteller’s profile and narrative attributes vector and is defined as \( SA = \)
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\langle SA_1, \ldots, SA_N \rangle$. SNACS uses this vector to assign values for attributes within a generated narrative as we will explain in this paper.

To generate Social Narratives, SNACS uses a vector of 7 \((N = 7)\) known attributes values.

These 7 attributes are: gender, age, number of children, personal status, participants, type and part of day. Note that these 7 attributes include all of the profile information attributes \((P)\), but only a subset of the narrative attributes \((A)\).

**Similarity Level (SL)** – we defined three similarity levels: same, similar and other. We coded these similarity levels as 1, 2 and 3 respectively.

**Importance Level Vector (ILV)** – a vector \(ILV\) contains \(N\) values, corresponds to the vector \(SA\), and is defined as \(ILV = \langle ILV_1, \ldots, ILV_N \rangle\). Each value in \(ILV\) is a value \(SL\) and is used to represent the importance of the compatibility of a given attribute \(SA_i\) within the narrative body and the experience perception parts of the narrative.

Within SNACS, every record \(R\) within the dataset \(DS\) has a vector \(ILV\). These values control how much importance should be given to having similarity between the original and generated narratives. Accordingly, if a given attribute within a narrative \(R\) can be changed without violating any common sense implications (CS), then the value for \(SA_i\) is other. At the other extreme, if that attribute is critical and even small variations can make the story implausible, then the value for \(SA_i\) is same. As we will see in the next section, SNACS considers two ways in which the vector \(ILV\) can be built for every record – either a fixed value across all records within \(DS\) for a narrative type (which we will call \(SNACS-Bst\)) or utilizing a content expert to manually tag every record within \(DS\) (which we will call \(SNACS-Tag\)).

The fixed (automatic) \(ILV\) contains the same value for the gender attribute and a similar value for all of the other attributes, i.e., \((1, 2, 2, 2, 2, 2, 2)\). For the narrative in example 2, the manual \(ILV\) is \((3, 3, 3, 3, 2, 1, 2)\), i.e., (gender (other), age (other), number of children (other), personal status (other), participants (similar), type (same), part of day (similar)). Note that the type attribute got the same value (which means a specific detail) as the narrative contains the sentence “We ordered bruschetta and ordered our main course pasta dishes.”

**Matching Level Vector (MLV)** – a vector \(MLV\) contains \(N\) values, corresponds to the vector \(SA\), and is defined as \(MLV = \langle MLV_1, \ldots, MLV_N \rangle\). Each value in \(MLV\) is a value \(SL\) and is used to represent the matching level between the original and generated values of a given attribute \(SA_i\). Within SNACS, we built a comparison method for each attribute, which gets as input two values and returns one of the three similarity levels, \(SL\). In case one of the values is missing, it returns the similar value, as we assume SNACS will fill this attribute with a similar value. As we will see in the next section, SNACS uses the vector \(MLV\) to select the best candidate narrative record \(R\) from the \(DS\), in both the \(SNACS-Bst\) and \(SNACS-Tag\) variations of the algorithm.

For example, we consider the number-of-children attribute to be the same if the difference between the original profile and the generated profile is 1 or less, similar if the difference is less than or equal 3 and other if one person has children and the other does not or when the difference is greater than 3.

The \(MLV\) between examples 1 and 2 will be \((1, 3, 3, 3, 2, 1, 2)\), i.e., \((gender (same), age (similar), number of children (other), personal status (other), participants (similar), type (same), part of day (similar))\).

**Compatibility Measure (CM)** – The novelty of SNACS is its ability to generate new narratives based on original, acquired narratives. SNACS uses this measure to select the best candidate for the given storyteller profile and the attributes vector.
The compatibility measure $CM$ of a narrative record $R$, given the vector $ILV$, a storyteller profile $P$ and a (partial) attributes vector $A$, is calculated as a weighted sum of scores that depends on the values of the given $ILV$ and the calculated $MLV$. We describe this calculation later in this section.

The Problem Statement. Given these definitions, we describe how to generate a narrative, $S$, written in natural language. Narrative $S$ is built from a storyteller profile $P$, a (partial) vector of attributes $A$ (e.g., time, location and participants) and a set of logical implications $CS$ (data constraints and common knowledge implications). Narrative $S$ must not only be written in natural language but must also be:

(a) reasonable (it matches the storyteller profile and the input attributes),
(b) consistent (does not contain any contradictions) and
(c) realistic (does not raise doubts about the credibility of the storyteller and is compatible with common knowledge implications).

2.2 The SNACS Algorithm

The key to SNACS’ success is having a varied set of narrative records within DS from which it can generate new narratives. We used Amazon Mechanical Turk (http://www.mturk.com/), a crowdsourcing web service that coordinates the supply and demand of tasks which require human intelligence to create DS. Amazon Mechanical Turk (AMT) has become an important tool for running experiments with human subjects and was established as a viable method for data collection [1, 15]. Our previous experience in running experiments on AMT has demonstrated that this is an effective medium for collecting data about various tasks [2, 3].

We crowdsourced the creation of DS as follows: We built a dedicated, semi-structured questionnaire on AMT to collect the narrative records – the profile, $P$ (gender, age, personal status and number of children), the narrative attributes vector, $A$ (story attributes) and the narrative presentation in natural language $S$. In this questionnaire the AMT workers were first asked to provide their profiles. Then, the workers were asked to describe daily, social narratives in natural language in as much detail as possible, according to the the three narrative parts – introduction, body and perception. Lastly, the workers were presented with a list of specific questions used to collect the narrative attributes vector, such as “What was the name of the movie/restaurant?”, “With whom did you go?” and, “on what day?”. The completed record was then stored at the narratives dataset. As we receive new narratives as input from crowdsourcing, we store every record for a given type of narrative (e.g., going to a movie or eating at a restaurant) within the dataset $DS_k$ for that story type. To demonstrate the generality of SNACS, we created four such datasets ($k = 4$) – see-a-movie, eat-at-a-restaurant, buying-groceries and dry-cleaning. We crowsourced 10 narrative records for each narrative type.

Once we wish to generate a new narrative for a listener (user) for a new storyteller profile, we must select the most appropriate narrative record (the original narrative) from DS given that storyteller’s profile. We then generate the missing narrative attributes in the narrative attributes vector according to the new storyteller and the chosen record. Finally, we generate the narrative’s natural language presentation for the given storyteller profile and the generated attributes vector based on the original chosen narrative’s natural language presentation. The process for these steps is formally presented as a SNACS’ algorithm and further described later in this section.
Algorithm 1 An Algorithm to create Social Narratives through Adaptation of Crowdsourcing narratives (SNACS)

Require: Storyteller profile $P$ and a (partial) narrative attributes vector $A$
Require: Logical common knowledge constraints $CS$
Require: Narrative dataset $DS$
Ensure: Reasonable, consistent and realistic narrative record $R$

1: Select original candidate narrative record $OR$ from dataset $DS$ based on $P$ and $A$
2: Create a new narrative attributes vector $NA$ and complete it according to $P$, $A$, $CS$, and $OR$
3: Create a new narrative record $NR$ from $OR$, $P$ and $NA$
4: Replace the original content of the introduction (first part) in $NR$ with a new generated introduction based on $P$ and $NA$
5: Adjust the second and third parts (the body and perception) in $NR$
6: return The updated $NR$

The input and output. SNACS gets as input from the listener (user) a storyteller profile $P$ and a vector of optional attributes $A$ (such as participants, or the date). It returns as output a new narrative record $NR$ which contains a reasonable, consistent and realistic narrative presentation $S$ written in natural language.

The algorithm’s logical process. The algorithm first selects a candidate narrative record from the dataset (line 1). We present three variations of this selection process below. Then, SNACS completes the missing narrative attributes (line 2). SNACS generates attributes which are similar to the selected, original narrative attributes and matches them to the new storyteller profile. It starts with the participant’s generation, who went and how many people participated in the event. It generates the objects’ names (movie, restaurant, location) and time frame attributes. For example, if in the original narrative someone went to see a children’s movie with his daughter and the new storyteller has no children, the algorithm can choose to include his niece/nephew among the participants. Next, the algorithm generates the narrative’s natural language presentation. First, it replaces the original narrative introduction (line 4), i.e., its first part (who went, when, where, why), with a newly generated introduction according to the new profile and the new vector of attributes. This is done by using several predefined Natural Language Generation (NLG) templates with parameters as we describe later in this section.

Finally (line 5), SNACS applies some adjustments to the body and perception parts of the narrative’s natural language presentation (the second and third parts). This is done by replacing the references of the original attributes’ vector to the new corresponding narrative attributes’ vector. In our example, the original participants were a husband and son where the generated participants are sister and nephew; and the original restaurant’s name was “Olive Garden” where the generated restaurant’s name is “Maggio’s Little Italy”. The SNACS algorithm will replace the reference of My son with My nephew and the reference of Olive Garden with Maggiano’s Little Italy in the following narrative body and perception: “...We ordered bruschetta and ordered our main course pasta dishes. My son had some mac and cheese. It was very relaxing and the food was amazing. I love going to Olive Garden.”
Original narrative selection. We implemented three variations of the SNACS algorithm which differ in how the original candidate narrative record is chosen (at line 1): SNACS-Any, SNACS-Bst, SNACS-Tag. 

The SNACS-Any variation is a baseline measure that randomly chooses one narrative record from DS. No further logic is performed to check how appropriate that choice is. In contrast, both the SNACS-Bst and SNACS-Tag variations use a compatibility measure (CM) previously defined. In both of these variations, this measure is used to select which candidate from among all records in DS will serve as the base for the generated narrative. As such, the record with the highest CM value is chosen as the original record.

However, these two variations differ as to how the importance level vector (ILV) is generated. Within the SNACS-Bst variation, the algorithm uses a fixed (automatic) ILV \( (1, 2, 2, 2, 2, 2, 2) \) for the CM calculation. In contrast, in the SNACS-Tag variation, a content expert manually tags every record within DS to create the vector ILV of the importance of every attributes. Referring back to example 2, the expert tagging generates an ILV of \( (1, 3, 3, 3, 2, 1, 2) \). Note that the SNACS-Tag variation is much more time consuming than SNACS-Bst. As our results will show in Section 4, SNACS-Bst and SNACS-Tag often choose the same record to serve as the base of the narrative. This indicates that we can use the much simpler set values in SNACS-Bst and avoid the time of manually tagging the narratives’ attributes. Within the SNACS-Bst and SNACS-Tag algorithms a compatibility measure (CM) is then used to select which record in DS will serve as the original narrative. We use \( 3 \times 3 \) matrix scores for all the possible combinations of ILV, and MLV values. For each narrative record \( R \), the algorithm first calculates the MLV for the given storyteller’s profile \( P \) and input attributes vector \( A \). It then calculates the record’s compatibility measure CM as a weighted sum of the corresponding score from the \( 3 \times 3 \) matrix based on the ILV (fixed or manual) and the calculated MLV values. Finally, it returns the candidate with the highest compatibility measure for the requested storyteller’s profile and the generated narrative attributes vector.

The narrative introduction generation. We generate the narrative introduction (at line 4) using SimpleNLP [9], a Natural Language Generation (NLG), template-based surface realization. Realization is a subtask of NLG, which involves creating an actual text in a human language from a syntactic representation. SimpleNLP is an NLG system that allows the user to specify a sentence by providing its content words and its grammatical roles (such as the subject or verb). SimpleNLP is implemented as a Java library and it allows the user to define flexible templates by using programming variables in the sentence specification. The variable parts of the templates could be filled in with different values. We had a few NLG templates for each narrative type, which were randomly chosen during the introduction generation. For example, two of the NLG templates we use to build a narrative introduction for the see-a-movie narrative are:

(a) Last \langle time \rangle I went to a movie with my \langle with \rangle. We went to see the movie \langle movie \rangle at \langle theater \rangle.
(b) My \langle with \rangle and I went to see the movie \langle movie \rangle on \langle time \rangle. My \langle with \rangle had seen the trailer and wanted to see this movie ever since.

Each template can generate a few variations according to the chosen attributes. For example, the first part of above template (a): “Last \langle time \rangle I went to a movie with my \langle with \rangle” where the participants are a wife and son and the time is Sunday afternoon, can generate a few variations, such as:

(a) Last Sunday I went to a movie with my family.
(b) Last weekend I went to a movie with my family.
(c) Last Sunday afternoon I went to a movie with my wife and my son.
Comparison with a State-of-the-Art Generator

In order to validate the significance of SNACS, we implemented a planning-based algorithm narrative generator for the see-a-movie and eat-at-a-restaurant narratives. One of the most common approaches for narrative generation is planning-based story generation systems [16, 23, 21, 30, 5]. The planning-based approach uses a causality-driven search to link a series of primitive actions in order to achieve a goal or to perform a task. For the domain of narratives of every day activities, hierarchical scripts can capture common ways to perform the activity. Therefore, we implemented the planner-based generator using a Hierarchical Task Network (HTN). HTN is one of the best-known approaches for modeling expressive planning knowledge for complex environments. It is a natural representation for domains where high-level tasks are decomposed into simpler tasks until a sequence of primitive actions solving the high-level tasks is generated. We used the state-of-the-art SHOP2 planner [18], a well known HTN planner, which has been evaluated and integrated in many real world planning applications and domains including: evacuation planning, fighting forest fires, evaluation of enemy threats and manufacturing processes [17].

Several key similarities and differences exist between generating narratives with SNACS and using any planner, such as SHOP2. First, in both implementations, we assume that the storyteller’s profile (P) and a partial vector for A are given. Additionally, we assume that along with P and A, a set of logical constraints (CS) exists that constrains how any narrative can be built, and that Natural Language Generation (NLG) templates will assist with creating the narratives’ introduction. However, key differences exist between the Planner and SNACS regarding how the planner will choose the missing narrative attributes and descriptions within the body and the perception of the narrative as we now detail.

Specifying the Planner Input. The HTN planner domain is built according to a plot graph of basic actions. A plot graph [31] is a script-like structure, a partial ordering of basic actions/events that defines a space of possible action/event sequences that can unfold during a given situation. For example, the basic actions for see-a-movie include: travel to theater, choose a movie, buy tickets, buy snacks, find seats, see the movie and talk about movie. In our implementation of SHOP2, we manually built the graph plots for two narrative types – see-a-movie and eat-at-a-restaurant. As is the case in SNACS, the planner algorithm starts by filling in the attributes vector (A) according to the logical constraints (described below) and then it searches for a valid plan for the given storyteller profile (P) and the narrative attributes vector (A). As we wanted to get a richer narrative which includes a detailed description of an everyday, social activity written in natural language, we gave the planner an option to tailor natural language descriptions in the basic actions portion of the narrative, as we describe below. Note that in the SNACS algorithm, this step was not necessary as we automatically got the narrative’s detailed descriptions from the original narrative. For example, for the “Buy Snacks” action within the see-a-movie narrative type, we gave the planner an option to choose one of the following descriptions:

- We smelled the popcorn and went to buy some.
- We went to get popcorn but it was too expensive.
- We got soda and popcorn from the concession stand.
- We bought some popcorn and drinks and were annoyed at how expensive it was.
- No matter what the price, I just can’t see a movie without a big tub of popcorn.
- Snacks at a movie are a complete waste of money! I just bring a snack from home and save the money.
We decided to buy a large soda to stay cool because the air conditioning wasn’t working in the movie theater.

Though I am supposed to be on a diet, I just couldn’t resist buying a few chocolates to eat during the movie.

We defined for each basic action, we defined a set number, 10–15, of different descriptions that were tailored to the specific narrative. These descriptions were manually handwritten by two experts. These experts needed approximately one hour (half an hour per expert) to write the set of descriptions for each basic action option. The experts’ data insured that the implemented SHOP2 planner had a variety of descriptions with which to build narratives. Part of these descriptions were also manually tagged by the system’s designer with specific tags, such as movie or restaurant types. Note that this tagging is part of the manually supported process needed by this approach in addition to the time spent by the content experts. This tagging gave the generator an option to choose between a generic description which can be associated with any movie/restaurant type or a specific description which can be associated with the current selected movie/restaurant type. For example, for the “Talk about Movie” action we used both generic descriptions, such as:

- It was a nice movie though the end was a bit disappointing.
- I enjoyed the movie though there was a lot of noise from the back seats during the show.
- It was a refreshing and interesting movie even though it was too long for my taste.
- The movie wasn’t bad. While I have seen better movies, it was overall a nice way to spend an evening.
- The movie was very nice. I arrived not expecting much and really enjoyed it.

and specific descriptions per movie type, such as

- It was the most stunning film, filled with action and spectacular effects. (action movie)
- I enjoyed the movie. A nice story and very moving. The film was very dynamic, constantly evolving and interesting. (dramatic movie)
- The movie was so funny I couldn’t stop laughing. (comedy)
- I highly recommend this film to all ages; whether you are a kid or an adult you will find enjoyment in this film. (children’s movie)

The HTN generator flow. The SHOP2-based narrative generator starts filling in the missing attributes vector of the narrative for the given storyteller profile. As the SHOP2-based narrative generator isn’t based on an original narrative as in the SNACS algorithm, it uses random selection when there are no logical constraints. The planner implementation first selects the timeframe (when). Next, it chooses the participants, who went and how many people participated in the event, according to the given storyteller profile, the selected timeframe and the logical constraints. For example, as in SNACS, if the selected time is night, the narrative planner will not choose children as participants. Lastly, it chooses the objects’ names (movie, restaurant, location) and the activity reason (why). In this step, the planner also considers the logical constraints, such as don’t choose a children’s movie if the participants don’t include a child. Once it has all of the activity attributes’ values, it looks for a valid the plan according to the domain plot graph. When it has several options from which to choose, it uses a random tie-breaker to select one option, whether it is between different branches of the plot graph or between the basic action descriptions.
The HTN generator output. It is important to note that the output of this planning algorithm is not natural language. The planner algorithm returns as output a raw, semi-structured narrative plan which can be seen (partially) below:

(detail action p2 went-to-watch-a-movie)
(detail profile p2 (female 28 married 3))
(detail activity when (4 18 week 3))
(detail activity with kids)
(detail activity name puss-in-boots)
(detail activity loc regal-cinemas)
(detail activity why (my children saw the trailer ...))
(detail action p2 (bought-ticket at-cinema))
(detail action p2 buy-snacks)
(detail action-desc snacks (we bought some popcorn ...))
(detail action p2 found-seat)
(detail action-desc seat (we decided to sit in the first row ...))
(detail action p2 watched-the-movie)
(detail action-desc how (the kids enjoyed the ...))

In order to convert the semi-structured plan into a natural language narrative presentation, we implemented a dedicated realizator (SimpleNLP based) which receives this raw, semi-structured narrative plan as an input and returns the narrative presentation written in natural language. This realizator first generates the narrative introduction based on the chosen narrative attributes vector and the storyteller profile using the same NLG templates the SNACS generator used. Next, it generates the event activity descriptions for the body and perceptions parts. For this step, it uses dedicated templates, which we didn’t need for the SNACS algorithm as we based these parts on the original narrative that we had in our dataset. These templates were manually predefined for each one of the activity actions. Each template generates the basic description of the action in natural language and combines this output with its’ associate chosen description, if one exist in the plan. For instance, the following two lines of the plan: (1) (detail action p2 found-seat) and (2) (detail action-desc seat (we decided to sit in the first row ...)) will generate the following natural language sentences: “We went in to find seats and watched the movie. We decided to sit in the first row because the theater was crowded and I didn’t want anyone to block my view.”

Overall, the HTN-based narrative generator has an inherently higher cost associated comparing to the SNACS algorithm for the following reasons: Both SNACS and the planner do have the steps of building of the narrative introduction templates and the implementation of the logical constraints. However, the planning-based algorithm implementation also required some additional manual steps. These steps include: the manual building of the plot graph; the writing, associating and tagging of several detailed descriptions for each basic action; and writing a specific realizator for each basic action. Each one of these steps requires both time and resources from a content expert or a system’s designer. In fact, because of this cost overhead, we only used the SHOP2 planner in order to define two entertainment narrative types – going out to see a movie or eating at a restaurant. We intentionally did not implement the HTN-based narrative generator for the errand narrative types – buying groceries and dropping off or picking up dry cleaning. Nonetheless, the narratives produced by SNACS were as good as those developed by this costly process, as our results detail in the next section.
4 Experimental Setup and Results

The evaluation of the effectiveness of our narrative generation algorithm SNACS was based on several instances of feedback from Amazon Mechanical Turk participants. The people were presented with narratives generated by our algorithm, the time intensive HTN planning-based generator, the manually handwritten narratives, and the random baselines (describe below).

4.1 Experimental Setup

Specifically, our evaluation was as follows: For each narrative type, we generate 4 storyteller profiles. For each profile, we then generate narratives using both SNACS and the HTN algorithms. As was previously mentioned, we implemented the HTN-based narrative generator only for the entertainment activities – going out to see a movie or eating at a restaurant, and did not implement it for the errand activities – buying groceries and dropping off or picking up dry cleaning, due to the inherent high cost associated with this approach. We also randomly selected four narratives out of a pool of ten original narratives.

The AMT participants were presented with a questionnaire, in which they were asked to grade each of the narratives together with their associated storyteller profiles. The questionnaire contains grades with values from 1 (Least) to 6 (Most). We intentionally chose a scale with an even number of values as we didn’t want to allow the users to choose a middle value. The questionnaire asked the participants to grade six aspects of the narratives:

- Authentic – Did you find the story authentic?
- Reasonable – Did you find the story reasonable?
- Profile – Does the story match the storyteller profile (gender, age, personal status, number of children)?
- Coherency – Did you find the story coherent? Does the story make sense overall?
- Fluency – What is the fluency level of the story?
- Grammar – What is the level of the grammar in each sentence?

Each questionnaire contains between 8–10 narratives and was fill out by 8–10 users, to ensure we had a least 30 independent grades per narrative type and narrative generation algorithm. In order to better understand the participants’ responses, we also asked them to explain their choices in free text. This ensured that subjects answered truthfully as we were able to manually check these open questions before accepting a participant’s grades. Additionally, as we estimate that completing a questionnaire takes 8–12 minutes, we filtered out questionnaires which were filled out within less than 4 minutes as we assumed that the responses were not valid.

Random baselines. We also implemented two random algorithms as baselines to ensure the validity of our experiments. The first random algorithm, to which we will refer as Rnd–SNACS, uses the SNACS generator infrastructure. The Rnd–SNACS algorithm randomly chooses one of the narratives in the collection and then it randomly chooses the participants, the time frame, location and objects’ names. This version ignores the current storyteller profile, the original use profile, the original narrative attributes’ vector and the logic constraints and implications. The second random algorithm, to which we will refer as Rnd–Planner, uses the planning-based generator. Here, we removed the logical constraints on the participants, time frame and movie or restaurant types from the domain and the problem instance of the original version and use instead random selections to fill in the attributes vector and to choose
Table 1 Average Grades.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Movie</th>
<th>Restaurant</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Std</td>
</tr>
<tr>
<td>Original</td>
<td>4.75758</td>
<td>1.14040</td>
</tr>
<tr>
<td>Planner</td>
<td>4.52083</td>
<td>1.09639</td>
</tr>
<tr>
<td>Rnd-Planner</td>
<td>3.71905</td>
<td>1.52097</td>
</tr>
<tr>
<td>Rnd-SNACS</td>
<td>2.75238</td>
<td>0.90782</td>
</tr>
<tr>
<td>SNACS-Any</td>
<td>4.47475</td>
<td>1.06484</td>
</tr>
<tr>
<td>SNACS-Bst</td>
<td>4.42857</td>
<td>1.14567</td>
</tr>
<tr>
<td>SNACS-Tag</td>
<td>4.43750</td>
<td>0.9482</td>
</tr>
</tbody>
</table>

Table 2 Errands Average Grades.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Buy Groceries</th>
<th>Dry Cleaning</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Std</td>
</tr>
<tr>
<td>Original</td>
<td>4.09375</td>
<td>1.25291</td>
</tr>
<tr>
<td>Rnd-SNACS</td>
<td>3.59896</td>
<td>1.35391</td>
</tr>
<tr>
<td>SNACS-Any</td>
<td>3.77451</td>
<td>1.39315</td>
</tr>
<tr>
<td>SNACS-Bst</td>
<td>4.37879</td>
<td>1.45492</td>
</tr>
<tr>
<td>SNACS-Tag</td>
<td>4.83333</td>
<td>1.00179</td>
</tr>
</tbody>
</table>

the detailed descriptions. As the logical constraints and Common-Sense implications (CS) part was removed from these algorithms, we posit that these random baselines will generate poor stories. For instance, within the eat-at-a-restaurant narrative type, the algorithm Rnd-SNACS generated a contradiction regarding the time: “On Thursday night…” and then later in the story “We went in when the doors opened at 11:00AM ...”. Similarly, in a different generated narrative the Rnd-Planner algorithm generated a contradiction regarding how crowded the restaurant was: “We couldn’t find a seat and had to wait for more than fifteen minutes” yet later in the same story this algorithm generated, “I liked that fact that it was kind of empty”.

4.2 User Feedback Results

Table 1 shows that our novel SNACS algorithm generated revised story events which were rated by the AMT participants as being as consistent, believable and realistic as the original narratives and those produced by time-intensive planning technique. This is done without the costly overhead involved with manually creating narratives or using a planner-based approach.

Table 1 presents the average grade that AMT participants gave for the entertainment narratives. It is clear that the both of the random variations Rnd-SNACS and Rnd-Planner got lower grades, between 2.75 and 3.72, which are significantly lower than the generation algorithms and the original narratives' grades (specifically, the ANOVA test for the movie narratives of Rnd-Planner compared to original, Planner and SNACS-Bst had a much smaller than 0.05 threshold level with $p = 1.95 \cdot 10^{-4}$, $4.99 \cdot 10^{-5}$ and $9.30 \cdot 10^{-3}$ respectively). These results also show that all non-random generation methods got very similar grades.
(4.43–4.47) for the movie narratives and that the SNACS-Bst and SNACS-Tag grades (4.46–4.52) are slightly better for the restaurant narratives than SNACS-Any method, which got an average grade of 4.30. Comparing to the SNACS based generator, the Planner generator got slightly better grades for the movie narratives (4.52) and slightly worse grades for the restaurant narratives (4.25). Although the original grades, 4.76 and 4.39, for the movie and restaurant narratives are slightly higher than all of the other methods, overall there is no significant difference between all of the SNACS-based algorithms or the planning-based generator or the original narratives.

Table 2 shows the average grades of the errands narratives. Again, the results show that the random variation Rnd-SNACS got lower grades for both the buy groceries and dry cleaning activities. For the buy groceries activity, SNACS-Tag got a best grade of 4.83 while SNACS-Bst got a best grade of 4.75 for the dry cleaning activity. In both cases, there is no significant difference between the grades of SNACS-Tag, SNACS-Bst and the original narratives.

We also tested each grade separately and the results were very similar and can be found in Table 3 and Table 4. Overall, for all four narrative types, there is no significant difference between SNACS-Tag, SNACS-Bst and the original narratives.

### Table 3 Stories Aspects Grades.

<table>
<thead>
<tr>
<th>Narrative Type</th>
<th>Algorithm</th>
<th>AvgGrade</th>
<th>Authentic</th>
<th>Reasonable</th>
<th>Profile</th>
<th>Coherent</th>
<th>Fluency</th>
<th>Grammar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Movie</td>
<td>Original</td>
<td>4.75578</td>
<td>4.97</td>
<td>4.94</td>
<td>5.27</td>
<td>4.88</td>
<td>4.48</td>
<td>4.00</td>
</tr>
<tr>
<td></td>
<td>Planner</td>
<td>4.52083</td>
<td>4.56</td>
<td>4.56</td>
<td>4.59</td>
<td>4.56</td>
<td>4.69</td>
<td>4.16</td>
</tr>
<tr>
<td></td>
<td>Rnd-Planner</td>
<td>3.71905</td>
<td>3.00</td>
<td>3.09</td>
<td>4.09</td>
<td>3.51</td>
<td>4.06</td>
<td>4.57</td>
</tr>
<tr>
<td></td>
<td>Rnd-SNACS</td>
<td>2.75238</td>
<td>2.20</td>
<td>2.40</td>
<td>1.66</td>
<td>3.14</td>
<td>3.37</td>
<td>3.74</td>
</tr>
<tr>
<td></td>
<td>SNACS-Any</td>
<td>4.47475</td>
<td>4.39</td>
<td>4.64</td>
<td>4.36</td>
<td>4.64</td>
<td>4.55</td>
<td>4.27</td>
</tr>
<tr>
<td></td>
<td>SNACS-Tag</td>
<td>4.43750</td>
<td>4.88</td>
<td>5.09</td>
<td>3.84</td>
<td>4.56</td>
<td>4.06</td>
<td>4.19</td>
</tr>
<tr>
<td>Restaurant</td>
<td>Original</td>
<td>4.69981</td>
<td>4.72</td>
<td>4.89</td>
<td>4.94</td>
<td>4.53</td>
<td>4.75</td>
<td>4.31</td>
</tr>
<tr>
<td></td>
<td>Planner</td>
<td>4.29000</td>
<td>4.09</td>
<td>4.09</td>
<td>4.06</td>
<td>4.19</td>
<td>4.62</td>
<td>4.44</td>
</tr>
<tr>
<td></td>
<td>Rnd-Planner</td>
<td>3.35784</td>
<td>3.03</td>
<td>3.12</td>
<td>3.62</td>
<td>3.00</td>
<td>3.59</td>
<td>3.79</td>
</tr>
<tr>
<td></td>
<td>Rnd-SNACS</td>
<td>3.06481</td>
<td>2.44</td>
<td>2.42</td>
<td>3.22</td>
<td>3.47</td>
<td>3.44</td>
<td>3.39</td>
</tr>
<tr>
<td></td>
<td>SNACS-Any</td>
<td>4.30303</td>
<td>4.39</td>
<td>4.45</td>
<td>4.42</td>
<td>4.18</td>
<td>4.18</td>
<td>4.18</td>
</tr>
<tr>
<td></td>
<td>SNACS-Bst</td>
<td>4.52688</td>
<td>4.71</td>
<td>4.77</td>
<td>4.48</td>
<td>4.74</td>
<td>4.35</td>
<td>4.10</td>
</tr>
<tr>
<td></td>
<td>SNACS-Tag</td>
<td>4.46744</td>
<td>4.61</td>
<td>4.94</td>
<td>4.65</td>
<td>4.45</td>
<td>4.10</td>
<td>4.06</td>
</tr>
</tbody>
</table>

### Table 4 Errands Aspects Grades.

<table>
<thead>
<tr>
<th>Narrative Type</th>
<th>Algorithm</th>
<th>AvgGrade</th>
<th>Authentic</th>
<th>Reasonable</th>
<th>Profile</th>
<th>Coherent</th>
<th>Fluency</th>
<th>Grammar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buy Groceries</td>
<td>Original</td>
<td>4.90375</td>
<td>4.06</td>
<td>4.25</td>
<td>4.47</td>
<td>4.22</td>
<td>3.75</td>
<td>3.81</td>
</tr>
<tr>
<td></td>
<td>Rnd-SNACS</td>
<td>3.59896</td>
<td>3.84</td>
<td>3.56</td>
<td>3.47</td>
<td>3.66</td>
<td>3.53</td>
<td>3.53</td>
</tr>
<tr>
<td></td>
<td>SNACS-Any</td>
<td>3.77451</td>
<td>4.03</td>
<td>3.97</td>
<td>3.47</td>
<td>4.03</td>
<td>3.79</td>
<td>3.35</td>
</tr>
<tr>
<td></td>
<td>SNACS-Bst</td>
<td>4.37879</td>
<td>4.64</td>
<td>4.48</td>
<td>4.58</td>
<td>4.30</td>
<td>4.21</td>
<td>4.06</td>
</tr>
<tr>
<td></td>
<td>SNACS-Tag</td>
<td>4.83333</td>
<td>4.87</td>
<td>4.91</td>
<td>4.91</td>
<td>4.84</td>
<td>4.69</td>
<td>4.78</td>
</tr>
<tr>
<td>Dry Cleaning</td>
<td>Original</td>
<td>4.51010</td>
<td>4.61</td>
<td>4.64</td>
<td>4.52</td>
<td>4.58</td>
<td>4.39</td>
<td>4.33</td>
</tr>
<tr>
<td></td>
<td>Rnd-SNACS</td>
<td>3.74479</td>
<td>3.64</td>
<td>3.50</td>
<td>3.78</td>
<td>3.84</td>
<td>4.00</td>
<td>3.72</td>
</tr>
<tr>
<td></td>
<td>SNACS-Any</td>
<td>4.63333</td>
<td>4.51</td>
<td>4.49</td>
<td>4.63</td>
<td>4.80</td>
<td>4.57</td>
<td>4.80</td>
</tr>
<tr>
<td></td>
<td>SNACS-Bst</td>
<td>4.75269</td>
<td>5.03</td>
<td>4.94</td>
<td>4.84</td>
<td>4.84</td>
<td>4.58</td>
<td>4.29</td>
</tr>
<tr>
<td></td>
<td>SNACS-Tag</td>
<td>4.70797</td>
<td>4.58</td>
<td>4.61</td>
<td>4.88</td>
<td>4.91</td>
<td>4.58</td>
<td>4.70</td>
</tr>
</tbody>
</table>
4.3 Lexical Variability Results

We assume that different people have different communication types. As a result, stories for different groups will need to use fundamentally different types of language. For example, if we consider a narrative for elderly women, we want the content to focus on activities with grandchildren or a daily exercise routine, whereas if we consider a narrative for a small boy who is bedridden for medical reasons we might instead focus on activities with parents, school or his friends. Besides the essential purpose of generating a good and realistic narrative, we wanted a method which can generate a variety of narratives for different profiles with high lexical variability.

It is possible to objectively measure the level of variability between narratives. The basic lexical variability measure is the Lexical Overlap (LO) method [25, 7] which measures the lexical overlap between sentences, i.e., the cardinality of the set of words occurring in both sentences. Other studies suggest a variation of this method for text documents and produce lexical matching similarity scores which were based on the number of lexical units that occur in both input segments. More recent studies [4, 6, 10] show that adding semantic analysis, such as WordNet [8] and other statistical corpus data, can improve the accuracy of classification of similar documents over the basic methods of lexical matching/overlap.

In our case, we know that the documents are semantically similar as they all describe similar social situations. As such, we only need to measure the narratives’ lexical variability and therefore we decided to use lexical matching methods. We chose the Ratio and Cosine models for measuring lexical overlap because recent work found these to be the most effective [12]. The Ratio model [29] is a binary model which only considers the occurrences of the words in each document. The Cosine model [24] is a count model which also considers the number of occurrences of each word within the document. All narrative evaluation scores have been measured without the Stop Words, which is the most commonly preferred method. We use the set of English Stopwords taken from http://www.textfixer.com/resources/common-english-words.txt.

The similarity scores are defined as follows:

- The Ratio Model – a binary similarity model (Tversky’s (1977)[29]):
  \[ S_{ij}^{\text{Ratio}} = \frac{a_{ij}}{a_{ij} + b_{ij} + c_{ij}} \]

- The Cosine model – a count similarity model (Rorvig’s (1999)[24]):
  \[ S_{ij}^{\text{Cosine}} = \frac{\sum_k t_{ik} t_{jk} x_{ik} x_{jk}}{\left( \sum_k x_{ik}^2 \sum_k x_{jk}^2 \right)^{\frac{1}{2}}} \]

where:
- \( x_{ik} \) counts the number of times that the \( k \)-th word occurs in the document \( i \).
- \( t_{ik} \) denotes whether the \( k \)-th word occurs in the document \( i \), i.e:
  - \( t_{ik} = 1 \) if \( x_{ik} > 0 \) and \( t_{ik} = 0 \) if \( x_{ik} = 0 \).
- For the \( i \)-th and \( j \)-th documents, the count \( a_{ij} = \sum_k t_{ik} t_{jk} \) is the number of words that are common to both documents.
- For the \( i \)-th and \( j \)-th documents, the counts \( b_{ij} = \sum_k t_{ik} (1-t_{jk}) \) and \( c_{ij} = \sum_k (1-t_{ik}) t_{jk} \) are the distinctive words that one document has but the other does not.

SNACS’ major advantage over hand-crafting stories is the time saved. However, as we note here, SNACS also produced significantly more varied and diversified stories than those based on the planning-based generation algorithm. Table 5 demonstrates this claim by
Table 5 Similarity Scores.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Movie Ratio</th>
<th>Movie Cosine</th>
<th>Restaurant Ratio</th>
<th>Restaurant Cosine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>0.08915</td>
<td>0.35634</td>
<td>0.07192</td>
<td>0.15028</td>
</tr>
<tr>
<td>Planner</td>
<td>0.20149</td>
<td>0.55960</td>
<td>0.26066</td>
<td>0.52533</td>
</tr>
<tr>
<td>Rnd-Planner</td>
<td>0.19184</td>
<td>0.59161</td>
<td>0.26240</td>
<td>0.51384</td>
</tr>
<tr>
<td>RND-SNACS</td>
<td>0.09156</td>
<td>0.40798</td>
<td>0.11768</td>
<td>0.33108</td>
</tr>
<tr>
<td>SNACS-Any</td>
<td>0.08417</td>
<td>0.35171</td>
<td>0.12598</td>
<td>0.30366</td>
</tr>
<tr>
<td>SNACS-Bst</td>
<td>0.09910</td>
<td>0.51831</td>
<td>0.11548</td>
<td>0.32730</td>
</tr>
<tr>
<td>SNACS-Tag</td>
<td>0.10248</td>
<td>0.50804</td>
<td>0.10795</td>
<td>0.32415</td>
</tr>
</tbody>
</table>

presenting the similarity measures, ratio and cosine, for all of the algorithms. As expected, the original narratives, which are completely hand-written, got the best scores (lower is better) in both measures. The original narratives got a ratio score of 0.089 and 0.072 and a cosine score of 0.36 and 0.15 for the movie and restaurant narratives respectively.

The average ratio score for the SNACS algorithms (SNACS-Any, SNACS-Bst, SNACS-Tag and Rnd-SNACS) is 0.094 for the movie narratives and 0.117 for the restaurant narratives. The average ratio score for the planning-based algorithms (Planner and Rnd-Planner) is 0.197 for the movie narratives and 0.262 for the restaurant narratives, which are significant worse than the SNACS algorithms. This difference in the results was seen also in the cosine scores. The average cosine scores are 0.447 and 0.322 for the SNACS algorithms and 0.576 and 0.520 for the planner based algorithms for the movie and restaurant narratives respectively. When looking at the generated narratives, the average ratio scores for all of the SNACS algorithms (SNACS-Any, SNACS-Bst, SNACS-Tag and Rnd-SNACS) were significantly lower (which is better) than the planning-based algorithms (Planner and Rnd-Planner), for the movie narratives and for the restaurant narratives (the ANOVA tests for mean difference of the entertainment narratives’ ratio and cosine scores of Planner compared to SNACS-Tag at the 0.05 significance level being $p = 7.65 \cdot 10^{-4}$ and $2.31 \cdot 10^{-3}$ respectively). Overall, the SNACS algorithms have generated more variable and versatile narratives.

5 Related Work

Studies of automated storytelling have focused on creating systems to generate novel narratives based on prior authored knowledge and logical representations of narrative structure. The two most common approaches to story generation are case-based reasoning and planning. The case-based story generators, such as [28, 27, 11], construct novel narratives by reusing prior narratives, or cases, while planning-based story generation systems, such as [16, 23, 21], use a causality-driven search to link a series of primitive actions in order to achieve a goal. These methods for automatic story generation require that a person primarily author explicitly detail most parts of the narrative, including details about the story and the domain within which it takes place. While such narratives are well written, manually writing makes the development process costly in both time and resources. We compared our automatically generated narratives with those that were planning-based generated and found that overall people found the automatically generated narratives as realistic and consistent as those manually created by content experts. The main advantages of SNACS are the simplicity and the rapidity with which it achieves its results. Furthermore, the narratives
generated with our method are much more varied.

Early studies such as Tale-Spin [16] and Minstrel [28] focused on the creation of a standard representation that can be used to describe characters and their goals, the story’s setting, etc. but didn’t get any real-time input from the user. More recent studies focus on interactive narrative, which enables the player to make decisions which directly affect the direction and/or outcome of the narrative experience being delivered by the computer system [5, 20, 21, 23, 30]. As the human author is not present at run-time, authoring interactive narratives is often a process of anticipating user actions in different contexts and using computational mechanisms. These studies are similar to ours in that they need to adjust the story to the new constraints presented by the user, but still differ from the current study. They all focus on the creative side of the story and on the high level of the story’s plot and characters’ goals, while the domain and the story’s detailed description were mostly manually written, and we use the wisdom of the crowd to acquire our domain.

Recently, a few studies have started explore ways to automatically build the knowledge base. The SayAnything [26] application constructs new stories from fragments of stories mined from online blogs. The user and computer take turns writing sentences of a fictional narrative, where the sentences contributed by the computer are extracted from Internet weblogs. Our study differs from this work; SNACS generates new content based on the narrative collection while this work only selects and reuses appropriate narrative fragments. In [11] the authors apply case-based reasoning techniques to build an intelligent authoring tool that learns cases from human storytellers who enter dialogue-based narratives via a custom interface. The cases can only be expressed in terms of a known set of possible pre-defined actions. They also use an utterances library which was manually pre-authored and pre-tagged with sets of utterances for each possible dialogue act and therefore limited to a given domain. The authors in [13] introduce an approach to automatically learn script-like sociocultural knowledge from crowdsourced narratives. They describe a semi-automated process by which they query human workers to write natural language narrative examples of a specific, given situation and learn the set of events that can occur and its typical ordering. Our approach also acquires its knowledge from crowdsourced narratives, but it still differs from this work. We use the crowd as the source for the detailed description of situation narratives and thus we focus more on the overall situation and less on the specific, atomic events that compose it.

6 Conclusions and Future Work

In this paper we presented SNACS, a novel approach for generating everyday activities narratives using crowdsourcing. Instead of manually handwriting, which makes the development process costly in both time and resources, SNACS uses crowdsourcing to create a varied base of stories. We compared SNACS to manually handwritten narratives, those generated by SHOP2, a state-of-the-art HTN planner [18] and random baselines. Our evaluation showed that our SNACS narratives were rated as being as believable and consistent as those which are manually handwritten or created from the HTN planner. Yet, the SNACS-based narratives had the main advantage of ease and the rapidity with which these narratives were generated. A second significant advantage to SNACS is that these narratives are rated to be significantly more diversified than those from the HTN planner – all while still maintaining their believability. SNACS is also more adaptable to creating new narratives and it can be easily extended to produce narratives for new domains. In future work we would like to integrate the SNACS algorithm into a dialogue-based application with a virtual human. We
would like to apply our algorithm to different types of applications, such as a virtual agent that uses narratives to help interact better with the elderly and for dialogue-based training systems.
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Abstract

One of the approaches to generate narrative consists in modeling narrative in terms of a deep structure, as introduced by narrative theories in the middle of the 20th century. This paper revisits this computational approach, and raises the central issue of dramatic tension: Would it be possible to build a computational model of dramatic tension, where tension could be managed according to the well known ascending/descending dramatic curve?

The paper describes a new computational model of narrative, based on a set of structural narrative elements (goals, tasks, obstacles, side-effects), a hierarchical and modular approach, a paradox-based model of dramatic tension and a solution for managing endings.

The paper illustrates this theoretical model with a full example.
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1 Structures and Paradox

There exists a multitude of computational models dedicated to the narrative generation. A promising approach is based on structuralist theory. The principle is rather simple: starting from Lévi-Strauss study of myths [23], the same way a unique deep structure of the myth can produce many different specific myths across communities and cultures, a unique core structure of a narrative could produce, when simulated, a large variety of different stories, across different executions. The key feature of such structures – and this is important to insist since the term “structure” shares different and sometimes contradictory meanings [38] – is their atemporal nature [23]. Such deep structures contain various interconnected narrative elements that, at least in part, do not specify a specific temporal relation between these elements. For example, stating that two characters are in conflict or that the narrative revolves around two thematic elements are atemporal specifications. These specifications later produce temporally ordered actions or events.

There has been some attempts to build systems based on these principles. In Black Sheep [20], the six actant model of Greimas [17] was implemented, but the model remained very basic, so the benefit in terms of variations could not be observed. In IDtension [36, 34], a specific structural model was developed for Interactive Drama, integrating the dramatic

* This research is supported in part by a grant from the Swiss National Science Foundation (J. Dumas and N. Szilas, principal investigators).
notion of ethical conflict. Although a full scale and playable story could be implemented [18], it appeared quite difficult to write deep structures, and these structures were often designed according to branching or conditional approaches.

A deep narrative structure is a compact set of narrative elements that describes the core issue in a narrative. This structure is then processed to produce narrative events. Such a processing is possible if two components are implemented:

- An “Action Generator”, able to generate possible actions, based on a deep structure.
- A “Narrative Sequencer”, able to select actions among the many ones that are generated by the Action Generator, based on how the narrative is perceived by the audience. This is typically implemented with a model of the user [2, 35, 42].

This Narrative Sequencer is very challenging to build, because it is hard to find an agreement within narrative theories regarding the set of criteria that determine that a sequence of events is perceived as a narrative or not. Which criteria should be considered first, to guide the narrative generation? Closure, conflict, emotions, etc.? We suggest to consider dramatic tension as a good candidate for the model of the user, because it is widely recognized and intuitively observed that in a drama, tension increases and decreases during the narrative. However, it is not straightforward to implement the concept of dramatic tension, because this concept is not well defined in narrative theories. Modeling tension consists in evaluating the tension of generated actions, which implies the construction of a computational model of the dramatic tension. This is different from tagging events with a tension level, as in the interactive drama Façade [25]. The tagging approach only works when narrative events are not generated but pre-written.

In dramaturgy and screenwriting, the concept of tension is associated with the dramatic curve, that describes dramatic tension as a function of time: dramatic tension increases up to the climax, occurring at approximatively two thirds into the narrative and then decreases until the end of the narrative. This curve was introduced by G. Freytag in the mid nineteen century [24]. But what is it exactly that increases and then decreases during the typical drama? What makes the tension increase or decrease? This is usually not clearly defined [5]. There exist however other related concepts that are better defined in various narrative theories: suspense, conflict and paradox.

Suspense can be rigorously defined [8]. It occurs when a certain story state (target state) is strongly hoped by the audience and when among the various outcomes that can be anticipated, the target state is perceived to have very little chance to occur. (Reciprocally, suspense can be defined via a fear of a negative state that has a high chance to occur.) Suspense can be produced either at the story or at the discourse level.

Conflict denotes the “struggle in which the actors are engaged” [29]. For many theorists and writers of drama, this is a core concept [13, 14, 22, 26], and it is common to read “drama is conflict”. This is, as tension, a very common term. The main conceptual difficulty is that there are different types of conflicts, which, when gathered into one single word, create a fuzzy concept. Generally speaking, conflict arises when the two goals cannot be reached at the same time. Depending on the kinds of goals, different kinds of conflict can be distinguished, such as conflict of interest, ethical conflict, external vs internal conflict.

Finally, dramatic tension can be the result of the paradoxical nature of narrative [28]. According to B. Nichols, any narrative is based on a paradox, that is a logical impossibility, as illustrated in classical paradoxes: “Epimenides was a Cretan who said, ‘Cretans always lie!’” (paradox of Epimenides). The narrative paradox is the juxtaposition of two contradictory terms, that successive narrative actions attempt to resolve. Trying to “resolve the unresolvable” along the major part of a story inevitably creates tension. In some case, the story can ends
by operating a major shift in the paradox, where the paradox’s term are re-interpreted with
a new point of view. In this case, the paradox is not solved but rather dissolved: it does not
exist anymore. In other cases, the paradox remains until the end. This approach finds it
roots in the analysis of the myth by C. Lévi-Strauss [23] and can be related to, outside the
narratology realm, paradoxical injunction [41] and humor [21].

As an example, in a love story, the male hero must accomplish a “bad” activity to conquer
his love, but if he performs this activity, she might learn it and refuse him. Nichols provides
many examples in feature films. For example, for The Birds, from A. Hitchcock: “If I am to
win Mitch, I must become part of his family, but if I become part of his family, I can not
win Mitch”.

There exist computational models of both suspense [11] and conflict [4, 6, 31, 34, 40]. In
this paper, we want to explore the modeling of paradox. What is particularly interesting
in this theory is that a certain configuration of narrative elements can generate an infinite
temporal behavior, when characters try to solve the paradox but, by definition, cannot solve
it. If the paradox could be expressed as a structural property of the above-mentioned deep
narrative structures, then we would have an elegant and powerful way to generate a flow
of actions that are narratively relevant, since they express the fundamental struggle of the
narrative.

2 A computational model of narrative based on dramatic tension

2.1 General architecture

Based on the narratological discussion that precedes, we will sketch a computational model
able to generate a flow of events that are narratively relevant, this relevance being assessed
according to a modeling of the dramatic tension. This computational model will meet the
three following requirements:

First, the model must be able to easily identify what is at stake in the narrative, that
is the fundamental paradox of the narrative. Other elements should be implemented as
well — without them, the narrative would not work — and they should serve to express the
fundamental paradox.

Second, the model must be able to expand elements in the structures into a variety and
quantity of narrative actions, which enables to make the deep structure work. This will be
the role of the “Action Generator” mentioned above.

Third, the concept of dramatic tension must be formalized, so that 1) at each moment,
it is possible to evaluate the current tension; 2) for each possible action, it is possible to
associate the impact on the tension and 3) a strategy for managing this tension is designed.

While the focus of this paper is on the deep narrative structure, other components also
play an essential role and will be described as well. In particular, it is important to keep
in mind that the elements of the structure are not, in many cases, the actions that are
performed. The latter are generated from the former by the Action Generator (see Section
2.5).   

2.2 The core components of the Structural Model

The basic elements of the structural model will be largely inspired from previous research
[36, 37], although alternative representations could be explored [9].

Four simple elements, along with their interrelations will constitute the basic “bricks” to
build a structure and are called nodes:
Goals: A goal represents a state of affairs that a character may wish to reach. This concept is omnipresent in dramaturgy [22, 26, 39] and also intervenes in some recent definitions of narrative [30], since it corresponds to the fundamental notions of characters’ actions and intentions. A large number of computational models of narrative implement goals [1, 4, 10, 27, 36, 43], in particular agent-based models, since goals are a fundamental concept in Artificial Intelligence.

The character who has a goal is called the actor of the goal. In the discrete case (default), the goal is either reached or not reached. In the continuous case, the goal is associated to an achievement value, that varies between 0 and 1, 1 meaning that the goal is fully reached. When a goal is activated (added in the active structure, see below), the achievement value is set to 0. Each time a task connected to the goal succeeds, the achievement value is incremented by a fixed parameter called the increment.

Tasks: A task represents a concrete action that a character can perform to reach a goal. It corresponds to the notion of action or operator in several AI or robotic frameworks. However, in the current model, actions are based on tasks but cannot be reduced to tasks, as explained in Section 2.5.

When performed, a task leads either to a success, in which case the goal is reached (see above), or to a failure, in which case the goal in not reached. By default, a performance of a task is successful. But obstacle attached to the task may lead to a failure.

Obstacles: An obstacle represents an event attached to a task that may hinder the reaching of a goal, when the task is attempted by a character. This is where the model departs from classical AI representations, due to the nature of narrative: while the focus in robotics is to reach a goal as efficiently as possible, the focus of narrative is on the difficulties met by the actors when they try to reach their goals. Obstacle is a classical way of representing these difficulties, and is borrowed from dramaturgy and screenwriting [22, 26]. Obstacles implement the important notion of failure that is central in the narrative theory of C. Bremond [7].

An obstacle is attached to a task. If an obstacle triggers after an attempt to perform the task, the goal is not reached and it may impact the storyworld (see relations below). An obstacle is associated with a probability of triggering, called the chance. It is comprised between 0 and 1 (1 by default). This value is author-defined, according to the frequency of occurrence the author wants to give to the obstacle. For some obstacles, the chance to trigger is undecided: the decision to trigger them is at the discretion of the narrative engine. These obstacles are called free obstacles.

Side-effects: A side-effect represents an event attached to a task that may trigger when the task is performed by a character. But contrary to an obstacle it does not prevent the reaching of a goal. Side-effects thus implements a variant of a task. Side-effects are not a prominent concept in narrative theory or dramaturgy. However, it is included in the model because we lacked such a concept, when a creative author was writing stories with IDtension [12], which implements obstacles but not side-effects. More precisely with obstacle, plenty of variants of a task can be written, that occur unpredictably when a character starts to perform a task, but they all lead to a failure. Symmetrically, it would be relevant to write variants of tasks which occur unpredictably even when the task succeeds. When a side-effect is not known in advance by the character, it corresponds to an involuntary action, as described by C. Bremond: An agent undertakes a task but performs at the same time an “involuntary action” [7, p. 237].
As obstacles, side-effects are associated to a chance (1 by default).

While AI-oriented models of narrative use world states to express the consequences and preconditions of action execution, the proposed model avoids this kind of representation that is cumbersome for creative authors. Rather, the dynamic of goals, tasks, obstacles and side-effects is entirely described with relations (or links) between these nodes. The following relations have been identified:

**Reaching:** A reaching relation connects a task to the goal it enables to reach. In the continuous case, it contains the value added to the achievement value, called the achievement increment.

**Attachment:** An attachment relation connects an obstacle or a side effect to the task that may trigger it.

**Sub-goaling:** A sub-goaling relation connects an obstacle to a goal: it indicates that the obstacle (called the triggering obstacle), when it triggers, activates the goal (called the sub-goal). The task remains blocked by the obstacle until the sub-goal is reached. In the continuous case, the task remains blocked by the obstacle until the achievement value of the sub-goal reaches a certain threshold, called the achievement threshold. The achievement threshold is contained in the relation. The relation may also contain the actor of the sub-goal, if different from the actor of the obstacle.

**Inhibiting:** An inhibiting relation connects a goal to an obstacle or side-effect. The chance of the target obstacle or side-effect is set to 0 if and only if the source goal (called the inhibiting goal) is reached. In the continuous case (chance between 0 and 1), the chance is modulated, according to a parameter called the inhibiting factor, comprised between 0 (no modulation) and 1 (maximum modulation). Furthermore, the resulting chance also depends on the achievement value of the inhibiting goal. Symmetrically, an exciting relation may also be used, that will not be detailed here.

**Needing:** A needing relation connects a side-effect to a goal, different from the goal reached by the task. When the side-effect is triggered, it activates the target goal (instantiates it in the active structure), if it is not already activated. If it is already activated, it sets its achievement value to 0. In the continuous case, the target goal achievement value is diminished by a certain value, called the decrement. The relation may also contain the actor of the triggered goal, if different from the actor of the side-effect.

An abstract structure is a graph containing nodes and relations. It corresponds to what the author writes, in terms of abstract narrative content (data needed to display this content is described separately). It can be observed that such a structure does not contain any characters, and therefore does not represent any concrete narrative. For the narrative to become concrete, some goals, and their associated elements in the structure, must be activated. Activated elements constitute the active structure, which contains some elements described in the abstract structure, completed by the information about actors. The active structure is one instantiation of the abstract structure. Algorithms that build and manage the active structure from the abstract structure will not be detailed here. They are derived from [37]. In particular, these algorithms specify what changes in the target element when a relation fires.

Abstract structures do not contain variables, except the actors. In this model, it is therefore not possible to represent the fact that a character can steal an object in general. This choice is motivated by the search of a simpler model, for a first version. Variables being a powerful way of producing variations in a computer-generated narrative, they will be considered for a later version of the model.
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Figure 1 Graphical representation of the elements of an abstract structure. The type of relation is indicated by three letters: rea for reaching, sub for sub-goaling, inh for inhibiting and nec for needing. When the relation is associated to a value, this value is represented after the three letter code, between parenthesis. The attachment relation is not depicted, but simply represented by positioning the obstacle or side-effect on the task it is attached to. The number next to the obstacle is the associated chance. If the letter F is written instead, it means that this is a free obstacle (see text).

The nodes and relations can be represented visually, which is essential for the authoring process. Figure 1 depicts an example of an abstract structure containing all types of nodes and relations introduced above. Further examples are provided in Figures 2 and 5.

2.3 Adding hierarchy

When modeling a narrative at the higher level, it is important to keep the structure simple, avoiding the resulting graph to become undecipherable. At the same time, the narrative structure needs a significant amount of content to be able to express variety and richness. To solve this dilemma, one modeling technique should be added: modularity. It consists in grouping subsets of elements into modules, and in reasoning at the level of theses modules rather than at the level of the elements themselves. This creates a hierarchy between the lower level (simple elements, inside a module), and the upper level (modules). This approach is classical in Artificial Intelligence and has proven useful, both for computational and ergonomical reasons; see for example Hierarchical Finite State Machines [16], hierarchical petri nets [3], hierarchical neural networks [19], etc. Only two levels of hierarchy are considered in this paper.

The concept of task module is introduced. A task module is a subset of tasks, goals, obstacles and side-effects. This subset as a whole can connect to a goal the same way a single task can connect to a goal, via a reaching link. If an internal task with no goal attached is finished, it fires the reaching link (other tasks do not need to succeed). In the continuous case, the increment of the reaching link is specified for each internal task.

Other relations and firing mechanisms are also introduced, to and from a task module:

- Because a task module contains side-effects and obstacles, it can also connect to a goal via a needing link.
- An internal side-effect can also fire the reaching link of the enclosing task module.
- An internal side-effect or goal can be modulated by an external goal, via an inhibiting or exciting relation.
An illustration of a structure with a task module is proposed in Figure 2. In this example, the core structure is still clearly visible, while the story has gained in complexity.

2.4 Structures in tension

From the above description, an abstract structure, with its set of nodes and relations, could perfectly be created in such a way it would not present any dramatic interest. For example, the author can choose 10 tasks, connected to 10 goals, and activate the 10 goals at the beginning. As a result, the story would be a random succession of unconnected actions, which does not fit with what is usually considered as an interesting dramatic situation: in this case, the unity of action is typically lacking. So far, the model is underspecified. Therefore, the key question is: what is a good structure?

We postulated previously that a good structure is a structure that contains tension in it, and that such a structure contains some circularity [38]. This circularity expresses characterization of a dramatic situation as a “system of forces in internal tension” (“un système de forces en tension intérieure” [32, p. 42], our translation). To further formalize and specify this circularity, we propose to think the structure in terms of paradox, as introduced in Section 1.

The structure depicted in Figure 2 contains circularity. It says that if a character wishes to reach the goal A, he or she meets an obstacle than leads him or her to wish to reach the goal B. But to reach the goal B, one hinders the goal A (needing relation from the task module to the goal A). In short, if this character starts to reach goal A, he or she does not reach goal A. As formulated by Nichols [28], this impossible situation creates the dynamics of narrative, when characters try to solve this paradox.
Let’s fill the structure depicted in Figure 2 with some narrative content. John desires that princess Mary accepts him as a future spouse (goal $A$). For that purpose, he proposes to her (task 1), but she cannot accept, because he is not a prince (obstacle). So he decides to become a fake prince (goal $B$, triggered as a sub-goal), which he can perform via different tasks, grouped into a task module. Performing these tasks of appearing like a prince makes him a liar, which in turn makes Mary not want to marry him, via the side-effect (Adapted from the animated movie *Aladdin*, Disney, 1992).

### 2.5 Playing around the structure

Tasks, obstacles and side-effects do not equate to what is executed and finally displayed to the user. The engine needs to calculate an action, derived from the active structure by applying a predicate on one or more of its constituting elements. The first predicate is PERFORM. It takes as parameters the task to perform and, optionally, the list of obstacles and side-effects that will trigger during the execution. An example of performance action is: PERFORM(ProposeTo(John,Mary)).

When an action is executed, it is added to the *story*. An executed action is possibly *displayed*, in which case the player can perceive it (visually, textually, auditory, etc.). To sum up, when the player perceives an action, it comes from elements in the abstract structures, which have been activated, then transformed into an action, which has been executed and finally displayed (figure 3).

Many other types of action can be found in narrative. In previous research [36], we have identified influences (encourage/dissuade), sanctions (felicitate/condemn), delegations (ask for help, propose help, accept help), etc. But reducing the types of actions to a predetermined set of possibilities proved limiting, in some contexts [33]. Therefore, we leave it open to the author which action types should be implemented, in addition to the PERFORM one. This supposes that a sort of language is designed that enables an author to program action types. For example, an author might specify the action type ASK_ADVICE, which would
generate the action: ASK_ADVICE(John,Bill,ProposeTo(John,Mary)), meaning that John asks advice to Bill concerning the idea of proposing to Mary.

These predicate-based actions are generated by author-defined rules that specify possible actions, that is actions that are logically compatible with the current active structure and the story so far. For example, a rule would specify that if a character has a goal, then he or she can ask advice to any other character, regarding any task that reaches that goal. These rules are called possibility rules, they are managed by the Action Generator.

Other rules must specify priorities among possible actions, so that the engine can select which actions, among all possible actions, are finally executed. For example, a rule would favor the action of asking for advice regarding a task, just after the character has been attached to the corresponding goal, in the active structure. These rules are called preference rules, they are managed by the Narrative Sequencer. Preference rules could be refined with a mechanism that looks ahead at the consequences of possible actions, using planning technology [43].

Finally, the visualization engine transforms the predicate-based action into a perceivable output that may include text, image, sound, three-dimensional simulation, etc. In particular, some text generation algorithms are necessary at this level.

### 2.6 Tension measurement and management

In the previous sections, we have provided a construction kit for structures (Sections 2.2 and 2.3), a sketch of a second construction kit for actions (Section 2.5) and a guideline for creating interesting core structures, based on the notion of paradox in narrative (Section 2.4). The next step is to enable the Narrative Sequencer to select an action according to an evaluation of the dramatic tension.

Following the view that a narrative paradox, by its logical impossibility, arouses the fundamental dynamics of narrative, we postulate that tension is created by this movement. More precisely, we propose that one important strategy to increase the dramatic tension is to force the focus of the audience to switch from one proposition in the paradox to another one. Effectively, it can be supposed that these switches activate the paradox by a phenomenon of recency: the audience lives the current position while recalling the previous one.

For example, in a two goal structure such as the one depicted in Figure 3, tension will increase if the action of mentioning the goal \( A \) to the user is followed by the mentioning of the possible failure of a task reaching this goal. Dramatic tension would be, at least in part, a matter of contrast between successive actions.

This can be represented by a “paradox space”, in which each action can be positioned, depending on its relation to the success or failure of the goals (see Figure 5). By construction of the paradox, it is impossible to fully reach the goal \( A \). But an action can still be at the right side of the paradox space – success of goal \( A \) –, because this position is temporary, or partial (achievement value is lower than one), or anticipated, or because this success is simply evoked, in a dialogue. Therefore, axes in the paradox space do not measure the achievement value of the respective goals, but a certain relation between the action and the goal, as illustrated by the following examples:

- If a character encourages another one to perform a task by mentioning the reaching of the goal, the action is placed in the positive half-plane of the space, regarding this goal.
- If a character dissuades another one to perform a task by mentioning the failure of the other goal due to a side-effect, the action is placed in the negative half-plane of the space, regarding this second goal.
If a character delegates a goal to another one, the action is placed in the positive half-plane of the space, regarding this goal (because it generates hope that the goal will be reached).

Etc.

Precise estimation of the position is not described in this paper because it needs further investigation and formalization.

Let us illustrate a trajectory in the paradox space with the help of Figure 4. The trajectory is the succession of the coordinates of visualized actions in the space (only actions related to goal A or goal B are reported). Some complex actions contain several coordinates in the space. The trajectory is represented continuously for the purpose of illustration. The situation starts at the centre (point 0): the story has not started and the user’s perception is neutral. The user is then considering goal A (point 1), the user attempts (point 2) to reach this goal but fails (point 3). After that, the user is faced with the possibility to solve the problem raised by the obstacle by undertaking an action that reaches the goal B (point 4), but while succeeding the task, a side-effect makes him or her fail regarding goal A (point 5), etc.

We will not give formulas of tension calculation at this stage, but only describe the main features of this calculation:

- It is initialized at 0.
- When, in the paradox space, the trajectory crosses an axis between two displayed actions, the tension is increased, proportionally to the distance between the two successive actions in the paradox space.
- The dramatic tension decays with time, meaning that if nothing happens or if executed actions do not impact the position in the paradox space, then tension decreases progressively.

In order to increase the tension, the Narrative Sequencer will adopt a strategy that consists in regularly choosing an action that crosses an axis in the paradox space.

At the same time, it is necessary to visualize the action differently, according to the level of dramatic tension the Narrative Sequencer wants to produce. This is difficult to do in a generic manner, and it highly depends on the medium. For example, if the medium allows
dynamic facial expression, then the emotions can be of higher valence when the tension is higher.

### 2.7 Endings

How does the story end? From a narrative perspective, for the story to end, the paradox needs to vanish. In a happy ending, something changes radically in the situation of the characters, which makes the paradox suddenly inexist, and the main goal can be reached. For example, the law that states that a princess should necessarily marry a prince is abrogated. In a sad ending, the tension rises but the paradox remains. The tension becomes unbearable for the main character, until the main goal of the paradox disappears: the hero dies, the hero renounces, the main goal does not exist anymore (without being solved) – e.g., the princess marries another prince. In both happy and sad endings, the resolution of the paradox lies, by definition, outside of the paradox (what changed in the paradox logic? How the goal disappeared?).

Therefore, it is certainly not possible to automatically fully generate an ending, based on the terms of the paradox and general knowledge. At the general level, *types of ending* must be written by the author. Nevertheless, this does not mean that each ending is fully pre-written, because each ending can generates variations (see Section 3.4).

According to the computational model presented so far, it is possible to classify several types of endings. We will reason with the two goal case, as depicted in Figure 4. A first line of separation is naturally the sad vs. happy ending, which could be matched with the success or failure of the main goal. Another line of separation could be the success or failure of the second goal. In Figure 4, this makes four types of endings, corresponding to the four quadrants.

The role of the author is to write a certain number of endings, that she classifies in the four quadrants depicted in Figure 4. Finally, we need to specify how the narrative engine will select one of the four quadrants. The solution that we propose is in two steps:

First, each ending needs to be adaptive, so that, for example, the reason why one character changes its view should be explained by a specific action that the user has performed. More precisely, each ending is a script with some steps being activated according to a set of preconditions on the user’s actions. This means that each ending has two or more variants. Furthermore, at least one ending has a variant by default, which can be chosen even if no condition on the user’s actions is met.

Second, when the dramatic tension has reached a certain level (and possibly after a certain duration), an ending is triggered, among all possible endings for which one variant’s preconditions are met. If several endings meet this criterion, one is chosen randomly. If no ending meets this criterion, one ending that has a default variant is chosen randomly.

### 3 A full example

#### 3.1 Setting

This example is inspired by a research project that aims at helping teenagers cope when one of their parents suffers from a Traumatic Brain Injury, by offering them an interactive narrative related to their situation [18].

The user plays Frank, age 15 year, whose father, Paul, suffers from a Traumatic Brain Injury. Julia, a classmate of Frank, visits Frank at home to get advice on some math problems. When she arrives, and later in the scenario, the user has the possibility to either explain her
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the family situation, or to directly help her with the math problems, which is a good thing if he wants to be appreciated by her (his goal in the story). Not explaining the situation might create problems later in the story when Paul interrupts the math session, while explaining too much might make Frank appear less cool, in front of his classmate.

From this context, the fundamental paradox is: “If I want Julia to like me, I need to help her with her math and to avoid any problem with my father I need to explain her the situation; but if I explain her the situation, then she will not like me”. The structure is atemporal in that it does not say that “get math book” should occur before or after “explain accident”. Of course, temporal relations can be immediately deduced from this structure, such as the execution of “explain accident” occurs before the reaching of the corresponding goal, “Julia prepared”, but this corresponds to only one possible trajectory. For example, delegating the goal “Julia prepared” could occur before any attempt to perform “explain accident”.

3.2 Structure

The corresponding abstract structure is depicted in Figure 6. Thanks to the two task modules, the core structure is clearly identified. The first task module contains two goals: one for helping Julia in math, and the other to deal with the father, who is otherwise constantly interrupting them. Obstacles and side-effects in the structure often fire external links, which gives them a central role in the narrative, beyond the role of providing a variant.

When instantiating the structures, characters are added: Frank (the teenager), Julia (the classmate), Paul (the father), Lili (the sister) and Olivia (the grandmother). The goal “appreciated by Julia” is instantiated, with Frank as actor. This automatically instantiates the goal “Julia ok with math” and the task “compliment Julia”, to constitute the active structure.

This active structure will be completed by other goals and task during the execution. Note that in this simple scenario, other characters have no goal at the beginning – they behave in reaction to Frank’s actions.

3.3 Actions types and rules

In order to set in motion the active structure, action types must be defined, in addition to the default action type PERFORM. Each action type takes as parameters elements of the active structure to build a specific action. For this example, the following action types have been designed:

- Asking advice concerning a task (ASK_ADVICE): A character asks advice concerning the performance of an action.
- Asking advice concerning two tasks (ASK_ADVICE2): A character presents two alternatives to another character, in order to get advice.
- Influences regarding a task (ENCOURAGE/DISSUADE): A character encourages or dissuades another character to perform a task. Several variants are possible: influence referring to the consequence of the task (suffix: _CSQ), influence referring to a previous performance of the task (suffix: _PREV), influence referring to more than one consequences (suffix: CSQN).
- Comparing two tasks (COMPARE): In a dialog, a character compares two alternative tasks that reach the same goal.
- Help seeking (DELEGATE): A character delegates a goal to another character who will undertake the goal. It is supposed that whenever the second character has managed to
Figure 5 A full example of a narrative structure. The small arrow between “Paul angry” and “Julia vexed” means that the triggering of the side-effect is only considered if the obstacle has triggered. In the story, when Paul is angry, he becomes particularly aggressive and says bad words against Julia, so she might be vexed. But her reaction depends on whether she is prepared or not for this kind of situation (second main goal).
reach the goal, the first characters is immediately aware of it. Note that not all goals are
delegable (defined by the author).

- Accept or refuse to help (ACCEPT_DLG, REFUSE_DLG): A character who has been
  asked for help accepts or refuses to help.
- Inform about a regret (REGRET): A character tells another character that s/he should
  not have performed a given task.
- Confirm regret (CONFIRM_REGRET): A character agrees with another character that
  the latter should not have performed a task.

For example, the action type “COMPARE” could generate the action COMPARE(Olivia,
Frank, divert(Frank), reason_Paul(Frank)), which may be displayed with the following dialog
line: “You could divert Paul but Julia might not appreciate your behavior. You could also
try to reason Paul but he will certainly not listen to you”.

Possibility rules and preference rules must also be defined, in order to transform elements
in the active structure into executed actions. They have not yet been specified for this
scenario.

3.4 Endings

Four families of endings can be distinguished, corresponding to the four quadrants described
above, with the two following goals: “appreciated by Julia” and “Julia prepared” (respectively
goals A and B in Figure 4):

- Quadrant 1: Frank has pleased Julia by helping in math. For that, he has successfully
  explained the family situation to her. Finally, Julia finds Frank very brave and she even
  admires him, instead of being disgusted, vexed or annoyed.

- Quadrant 2: Frank has managed to explain the family situation to Julia, but, as a
  consequence, Julia find him uninteresting, regardless his effort with math.

- Quadrant 3: Despite Frank’s efforts, Julia does not feel closer to Frank after the visit,
  neither has frank managed to explain her the family situation.

- Quadrant 4: Frank has not managed (or even tried) to explain the family situation to
  Julia, because he did not want to offend her. As a result, because Paul always interrupted
  them, Frank has been unable to do anything to explain the math. But Julia was charmed by
  Frank’s behavior in such a situation.

This example clearly distinguishes happy endings (quadrants 1 and 4) from sad endings
(quadrants 2 and 3). It also illustrates that the happy endings need creative thinking to
re-interpret the paradox and annihilate it (Julia finds Frank brave or charming). Figure 6
illustrates one of the ending, described as a script.

3.5 Output story

From the abstract structure (Section 3.2), the action types and the associated rules (section
3.3) and the story endings (Section 3.4), a story can be generated. The active structure
is updated after each executed action. The following depicts a handmade outcome of this
process, covering the beginning of the story, after the introduction. The text visualization
has been written according to what a template-based text generation system could provide.

We first present the formal action, then the text-based visualisation.
Julia to Frank: “I gotta go now. Thanks for the explanation but I think I’ll manage it differently next time.” [event:ending2] “Bye!” Julia leaves. Olivia to Frank: “You know, it is difficult for a young girl to feel comfortable with your father”. Frank leaves the room, slamming the door.

where the part in brackets refers to the description attached to an event that pushed in the Quadrant 2 during the story:

- For “explain accident”: “you couldn’t stop explaining your father’s accident… you are becoming a drag”
- For “provide medical details”: “It is so disgusting these brain operations you describe!”
- For “explain with book”: “I came to study math, not medicine!” (showing the medicine book Frank showed her)

Figure 6 Script for ending 2.

1. PERFORM(get math book(Frank)):
   - obstacle “Paul interrupts” triggered
   Frank to Julia: “I would like to get you a great math book that will help you”. He walks towards his bedroom to get the math book, but Paul comes to him and declares: “Frank, who is this stranger in our house?”. Frank answers: “It’s Julia Dad, my classmate, she is here to study math with me.”

Frank decides to do something to satisfy Paul’s curiosity.

Comment: This adds the goal “Paul satisfied” into the active structure (visualized opposite as a narrator sentence)

2. PERFORM(divert(Frank)):
   - obstacle “Fails” triggered
   - side-effect “Julia surprised” triggered
   Frank: “Dad, well, would you please look at the DVD player, it does not seem to work properly.”
   Paul: “Oh no, I prefer staying here, with you and your friend.”
   Julia: “Frank, you really have a strange way to talk to your father…”

Frank decides to get Julia aware of the situation, so that she understands his behavior with his father.

3. ASK_ADVICE(Frank, Olivia, explain accident(Frank))
   Frank to Olivia: “Grandma, do you think I should shortly explain Dad’s accident to Julia?”

4. ENCOURAGE_CSQ(Olivia, Frank, provide medical details(Frank)) Olivia: “I think you should rather give her all medical details concerning your father’s problem. Explain her what a traumatic brain injury is, and she has better chance to understand our family.

Comment: The consequence related to the encouragement is the goal “Julia prepared”.

5. DISSUADE_CSQ(Lili,Frank, provide medical details(Frank))
   Lili: “No no! If you give Julia all medical details, she will certainly be disgusted!” The consequence related to the dissuasion is the side-effect “disgusted”.
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6. **PERFORM(provide medical details(Frank))**:  
   - obstacle “disgusted” triggered  
   Frank to Paul: “My father had an accident. His head was hit, and after several operations in the brain, he could not fully recover. His temporal lobe is damaged. Now, my father suffers from several troubles, including loss of memory, change of mood, etc.”. Julia makes a disgust expression and answers “Ah... yeah”.

7. **PERFORM(correct homework(Frank))**:  
   - obstacle “Paul interrupts” triggered  
   Frank to Julia: “Come on Julia, let’s see your homework, I would like to help you on this”. Julia seems ok with this but Paul comes to her and declares: “We are just about to have dinner. I don’t think we have time for you. Please leave our house!”.

8. **COMPARE(Lili,Frank, divert(Frank), rebuff Paul(Frank))**  
   Lili to Frank: “If you want to get rid of Dad’s annoying remarks, you could distract him with something, but, if you have not explained the situation to Julia, she might not appreciate. You could also rebuff Dad, but he could become angry and say bad things to Julia.

9. **PERFORM(divert(Frank))**: obstacle “fails” triggered  
   Frank to Paul: "Dad, well, would you go to the grocery store and buy something for dinner?".  
   Paul: “Oh no, I prefer staying here, with you and your friend.”

10. **PERFORM(rebuff Paul(Frank))**: success  
    Frank to Paul: “Dad, that’s enough! Could you please leave us alone??”  
    Paul: “Ok ok, sorry.”

11. **PERFORM(correct homework(Frank))**: success  
    Frank to Julia: “Come on Julia, let’s see your homework, I would like to help you on this”. Julia: “Great!”. Five minutes later, Julia appears much friendly to Frank: “Thank you for your help, I appreciate it.” Compared to action 7, no obstacle is triggered: Paul is “satisfied”.

12. **PERFORM(get math book(Frank))**: obstacle “Paul interrupts” triggered  
    Frank to Julia: “I would like to get you a great math book that will help you”. He walks towards his bedroom to get the math book, but Paul comes to him and declare: “Frank, you can’t leave a pretty friend alone in the living room like that!”.

13. **PERFORM(rebuff Paul(Frank))**:  
    - obstacle “Paul angry” triggered  
    Frank to Paul: “Dad, that’s enough! Could you please leave us alone??” Paul: “What? You want to stay with this stupid friend of yours, while your father needs you??”  
    **Comment**: Julia gets vexed by Paul’s remark.

14. **DELEGATE(Frank, Olivia, Julia prepared)**  
    Frank to Olivia: “Grandma, I need your help. Would you please help me to explain Julia about Dad and our family?”

The above example shows a mixture of various action types. They enable to extend the expressiveness of a core narrative structure, by both producing narrative content and emphasizing the underlying paradox in the structure. The corresponding and tentative trajectory in the paradox space is represented in Figure 7.
Conclusion and future work

In this paper, a novel computational model of narrative has been proposed, which comprises several components: a hierarchical model of narrative structure, a set of rules to select the next action, an algorithm to estimate the dramatic tension based on the concept of paradox, and a set of rules to select the ending. The two main contributions of this model are 1) the hierarchical nature of the model, which enables to model complex structures without losing a global view of the main “mechanics” of the narrative (its paradox) and 2) a novel approach for modeling the dramatic tension, which renews the more usual approaches that are based on conflict or suspense.

This computational model has been only partially described above, as many components need to be more formally described: the specification of the trajectory into the paradox space, the assessment of the dramatic tension, the action selection mechanism and the endings’ specification and management. In order to successfully specify these components and refine the model, the next step will consist in paper prototyping the system, according to a methodology that has proved efficient in game design [15]. In the context of interactive narrative, the model along with the proposed story will be played by the user, while the narrative management will be carried out by a “game master”, who will simulate the future narrative engine. Sessions will be recorded and later analyzed.

The story described in Section 3, while going beyond the level of a “toy” example, remains relatively simple. Once the model has been validated with this story, several improvements of the model will be considered: more than one paradox in a story (e.g., one paradox per main character), more than two levels in the hierarchal structure, parametrization of narrative elements, more variations in endings.
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Abstract
Multi-authoring is currently a common practice in the field of contemporary storytelling but producing consistent stories that share a common narrative space when multiple authors are involved is not a trivial task. Inconsistencies, which are not always well-received by readers are sometimes expensive to fix. In this work we attempt to improve the consistency of stories and narrative spaces by introducing a set of rules based on a formal model. Such a model takes into account the reader's concept of consistency in storytelling, and acts as a framework for building tools to construct stories grounded in a common narrative space with a reinforced sense of consistency. We define a model (the Setting) and deploy it through a tool (CrossTale); both based on previous research, and discuss some user evaluation, with an in-depth analysis of the results and their implications.
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1 Introduction

The evolution of digital interactive media and information technologies has been instrumental in the development of systems that bring together authors and readers to compose and consume multi-authored stories though multiple media. In this context, the audience is not only interested in rich narratives, but also wants to participate in their development by adding and sharing their very own creations, compositions, and ideas. Nowadays people actively publish and share thousands of creative works (blogs, stories, songs...) on the web, often related to other original creations through relations that range from mere inspiration to direct referencing. Some of the works may be further developed by more authors, who expand their content, structure, and knowledge value through original creation and composition processes.

On the other hand, there is an emerging interest to support collaborative creation, composition, and consumption of multi-authored narratives that may grow in a shared information space for prosumers and professionals alike. We use a basic definition of information space: “The set of concepts and relations amongst them held by an information system” [14]. We believe narrative spaces are information spaces that ground all media based on the same characters, situations, plots or other casually interlinked entities, hence introducing a certain degree of consistency to the set as a whole. Narrative spaces are especially worth analyzing when dealing with collaborative storytelling since they establish many of the rules for the interaction among authors. The authors’ awareness and interpretation of the narrative space will heavily
condition their interaction with it. Fans often expand the narrative space of their favorite entertainment franchises by introducing their own stories deeply rooted in a well-established narrative universe and its mythology, creating rich networks of fan-fiction (Fanfiction.net, referenced later, gathers hundreds of thousands of users around hundreds of franchises) that coexist with the official material. Also, Web and information technologies provide momentum to complex entertainment franchises created by dozens of authors to span across multiple media. In this context, there are certain tools that support readers and writers who are contributing to well-established narrative spaces. Articy Draft [1] and Celtx [5] are both collaborative tools meant for creative story development and represent good examples of this emerging trend. Such tools may be created by the same company delivering the content, but this content is often the result of a collaborative effort undertaken by an author community. It is worth noting that tools do not merely intend to support the construction of a story in the sequential, traditional way. They provide mechanisms that allow for free, divergent exploration of all the related information, supporting the non-linear growth of narrative spaces.

There are some examples of narrative spaces worth mentioning. Fanfiction web site [8] is devoted to fan-developed stories within the narrative space defined by specific franchises, and provides a good example of amateur and professional authors creating stories in the same narrative space. Most of these stories, however, do not take into account the contributions of their fellow fan authors, only the original, canonical one. Another example is the website that holds most the information related to the A Song of Ice and Fire book series in its many articles [19]. It is fed with content from multiple contributors, properly structured and published in a readable way. The site also publishes articles that cover most of the books related to the canonical narrative space and a text-based roleplaying game that allows players to introduce their own creations (e.g., characters, locations, and other elements around the original canonical narrative). Players can interact with each other while expanding the original setting. This site has the approval of the author of A Song of Ice and Fire who is known to be vocal against common fan fiction developed without consent. On the other hand, he created Wild Cards [12], a book series written by multiple authors under his editorial control. Chris Crawford’s Storytron [7] is an interesting approach to developing a commercial tool that would allow users to design interactive stories. Although it is currently on-hold due to problems regarding the learning curve (i.e., the complexity of building a whole interactive story with the tool), this approach is interesting in terms of decomposing the narrative space into a set of unitary elements, and defining the logic that relates them. Storyjacker [10] is another interesting example closely related to the tradition of the Exquisite Corpse writing technique. This game proposes that its players first read a flash fiction (roughly between two or three hundred words) created by another writer with an explicit editorial challenge attached to it. Players rewrite the text answering the challenge and pass the result to the next player, introducing a new challenge of their own. While this approach is a game, the writing dynamics of its multi-author design are interesting and not very far away from what we propose in this paper.

In this paper we try to understand if there are people interested in writing stories collaboratively in a consistent way and provide them with an appropriate tool for that purpose. First we discuss our focus on enhancing consistency, especially how it is perceived by authors and readers, followed by a brief state of the art of previous research on multi-authored narratives for similar scenarios. Next we describe some users’ experiments we conducted. These experiments were designed to test mechanisms developed to increase narrative consistency. We then analyze and discuss the resulting experimental data. Finally we discuss these findings in relation to the approach proposed and introduce future research.
Supporting Narrative consistency

Complexity can easily scale with the developing size of narrative spaces, possibly increasing the difficulty of reading and authoring stories based on them. Each element in a narrative space, such as a character, location or event, is linked to other elements in the same narrative space through causal relations, providing a sense of continuity and consistency. Modifications introduced to the narrative space may cause contradictions in the logic of the network of elements and causal links. This often leads to plot holes that may compromise the story’s global consistency, sometimes invalidating the primary causal links that represent the foundation of fundamental plot threads, and potentially hindering the experience of authors and consumers. Stories containing plot holes also tend to have a bad reception amongst sophisticated readers [17].

If consistency is a key factor when dealing with multi-authored storytelling, some sort of mechanism designed to monitor and enhance its presence could result in a better experience for its readers. This work pursues a suitable method to assist multiple authors in developing narrative spaces with enhanced consistency. This might lead to stories which are more satisfactory to develop collaboratively in these narrative spaces and are also more enjoyable to read. When analyzing narrative spaces and their unfolding stories, we distinguish between two kinds of consistency measurements:

1. Firstly structural as the level of agreement among the elements of the narrative space with respect to each other. This can be measured if the narrative space is mapped to a computational structure of some sort by validating the narrative space information against a formal model.

2. Secondly reader-perceived as the level of consistency associated by readers to a specific story. This is most often obtained by asking readers to rate it after having read it.

We think this distinction is necessary because of the subjective nature of some stories along with the existence of some literary techniques, such as the use of biased narrators that describe reality through perception and language. Having two different measures of consistency is invaluable when trying to relate both kinds of consistency. By analyzing the content of a narrative space and mapping it to a computable and evaluable structure, we can provide some recommendations or guidelines to increase the structural consistency of a narrative space. To some extent, starting with Propp and his structural approach to narrative [16], the field of semiotics is grounded on similar principles and has been an active discipline for decades. Its theoretical foundation, specifically the syntactic branch that deals with formal structures, has been a source of inspiration for our work. Deconstructing a narrative space into a computational structure based on a suitable model can be a challenging discretization process. We do not propose a model that attempts to do this. Instead, the model we propose is based on observations regarding the author and reader perception and interpretation of consistency. Every author has a personal way to tell stories. This means that the perception of a story’s consistency depends on the technique and structure of its discourse – not to mention the influence of genre. Readers may find a story consistent or inconsistent regardless of the raw material from the narrative space used by the author. Also every reader’s perception is heavily influenced by factors such as his/her cultural, academic and social background, which can be difficult to control and keep track of. The most obvious way to measure the user-perceived consistency of a specific story is to ask different readers to rate it. There are other more indirect methods, such as asking specific questions to check if the reader understands the story or to observe the reading procedure, trying to encode it into meaningful data. We have found these measurements difficult to operationalize and correlate to the reader-perceived consistency level. Our goal in this research is to determine
whether monitoring and enhancing the structural consistency of a narrative space implies that stories based on it are perceived as more consistent by readers.

3 Related Works

We now analyze related literature and discuss its implications for our goal. Meehan’s TaleSpin is a system that generates stories via carefully crafted processes that operate at a fine level on story data [13]. It was one of the first attempts to model narratives as computational systems. Since it automatically generates stories, it holds a certain notion of computational causality and consistency. We also pursue a formal model with such notions, but Meehan’s approach seems too constraining to support an open definition of a story. Brenda Laurel’s doctoral dissertation described a complex framework for drama management [11] and is considered by some as the beginning for the many successful approaches that deal with structured narrative spaces. While it is meant for abstract depictions of large narrative spaces, it also provides a systematic representation for them. A key factor is its ability to introduce highly dynamic narrative structures. These structures support complex stories that hide the formal complexity from readers, something we wish to introduce in our approach. Thue [18] proposes an interesting approach that formally structures the story, favoring consistency monitoring and analysis. Player Modeling is a simple concept that attempts to personalize the story through several profiling techniques, enabling some of the user’s personality traits to have certain impact on the resulting experience. Understanding the reader’s perception of consistency is a concern we share. Some other approaches use a strictly formal definition to model stories. For instance, Cavazza proposed a character-based approach [4] that was adapted and improved by Pizzi to model a part of Madame Bovary [15]. This line of work is grounded on planning and the field of artificial intelligence. Interestingly enough, it deals with complex aspects of human nature such as emotions and feelings. The AI planning used in [15] is concerned with optimality, seeking to reach a target with economic operations and may not be adequate for our approach. We believe storytelling should encourage causal links, but not necessarily in an optimal way. They represent, however, some of the most intricate and complete attempts to discretize the narrative structure into a formal model, a goal we also pursue. Next we discuss some existing formats and recent tools that allow modeling narrative entities independently from their story, that keep track of the flow of complex events, that impose constraints or rules to preserve consistency, that keep track of plot meta-data (such as character motivations, feelings or the literary theme and mood), and that are suited for collaborative development of a story. This discussion inspired the conception of our tool.

Traditional scripts are often created by a single or a couple of authors. Large media franchises and episodic shows sometimes need to become heavily interrelated. Game of Thrones [2] is a good example of a TV show that has heavily interrelated scripts written by multiple authors. To some extent they represent one of the most popular instances of a multi-authored narrative with a strong need for consistency.

There is a certain tradition of background books in rich fiction series, providing concept art, character profiles or even maps depicting fictional lands. These books, far from narrating a story in the traditional sense, describe a specific part of a fictional universe. We found these works interesting because they represent a set of characters, themes and plots in their original, protean form, not necessarily attached to the linear context of a traditional tale. They are often written by authors who were not creators of the original concepts, and represent an example of collaborative authoring.
RPG books, such as ADD Monster Manual [9] or Vampire: The Requiem Coteries [3] are interesting examples of narrative entities modeled independently. They provide a growing organic framework for authors to build their own adventures and share them with friends, adopting the role of a live storyteller in tabletop gaming sessions. The source material in these books can be used to enrich the session experience by introducing new characters, object or plot threads. While fairly similar to background books, RPG books provide guidelines that allow content to be used in the arbitrary context of a game with rules, which introduces a high degree of formality to the information.

Certain tools such as Wikipedia or Wikia are effective means of storing and organizing data from a specific narrative space. Although they are commonly used to structure already-existing background information, they represent some of the most popular tools that support collaborative writing. Their capability to deal with individual entities such as characters or locations is the trait we find more interesting. On the other hand, entities commonly depicted as linear, such as stories or plot threads, are not very intuitive to understand and follow using these tools. As shown in table 1, most of them possess some of the traits we introduced earlier, but no tool has got all of them as far as we know. Incorporating existing mechanisms that seem appropriate is part of our efforts to design a tool with all these traits.

## Experiments

We carried out three experiments to understand better narrative spaces and the stories based on them in terms of user perception. For each of them we introduce its purpose, any tool specifically designed for it, the experimental design in depth and the most significant results.

### 4.1 Experiment I: Understanding the Sharing of Narrative Spaces

Our first experiment aimed at understanding how users perceive a narrative space and its associated stories while contributing and navigating through it. We intended to understand their mental model and to measure it. Some arbitrary conventions were introduced, such as an initial set of scenes already connected or a limited set of characters and objects. This was done to encourage participation, providing a certain sense of narrative immersion and to reduce the creativity required from subjects in order to participate. A fairy tale was chosen,
including its most canonical elements (e.g., a king, a Princess, a castle, and a dragon among others) along with others far away (e.g., a robot, aliens, and a starship among others).

4.1.1 A Collaborative Story Wall

A large glass wall was used as a space to develop and visualize a collaborative narrative (figure 1) composed of scenes and transitions. Our purpose was to provide a canvas for authors to freely interact with the story. The scenes were sheets of paper with a collage of images (obtained by mixing characters and props picked from a set) and text written to describe the scene more explicitly. Scenes could be added anywhere on the wall and connected by transition arrows drawn on the glass, as a directional indicator, providing a sequential order by connecting scenes. The experimenters provided an initial story as a starting point for users who, in succession, could modify what was on the wall: change or delete scenes, alter the structure (erasing and drawing transition arrows, and moving scenes to new positions), and place their own scenes in any point of the unfolding story. We introduced 7 initial scenes narrating the beginning of the kidnapping and rescue of the Princess.

4.1.2 Experiment I in Detail

16 subjects were invited to participate in the experiment one after another sequentially. There was no special consideration in the demographics involved. A non-imposed average elapsed time of 12 minutes was measured.

Subjects were asked to read the existing narrative which was the result of the accumulative modifications made by previous subjects on the initial set provided. They were also interviewed after they finished reading the existing narrative on how they’ve had chosen to read the story (order, objects and concepts they had followed, etc.), along with their opinion on some specific matters such as the literary value and consistency perceived.

Next they were offered the possibility to contribute to the narrative, and allowed to modify or delete previous scenes, to alter the structure of the story structuring (erasing and drawing transition arrows, and moving scenes to new positions), and to place their own scenes at any desired point. Finally all subjects answered a series of questions designed to learn more on how they interacted with the story, such as the nature of their contributions (according to them) along with their driving motivation or purpose. We also asked some open questions on some subjects such as if it was a fun experience or if they would enjoy doing the same with their friends through a social network.
4.1.3 Results

The story resulting from the experiment contained 29 scenes connected through two main branches that converged towards their end. Each participant added either one or two scenes to the growing narrative. No subject eliminated scenes from previous participants, but modifications on existing scenes were common: half of the participants inserted their scenes between existing ones and/or altered the direction of arrows; over one third created convergence between two or more isolated branches (for example two characters gathering at one point, or one event affecting the story of another author). A few subjects claimed to focus exclusively on solving inconsistencies during the authoring phase of the experiment. Maintaining consistency in the evolving narrative was stated as the principal reason for 8 out of the 15 contributors. The notion of conflicting scenes was stated 4 times as something disliked in the interviews. According to subjects all of the changes made to previously existing elements were for the sake of consistency. Other contributions were centered mainly on extending existing plot arcs instead of creating new ones. Consistency seemed to be key in user motivation and overall experience. The subject-perceived level of narrative consistency (figure 2) tends to be on the middle-high portion of the scale but decays slowly. As the initial story is different for each user, the results cannot be easily compared but subsequent experiments allow for comparison. In this experiment we were mainly interested in observing the interaction between authors and the story.

According to the interviews, the literary value of the narrative concerned little the subjects. Interestingly, individual scenes and small narrative branches had greater entertainment value than the overall narrative. Since the sequence of events can only be guessed through the spatial layout of the scene and the arrows network, some conflicting notions appeared on what was happening before, after, or simultaneously to a given scene when dealing with parallel stories. This suggested that scenes could be arranged in some sort of linear organizational structure to provide an improved sense of sequence and causality. Our close observation of how scenes related with each other and how participants authored existing characters, revealed that each character was considered the same entity throughout the whole narrative, almost always labeled with the same name. The experiment also showed that the authors faced a complexity which scaled very strongly if they tried to maintain the structural consistency of the story. The more scenes it contained, the harder it was to introduce new material without contradicting or violating existing established facts. On the other hand, the decreasing reader-perceived consistency of stories containing a large amount of scenes indicated that the reading process became more difficult as well. Some people were motivated by the unfolding implicit collaboration, and nobody stated openly to be bothered by it. In fact,
contributing to the narrative was not mandatory but all of the subjects added scenes, and they actively searched for an interesting entry point and modified the whole context, changing and rearranging scenes connected to their contributions, instead of just attaching them to the end of a story thread. More than half of the subjects expressed their interest in repeating the process later and many of them returned after their contribution to see how the narrative was evolving. A good number of people who just happened to pass by stopped to read the whole story, many of whom asked to participate in subsequent iterations of the experiment.

4.2 Experiment II: Measuring the Impact of Consistency Constraints

The purpose of the second experiment was to measure the impact of an underlying formal model to user contributions and their overall interaction with a multi-authored non-linear narrative. This formal model was designed to provide structural consistency to the narrative space, hopefully reinforcing key factors that enhance the production of stories that are perceived as more consistent. We introduced some constraints into the interaction to prevent subjects from creating scenes that somehow violated the rules proposed by the underlying model. We used a platform we developed, [6], to be used on a connected laptop, which meant changing to a much more private environment.

4.2.1 A Setting that provides an Underlying Consistency Model

The Setting tries to provide an underlying formal model that resembles the author’s mental construction of a narrative space. We used data from the previous experiment to map their understanding of the story into an assessable and measurable model, through a process that can be found in our previous publication [6]. The Setting serves to monitor and enhance the consistency of the stories unfolding within it. It provides a common ground for authors to interact by building stories in the same narrative space. Its informal definition is the following:

- The Setting contains timeframes and locations on a grid.
- Timeframes have an implicit order.
- Every location is at a certain distance of other locations. The distance from A to B is the minimum number of locations needed to go from A to B.
- Every scene takes place in a location and contains one or many characters and zero or many objects.
- Scenes can belong to plot storylines or character storylines.
- Storylines contain one or many scenes.
- Character storylines contain all the scenes that contain a specific character.
- Plot storylines contain all the scenes tagged to design a specific plot.
- Characters may only appear once per timeframe in a scene.
- Characters may only appear once in the same scene.
- Characters may not move between non-adjacent locations (distance > 1) in a single timeframe.

These rules were designed to provide a certain sense of consistency, which can be measured, monitored and enhanced, on the basis of the results of the Story on a Wall experiment, attempting to predict and enforce the factors actively pursued by users through their contribution. Our goal was not to evaluate this definition as a generalist model capable of describing any narrative; instead we wished to measure the impact of using a formal model in a multi-authoring scenario in terms of the consistency of the resulting stories.
4.2.2 Introducing the platform

CrossTale (see figure 3) is a software prototype whose main window follows a distribution similar to that of Story Wall, adding the rules imposed by the Setting. In fact, its main context is a dashboard with two axes, one for time and one for place. Users can scroll at will to navigate the dashboard. By selecting existing scenes they can view their images and read the descriptive texts. Specific characters and storylines can be selected, enabling users to read all the scenes involving that character or storyline in a sequential order. The grid also highlights scenes belonging to the selected entity and connects them with an arrow line to reflect their sequential order. There is also a secondary context that enables users to create scenes, providing a set of components (characters, objects and plot storyline tags) along with a visual representation of the location where the scene takes place and a text box to introduce the description. These scenes are added to one of the Setting timeframes and locations and are treated as an integral part of the narrative space. Violations of the Setting were not allowed in this experiment, and the user got a message requesting him/her to resolve the conflict before saving the scene (in the third experiment users could save scenes that violated the Setting, but users were warned before).

4.2.3 Experiment II in Detail

20 subjects of similar characteristics as those in the first experiment took part. Two groups of 10 were created randomly. The control group used the tool to read and contribute to the existing narrative, and the experimental group had some consistency constraints based on the Setting. The use was sequential, as each user found the story in the situation left by the previous one. No time limits were provided and the average time of the users was 20 minutes. A CrossTale prototype was created with an initial set of scenes describing the start of a traditional fairy tale. The 8 initial scenes introduced were almost identical to the ones used in the previous experiment, introducing a Princess, her kidnapping by a witch and the Prince trying to rescue her. Each subject was asked to read the story which was composed by the initial scenes provided plus the contributions made by previous subjects. No specific method
was imposed. The story could be read completely or not. Reading character storylines could be a strategy amongst others. A brief interview was conducted to understand how users read and understood the whole scene set regarding the storylines. Then they were asked to add one or more scenes to the existing ones. After they were done, a second interview was conducted to understand what kind of additions and modifications they had made, their motivations, the intended influence on the previous state of the story, and any other relevant details of the interaction between the subjects and the story. The whole experiment was recorded for further coding and observations. The subjects were aware of the collaborative nature of the tool, but did not have contact with the rest of the subjects before, during or after the experiment.

### 4.2.4 Results

Results were analyzed independently for each group. It appears that subjects were not very concerned with reading the whole narrative before interacting with it. Users only read a fraction of the existing content. No user read the whole story. The most common interaction recorded during the reading phase involved the user selecting one or two storylines and reading its content before moving on to the contribution phase. The perceived consistency (figure 4) was steadily rated high in both groups, with a slight tendency to decay towards the end in the group without constraints. The difference did not seem very significant. Both groups ended up with a story composed of 28 scenes and 10 storylines. The average scene contribution was 2 scenes per user. Most users placed their scenes inside one and only one storyline. No user modified scenes created by other authors. The rating of the user experience was positive (average 4.4 out of 5) as well as of the application design (average 4 out of 5). We asked subjects if they would use CrossTale regularly with an average 3.6 out of 5 and if they would like to have a similar tool to create and share narratives in the context of a social network, with an average 3.7 out of 5.

The focus of the experiment was to observe if the introduction of consistency constraints derived from the Setting caused any interesting effects. The most remarkable observation was that the perceived consistency seemed to decay more quickly over each contribution for the group without constraints, although the resulting data isn’t very significant. This could mean that enforcing certain notions of time and space through the scenes tends to produce more consistent results, supporting our initial hypothesis. A larger subject group would be useful for further analysis.
in future experiments could validate or refuse this claim. Adding the constraints seems to have an annoying effect on the experience of users who felt limited all the time (as seen during the video codification, where they complained almost every time a constraint blocking message popped up). This might be caused by the way messages themselves are displayed in CrossTale. It could be an interesting line for future research. Joining the data from both groups also revealed some interesting facts. The use of a computer program to conduct the experiment might have affected the user experience, limiting the user’s freedom when compared to the previous experiment. The story in this experiment was read on a screen and embedded inside a software program instead of being on a glass wall. Subjects were less inclined to interact with the existing scenes; no user modified scenes created by other authors. Subjects spent less time interacting with the narrative (the decreased time could either be an indicator of a less pronounced learning curve, a good interaction design or a decrease in the motivation of subjects). Also, according to the interviews, they were less concerned by narrative inconsistencies. As previously mentioned, the story was now stored in a computer program. We believe this might have caused users to be less aware of the story as a whole and therefore less concerned with its global consistency. In fact, the reader-perceived consistency of the narrative was larger for both groups of users compared to the previous experiment. This might also be related to the fact that users never read the whole story. Users aren’t concerned with the consistency of scenes they haven’t read. We chose to follow the same cumulative mechanism as in the first experiment on both groups. This was done to gain some insight on the evolution and scalability of the story while comparing the results with the previous experience. We are aware that this decision prevents us from comparing subjects’ individual performance in terms of consistency. The following section describes an experiment where this was done.

4.3 Experiment III: Measuring the Usage of Storylines

The third experiment explored the use of storylines further. Namely, we were interested in measuring certain aspects such as the number of storylines read by subjects, the degree of comprehension after reading, the performance when creating new storylines and their consistency. Moreover, we wanted to cross measures of the reading and contributing phases and find any significant correlations.

4.3.1 Experiment III in Detail

This experiment was fairly similar to the previous one. The main difference was that user contributions were not cumulative, every subject found the same initial set of scenes and there was only one group. Every subject started their contribution with the initial 12 scenes we provided. The story was the same fairy tale. The initial scenes introduced 3 main storylines that explained the events through the Prince, Princess and the witch’s own viewpoints. CrossTale was used with the same rules derived from the Setting, the derived consistency constraints from the Setting were always active; its application was not enforced, only warning messages existed. There were minor usability refinements to CrossTale. We provided users with the ability to zoom in and out (using the mouse wheel) when viewing the scene grid. We also allowed users to scroll through the scene grid by dragging the mouse anywhere, not only the scrollbars. These additions were introduced to provide more visibility and accessibility to the existing scenes inside CrossTale. 16 subjects of similar characteristics as those involved in the previous experiments took part. An average time of 10 minutes of involvement with the system was measured. The experiment began with each subject
reading the story. CrossTale provided several mechanisms to do so: reading individual scenes, following specific storylines according to plot threads or characters. Users were free to read only a part if they wished. The interactions with the reading interface were registered, and a brief interview was conducted afterwards to analyze their reading experience. The next phase was the contribution. Every subject was asked to add more scenes to the same existing story if they wanted to. Their interaction was registered and a brief questionnaire was administered. This questionnaire was used to rate the user’s general impression of the story when contributing to it. Subjects were asked to rate the warning messages, the story in terms of consistency and amusement through Likert scales, and also to propose one or more titles. In both phases the proceedings were run by a collaborator not directly involved in the research, who coded the interactions as well. Unlike the previous experiments, modifications to the scene set were not cumulative between subjects, so the consistency measurement was done through a 4 person jury evaluation of each subjects’ contribution.

4.3.2 Results

Regarding the reading phase, most subjects read the existing scenes through the usage of storylines. Readers selected an average of 7.77 storylines to read. 83% of them were read from start to finish. 43.59% of the initial character storylines were read and 1.38% of the initial plot storylines were read. The average contribution per subject was 2.6 scenes. The number of scenes read seems to be correlated with the number of plot storylines used. There is a medium-high correlation between the number of titles for the story proposed by subjects and the number of characters mentioned in those titles. Also there’s another medium-high correlation between the number of plot storylines referenced in the proposed titles and the amount of plot tags used later during the authoring phase. There’s a positive correlation between the number scenes created, the number of storylines read and diversity of characters used in the created scenes. Very few message warnings about violations of the Setting rules were displayed (Warnings appeared in 24% of the composed scenes). Of these warnings, only 17% made the authors change the story. The resulting inconsistency level measured was an average of 1 inconsistency per contribution, or 0.46 inconsistencies per scene. Another interesting observation regarding consistency is the following; inconsistencies didn’t increase in proportion to the number of scenes introduced inside a story.

Subjects seemed generally more inclined to use character storylines to read the provided story. There’s a tendency towards a character-driven exploration of the story, possibly related to semiotics and some of its most popular theories. Nearly no subject read scenes without using storylines. We believe they proved to be a good mechanism to explore non-linear narratives such as the one we created in this experiment. Some users made extensive usage of the tool to create a large amount of scenes, which allowed us to briefly analyze the scalability of the system in terms of consistency. The number of inconsistencies remained stable during each user’s session. In those cases, having the same author for all the contributions also ensured a more accessible and scalable development. We believe the small size of the initial narrative, along with the improvements and refinements to the CrossTale user experience were also instrumental for this to happen. This also could explain certain measurements, such as the average reduced time for each subject’s interaction with the story. While these measurements might make it difficult to correlate the structural consistency of the narrative space with the consistency perceived by reader, the jury evaluation and our qualitative analysis of the stories suggest some major critical inconsistencies were avoided thanks to the warnings. Since we lack more evidence to sustain such a claim, we are already pursuing new experiments to provide more data in this direction. It is worth noting all elements tagged as
incoherent by the Setting’s rules were not considered very incoherent by the jury evaluating the consistency of subject’s resulting narrative.

5 Discussion and Conclusions

This research is about how people collaboratively write narratives and the role played by consistency in this writing. A medium term goal is to provide a useful tool to support it. In this section crucial issues emerging from the three experiments are discussed together with considering other interesting points for the near future research.

5.1 The Role of Consistency

Consistency appeared as a relevant factor during collaborative narrative composition, and it influences on the way stories are read and written in multi-authored scenarios. Let us recall that in the first experiment, authors introduced quite a few modifications to the overall story when it was necessary to maintain the consistency of the plot arc they were developing or to correct a discontinuity in the overall narrative consistency. Consistency provides stories with a sense of causality and makes them more accessible for new authors and enjoyable for readers.

We believe there is a certain cultural common knowledge of what is consistent and what represents a plot hole, defined by Ryan [17] as an inadvertent inconsistency in the logical and motivational texture of a story. In our model, a plot hole is a discontinuity in the cause-effect logic of the story discourse. Further experiments are needed to validate this hypothesis of the relevance of causal links.

However, in the second and third experiments authors were not as clearly concerned by consistency as in the first experiment. We believe this is due to the experimental settings, as the use of a more focused and constraining software prototype meant incoherencies were less visible to the users. The introduction of an underlying formal model with its own rules, and of reading mechanisms, which were absent on the first experiment, probably led to the reduced interest in providing consistency. CrossTale ensured consistency preservation in an effective way, and reduced the users’ concerns.

However, consistency is not the only issue worth tracking when building stories collaboratively: the lack of visibility of scenes or the constraining effect of the model on creativity were not our focus in the experiments and should be further studied.

The distinction between the two types of consistency has been an effective way to formulate our research. The Setting provided an objective measure of consistency based on our model, and its impact in the perceived consistency level could be assessed.

5.2 Monitoring and Enhancing Consistency through the Setting

The Setting aimed at dealing with the user’s concerns about consistency observed during the first experiment. These concerns seemed to mean that time and space limitations had to be enforced, and therefore, the Setting only deals with these aspects of stories. It established a framework for developing narrative collaboratively, with a clear interpretation of what is consistent and what is not. Forcing users to follow the Setting rules during the scene composition process was not a very popular design decision among authors, but the stories built under these conditions apparently provide better reading experiences. Therefore we illustrate an interesting situation; constraining scene composition under a Setting-like model may lead to more consistent results while hampering the authoring process. No
specific observations were made on creativity aspects, but we feel that the Setting could easily decrease the creativity of the stories it supports. This should be properly tested in subsequent experiments.

The Setting in the second experiment proved to be a double-bladed sword: authors were aware of some of the things they needed to take into account that might have ignored so far, but they also felt less able to express their creativity due to the constraining nature of the consistency rules. The implementation of the Setting in the third experiment is more successful: authors were always aware of violations to the Setting rules, but they could react in different ways. Some deliberately ignored the warnings, while others (the majority) prioritized such incoherencies and solved them before anything else. Ultimately, we believe there is no formal model valid and complete for all possible narratives. Our future attempts to provide support and guidance in building consistent multi-authored stories will probably involve the authors in the construction of their formal model. What might be consistent in one narrative space, such as involving magic characters, might be inconsistent in others, and there is no one better suited to establish these discriminations than the individuals who are creating the stories. Future experiments could even introduce inconsistency generators, based on approaches that generate events and situations, possibly reducing the user-perceived consistency but maybe providing some inspiration to the authors.

It is important to remark that the results coming from experiments where the modifications to the narrative persist and those where every subject deals with the same exact set of scenes are not directly comparable.

Another aspect of multi-authoring is group dynamics. The Setting essentially stated the game rules, which each author had to follow to enter into the game of story creation. On the other hand, each author introduced modifications to the narrative space that needed to be respected by subsequent authors, meaning that the learning time needed by the following author increased. A possible improvement could be to provide better communication amongst authors to support their coordination. This could improve cooperation during narrative composition and introduce specializations such as committing specific authors to preserve consistency by stating the fundamental consistency rules and reorganizing structured content.

### 5.3 Very Human and Causal Storylines

Human-generated stories within a narrative space, as those observed in the first experiment, are not random. Most contributions followed existing plots, commonly associated with a character or some abstract concept, such as a motivation or a specific theme. The introduction of formal storylines in the second and third experiments was meant to reinforce the sense of computational causality and continuity, trying to predict the authors’ behavior to ultimately enhance the user experience. After analyzing their use during the experiments, it is safe to say that they meant a difference to the results. The reader has to follow the clear cause-to-effect relationship made explicit. The story exists in a specific region of the narrative space. Users embraced this storyline mechanism to explore and understand the narrative space, and in most cases avoided the free scene selection in favor of the sequential reading order provided. They also used this mechanism to link new scenes into existing storylines or even to start new storylines from scratch to propose new ways to read the content of their creations. This might have been one of the key reasons for the increase in the reader-perceived consistency measured in the experiments that used CrossTale.

We believe the use of storylines as tools to communicate stories is fundamental in the exchange between a storyteller and its audience. From the Setting computational point of view, storylines are not necessary for the narrative space to exist. However, without them, it
is rather information with no narrative quality. Even if storylines did not formally exist in the Setting information architecture, any story introduced by human beings would probably has cause-to-effect relationships.

Another interesting finding that we will probably introduce in future attempts to map a story to a formal model is that readers prefer storylines based on characters to those based on plots, as they chose the former almost always. Apparently, in the context of a non-linear story, users find more natural to follow specific characters instead of plots. One possible explanation is that in most of our stories (and in many stories found on contemporary media) a character only appears in one plot with a main role. While s/he could appear (seldom) in additional storylines, the character would then have a minor role. Some of the most popular Semiotic models [16] are built around characters and their roles, rarely depicting meaningful entities that display human-like behavior. We will explore this approach in the future.

5.4 Conclusions and Other Future Work

Narratives are highly subjective, as any product of an artistic discipline. There is an implicit notion of causality in any story. Our experiments are not exceptional. Scenarios involving cooperation between authors often suffer from discontinuities in their causal relationships, which produce less satisfactory stories for their readers. We believe consistency plays a fundamental role and we presented experimental data that supports our belief. Our approach introducing a formal model that imposes consistency constraints derived from the narrative space was tested; showing it was capable to monitor and increase the structural consistency of the multi-authored narrative space as intended. This apparently translated into stories with an enhanced reader-perceived consistency. However, the negative reaction from authors when facing constraints imposed by the model requires further exploration. We believe some media (such as TV, films, comics amongst others) have the difficulties of collaboration amongst multiple authors discussed throughout the paper, and we plan to extend to them the methods introduced.

There are also some possible paths for future work that deal with some secondary factors observed. Regarding creativity, subjects from all experiments seem to perceive scenes created by authors with a background in communication or arts as generally more creative but not necessarily more consistent. The relation between creativity and consistency is not clear at all in our observations. A more specific experimental design, possibly involving subjects with specific backgrounds and narrative expertise, could shed more light into the matter and maybe provide some details on the hypothetical correlation between creativity and consistency.

On the other hand little attention was paid to the interaction and aesthetic design of CrossTale. This is an interesting line of research that deals mainly with usability and user experience, potentially improving the CrossTale results.
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Abstract
In the emergent narrative approach to Interactive Storytelling, narratives arise from the interactions between player- or computer-controlled characters in a simulated story world. This approach offers much freedom to the players, but this freedom may come at the cost of narrative structure. In this paper we study stories created by children using a storytelling system based on the emergent narrative approach. We investigate how coherent these stories actually are and which types of character actions contribute the most to story coherence, defined in terms of the causal connectedness of story elements. We find that although the children do produce goal-directed story lines, overall the stories are only partially coherent. This can be explained by the improvisational nature of the children’s storytelling with our system, where the interactive experience of the players is more important than the production of a coherent narrative. We also observe that the communication between the children, external to the system, plays an important role in establishing coherence of the created stories.
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1 Introduction
Stories are more than just temporal sequences of events. A coherent narrative must have a causal structure, with the story events being causally connected and related to some overarching goal that ‘glues’ them together [10]. According to Trabasso’s influential model of story understanding, coherent stories consist of hierarchies of goals, actions and outcomes [19]. In this paper we use a variation of this model to investigate the coherence of children’s stories that were created using an interactive storytelling system.

The Interactive Storyteller [1, 2] is a system for interactive digital storytelling that allows users to control the actions of one or more characters in a simulated story world, where they interact with characters controlled by intelligent agents. Stories emerge from the actions of the player- and computer-controlled characters; no part of the storyline is scripted in
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advance. This approach is called emergent narrative [4]. Emergent narrative allows players a lot of freedom in shaping the story they take part in. However, a potential drawback of this approach is that when players can do (more or less) whatever they like within the story world, without any narrative structure being imposed on them, the resulting stories may not exhibit much coherence. This trade-off between narrative structure and player freedom in interactive storytelling is called the narrative paradox [8].

In this paper we study the coherence of children’s stories created with the Interactive Storyteller. In this system, narrative is fully emergent; the human users are only constrained in their actions by the limitations of the implemented story world. For example, certain actions can only be carried out on certain locations or after other actions have been carried out. Some of the available actions lend themselves well for the creation of coherent storylines, while others do not. Thus, the Interactive Storyteller enables, but does not force, the creation of coherent stories. It is hypothesised that players, when given the opportunity by the emergent narrative system, will be motivated not only by acting out their character roles, but also by seeking out narrative coherence, i.e., perform actions that contribute to the story as a whole [16].

Our two main questions are: (1) To what extent do children playing with the Interactive Storyteller spontaneously create coherent storylines? (2) Which of their selected actions contribute to coherence, in terms of logical connections between story elements, and which do not? By answering these questions, we try to shed some light on the issue to what extent emergent narrative can achieve not only player freedom but also narrative coherence. We also hope to gain some preliminary insights into which types of actions may help to optimise both player experience and narrative structure in emergent narrative systems.

We let four pairs of children play with the system and analysed the stories they produced, determining their coherence by looking at the story components selected by the children and the extent to which these components were causally connected. We included the children’s system-external communication in the analysis, because our approach to interactive storytelling is closely related to children’s improvised dramatic play, a narrative activity in which metacommunication plays a very important role [14].

First we briefly discuss related work (Section 2) and describe the Interactive Storyteller (Section 3). Then we describe the set-up of the experiment (Section 4) and present our story analysis (Section 5). We end with a discussion and conclusions (Sections 6 and 7).

2 Related work

Children’s narratives have been the subject of many studies in the field of cognitive psychology, investigating the influence on narrative coherence of factors such as children’s age. In most of these studies, data were gathered by having children narrate the events shown in picture sequences [15, 20] or (more rarely) other media such as TV shows [9]. Our work is inspired by these studies, in that we use similar methods to determine coherence. However, instead of studying narrations of given event sequences, we look at stories created by children using an interactive storytelling system.

In the past, several interactive storytelling systems aimed at children have been developed. FearNot! [5] is an educational system in which intelligent virtual characters autonomously act out bullying scenarios, with the children giving advice to the victim. Teatrix [12] is a tool for the development of narrative competence through collaborative story creation. Children can take on the role of a character and interact with computer-controlled characters in a virtual environment to create stories. Ghostwriter [13] is a virtual role-playing environment for
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children, who interact with one computer-controlled character and two characters controlled by a human role-play leader. Like the Interactive Storyteller, these systems all take an emergent narrative approach and support children’s story improvisation through roleplay in interaction with virtual characters. However, except for an analysis of the GhostWriter role play logs for indications of characters’ personalities and moods [13], we have found no analyses of the stories that have been created with these (or other) interactive storytelling systems.

Storytelling systems with tabletop interfaces, like the Interactive Storyteller, include Reactoon [3], TellTable [7] and StoryTable [21]. These aim at facilitating storytelling by children and do not incorporate intelligent agents as characters in the story. In most cases, there appears to have been no evaluation of the stories created with these systems, with the exception of the StoryTable system. A comparison of stories created with or without the StoryTable revealed no significant differences in structure and cohesion [21].

3 The Interactive Storyteller

The Interactive Storyteller is a system for interactive digital storytelling with a multi-user tabletop interface. It was built on the basis of the Virtual Storyteller (VST), a multi-agent system for story generation in which intelligent agents act out the role of characters in the story [16, 17, 18]. Before describing the Interactive Storyteller and the story domain used for our experiment, we first provide a brief explanation of the underlying VST system.

Story generation in the VST happens in two phases: simulation followed by presentation. In the simulation phase, autonomous agents play the role of characters in the story world. They pursue goals, reason about their perceptions, experience emotions and take actions in the world. The resulting event sequence is captured in a formal representation called the fabula, which is based on the causal network model of Trabasso et al. [19]. The fabula model defines causal relationships between story elements such as goals, actions, beliefs and emotions. In the presentation phase, a narrative is generated based on a fabula representation of all that transpired in the story world. This narrative is a fluent text in which discourse markers (because, so, then, ...) are used to express the causal relations between the story elements. See [17] for more details on the fabula model and how it can be used to generate cohesive narrative texts.

One of the story domains that has been created for the VST is loosely based on the “Little Red Riding Hood” (LRRH) fairy tale [18]. The LRRH story world contains three characters: Little Red Riding Hood (Red), Grandmother (Granny), and the wolf (Wolf). It has five locations: Red’s house, Granny’s house, the clearing in the forest, the beach, and the lake. Possible character actions in the LRRH domain include moving between locations, talking to other characters, baking, eating and poisoning cakes, and location-specific actions such as diving into the lake. This is the domain we used in the Interactive Storyteller.

Whereas in the VST, stories are generated by intelligent agents without human intervention, in the Interactive Storyteller human users can control the actions of one or more characters through a graphical interface. For each character, control can be switched between an autonomous agent and a human user. The story world is represented visually on a multi-touch table, using a top-down map view, as shown in Figure 1. To prevent one side of the table from being optimal for perceiving the story world, characters are displayed in one direction and houses are projected the other way. The locations in the story domain are marked by blue circles on the map. The map also shows the paths between the locations, which need to be followed by the characters. For example, a character cannot go directly
from Red’s house to Granny’s house, but only via the beach or the clearing in the forest.

Users can change the locations of characters by moving physical toys that represent the story characters across the surface of the multi-touch table, from one location to the next. The use of these tangibles is optional; we also developed a touch-only version of the interface where graphical representations of the characters can be moved around by dragging them across the table surface. Figure 1 shows the touch-only version of the interface. The tangible interface is the same, except that the characters are not represented by images but by physical objects, as shown in Figure 2 below.

There is a menu for the selection of non-move actions by users, shown in the centre of Figure 1. Actions are carried out in a turn-based fashion. When a character gets the turn, the system determines which actions are possible for that character given the current state of the story world, and displays them in the menu. To allow an equal view from all sides of the table, the menu is presented in two directions.

When a character performs an action, this action is expressed using a simple sentence and narrated using Loquendo text-to-speech. As we found in pilot tests with the Interactive Storyteller, the spoken narration provides valuable feedback to the children. The narrations are also displayed in the two scrolls that can be seen in Figure 1 (one for each side of the table). These scrolls serve as a time-independent source of information about what has happened in the story so far. For more details on the interface and the design motivations of the Interactive Storyteller, see [1, 2].

4 Experiment

In a small-scale user experiment, we let four pairs of 8–11 year old children play with the Interactive Storyteller. All participants were pairs of siblings or friends; see Table 1. One child controlled the character Red; the other controlled Granny. Wolf was always computer-controlled.
The experiment was originally set up to test, among other things, whether the use of tangibles in our system setup is preferred over a touch-only approach. Therefore, each pair of children carried out two play sessions, one with and one without tangibles (in a counterbalanced order). The results of this comparison are reported in another paper [2]; here we only focus on the stories that were created by the children during the experiment. Because system version (tangible or touch-only) appeared to have no influence on the stories that were created, we ignore this factor in the remainder of this paper.

At the start of each run of the experiment, the children were told that they could use the system to create a story, and the basics of the user interface were explained to them. Because we were interested in their spontaneous behaviour while interacting with the system, we did not give them a specific goal to achieve, nor did we ask them to talk or think aloud. The entire experiment was recorded on video; see Figure 2. On average, the play sessions lasted 12 minutes (min. 9, max. 14 minutes). All story actions taken through the Interactive Storyteller interface were logged, and the children’s communication during the play sessions was transcribed.

5 Story analysis

In this section we analyse the stories generated in the experiment to see to what extent the children made use of the possibilities to create coherent stories offered by the Interactive Storyteller. Figure 3 shows excerpts of two of the stories that were created. The fragments
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**Story fragment 1** (Pair 4, session 1)
1. [At Granny's house] Granny bakes the cheese cake.
2. Wolf sneaks to Red's house. [From the clearing in the forest]
4. With a little bit of cyanide, Granny poisons the cheese cake.
5. “Hello back to you,” Wolf says to Red.
6. Red does the dishes.
7. Granny shuffles to the beach.
8. “Give me that!” says Wolf and takes the birthday cake from Red.
9. “Give that back, it is mine!” says Red, and takes the birthday cake back from Wolf.
10. Granny shuffles to Red’s house.
11. “Give that back!” says Wolf and takes the birthday cake back from Red.
12. “Oh Granny,” says Red, “Wolf stole the birthday cake from me!”
14. Wolf eats the birthday cake.
15. “This is for you,” says Granny, and gives the cheese cake to Wolf.

**Story fragment 2** (Pair 1, session 2)
1. [At the lake] Red treads water for one minute.
2. [At the lake] Granny farts under water.
3. Red skips to the beach.
4. Granny bursts out in tears.
5. [At the lake] Wolf gets pretty hungry.
7. Granny shuffles to the beach.
8. Red is angry at Granny.
9. Granny shuffles to Granny’s house.
10. Red skips to the clearing in the forest.

**Figure 3** Two fragments of stories created by the children in our experiment.

are shown as they were narrated in the story scrolls,\(^1\) with each line describing the action of a character, controlled either by the children (playing the roles of Red and Granny) or an autonomous agent (Wolf). For convenience, we have numbered the lines and added information about the characters' initial locations between brackets. Because the actions are described one by one as they happen during the interaction, the narrations are not very fluent, unlike the fabula-based narratives that could be generated by the VST after simulation is finished. However, in our story analysis we focus on the created story content and not how it is narrated. We look at the coherence of the stories from three different angles: the type of story components selected by the children (Section 5.1), the causal connectedness of these components (Section 5.2) and the coherence from the children's perspective, based on the transcripts of their communication (Section 5.3).

### 5.1 Story components

First, we analyse the stories created by the children in terms of their components: the character actions the children selected during their interactive storytelling sessions, as captured in the system logs.

\(^1\) The texts are translated from Dutch.
Previous studies of story coherence have looked at the presence of narrative components such as setting information, character descriptions, actions, dialogue, internal responses, obstacles and repairs [9, 15]. Of these component types, only three are available for selection by the players in the Interactive Storyteller: dialogue, internal responses (i.e., emotions), and physical actions. Setting and character information is given by the system at the start of each session: “Once upon a time, there was a little girl wearing a little red riding hood. She wanted to bring a birthday cake to her grandmother...”. Note that although this introductory text mentions the goal of the character Red, the human player controlling Red is not in any way forced to act on this goal. Players can set their own goals, but these cannot be passed on to the system. As a consequence, our story logs contain no goal information.

For our current analysis we divide the action component into different subtypes. Inspired by Trabasso’s distinction between causal chain and dead-end events [19], we distinguish three types of actions: causal chain actions, dead-end actions, and move actions. In Trabasso’s causal network model of stories, causal chain events are causally connected to other events in a goal-action-outcome sequence, while dead-end events have no follow-up and do not lead to goal satisfaction or failure [19]. Note that where Trabasso’s division between causal chain and dead-end events is based on a causal network analysis of actual stories, our action type classification is an a priori one, based on our estimation of the likelihood that actions of a certain type will be causally connected to other actions. It does not tell us whether the actions will actually end up as part of a causal chain or a dead ends in a story. We see move actions as a third, separate action type, because it is difficult to predict the likelihood of moves being part of a causal chain or not. Move actions can go either way, and in that respect they are somewhere in between causal chain and dead-end actions.

Summarising, we distinguish five types of story components that can be selected by the children: causal chain actions, dead-end actions, move actions, dialogue and emotions. We describe these types in more detail below, after which we report on how often the children used them in their stories.

- **Causal chain actions** such as baking and giving away cakes have the strongest potential for creating coherent stories. They establish the preconditions for other actions to be performed, and thus may be part of goal-directed action sequences: characters can plan a series of such actions to try to achieve some goal. For example, a plan to poison Wolf might involve first baking a cake, then poisoning it with cyanide, and finally giving it to Wolf (expecting him to eat it). Each action in such a sequence is a prerequisite for the next.

- **Dead-end actions** are the opposite of causal chain actions in that they have the least potential for contributing to story coherence. These are actions such as watching birds or diving into the lake, which (at least in our implementation) do not change the story world and thus cannot serve as prerequisites for any other actions: no new actions become available after a dead-end action has been carried out. This makes these actions dead ends by definition.

- **Move actions** may or may not be causally connected to other actions. They may be carried out more or less at random, as we see in Fragment 2, where Red is skipping around without any clear in-story purpose. But they can also be used to establish preconditions for other actions. For example, a character can only give a cake to another character if

---

2 In fact, there was only one story in which Red actually gave the birthday cake to Granny, who ate it. In most other stories the cake was either eaten by Wolf or by Red herself.
Table 2 Story components in the LRRH domain. The last column shows how often each type was used by the children in the experiment. The actions of Wolf, the computer-controlled character, are not included.

<table>
<thead>
<tr>
<th>Component type</th>
<th>LRRH actions</th>
<th>#</th>
<th>Freq.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Causal chain action</td>
<td>Bake(Cake), Poison(Cake), GiveTo(Cake,Character), TakeFrom(Cake,Character), Eat(Cake)</td>
<td>71</td>
<td>20%</td>
</tr>
<tr>
<td>Dead-end action</td>
<td>WashDishes, DustCabinet, DiveIntoLake, TreadWater, FartUnderWater, EnjoyTheSun, RollInSand, TakeNap, BuildSandCastle, WatchBirds, WatchClouds, LeaveAlone(Characteristic)</td>
<td>71</td>
<td>20%</td>
</tr>
<tr>
<td>Move action</td>
<td>MoveFromTo(CurrentLocation,NewLocation)</td>
<td>111</td>
<td>32%</td>
</tr>
<tr>
<td>Emotion</td>
<td>Laugh, Cry, BeAngryAt(Characteristic)</td>
<td>67</td>
<td>20%</td>
</tr>
<tr>
<td>Dialogue</td>
<td>Greet(Characteristic), TellAboutCakeTaken(Characteristic), ExpressSympathyFor(Characteristic), Thank(Characteristic), AskWhatToDo(Characteristic), TellAboutPlan(Characteristic)</td>
<td>27</td>
<td>8%</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>347</td>
<td>100%</td>
</tr>
</tbody>
</table>

Based on the system logs from the experiment, we determined the frequency with which the different story components were included by the children in the stories they created. Table 2 shows the results.

In total, the children carried out 347 character actions over all play sessions; an average of 43 actions per play session. Not included in this count are the actions by Wolf, the computer-controlled character. Wolf carried out 69 actions over all sessions, which amounts to only 17% of all character actions. The reason for this relatively low percentage is that Wolf only carried out goal-directed actions (in his case, chasing after cakes to eat) and frequently skipped a turn when unable to make a plan to achieve his goal of eating cake.\(^\text{4}\)

---

\(^3\) As can be seen in Fragment 1, some character dialogue is included in the narration of GiveTo and TakeFrom actions. However, these actions are not presented as dialogue actions to the players; the dialogue is only added to spice up the narration.

\(^4\) In the LRRH domain only Granny and Red can bake cakes, so Wolf could not bake his own.
Looking at the actions selected by the children, we see that causal chain actions are just as frequent as dead-ends. This is remarkable, because in the LRRH world causal chain events can only be selected when certain preconditions are met. For example, poisoning and giving away a cake is only possible if it has been baked first, and baking a cake can only be done at Granny’s house. In contrast, the other four locations all had at least two dead-end actions available with no other restrictions than the character being at one of those locations. The fact that the children did not carry out more dead-end actions, suggests they may have had a preference for actions that were more likely to be part of a causal chain. However, as noted above, the causal chain potential of the selected actions need not have been fulfilled in the stories that were produced: without follow-up, a causal chain action would be a dead end in practice. In other words, only looking at the presence of story components is not a sufficient indication of coherence; we also need to look at their causal connectedness in the story [9].

5.2 Causal connectedness

To see whether the selected story components were really part of causal chains or not, we examined the causal relations between them. To this end we looked at the stories produced by the children (as shown in Figure 3), and used common sense reasoning to find logical connections between the story components. To count as causally connected, story components either had to be part of a goal-directed causal chain in the sense of Trabasso et al. [19], thus providing global coherence, or be connected to an immediate cause or consequence, thus providing local coherence [20]. Simple enablement relations (e.g., a move to some location enabling a character to do something at that location) were only counted if they were clearly part of a plan. Unlike [9], in our analysis we did not limit ourselves to determining causal relationships between adjacent story components. In the Interactive Storyteller, characters take turns to carry out actions in the story world. This means that in the narration, components of an individual character’s plan are usually not adjacent but intersected by other characters’ actions.

As an illustration, consider the two story fragments in Figure 3. Fragment 1 holds a clear example of a goal-action-outcome sequence with Granny carrying out a plan to poison Wolf, baking a cheese cake as the first step (1), poisoning it (4), and going to Wolf (7, 10) to give it to him (15). Red, meanwhile, carries out more locally connected actions: she reacts to Wolf’s arrival at her house by greeting him (3), and to his repeatedly taking her birthday cake, the first time by taking it back (9) and the second time by complaining to Granny (12). In her turn, Granny briefly interrupts her poisoning mission to commiserate with Red (13). Finally, Red reacts with laughter (15) to Granny giving the poisoned cake to Wolf. Overall, Fragment 1 is quite coherent. The only action that is not causally connected is Red doing the dishes (6), a dead-end action with no apparent cause or purpose within the story. Fragment 2, on the other hand, is incoherent: the characters seem to be carrying out actions at random, and when they display emotions it is not clear what these are in response to.

All stories produced in the experiment were annotated by two of the authors, who determined for each character action, dialogue or emotion whether it was coherent (i.e., causally connected to another story component) or not. Annotation took place in three

---

5 The VST, the non-interactive version of our system, logs all causal connections between character actions in the fabula model. However, in the Interactive Storyteller these causal connections are only recorded for computer-controlled characters. For player-controlled characters, the system only records which actions they took, because it has no knowledge of their plans and motivations.

6 The eventual outcome, Wolf eating the poisoned cake, is not included in the excerpt.
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rounds. In the first round, half of the stories were annotated by both annotators. The interannotator agreement for this first round was fairly low (Cohen’s $\kappa = 0.60$). After discussing and fine-tuning our definition of connectedness, the remaining stories were annotated, this time achieving a satisfactory level of agreement (Cohen’s $\kappa = 0.73$). Finally, in the third round all differences between the annotators were resolved by discussion. The results are given in Tables 3 and 4.

Table 3 shows per story component type how many instances of that type were causally connected to some other component, or not. It also shows how many story components were causally connected overall, regardless of their type. Taking together all components of all stories, 40% of these components were causally connected (i.e., coherent) while 60% were not. Table 4 shows the proportion of all connected or disconnected story components that belonged to each of the component types, thus showing the relative contribution of all types to the overall coherence of the created stories.\footnote{Due to rounding, the percentages for coherence in Table 4 do not add up to 100%.
}

**Table 3 Causal connectedness of story components per type.**

<table>
<thead>
<tr>
<th>Component type</th>
<th>Causally connected</th>
<th>Not causally connected</th>
</tr>
</thead>
<tbody>
<tr>
<td>Causal chain action</td>
<td>75%</td>
<td>25%</td>
</tr>
<tr>
<td>Dead-end action</td>
<td>3%</td>
<td>97%</td>
</tr>
<tr>
<td>Move action</td>
<td>32%</td>
<td>68%</td>
</tr>
<tr>
<td>Emotion</td>
<td>34%</td>
<td>66%</td>
</tr>
<tr>
<td>Dialogue</td>
<td>93%</td>
<td>7%</td>
</tr>
<tr>
<td>All types</td>
<td>40%</td>
<td>60%</td>
</tr>
</tbody>
</table>

**Table 4 Contribution to story coherence of each component type.**

<table>
<thead>
<tr>
<th></th>
<th>Causal chain</th>
<th>Dead-end</th>
<th>Move</th>
<th>Emotion</th>
<th>Dialogue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coherence</td>
<td>38%</td>
<td>1%</td>
<td>25%</td>
<td>17%</td>
<td>18%</td>
</tr>
<tr>
<td>Incoherence</td>
<td>9%</td>
<td>33%</td>
<td>36%</td>
<td>21%</td>
<td>1%</td>
</tr>
</tbody>
</table>

Unsurprisingly, most causal chain actions turned out to be causally connected, and causal chain actions contributed the most to story coherence, with the opposite holding for dead-end actions. We found two dead-end actions that actually seemed to have a causal connection to another story component: one was Granny rolling in the sand at the beach, triggering an emotional response by Red (laughing), and the other was Red leaving Wolf alone after having given him a cake to eat. Only 36% of the move actions turned out to be causally connected, either because they were part of a plan or because they triggered an immediate reaction such as a greeting. Due to their frequency, moves still provided the second largest contribution to story coherence. Across all stories, we counted 18 goal plans, i.e., goal-directed action sequences. These causal chains had an average length of four story components.

Of the emotions, only 34% were annotated as being causally connected, usually because they were clearly a response to another story component. In contrast, dialogue connectedness was 93%. Dialogue thus provided a relatively large contribution to story coherence in spite of being the least frequently selected component type. The most frequent dialogue actions
were exchanges of greetings, which (similar to emotions) provided local rather than global coherence.

A mixed picture emerges from this analysis. On the one hand, a large portion of the created stories was found to be coherent (in terms of the number of causally connected components), displaying both global and local coherence. On the other hand, an even larger portion of the stories was incoherent, consisting of seemingly unconnected story components. However, this analysis presents a somewhat misleading image of the stories’ coherence, because not all that makes the stories coherent has been captured in the logs of the Interactive Storyteller. Specifically, what is missing are the verbal and nonverbal contributions the children made to the story while they were interacting with the system and with each other. We address these in the next section.

5.3 Children’s communication

The emergent narrative approach to interactive storytelling is closely related to improvisation and children’s dramatic play. As argued by Sawyer [14], transforming an improvisation into a fixed text removes its most essential aspect, which is that it is a social, collaborative process, in the form of a dialogue between the players. Therefore, it is important not to overlook the children’s communication when analysing the stories they created.

In the Interactive Storyteller, what happens in the story world is automatically narrated through synthetic speech and shown in the graphical interface. Thus, in principle, stories can be created without any spoken communication between the human players. In practice, we found that most of the children did spontaneously communicate with each other during the experiment, thereby adding an extra layer to the emergent story. We inspected the transcripts of children’s communication to get some insight in their goals and motivations for selecting certain story components. Because many of the selected actions went undiscussed by the children (with one pair of children being too shy to say much at all), the following observations are anecdotal in nature.

First, we examined the communication transcripts to see if they provided any evidence for or against the in-story goals and motivations we had inferred as part of our story analysis in Section 5.2. For certain character actions, this inspection revealed external (out-of-story) motivations or unexpected in-story motivations were revealed. For example, one child announced “I am going to bake, that is fun!” indicating that this causal chain action was not initially selected as part of a plan, while another child explained “I am giving the [poisoned] chocolate cake to Wolf. He didn’t say anything, so I had to poison him.” Other examples are the following exchanges:

(1) **Pair 2, session 2**
Action (by Child 1): Red eats the birthday cake.
Child 2: Actually, Red should have given the birthday cake to Granny.
Child 1: I already ate it. Otherwise the wolf would have eaten it.

(2) **Pair 1, session 2**
Action (by Child 2): Granny bakes the cheese cake.

Not all goals mentioned by the children were actually followed up by actions. An example is a child (controlling Red) exclaiming “I want to kill Granny” after having been angered by the child playing Granny. However, after an alternative proposal by the other child, it was jointly decided to poison Wolf instead.
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The presence of goal plans was often revealed through the children discussing what to do next. Examples are the following.

(3) **Pair 3, session 2**
   Child 1: *Bake another cake.*
   Child 2: *That can only be done in Granny’s house.*
   Action (by Child 2): Granny shuffles to Granny’s house.

(4) **Pair 4, session 2**
   Action (by Wolf): *“Hello!”* Wolf says to Red.
   Child 1: *You have to give him the cake!*
   Child 2: *It has to be poisoned first.*
   Child 1: *(…) I will do that, alright?*
   Child 2: *OK.*

(5) **Pair 1, session 1**
   Action (by Child 2): Granny poisons the chocolate cake.
   Child 1: *I am going to tell Wolf that you took my chocolate cake!*
   Child 2: *No, I am poisoning it.*
   Child 1: *Yes, but then I’ll give it to Wolf.*

When the children explicitly mentioned making plans for the next actions of their characters, this usually happened late in the first interaction session, or in the second, after the children had gained some insight in the available actions in the story world and the causal connections between them. Overall, it seems that many causal chain actions were initially selected just like all other actions, as part of an exploration of the story world, to see what would happen, or simply because they were thought to be ‘fun’. However, most children quickly discovered that these actions could be used to achieve goals such as giving away cakes and poisoning other characters (usually Wolf, but sometimes also their playmate’s character), and then they invariably started making plans to do so. Those plans were sometimes abandoned prematurely, or the causal chains were disrupted by other actions, for example if the children were distracted from their plan by location-specific dead-end actions. The children did not appear to perceive this as incoherent. In line with Sawyer’s observations of children’s dramatic role play [14], they were caught up in the moment-to-moment contingency of the improvisation process and did not seem overly concerned with the global coherence of the emerging story. This is similar to adult role players, who focus on a local rather than a global story level [8]. We noted one possible exception, where the children did not want to end their play session until Wolf had eaten the cake they had poisoned for him. However, it seems likely that these children simply wanted to see the achievement of their goal, and did not consciously aim for narrative closure.

The children’s dialogue also showed that several actions that seemed incoherent within the story narration were not incoherent at all in the context of the improvisation. For example, it turns out that Granny’s crying in Fragment 2 of Figure 3 did in fact have a causal connection with the preceding action (Red skipping to the beach), as the child controlling Granny provided the in-character motivation “Because you are leaving me!”. Another seemingly incoherent emotion in the same fragment is Red getting angry at Granny for no clear reason. Inspection of the children’s communication transcripts revealed that Red’s emotion was actually a reaction to an event outside the story:
(6) **Pair 1, session 2**

Child 2 (holding tangibles up to camera): Isn’t this a nice Granny?
Isn’t this an ugly Red Riding Hood?
Action (by Child 1): Red is angry at Granny.

Another example of a child providing a motivation for a seemingly incoherent emotion is the following:

(7) **Pair 3, session 2**

Action (by Child 2): Granny bakes the cheese cake.
Action (by Child 1): Red bursts out in tears.
Child 1: Why can’t I bake the cake?

In this fragment it is not entirely clear whether the child was speaking in character or out of character, but it was most probably the latter. This means that like in example (6), Child 1 used the character to express his own emotion. These examples show that the children did not always distinguish between what was part of the “story proper” and what was not; they were busy playing, not story-making.

Through their play communication, the children did not only motivate and negotiate the character actions, but also enriched the emerging story in various ways. In a few cases, instead of selecting dialogue actions for their characters through the system, the children carried out the character dialogue in person, for example thanking the other or expressing sympathy for the loss of a cake. The fact that dialogue could be more easily expressed via direct communication than via the system may explain the relatively low frequency of dialogue among the story components.

In most cases, the children’s play-acting did not replace the system’s narrations, but augmented them. The children frequently played out what happened in the story world, expressing their character’s emotions through sounds and facial expressions, and miming character actions such as shuffling, diving and eating, often while repeating the system’s narrations. In other cases, the children brought in new elements that were outside the possibilities of the system. They added their own narrations (“Much later... Wolf is still trying to think of a plan”), expressed character emotions that were not available in the system (“Ooh, I’m scared!”), invented imaginary props (a cake-mold to bake a cake), and even made up entirely new actions (Red kicking Granny out of the water at the lake).

The observations we have presented in this section show that the actions that were logged and narrated by the Interactive Storyteller do not tell the whole story. The children’s communication is an integral part of the improvised narratives, supplying causal connections that may not be obvious at first sight, and enriching the story in various ways.

### 6 Discussion

When looking at the components of the stories created in our experiment, we see that the children used more actions that had a strong potential for being causally connected (‘causal chain actions’), and fewer actions with little such potential (‘dead-end actions’) than might have been expected based on the availability of these action types. Inspection of the causal links between these components, as inferred from the narrations, showed that 40% of all story components were causally connected. Moreover, when seen in the context of the children’s play most stories turned out to be more coherent than they seemed to be when judging only from what was logged by the system. The children’s system-external communication confirmed that they were acting in a goal-directed fashion at least part of the time.
At the same time, it is clear that the children did not use all available opportunities for achieving story coherence, in the sense of maximising the causal connections between the story events. Unlike the computer-controlled character Wolf, they did not always plan ahead, and if they did, they did not always follow through with their plans, allowing causal chains to be disrupted by unrelated actions. One possible reason for this is that at first, the children were not yet aware of all available actions and their effects. They only gradually discovered the things they could do within the story world, and this prevented them from exploiting all opportunities for goal-directed action right away. Our data support this explanation: 4 goal plans were carried out in the first play sessions, against 14 in the second. The proportion of causally connected story components was 36% for the first sessions, and 43% for the second.

Another possible reason for the suboptimal coherence was that, although the children had been told they could use the system to create stories, they had not been given the explicit goal to do so. Especially in the first sessions, much of the time the children were simply exploring the story world and trying out different actions without any concern for creating a coherent narrative. In general, the children’s story making was done in a moment-to-moment fashion, with the children reacting to each other’s and Wolf’s actions as they happened and thus achieving local rather than global coherence. According to Sawyer [14], this is typical for children’s dramatic role play: children who are engaged in such play do not attempt to create an overall coherent narrative, but instead react to each other turn by turn, which leads to ‘pockets of local coherence’ rather than global coherence in Trabasso’s sense.

Overall, the children in our experiment were not overtly concerned with producing coherent narratives. Nevertheless, they spontaneously carried out many character actions that led to narrative coherence. Their motivation for creating globally coherent action sequences may have been simply that they thought (for example) poisoning another character would be a fun thing to do. In these cases, the players’ goal of having a satisfying experience happened to coincide with the requirements of a coherent narrative.

Similar to role play, in emergent narrative the process (the players’ experience) is more important than the outcome (the resulting story as seen from an observer’s perspective) [8]. To support this process, all kinds of actions are needed. Causal chain actions allow the players to achieve goals; emotions and dialogue allow them to express themselves and communicate with computer-controlled characters; and dead-end actions can simply provide fun things to do in the story world. From our small-scale experiment, we cannot draw any strong conclusions as to which actions are most important to achieve both player satisfaction and story coherence. However, we suspect that providing more causal chain actions, as suggested by [18], may be most beneficial for this purpose, as it will allow the users to have a major influence on the course of the story (global agency, [11]), and thus presumably increase their enjoyment. As a ‘side-effect’, the generated narratives will also be more coherent.

To test this hypothesis, larger and more focused user experiments will be necessary. In such experiments, the players should first be given the opportunity to thoroughly explore the story world and acquaint themselves with the system, to make sure that any lack of coherence in the created stories cannot be attributed to the players’ lack of awareness of the possibilities. In addition, it might be useful if the players could not only select character actions but also character goals through the system’s interface. Finally, the players could be asked to think aloud to provide more insight in their reasoning and motivations than could be gained from their spontaneous communication. A drawback of such an instruction is that it is likely to interfere with the children’s improvisation. The alternative ‘talk aloud’ approach (where children are instructed to talk about what they are doing instead of what they are thinking, [6]) is supposed to be easier for children, but may still suffer the same problem.
On the other hand, unintrusive methods such as retrospection and post-task interviews are expected to be less informative.

Future experiments should be carried out not only with children, but also with adult players, using an appropriate story domain. Previous studies have shown that at age 8, children “seem to be on the verge of a more sophisticated understanding of goals” [10, p. 327] and at age 9, they perform at a similar level as adults with regard to narrating stories in terms of goal plans [20]. Given their age group, the children who participated in our experiment should therefore have been capable of generating equally coherent stories as adults. However, children tend to be more playful and have a shorter attention span than adults, and this may have influenced the results. Although we cannot generalise our current findings to adults, we do expect that adult players will have similar preferences as children in regard to story component types and goal-directed planning.

7 Conclusion

The emergent narrative approach to interactive storytelling offers the players much freedom, but this comes at the potential expense of narrative structure. To investigate the extent of this trade-off (also called the narrative paradox), we analysed the stories created by children using an emergent narrative system. We determined the coherence of these stories, defined in terms of the causal connectedness of their components, and examined which types of character actions contributed the most to story coherence.

We found that the stories created by the children exhibited both global coherence, in the form of goal-action-outcome sequences [19] and local coherence in the form of immediate responses to other character’s actions [14]. We also observed that the communication between the children, external to the system, played an important role in establishing coherence of the created stories. However, the children’s stories were only partially coherent. This can be explained by the improvisational nature of emergent narrative, where the interactive experience of the players is more important than the production of a coherent narrative. Given that the children in our experiment spontaneously selected relatively many actions that had a strong potential for being causally connected, and used them to create goal plans, we surmise that focusing on such actions in the creation of story worlds for emergent narrative may improve both the players’ experience and the coherence of the created stories (cf. [18]).

Returning to the narrative paradox, what it basically says is that in interactive storytelling, one cannot have one’s cake (maximise the player’s influence on the story) and eat it too (have a good narrative structure). However, the results of our study suggest that when taking an emergent narrative approach, it is possible to have the cake and eat a large piece of it too.
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Abstract

Audiovisual collections of narratives about war-traumas are rich in descriptions of personal and emotional experiences which can be expressed through verbal and nonverbal means. We complement a commonly used verbal analysis with a nonverbal one to study emotional developments in narratives. Using automatic text, vocal, and facial expression analysis we found that verbal emotional expressions do not correspond much to nonverbal ones. This observation may have important implications for the way narratives traditionally are being studied. We aim to understand how different modes of narrative expression relate to each other, and to enrich digital audiovisual interview collections with emotion-oriented tags.
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1 Introduction

In narrative psychology, life stories are generally seen as cognitive devices that people use to attribute meaning to their lives by telling and structuring their life stories [11, 16]. Numerous studies have shown that people who have suffered traumas can improve their physical and mental health by talking or writing about their experiences [6]. The linguistic expression of emotions is believed to serve as the cognitive encoding of analogous emotional experiences that makes it possible to further attribute meaning to them [13]. Resources that psychologists usually use in their analyses are texts about personal experiences, either written down by

* This work was partially supported by FP7/2007-2013 under grant agreement no. 231287 (SSPNet).
the subject or transcribed from the subject’s speech by a human transcriber. The style of writing and the words used in these written narratives reflect how people express their emotional experiences, cognitively processing and structuring them. For example, people use more positive emotion words to write about positive events and more negative content words to write about negative events [8]. In a similar vein, the use of pronouns can provide information about how people are cognitively processing the situation: more first-person singular pronouns are used by people who are experiencing physical or emotional pain since they tend to have their attention drawn to themselves [14]. Based on these findings, narrative psychologists consider written words and language (i.e., verbal behaviors) the medium for assessing and understanding the cognitive processes related to emotional expression and meaning construction.

An intriguing question is how verbal expressions in written narratives relate to non-verbal behaviors in the production of narratives. It is known that elements of non-verbal behavior such as the way people speak and their accompanying facial and bodily expressions reflect cognitive and emotional aspects of the narrator’s state of mind, e.g., [4, 9]. The frequency of disfluencies (e.g., filled pauses, hesitations) for example is often linked to planning effort and cognitive load during speaking [7]. Consequently, it seems important to take both modalities, verbal and non-verbal expressions, into account when analyzing emotional experiences in narratives. With the increased availability of multimedia content, in particular oral history interview collections, it becomes possible to study both the verbal and non-verbal content of narratives. In our study, we provide a first investigation into how analyses of verbal and non-verbal emotional content in narratives relate to each other.

We apply our analyses to a large collection of audiovisual testimonies on war-related experiences in Croatia’s past (CroMe [3]). For the verbal analysis, we use a computerized text analysis tool, the Linguistic Inquiry and Word Count (LIWC) [12] that is commonly employed by psychologists. For the non-verbal analysis, we automatically extract prosodic features from the narrator’s speech. In addition, tools for automatic emotion detection in vocal and facial expressions are applied. These verbal and non-verbal measurements are compared to each other through correlation analysis. Our long-term goal is to develop computational models of narrative structure (based on verbal and non-verbal information) that are informed and validated by psychologists to make meaningful browsing and searching through large collections of narratives possible. More fundamental research goals are to understand how different modes of narrative expression relate to each other and how convergence and divergence between the modes is informative for understanding the possibly different cognitive processes and structures involved in verbal and nonverbal expression.

2 Material

We use audiovisual recordings of interviews made in the Croatian Memories project [3]. In this project, citizens of Croatia are interviewed about their personal experiences with war and trauma. The project is covering three timeframes: WWII, the Yugoslav period, and the war of the nineties. Guided by the interviewer’s questions and responses, the interviewee (while being continuously on camera) tells personal stories about his/her experiences. Hence, these interviews have narrative characteristics and contain emotional episodes. Each interview is approximately between 40 and 70 minutes long. Currently, 50 interviews have been transcribed and translated from Croatian into English. Metadata of the interviewees (e.g., profession, religion) and summaries of the interviews are available, including English (time-aligned) subtitles. A collection of around 400 interviews will be released in the Fall of 2013, and a similar but smaller dataset is being created in Bosnia and Herzegovina.
Method

Verbal and non-verbal features were extracted from the transcriptions, audio and video. A manual labelling of who is speaking, the interviewer or interviewee, was performed.

3.1 Verbal analysis

The verbal analysis was carried out using the LIWC program [12]. This program automatically counts the percentage of words that have linguistic and/or psychological relevance. For this study, we calculated the percentage of positive emotions words and negative emotion words.

3.2 Non-verbal analysis

The non-verbal analysis focused on the vocal and facial modality. For the vocal analysis, we automatically measured F0, intensity and pausing behavior with Praat [2] from the interviewee’s speech. These measures are known to be related to emotional and cognitive processes in speaking, e.g., [1, 15]. First, speech activity detection was performed (by thresholding intensity) in order to obtain so-called talkspurts. Talkspurts are defined as stretches of continuous speech with minimal durations of 300 ms, bounded by silences with minimal durations of 200 ms. F0 and intensity were extracted each 10 ms, and averaged over each talkspurt. Pauses are defined as within-speaker silences. In addition to these prosodic measurements, we also obtained emotion-oriented labels (and their corresponding confidence scores) from automatic emotion classification tools such as openSMILE [5] for vocal expressions and CERT [10] for facial expressions. Table 1 gives a summary of all features extracted.

Table 1 Non-verbal measures automatically extracted from speech and face.

<table>
<thead>
<tr>
<th></th>
<th>mean and standard deviation pitch, mean and standard deviation intensity, mean duration talkspurt, max duration talkspurt, mean duration pause, max duration pause, number of pauses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Praat [2]</td>
<td>positive emotion, negative emotion, arousal, valence, anger, boredom, disgust, fear, happiness, neutral, sadness, aggressive, cheerful, intoxicated, nervous, tired, interest</td>
</tr>
<tr>
<td>openSMILE [5]</td>
<td>positive emotion, negative emotion, smile, agner, contempt, disgust, fear, joy, sad, surprise, neutral</td>
</tr>
<tr>
<td>CERT [10]</td>
<td>positive emotion, negative emotion, smile, agner, contempt, disgust, fear, joy, sad, surprise, neutral</td>
</tr>
</tbody>
</table>

4 Experimental setup

Based on the LIWC analysis, we selected 6 interviews varying in their overall level of emotional expressivity as well as their ratio between positive versus negative emotion words. Each interview was divided into 1-minute segments and analyzed as described in the methods section above. All the verbal and non-verbal measures were averaged over these 1-minute segments. We used Pearson correlations to compute the association of the percentage of positive and negative emotion words with all nonverbal markers over whole interviews.
5 Results

Fig. 1 provides the minute-by-minute graphs of some of the verbal and nonverbal markers of one interview. Such figures provide the basis description per interview. In the top panel figure, the fluctuation of positive and negative emotion words is visualized. It can be seen how the interviewee uses more or less emotion words throughout the interview and how the interviewee switches from a predominant use of positive emotion words during the first fifteen minutes to a predominance of negative emotion words during the second thirty minutes to a more mixed level in the remainder of the interview. This increased use of negative emotion words seems to be associated with a lower talkspurt duration which is reflected in a significant moderate correlation of $-0.409, p < 0.005$ (Bonferroni correction was applied). In a similar way, we also computed correlations between the expression of positive and negative emotions words with all other non-verbal indicators. However, in general, most of the correlations were low and not significant.
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Figure 1 Examples of verbal and non-verbal measurements of 1 interview. Top pane: LIWC positive and negative emotion scores. Bottom pane: average duration talkspurt (s).

6 Discussion

We conclude that the verbal and nonverbal characteristics were unrelated in our study. This might be due to limitations in our analyses. This applies for the verbal analysis, the nonverbal analysis as well as the correlational analysis. In general, we used a one minute interval, whereas longer intervals that are characterized by meaningful story sequences about particular experiences might be more sensitive. Further research is envisaged to check this assumption.

For the verbal analysis, we used the translated transcripts of the originally Croatian narratives. Due to the translation and its purpose for subtitling the interviews, important information on the verbal expression of emotions and its timing might have been lost.

With regard to the nonverbal analysis, we used automatic emotion classification tools that were trained on specific material that not necessarily matches the realistic and noisy audiovisual material we used for our analysis. For example, the facial expression software CERT appeared to work suboptimally as the software is trained on posed facial expressions and requires a frontal face view. In general, we need to analyze more interviews to investigate how idiosyncratic certain speech and facial behaviors are in these specific narratives. In addition, we plan to compare the use of other affect recognition and text mining tools, besides the LIWC.

With regard to the relation between verbal and nonverbal characteristics, we only performed Pearson correlation analysis that does not take the complex nature of the data
into account. In the future, we will use mixed models that can take the dependency and timing within the data of an individual as well as inter-individual differences into account. For these analyses, more interviews need to be analyzed in order to obtain reliable results.

Despite these limitations, the overall lack of relations between the verbal and nonverbal characteristics may have important consequences for theory development as well. It might point to differences in the cognitive processes and structures involved in the verbal and nonverbal expression of emotions. Against the overall lack of relations, the convergence between verbal and nonverbal emotional expression might have a distinct meaning.
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Abstract

In legal cases, stories or scenarios can serve as the context for a crime when reasoning with evidence. In order to develop a scientifically founded technique for evidential reasoning, a method is required for the representation and evaluation of various scenarios in a case. In this paper the probabilistic technique of Bayesian networks is proposed as a method for modeling narrative, and it is shown how this can be used to capture a number of narrative properties.

Bayesian networks quantify how the variables in a case interact. Recent research on Bayesian networks applied to legal cases includes the development of a list of legal idioms: recurring substructures in legal Bayesian networks. Scenarios are coherent presentations of a collection of states and events, and qualitative in nature. A method combining the quantitative, probabilistic approach with the narrative approach would strengthen the tools to represent and evaluate scenarios.

In a previous paper, the development of a design method for modeling multiple scenarios in a Bayesian network was initiated. The design method includes two narrative idioms: the scenario idiom and the merged scenarios idiom. In this current paper, the method of [34] is extended with a subscenario idiom and it is shown how the method can be used to represent characteristic features of narrative.

1 Introduction

In a criminal trial, narrative can provide a context for what happened. A story or scenario gives a coherent presentation of the states and events around a crime and (implicitly) how
these led to the evidence that was found. It is then up to a judge or juror to evaluate whether there is a scenario sufficiently supported by evidence to believe that this is in fact what happened. In order to develop a scientifically founded method for reasoning with evidence in a legal case, we propose to represent and evaluate crime scenarios in a Bayesian network.

Narrative has been one of three dominant approaches in the literature on reasoning with evidence, next to argumentation and probability [17]. Recently, Verheij [33] proposed to integrate the three approaches. In a previous project [5, 4, 6, 8], a hybrid theory for stories and arguments in legal cases was developed. Currently, we are working on the connection between probabilistic models and narrative. We build upon the recent application of Bayesian networks to legal cases.

A Bayesian network represents a joint probability distribution over a collection of variables and consists of a graph, expressing the connections between variables in the domain, and underlying probability tables for these variables. As such, a Bayesian network can be used to represent the information that is available about a case, including evidence, hypothetical events and their connections.

In the legal field, the construction of a Bayesian network for a case is not at all straightforward. The network should include variables relevant to the case, but these differ from case to case. This contrasts with, for example, the medical field, where Bayesian networks have been used successfully to determine the most probable disease given a set of symptoms. For a given set of symptoms, a doctor knows in advance which tests will be relevant to perform and what their possible outcomes are, and a preconstructed Bayesian network can be selected. Unlike this relatively closed world of medical diagnoses, the legal field deals with a quite open world, where unpredictable relevant variables may turn up. For example, a yellow car passing by the evening before a burglary can seem irrelevant, until it turns out that it was driven by one of the suspects, inspecting the property before breaking in.

The application of Bayesian networks to legal cases has received quite some attention in recent research. Keppens [18] studied the combination of arguments and Bayesian networks in the context of law. Hepler, Dawid and Leucari [16] proposed the idea of often recurring substructures in the graph of a Bayesian network, which is also the basis of work by Fenton, Neil and Lagnado [14, 13, 20]. Fenton et al. developed a list of legal idioms, substructures that often occur in Bayesian networks for legal cases. Such idioms can be regarded as building blocks for a network, representing basic patterns in evidential reasoning. We intend to develop narrative idioms for representing scenarios in a legal case.

In our previous paper, we proposed to represent crime scenarios in a Bayesian network with the use of two narrative idioms: the scenario idiom for modeling scenarios, and the merged scenarios idiom for modeling multiple scenarios in one Bayesian network. Furthermore, we provided an initial sketch of a procedure for constructing such a Bayesian network. In this paper, we add a third idiom, the subscenario idiom, and we discuss how the scenario idiom and the subscenario idiom can be used to capture a number of narrative properties as they have been discussed in the literature. The contributions of this paper are threefold: (1) we give an analysis of characteristic features of narrative following recent work in the emerging field of computational narrative; (2) we extend the design method with a subscenario idiom; and (3) we show how the extended method can be used to represent the characteristic features from the analysis of narrative: structure, coherence, plausibility and the use of commonsense knowledge.

This paper is organized as follows: Section 2 is a literature study on narrative and its properties. In Section 3 some preliminaries on Bayesian networks are presented. In Section
our design method and its development so far is presented. We extend this method with the new subscenario idiom in Section 5. Section 6 returns to the narrative properties, and the way in which these can be modeled with our extended design method. The paper is concluded in Section 7.

2 Narrative and its properties: a literature study

Literature on narrative spans a broad range of interests, from folk tales [27] to computer games [36] and TV-shows [22], and from determining the underlying plot of a story [21] to parsing and understanding a text [23]. This paper is concerned with legal stories, which we call scenarios: coherent collections of states and events, describing what can have happened around a supposed crime. Typically, there are multiple scenarios describing various accounts of what happened, and it is up to a judge or juror to find out which is true, based on the available and admissible evidence. Recent research on narrative in legal cases includes the development of a hybrid theory for stories and arguments [5] and simulating or animating a specific scenario with agents [31]. We focus on representing and evaluating various scenarios for a case.

The value of narrative in legal applications has been investigated in terms of various properties of narrative, such as a narrative’s coherence, plausibility and the fact that it builds upon commonsense knowledge of the world. The sections below treat several properties of narrative that can be found in the literature, where reports on the 2009 workshop on the computational modeling of narrative [29, 15] served as a starting point.

2.1 Narrative structure

Three common denominators amongst representations of narrative are [15, 29]:
1. narratives have to do with sequences of events;
2. narratives have a hierarchical structure;
3. narratives are (eventually) grounded in commonsense knowledge of the world.
Following items (1) and (2), we take a scenario to be a collection of states and events with some coherent structure, either sequential or built up from subscenarios. Item (3), concerning commonsense knowledge, will be discussed in Section 2.4.

In a sequential structure, narrative is viewed as ‘a succession of happenings’ [29]. Schank and Abelson in their famous Script Theory [30] claim that for a proper text, a ‘causal chain’ can be constructed to represent it. Our case study [34] was done with this perspective in mind.

Alternatively, stories can be viewed as built up from substories. The idea of substories is prominently present in the Anchored Narratives Theory by Wagenaar et al. [35], see Figure 1a for their schematic representation of a story. There, the main story is ultimately anchored in commonsense generalizations. An example of a story with substories, taken from [7], is the following (see Figure 1b, where the anchoring is in evidence rather than in commonsense generalizations): Julius and Peter had a fight. This led to Julius firing a gun at Peter, who died as a result of this gunshot. This story consists of substories about Julius and Peter having a fight, Julius firing a gun at Peter and Peter dying of the gunshot.

2.2 Coherence

In the previous section, a scenario was said to be a collection of states and events with some coherent structure. In this section we further explore this notion of coherence, in light of scripts or story schemes (Section 2.2.1) and the transfer of evidential support as a consequence of narrative coherence (Section 2.2.2)

2.2.1 Scripts or story schemes

In an attempt to elucidate what makes a story or scenario coherent, one can study it from the perspective of Schank and Abelson’s scripts [30]. Their scripts are used to explain how a listener can understand a story, and fill up the gaps that were left out when the story was told. Or as they say: “the meaning of a text is more than the sum of the meanings of individual sentences.”

Schank and Abelson famously illustrated their theory with the example of a restaurant script: when a story is told about someone having dinner in a restaurant, the listener recognizes these events because he or she has a script of a typical restaurant visit in mind. This makes it possible for the listener to infer details that were omitted in the story. For example, when the story includes ‘after ordering the food, he ate it’, the listener will infer that between those two events, the waitress brought him his food.

A script is much like a ‘template’ for what elements a story (about a restaurant, for example), can or should contain. On the one hand, a listener uses this to make small inferences and fill up the gaps in a story. On the other hand, and this is not so much emphasized by Schank and Abelson [30], the storyteller makes sure that his story is perceived as coherent by adhering to a script. This idea of a template for what makes a complete story, can also be found in Pennington and Hastie’s ideas on completeness [26] of a story, which led to Bex’s story schemes [5].

Pennington and Hastie [25, 26] divide the coherence of narrative into three factors: consistency, completeness and plausibility. For them, the consistency of a story means that there should be no contradictions within the story. Plausibility is used to describe how well the story fits in with our knowledge of the real world. This will be discussed more elaborately in Section 2.3 below. Finally, completeness is ‘the extent to which a story has all of its parts’ [26] and can be regarded as a measure of how well a story follows a script.
In previous work by Bex and colleagues [5, 4, 6, 8], Pennington and Hastie’s ideas on narrative coherence resurfaced in the formal setting of a hybrid theory for arguments and stories dealing with evidence in legal cases. There, a story is taken to be a coherent sequence of states and events. Arguments can be used to reason about the quality of the story: built upon evidential data available in the case, arguments can support states and events or causal connections in the story. Finally, arguments can also be used to reason about how well a story fits in and completes a so-called story scheme. The hybrid theory thereby implements the concept of a story’s completeness.

Due to story schemes, a story for a legal case usually involves more states or events than what can be inferred directly from the available evidence. This is a valuable property in legal applications: it can lead to the finding of new evidence. In the hybrid theory, the notions of evidential gaps and story consequences are introduced. These refer to states or events that remain unsupported by evidence (evidential gaps) and new evidence that is found by trying to fill up these evidential gaps (story consequences).

2.2.2 Transfer of evidential support

A story or scenario is more than the sum of its parts. Separately, each state or event may seem uninteresting, or irrelevant to the case. By putting the states and events into a coherent whole and providing evidence for some of them, the scenario can be strong enough to make us believe in an event for which there is no direct evidence. This is illustrated by the following example:

Example 1. We consider a famous Dutch case (known as ‘De Deventer Moordzaak’)
1, in which a widow was murdered. Her accountant was convicted for the murder, but according to some legal experts this was unjust. One of their arguments [11] presents an alternative scenario consisting of a number of small observations of the crime scene as it was found after the murder. In the original scenario for which the accountant was convicted, the suspect called the widow on the phone at 20:36 and drove to her home to kill her. In the alternative scenario, the killer must have been in the house much earlier than the accountant could have been given the phone call. In this scenario, the widow was doing the dishes and hadn’t finished writing her shopping list when she was interrupted by the killer. Due to her strict routine this must have been shortly after the end of the eight o’clock news. The ingredients for this alternative scenario are small observations of seemingly unrelated details, such as an open notebook and pen on the table (she hadn’t finished her shopping list) and the widow’s apron on a chair in the conservatory (she was doing the dishes when she was interrupted by the doorbell). The neighbors testified that the widow always had a very strict routine, and together with the aforementioned details this leads to a coherent alternate scenario.

In this murder case example, the factor of interest is what time the killer entered the house. Given the time of the phone call, it would have taken the accountant quite some time to drive to the widow’s house, giving her the time to finish her dishes and her shopping list. In the alternative scenario, someone else must have been the killer. There was no direct evidence for this specific event, but by presenting a coherent scenario with events for which evidence is available (such as, the widow was disturbed while she was doing the dishes), it can still become believable. It is this manifestation of coherence, which we shall refer to as transfer of evidential support, that we want to capture in our models.

1 Information about this case can be found on www.rechtspraak.nl with code LJN BA 1024.
2.3 Plausibility

Plausibility of a story is a term often discussed in literature on narrative and law (for example, in [26, 35, 5]. In a criminal trial, scenarios are often highly unlikely, such as an alibi that just seems hard to believe. But even a very implausible scenario can become probable when there is enough evidence to support it. It is then up to the judge or juror to take this evidence into consideration and decide which scenario is probable enough to assume that this is what happened.

Pennington and Hastie describe the plausibility of a story as “the extent to which the story is consistent with knowledge of real or imagined events in the real world” [26]. Bex formalizes this by expressing a story’s plausibility in terms of how many elements of the story are supported by commonsense knowledge. The key idea of plausibility is that a story is plausible when as a whole, it seems credible to us given our knowledge of (and experience with) the real world.

2.4 Commonsense knowledge

In order to understand narrative, a listener needs commonsense knowledge about the world. This was already a factor in the idea of scripts to understand stories, and in the concept of plausibility as described above. The use of commonsense knowledge was mentioned as one of the three common denominators of narrative. According to Bex and Verheij [8, 7], commonsense knowledge can be captured in either story schemes or argument schemes.

Commonsense knowledge plays an important role in the Anchored Narratives Theory by Wagenaar et al. [35]. There, a story in a criminal trial should be firmly anchored in commonsense knowledge in the form of generalizations such as ‘an expert witness usually speaks the truth’. Bex’s hybrid theory [5] is centered around the idea that a story should be supported by evidence and commonsense knowledge.

2.5 Summarizing: properties of narrative

To summarize, the following properties of narrative have been discussed in this section:
1. Narrative structure: sequential or built up from substories;
2. Coherence, manifested in three key features:
   a. A script or story scheme that serves as a template for a story;
   b. Evidential gaps and story consequences: events unsupported by evidence (evidential gaps) and the finding of new evidence (story consequences) as a result of these gaps;
   c. Transfer of evidential support: evidence for one element of the story can increase the belief in the entire story and thereby all elements of the story;
3. Plausibility: the extent to which a story seems credible to us given our knowledge of (and experience with) the real world;
4. Commonsense knowledge: the basic knowledge needed to understand the story.

In Section 6, these properties will be further discussed, including how they are captured in the design method presented in this paper.

3 Bayesian networks in legal cases

A Bayesian network consists of a graph (such as in Figure 2) and probability tables (such as Tables 2a and 2b). The nodes in the graph represent variables in the domain: a Bayesian network for a legal case typically contains hypotheses (such as Fingerprints X, abbreviated as FP X, describing that X’s fingerprints were found at the crime scene), intermediate nodes
Table 1 Examples of probability tables. Fingerprints $X$ was abbreviated to FP $X$.

<table>
<thead>
<tr>
<th>FP $X = y$</th>
<th>FP $X = n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.8</td>
</tr>
</tbody>
</table>

(a) Prior probability $P(FP X)$.

<table>
<thead>
<tr>
<th>FP $X = y$</th>
<th>FP $X = n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>0.01</td>
</tr>
<tr>
<td>0.1</td>
<td>0.99</td>
</tr>
</tbody>
</table>

(b) CPT for $P(Fingerprint match | FP X)$

and evidential nodes (in Figure 2, Fingerprint match describes that the police found a match between the fingerprints found at the crime scene and suspect X).

With the arrows between nodes, dependencies and independencies between variables are shown in the graph. These arrows are often thought of as representing causality, which can be helpful when constructing a Bayesian network [24]. However, the arrows represent correlation, not causality [10]. The conditional probability tables (CPT’s) contain the probabilities for a node conditional on its predecessors (Table 2b shows the conditional probability table for Fingerprint match). A node with no predecessors contains the (unconditional) probabilities for each value of the variable (see Table 2a). Such probabilities are called prior probabilities.

A Bayesian network is a representation of a joint probability distribution (JPD) [19]. The JPD contains the probabilities for each combination of values of variables, such as $P(Fingerprint match = n, Fingerprints X = y)$. From a Bayesian network, the numbers in the joint probability distribution can be retrieved, as well as any prior or posterior probability of interest.

After constructing the Bayesian network, the evidence nodes can be instantiated in the network: the probability of the appropriate value of the evidential nodes is set to 1, and this information is propagated through the network, leading to updated (posterior) probabilities for the other nodes. There are tools available for such calculations, such as GeNIe 2.0.2

Bayesian networks are often used as a compact representation of a joint probability distribution. An advantage of a Bayesian network is the insight that the graphical structure provides into the connections between the variables. Though a Bayesian network requires less numbers to be made explicit, both a JPD and a Bayesian network require full information about the probabilities in the domain. Eliciting these numbers is a known issue for Bayesian networks. A number of methods for finding these numbers, or guiding experts to find these numbers, are available [28].

There is an ongoing debate about the use of Bayesian methods in court. There has been a ruling by the Court of Appeal in the UK in 2010, stating that Bayes’ theorem should not be used in evaluating evidence, except for DNA and ‘possibly other areas where there is a firm statistical base’ [12]. On the other hand, a member of the Supreme Court in the Netherlands, together with the Netherlands Forensic Institute (Nederlands Forensisch Instituut, NFI), recently advocated the use of Bayesian thinking [1, 2, 3].

2 GeNIe 2.0 is available for free on genie.sis.pitt.edu.
Arguments against the use of Bayesian networks in court concern the known problem of eliciting the numbers in the probability tables, and it is yet to be investigated how well the methods mentioned above can help in the specific area of legal applications. Another argument is that, even when these numbers are known, it is questionable whether they can be used to make decisions about one individual. Being aware of these arguments, we intend the Bayesian networks resulting from our method to be used as a tool to compare scenarios and their evidential support, rather than to calculate absolute numbers. Furthermore, we explicitly do not intend to make the decision for a judge or juror; the resulting network is meant to advise and provide insight into the case.

4 Representing scenarios in a Bayesian network

In this section we review our design method from [34] for modeling crime scenarios in a Bayesian network. The goal of this method is to represent multiple scenarios concerning a crime in one network. We focus on constructing the graph for the Bayesian network, modeling the relevant variables of a scenario in a coherent structure. Our design method as developed so far has two narrative idioms: the scenario idiom and the merged scenarios idiom. In Section 5, the design method will be extended with a third idiom.

The procedure from [34] for constructing a Bayesian network consists of the following four steps (more elaborately discussed in [34]): (1) collect all relevant scenarios, (2) model each scenario using the scenario idiom (or the subscenario idiom), (3) merge these idioms into one large Bayesian network with the merged scenarios idiom, and (4) add the evidence to the network. We assume that the admissibility of the evidence has been established before constructing this model. Evidential nodes are modeled using Fenton, Neil and Lagnado’s evidence accuracy idiom and their idioms about dependency between evidence [14].

In Section 4.1 we review the scenario idiom, which was used in [34] to model a scenario as a sequence of states and events in a Bayesian network. In Section 4.2 we treat the merged scenarios idiom, and how it can be used to merge multiple scenarios in one network. [34] gives further details about the design method, including a case study.

4.1 The scenario idiom

The scenario idiom is intended to model a scenario as a whole, capturing its coherence as described in Section 2.2. To do this, we model connections between states and events in the scenario, and we include a scenario node to model the underlying coherence.
Table 2 Probability tables for the scenario idiom. Scenario Node was abbreviated to ScN.

<table>
<thead>
<tr>
<th>ScN = y</th>
<th>ScN = n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Event = y</td>
<td>1</td>
</tr>
<tr>
<td>Event = n</td>
<td>0</td>
</tr>
</tbody>
</table>

(a) Conditional probability table for a node ‘Event’

<table>
<thead>
<tr>
<th>Guilt hypothesis = y</th>
<th>Guilt hypothesis = n</th>
</tr>
</thead>
<tbody>
<tr>
<td>ScN = y</td>
<td>1</td>
</tr>
<tr>
<td>ScN = n</td>
<td>0</td>
</tr>
</tbody>
</table>

(b) Conditional probability table for the guilt hypothesis

Consider the following scenario about a burglary:

Suspect X needed money, so X decided to break in. X broke the window of the house, went in and took some items from the house.

Figure 3b (from the case study in our previous paper [34]) shows how this scenario can be represented as a sequence of states and events. The figure illustrates the idea of the scenario idiom: the states and events are represented as nodes in the network, with connections between states and events drawn as arrows. The underlying probability tables express how certain these connections are. For example, a lack of money does not always lead to the decision to break in.

Furthermore, a scenario node is included, which is connected to all elements of the scenario. This scenario node is needed to model a scenario’s coherence (see also Section 6.2). Finally, there is a node for the guilt hypothesis, describing who committed what crime: this node is included because this is ultimately the variable a judge or juror is interested in.

A general version of the scenario idiom is shown in Figure 3a. The idiom is constructed as follows:

1. Each state or event in the scenario is represented as a binary node with values ‘yes’ and ‘no’ in the network.
2. When there are connections between states or events in the scenario, arrows are drawn between the corresponding nodes (see [24] for what constitutes a connection between variables). Note that the connections between states and events within a scenario do not necessarily need to form a sequence; one state or event can be connected to multiple elements of the scenario (not shown in Figure 3a). However, representing more complex connections within a scenario will be easier with the subscenario idiom (see Section 5).
3. A scenario node with values ‘yes’ and ‘no’ is included in the network. Arrows are drawn from this scenario node to each of the states or events in that scenario.
4. The probability table for the scenario node expresses the probability that the scenario is true without taking any of the evidence into account. This number corresponds to the plausibility of the scenario and is a subjective number that can be estimated by a judge or juror.
5. The conditional probability table for a state or event node depends on the connections of this state or event with the rest of the scenario. When the node is connected to other elements of the scenario, the numbers should be filled in accordingly. With no other connections, the probability table will look like Table 3a. The left column shows the logical relation that the event is an element in the scenario: when the scenario is true, all its elements must be true. The right column (when the scenario node is not true) is less straightforward. It expresses the probability that the event took place when the scenario as a whole is not true. These numbers in the right column are crucial for the evidential support: the higher the number for \( P(\text{Event} = \text{yes} | \text{ScN} = \text{no}) \) (x in the upper right of
The merged scenarios idiom is used to combine multiple scenarios, in order to model them in one Bayesian network. The idiom puts a constraint on the guilt hypotheses, making sure that they cannot be true simultaneously. Therefore, a crucial step in the design method is to make sure that all guilt hypotheses are mutually exclusive or equal. Then when two scenarios are merged with the merged scenarios idiom, equal guilt hypotheses are represented by one node and the constraint is put on mutually exclusive guilt hypotheses.

A constraint node is a common technique to make sure that two or more nodes cannot be true simultaneously. It has values allowed and not allowed and there are arrows from the nodes that need to be constrained to the constraint node. The conditional probability table expresses logically that when more than one of the parent nodes is true, the constraint

---

3 All scenario nodes that were connected to any of the original nodes will now be connected to the one new node. The probability table for this new node expresses that the guilt hypothesis is true when at least one of the scenarios connected to it is true.
node has value ‘not allowed’ (see the table in Figure 4). By instantiating the value to ‘allowed’, it can never be the case that more than one parent node is true at the same time.

When merging two scenarios, it may be the case that certain states or events in different scenarios contradict each other. In that case, a constraint needs to be put on these states or events; this constraint node is exactly like the constraint node from the merged scenarios idiom.

Furthermore, different scenarios may overlap, containing the same states or events, or even the same subscenario. When this happens, there will be separate nodes in different (sub)scenario idioms describing equal states, events or subscenarios. These will be replaced by one node describing this state, event or subscenario, which is then connected to all nodes that the original nodes were connected to.

The merged scenarios idiom in Figure 4 shows the merging of two scenario idioms. Analogously, the merged scenarios idiom can be used to merge two subscenario idioms or a combination of a subscenario idiom and a scenario idiom.

5 Extending the method: the subscenario idiom

In this section we introduce the subscenario idiom in order to represent scenarios with a structure of subscenarios such as in Figure 1a.

5.1 The subscenario idiom

In the burglary example for the scenario idiom, the state ‘X decided to break in’ was connected to multiple states to express that it was the motive behind several actions of the burglar. With the subscenario idiom this can be modeled as in Figure 5b. There, the subscenario ‘X needed money so X decided to break in’ now serves as a motive for the subscenario ‘X broke the window, went into the house and took some items’.

The ideas behind the subscenario idiom are closely related to the ideas behind the scenario idiom in the previous section. The coherence of an entire scenario is again modeled with use of a scenario node, which is connected to all elements of the scenario. In addition, there is now a level between the scenario node and the state or event nodes: the subscenario nodes. A general version of the subscenario idiom is shown in Figure 5a. It can be constructed in
Table 3 Conditional probability table for a subscenario node. Scenario node was abbreviated to ScN.

<table>
<thead>
<tr>
<th>ScN = y</th>
<th>ScN = n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subscenario node 1 = y</td>
<td>1</td>
</tr>
<tr>
<td>Subscenario node 1 = n</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4 Conditional probability table for a subscenario node with a connection to another subscenario node. Scenario node was abbreviated to ScN and Subscenario node 1 to Sub1.

<table>
<thead>
<tr>
<th>ScN = y</th>
<th>ScN = n</th>
<th>Sub1 = y</th>
<th>Sub1 = n</th>
<th>Sub1 = y</th>
<th>Sub1 = n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subscenario node 2 = y</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Subscenario node 2 = n</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

the same way as the scenario idiom, adding the following items to the list from Section 4.1 and changing items 3 and 5 from that list to read as below:

A. For a collection of states and events that form a subscenario, a subscenario node with values ‘yes’ and ‘no’ is included. An arrow is drawn from the subscenario to each state or event in the subscenario.

B. When there are connections between subscenarios, arrows are drawn between the corresponding subscenario nodes.

C. The conditional probability tables for the subscenario nodes express a logical relation: when the scenario node is true, all subscenario nodes must be true. When a scenario node is not true, none of the subscenario nodes are true. This leads to a probability table as in Table 3, or in the case of a connection between subscenarios, Table 4. In the case of the scenario node is false, we assume that a subscenario cannot be true in itself, but that it really needs the entire scenario to be true. This choice was made for technical reasons, to ensure that the subscenario idiom amounts to the same as the scenario idiom when all other connections are the same. See also Section 5.2.

3. (adapted) A scenario node with values ‘yes’ and ‘no’ is included in the network. Arrows are drawn from the scenario node to each of the subscenario nodes and any state or event in that scenario that is not connected to a subscenario node.

5. (adapted) The conditional probability table for a state or event node depends on the connections of this state or event with the rest of the scenario. When there is only a connection with the subscenario node, the numbers are filled in as follows: when the subscenario node is true, the state or event logically follows. When the subscenario node is not true, the numbers express the probability that this particular state or event would occur without the subscenario being true.

5.2 The subscenario idiom versus the scenario idiom

The scenario idiom and the subscenario idiom both represent states and events in a scenario as nodes, adding a scenario node to model the coherence of the scenario. However, the subscenario idiom includes another level in between the state and event nodes and the scenario node: the subscenario nodes. The subscenario nodes make it easily expressible that a collection of states or events (one subscenario) is connected to another collection in its
entirety: the decision to break in to a house can be connected to the entire subscenario of actually breaking in. Another advantage of using subscenarios is that when modeling multiple scenarios, the same subscenario can be connected to multiple scenario nodes.

When a scenario with no complicating connections between subscenario nodes (unlike the burglary example) is represented in the scenario idiom and in the subscenario idiom, there will be no difference in interpretation when calculating the probabilities. In particular, for a situation as shown in Figure 6, the probabilities $P(\text{Event1} | \text{Scenario node})$ for all values of the scenario node and Event1 will be the equal in both networks. For example, consider $P(\text{Event1}=y | \text{Scenario node}=n)$ in both networks.

First note that by construction, the conditional probability tables for the state and event nodes in the subscenario idiom consist of the same numbers as in the scenario idiom (see Table 3a), now as probabilities conditional on the subscenario nodes. Furthermore, the probability tables for the subscenario idioms consist only of zeros and ones. Therefore, for $P(\text{Event1}=y | \text{Scenario node}=n)$ in the left network, we have

\[
P(\text{Event1}=y | \text{Scenario node}=n) = P(\text{Event1}=y | \text{Subscenario node1}=y) \cdot P(\text{Subscenario node1}=y | \text{Scenario node}=n) + P(\text{Event1}=y | \text{Subscenario node1}=n) \cdot P(\text{Subscenario node1}=n | \text{Scenario node}=n)
\]

\[
= P(\text{Event1}=y | \text{Subscenario node1}=y) \cdot 0 + P(\text{Event1}=y | \text{Subscenario node1}=n) \cdot 1
\]

and this was set equal to $P(\text{Event1}=y | \text{Scenario node}=n)$ (in the right network) in the probability tables.

Note that this calculation will not hold for the burglary example, since the connections between state and event nodes are not the same in the scenario idiom and the subscenario idiom. The connection from the event ‘X decided to break in’ to the event ‘X broke a window’ has now moved to the level of the subscenario nodes, which changes the interpretation of the scenario and thereby the probability tables. The subscenario version of the burglary example is therefore really different from the example with the scenario idiom; this shows that the subscenario idiom can model a different interpretation of the scenario.
Representing narrative properties with the design method

Returning to the discussion of narrative and its properties from Section 2, in this section we explain how each of the properties listed in Section 2.5 can be treated using the representational techniques from Sections 4 and 5.

6.1 Narrative structure

With our design method, the collection of states and events of which a scenario consists serves as a basis for the domain of the Bayesian network: each state or event was represented in the network with a node. The structure of narrative (item 1 from the list in Section 2.5) is captured with either the scenario idiom (best suited for sequential narrative representation) or the subscenario idiom (for modeling subscenarios). It depends on the interpretation of the scenario which idiom can best be used to represent it.

6.2 Coherence

In the construction of the scenario idiom and the subscenario idiom, the scenario node was intended to capture the coherence of a scenario. In this section we discuss how the structures of these idioms relate to scripts or story schemes and the transfer of evidential support.

6.2.1 Scripts or story schemes

The concept of a script or story scheme (item 2a) inspired the idea of the scenario idiom and the subscenario idiom. They can be regarded as templates for representing a scenario in a Bayesian network. The idioms as presented in this paper can be the basis for scripts or schemes for specific crimes, such as a scheme prescribing what elements a typical murder case scenario has. However, crimes in particular are out of the ordinary, so a corpus of typical crime schemes will always be only the starting point of a specific model for a case. Further research is needed on the use of scripts and schemes for legal cases.

The idea of evidential gaps and story consequences (item 2b) fits particularly well with the technique of Bayesian networks. By convention, Bayesian networks are usually constructed such that the arrows are directed from cause to effect. Intuitively, the elements of the scenario seem to ‘predict’ the evidence. When a predicted piece of evidence is not available, the evidential node is nonetheless included in the network, but it is left uninstantiated: it
is not fixed to have value ‘yes’. This means there is an evidential gap. In the investigative process of a crime, such obvious absence of evidence may lead to a search for this particular piece of evidence. When this evidence is then found, the evidential node can be instantiated to ‘yes’, and we have found a story consequence.

### 6.2.2 Transfer of evidential support

The scenario idiom and the subscenario idiom are constructed such that they can capture the transfer of evidential support (item 2c), namely, via the scenario node. Since there is no direct evidence about the scenario node, it is never fixed on a value (it is never instantiated), leaving a connection between any two elements of the scenario connected to the scenario node through which they can influence each other (any pair of states or events in the scenario is d-connected (see [19]) via the scenario node).

In Section 2.2, the concept of transfer of evidential support was introduced with the example of the murder case involving a scenario with seemingly unconnected states or events. However, since these elements together formed a coherent scenario, a transfer of evidential support was possible: by providing evidence for some elements the belief in all elements of the scenario increases.

The example scenario described the victim not finishing her usual evening routine, doing the dishes, writing a shopping list, etcetera (more details were involved in the actual case). Instead, she was disturbed by the killer ringing her doorbell shortly after the eight o’clock news. Figure 7 shows part of the scenario idiom for this scenario (the dots suggest that the scenario actually involved more elements).

There is no direct evidence for the event that the killer came in soon after the news. However, there is evidence for the fact that the victim was interrupted from doing the dishes (the apron) and that she did not finish her shopping list (the notebook and pen). The corresponding nodes for these evidential data can be instantiated to have value ‘yes’, which leads to a higher probability for these particular events in the scenario. Since we have no direct knowledge about the scenario node itself (it is never instantiated), a higher probability for one of the events will lead to a higher probability of the scenario node being true, leading to a higher probability of the killer ringing the doorbell shortly after the eight o’clock news.

The transfer of evidential support thus proceeds via the scenario node. This has to do with the evidential support of a piece of evidence for the entire scenario: as the posterior probability for the scenario node changes, due to the evidential support for it, the posterior probability for all events in that scenario change simultaneously: they logically follow from the scenario node.

When a piece of evidence supports an element of a scenario, the posterior probability $P(\text{ScN}=y \mid \text{Event}=y)$ that the scenario node is true given that the event is true will be different from the prior probability $P(\text{ScN}=y)$. The more $P(\text{ScN}=y \mid \text{Event}=y)$ differs from $P(\text{ScN}=y)$, the stronger the evidential support is for the scenario. We propose to use the fraction $\frac{P(\text{ScN}=y \mid \text{Event}=y)}{P(\text{ScN}=y)}$ as a measure of the evidential support.

As mentioned in Section 4.1, the strength of the evidential support depends on the conditional probability tables for the events in the scenario (as in Table 3a), and in particular the number $P(\text{Event}=y \mid \text{ScN}=n)$, denoted as $x$ in the table. When this number is high, this means that the event has a high probability of taking place when the scenario node is not true. This leads to a lower evidential support. In particular, the probability of the scenario node taking place is changes less when the number $x$ is closer to 1. To see this, we expand the probability $P(\text{ScN}=y \mid \text{Event}=y)$ using Bayes’ rule:
When the number $x$ is close to 1, then the fraction on the right is close to 1 (since the prior probabilities of the scenario node add up to 1). This means that $P(\text{ScN}=y \mid \text{Event}=y)$ is almost equal to $P(\text{ScN}=y)$, so there is less evidential support. The smaller $x$ is, the smaller the denominator, so the larger the fraction and thereby the evidential support. This is in line with our intuition: when an event can perfectly well take place without the scenario node being true, then knowing that the event took place contributes less to our belief in the scenario node.

### 6.3 Plausibility

Plausibility (item 3) can be interpreted in terms of probability as the probability of the scenario without taking any evidence into account. In our representation, this is the prior probability for the scenario node having value ‘yes’. This number is a subjective estimate, which can be provided by a judge or juror, and it is taken up in the probability table for the scenario node.

### 6.4 Commonsense knowledge

Commonsense knowledge (item 4) in the form of generalizations underlying a connection between two states or events in a scenario is expressed numerically as a number in the probability table in our method: the more ‘common’ the connection is (such as, ‘when a suspect breaks a window, he might leave fingerprints’), the higher the conditional probability connecting the two states or events. As a consequence, scenarios that are close to our commonsense knowledge will have stronger connections in the Bayesian network.

### 7 Conclusion

In this paper, a design method for modeling crime scenarios in a Bayesian network has been presented and extended, and connections with literature on narrative have been discussed. In our previous paper [34], the development of the design method was started. There, a procedure for constructing a Bayesian network based on scenarios was introduced, including two narrative idioms: the scenario idiom and the merged scenarios idiom. In this current paper, the method was extended with a subscenario idiom, such that both sequential scenarios and scenarios built up from subscenarios could be represented in the Bayesian network.

The notions of narrative coherence, plausibility and the use of commonsense knowledge have been interpreted in terms of the representational techniques developed. The transfer of evidential support (as a consequence of narrative coherence) is captured with the construction of the (sub)scenario idiom. The probabilities in the network reflect the plausibility and
the use of commonsense knowledge. By modeling these narrative properties, the Bayesian network can be used to evaluate and compare crime scenarios.

Further research is needed on the use of scripts and story schemes in the representation of a crime scenario. It deserves to be investigated how a corpus of schemes for crimes can serve as a starting point for the construction of specific models. Employing the concept of a scheme may help to systematize the construction of Bayesian networks for legal cases.
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