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SMT-Based Constraint Answer Set Solver
EZSMT (System Description)
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Abstract
Constraint answer set programming is a promising research direction that integrates answer set programming with constraint processing. Recently, the formal link between this research area and satisfiability modulo theories (or SMT) was established. This link allows the cross-fertilization between traditionally different solving technologies. The paper presents the system EZSMT, one of the first SMT-based solvers for constraint answer set programming. It also presents the comparative analysis of the performance of EZSMT in relation to its peers including solvers EZCSP, CLINGCON, and MINGO. Experimental results demonstrate that SMT is a viable technology for constraint answer set programming.
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1 Introduction

Constraint answer set programming (CASP) is an answer set programming paradigm that integrates traditional answer set solving techniques with constraint processing. In some cases this approach yields substantial performance gains. Such systems as CLINGCON [11], EZCSP [1], and INCA [7] are fine representatives of CASP technology. Satisfiability Modulo Theories (SMT) is a related paradigm that integrates traditional satisfiability solving techniques with specialized “theory solvers” [4]. It was shown that under a certain class of SMT theories, these areas are closely related [14].

Lierler and Susman [14] presented theoretical grounds for using SMT systems for computing answer sets of a broad class of “tight” constraint answer set programs. Here we develop a system EZSMT that roots on that theoretical basis. The EZSMT solver takes as an input a constraint answer set program and translates it into so called constraint formula using the method related to forming logic program’s completion. Lierler and Susman illustrated that constraint formulas coincide with formulas that SMT systems process. To interface with the SMT solvers, EZSMT utilizes the standard SMT-LIB language [4]. The empirical results carried out within this project suggest that SMT technology forms a powerful tool for finding solutions to programs expressed in CASP formalism. In particular, we compare the performance of EZSMT with such systems as EZCSP, CLINGCON, MINGO [16], and CMODELS [12].
Table 1 Example definitions for signature, lexicon, valuation.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Sigma_1$</td>
<td>${s, r, E, Q}$</td>
</tr>
<tr>
<td>$D_1$</td>
<td>${1, 2, 3}$</td>
</tr>
<tr>
<td>$\rho_1$</td>
<td>A function that maps $\Sigma_1</td>
</tr>
<tr>
<td>$\mathcal{L}_1$</td>
<td>Lexicon $(\Sigma_1, D_1, \rho_1)$</td>
</tr>
<tr>
<td>$\nu_1$</td>
<td>Valuation over $\mathcal{L}_1$, where $s^{\nu_1} = 1$ and $r^{\nu_1} = 1$</td>
</tr>
<tr>
<td>$\nu_2$</td>
<td>Valuation over $\mathcal{L}_1$, where $s^{\nu_2} = 2$ and $r^{\nu_2} = 1$</td>
</tr>
</tbody>
</table>

on six benchmarks that have been previously shown to be challenging for “pure” answer set programming approaches (exhibited by answer set solver Cmodels in experiments of this paper). The experimental analysis of this work compares and contrasts three distinct areas of automated reasoning, namely, (constraint) answer set programming, SMT, and integer mixed programming. This can be seen as one more distinct contribution of this work.

The outline of the paper follows. We review the concepts of generalized constraint satisfaction problems, logic programs, and input completion. We next introduce so-called EZ constraint answer set programs and EZ constraint formulas. We subsequently present the EZSMT solver and conclude by discussing empirical results comparing EZSMT to other leading CASP systems.

2 Preliminaries

Generalized Constraint Satisfaction Problems. We now present primitive constraints as defined by Marriott and Stuckey [17] using the notation convenient for our purposes. We refer to this concept as a constraint dropping the word “primitive”. We then define a generalized constraint satisfaction problem that Marriott and Stuckey refer to as “constraint”.

Signature, lexicon, constraints. We adopt the following convention: for a function $\nu$ and an element $x$, by $x^\nu$ we denote the value that function $\nu$ maps $x$ to (in other words, $x^\nu = \nu(x)$).

A domain is a nonempty set of elements (values). A signature $\Sigma$ is a set of variables, predicate symbols, and function symbols (or f-symbols). Predicate and function symbols are associated with a positive integer called arity. By $\Sigma_{1|v}$, $\Sigma_{1|r}$, and $\Sigma_{1|f}$ we denote the subsets of $\Sigma$ that contain all variables, all predicate symbols, and all f-symbols respectively. For instance, Table 1 includes the definition of sample signature $\Sigma_1$, where $s$ and $r$ are variables, $E$ is a predicate symbol of arity 1, and $Q$ is a predicate symbol of arity 2. Then, $\Sigma_{1|v} = \{s, r\}$, $\Sigma_{1|r} = \{E, Q\}$, $\Sigma_{1|f} = \emptyset$.

A lexicon is a tuple $(\Sigma, D, \rho, \phi)$, where (i) $\Sigma$ is a signature, (ii) $D$ is a domain, (iii) $\rho$ is a function from $\Sigma_{1|v}$ to relations on $D$ so that an $n$-ary predicate symbol is mapped into an $n$-ary relation on $D$, and (iv) $\phi$ is a function from $\Sigma_{1|f}$ to functions so that an $n$-ary f-symbol is mapped into a function $D^n \rightarrow D$. For a lexicon $\mathcal{L} = (\Sigma, D, \rho, \phi)$, we call any function $\nu : \Sigma_{1|v} \rightarrow D$ a valuation over $\mathcal{L}$. Table 1 presents definitions of sample domain $D_1$, function $\rho_1$, lexicon $\mathcal{L}_1$, and valuations $\nu_1$ and $\nu_2$ over $\mathcal{L}_1$. A term over signature $\Sigma$ and domain $D$ (or a lexicon $(\Sigma, D, \rho, \phi)$) is either (i) a variable in $\Sigma_{1|v}$, (ii) a domain element in $D$, or (iii) an expression $f(t_1, \ldots, t_n)$, where $f$ is an f-symbol of arity $n$ in $\Sigma_{1|f}$ and $t_1, \ldots, t_n$ are terms over $\Sigma_{1|v}$ and $\Sigma_{1|f}$.

A constraint is defined over lexicon $\mathcal{L} = (\Sigma, D, \rho, \phi)$. Syntactically, a constraint is an
expression of the form

\[ P(t_1, \ldots, t_n), \]  
\[ \neg P(t_1, \ldots, t_n), \]  

where \( P \) is a predicate symbol from \( \Sigma_\nu \) of arity \( n \) and \( t_1, \ldots, t_n \) are terms over \( \mathcal{L} \). Semantically, we first specify recursively a value that valuation \( \nu \) over lexicon \((\Sigma, D, \rho, \phi)\) assigns to a term \( \tau \) over the same lexicon. We denote this value by \( \tau^{\nu,\phi} \) and define it as follows:

- for a term that is a variable \( x \) in \( \Sigma_\nu \), \( x^{\nu,\phi} = x^\nu \),
- for a term that is a domain element \( d \) in \( D \), \( d^{\nu,\phi} = d \) itself,
- for a term \( \tau \) of the form \( f(t_1, \ldots, t_n) \), \( f(t_1, \ldots, t_n)^{\nu,\phi} = f^\phi(t_1^{\nu,\phi}, \ldots, t_n^{\nu,\phi}) \).

Second, we define what it means for valuation to be a solution of a constraint over the same lexicon. We say that \( \nu \) over lexicon \( \mathcal{L} \) satisfies (is a solution to) constraint of the form (1) over \( \mathcal{L} \) when \( \langle t_1^{\nu,\phi}, \ldots, t_n^{\nu,\phi} \rangle \in \mathcal{P}^\rho \). Valuation \( \nu \) satisfies constraint of the form (2) when \( \langle t_1^{\nu,\phi}, \ldots, t_n^{\nu,\phi} \rangle \notin \mathcal{P}^\rho \).

For instance, expressions

\[ \neg E(s), \quad \neg E(2), \quad Q(r, s) \]

are constraints over lexicon \( \mathcal{L}_1 \). Valuation \( \nu_1 \) satisfies constraints \( \neg E(2), Q(r, s) \), but does not satisfy \( \neg E(s) \). Valuation \( \nu_2 \) satisfies constraints \( \neg E(s), \neg E(2) \), but does not satisfy \( Q(r, s) \).

A generalized constraint satisfaction problem (GCSP) \( \mathcal{C} \) is a finite set of constraints over the same lexicon. By \( \mathcal{L}^C \) we denote the lexicon of constraints in GCSP \( \mathcal{C} \). We say that a valuation \( \nu \) over \( \mathcal{L}^C \) satisfies (is a solution to) GCSP \( \mathcal{C} \), when \( \nu \) is a solution to every constraint in \( \mathcal{C} \). For example, any subset of constraints in (3) forms a GCSP. Sample valuation \( \nu_2 \) from Table 1 satisfies GCSP composed of the first two constraints in (3). Neither \( \nu_1 \) nor \( \nu_2 \) satisfies the GCSP composed of all of the constraints in (3).

It is worth noting that syntactically, constraints are similar to ground literals of SMT. (In predicate logic, variables as defined here are referred to as object constants or function symbols of 0 arity.) Lierler and Susman [14] illustrated that given a GCSP \( \mathcal{C} \) one can construct the “uniform” \( \Sigma \)-theory \( U(\mathcal{C}) \) based on the last three elements the GCSP’s lexicon. Semantically, a GCSP \( \mathcal{C} \) can be understood as a conjunction of its elements so that \( U(\mathcal{C}) \)-models (as understood in SMT) of this conjunction coincide with solutions of \( \mathcal{C} \).

**Linear and Integer Linear Constraints.** We now define “numeric” signatures and lexicons and introduce linear constraints that are commonly used in practice. The EZSMT system provides support for such constraints.

A numeric signature is a signature that satisfies the following requirements (i) its only predicate symbols are \(<, >, \leq, \geq, =, \neq\) of arity 2, and (ii) its only f-symbols are \(+, \times\) of arity 2. We use the symbol \( \mathcal{A} \) to denote a numeric signature. Let \( \mathbb{Z} \) and \( \mathbb{R} \) be the sets of integers and real numbers respectively. Let \( \rho_\mathbb{Z} \) and \( \rho_\mathbb{R} \) be functions that map predicate symbols \( \{<, >, \leq, \geq, =, \neq\} \) into usual arithmetic relations over integers and over reals, respectively. Let \( \phi_\mathbb{Z} \) and \( \phi_\mathbb{R} \) be functions that map f-symbols \( \{+, \times\} \) into usual arithmetic functions over integers and over reals, respectively. We can now define the following lexicons (i) an integer lexicon of the form \((\mathcal{A}, \mathbb{Z}, \rho_\mathbb{Z}, \phi_\mathbb{Z})\), and a numeric lexicon of the form \((\mathcal{A}, \mathbb{R}, \rho_\mathbb{R}, \phi_\mathbb{R})\).

A (numeric) linear expression has the form

\[ a_1 x_1 + \cdots + a_n x_n, \]

(4)
where \(a_1, \ldots, a_n\) are real numbers and \(x_1, \ldots, x_n\) are variables over real numbers. When \(a_i = 1\) (\(1 \leq i \leq n\)) we may omit it from the expression. We view expression (4) as an abbreviation for the following formula \(+(\times(a_1, x_1), +\times(a_2, x_2), \ldots, +\times(a_n, x_n))\) over some numeric lexicon \((\mathcal{A}, \mathbb{R}, p_2, \phi_2)\), where \(\mathcal{A}\) contains \(x_1, \ldots, x_n\) as its variables. For instance, \(2x + 3y\) is an abbreviation for the expression \(+(\times(2, x), \times(3, y))\). An integer linear expression has the form (4), where \(a_1, \ldots, a_n\) are integers, and \(x_1, \ldots, x_n\) are variables over integers.

We call a constraint linear (integer linear) when it is defined over some numeric (integer) lexicon and has the form \(c \gg (e, k)\) where \(c\) is a linear (integer linear) expression, \(k\) is a real number (an integer), and \(\gg\) belongs to \(\{<, >, \leq, \geq, =, \neq\}\). We can denote \(c \gg (e, k)\) using usual infix notation as follows \(e \gg k\).

We call a GCSP a (integer) linear constraint satisfaction problem when it is composed of (integer) linear constraints. For instance, consider integer linear constraint satisfaction problem composed of two constraints \(x > 4\) and \(x < 5\) (here signature \(\mathcal{A}\) is implicitly defined by restricting its variable to contain \(x\)). When the lexicon of GCSP is clear from the context, as in this example, we omit an explicit reference to it. It is easy to see that this problem has no solutions. On the other hand, linear constraint satisfaction problem composed of the same two constraints has infinite number of solutions, including valuation that assigns \(x\) to 4.1.

**Logic Programs and Input Completion.** A vocabulary is a set of propositional symbols also called atoms. As customary, a literal is an atom \(a\) or its negation \(\neg a\). A (propositional) logic program over vocabulary \(\sigma\) is a set of rules of the form

\[
\text{r} \leftarrow b_1, \ldots, b_t, \text{not } b_{t+1}, \ldots, \text{not } b_m, \text{not not } b_{m+1}, \ldots, \text{not not } b_n
\]

(5)

where \(a\) is an atom over \(\sigma\) or \(\bot\), and each \(b_i, 1 \leq i \leq n\), is an atom in \(\sigma\). We will sometimes use the abbreviated form for rule (5), i.e., \(a \leftarrow B\), where \(B\) stands for the right hand side of the arrow in (5) and is also called a body. We sometimes identify body \(B\) with the propositional formula

\[
b_1 \wedge \ldots \wedge b_t \wedge \neg b_{t+1} \wedge \ldots \wedge \neg b_m \wedge \neg \neg b_{m+1} \wedge \ldots \wedge \neg \neg b_n.
\]

(6)

and rule (5) with the propositional formula \(B \rightarrow a\). We call expressions \(b_1 \wedge \ldots \wedge b_t\) and \(\neg b_{t+1} \wedge \ldots \wedge \neg b_m\) in (6) strictly positive and strictly negative respectively. The expression \(a\) is the head of the rule. When \(a\) is \(\bot\), we often omit it. We call such a rule a denial. We write \(hd(II)\) for the set of nonempty heads of rules in \(\Pi\). We refer the reader to the paper [15] for details on the definition of an answer set.

We call a rule whose body is empty a fact. In such cases, we drop the arrow. We sometimes may identify a set \(X\) of atoms with a set of facts \(\{a \mid a \in X\}\). Also, it is customary for a given vocabulary \(\sigma\), to identify a set \(X\) of atoms over \(\sigma\) with (i) a complete and consistent set of literals over \(\sigma\) constructed as \(X \cup \{\neg a \mid a \in \sigma \setminus X\}\), and respectively with (ii) an assignment function or interpretation that assigns truth value true to every atom in \(X\) and false to every atom in \(\sigma \setminus X\).

We now restate the definitions of input answer set and input completion [14]. These concepts are instrumental in defining constraint answer set programs and building a link towards using SMT solvers for solving such programs. In particular, it is well known that for the large class of logic programs, referred to as “tight” programs, its answer sets coincide with models of its completion, as shown by Fages [8]. A similar relation holds between answer input sets of a program and models of input completion.
Definition 1. For a logic program $\Pi$ over vocabulary $\sigma$, a set $X$ of atoms over $\sigma$ is an input answer set of $\Pi$ relative to vocabulary $\iota \subseteq \sigma$, when $X$ is an answer set of the program $\Pi \cup (\{X \cap \iota\} \setminus \text{hd}(\Pi))$.

Definition 2. For a program $\Pi$ over vocabulary $\sigma$, the input-completion of $\Pi$ relative to vocabulary $\iota \subseteq \sigma$, denoted by $\text{IComp}(\Pi, \iota)$, is defined as the set of propositional formulas that consists of the implications $B \rightarrow a$ for all rules (5) in $\Pi$ and the implications $a \rightarrow \bigvee_{a \leftarrow B \in \Pi} B$ for all atoms $a$ occurring in $(\sigma \setminus \iota) \cup \text{hd}(\Pi)$.

Tightness is a syntactic condition on a program that can be verified by means of its dependency graph. The dependency graph of $\Pi$ is the directed graph $G$ such that (i) the vertices of $G$ are the atoms occurring in $\Pi$, and (ii) for every rule $a \leftarrow B$ in $\Pi$ whose head is not $\bot$, $G$ has an edge from $a$ to each atom in strictly positive part of $B$. A program is called tight if its dependency graph is acyclic.

Theorem 3. For a tight program $\Pi$ over vocabulary $\sigma$ and vocabulary $\iota \subseteq \sigma$, a set $X$ of atoms from $\sigma$ is an input answer set of $\Pi$ relative to $\iota$ if and only if $X$ satisfies program’s input-completion $\text{IComp}(\Pi, \iota)$.

3 EZ Constraint Answer Set Programs and Constraint Formulas

We now introduce EZ programs accepted by the CASP solver $\text{ezcsp}$. The $\text{ezsmt}$ system accepts subclass of these programs (as it poses additional tightness restrictions).

Let $\sigma_r$ and $\sigma_i$ be two disjoint vocabularies. We refer to their elements as regular and irregular atoms respectively. For a program $\Pi$ and a propositional formula $F$, by $At(\Pi)$ and $At(F)$ we denote the set of atoms occurring in $\Pi$ and $F$, respectively.

Definition 4. An EZ constraint answer set program (or EZ program) over vocabulary $\sigma_r \cup \sigma_i$ is a triple $\langle \Pi, B, \gamma \rangle$, where

- $\Pi$ is a logic program over the vocabulary $\sigma_r \cup \sigma_i$ such that
  - atoms from $\sigma_i$ only appear in strictly negative part of the body\(^1\) and
  - any rule that contains atoms from $\sigma_i$ is a denial,
- $B$ is a set of constraints over the same lexicon, and
- $\gamma$ is an injective function from the set $\sigma_i$ of irregular atoms to the set $B$ of constraints.

For an EZ program $P = \langle \Pi, B, \gamma \rangle$ over $\sigma_r \cup \sigma_i$, a set $X \subseteq At(\Pi)$ is an answer set of $P$ if

- $X$ is an input answer set of $\Pi$ relative to $\sigma_i$, and
- the GCSP $\{\gamma(a) | a \in X \cap \sigma_i\}$ has a solution.

This form of a definition of EZ programs is inspired by the definition of constraint answer set programs presented in [14] that generalize the CLINGCON language by Gebser et al. [11]. There are two major differences between EZCSP and CLINGCON languages. First, the later allows irregular atoms to appear in non-denials (though such atoms cannot occur in heads). Second, the third condition on answer sets of CLINGCON programs states that the GCSP $\{\gamma(a) | a \in X \cap \sigma_i\} \cup \{-\gamma(a) | a \in At(\Pi) \cap \sigma_i\} \setminus X$ has a solution.

Ferraris and Lifschitz [9] showed that a choice rule $\{a\} \leftarrow B^2$ can be seen as an abbreviation for a rule $a \leftarrow \text{not} a, B$. We adopt this abbreviation.

\(^1\) The fact that atoms from $\sigma_i$ only appear in strictly negative part of the body rather than in any part of the body is inessential for the kind of constraints the EZCSP system allows.

\(^2\) Choice rules were introduced in [19] and are commonly used in answer set programming.
SMT-Based Constraint Answer Set Solver EZSMT (System Description)

EZ constraint formula

This theorem is an immediate consequence of Theorem 3.

For a constraint formula $\mathcal{F}$, let $\sigma$ be its numeric signature.

Example 5.

Let us consider sample EZ program. Let $\Sigma_2$ be the numeric signature containing a single variable $x$. By $\mathcal{L}_2$ we denote the integer lexicon $([\Sigma_2, \mathbb{Z}], \rho_2)$. We are now ready to define an EZ program $P_1 = (\Pi_1, \mathcal{B}_{\mathcal{L}_2}, \nu_1)$ over lexicon $\mathcal{L}_2$, where

- $\Pi_1$ is the program presented in Figure 1. The set of irregular atoms of $\Pi_1$ is $\{x \geq 12, |x < 12|, |x = 0|, |x < 23| \}$. (We use vertical bars in our examples to mark irregular atoms.) The remaining atoms form the regular set.
- $\mathcal{B}_{\mathcal{L}_2}$ is the set of all integer linear constraints over $\mathcal{L}_2$, which obviously includes constraints $\{x \geq 12, x < 12, x \geq 0, x < 23\}$, and
- function $\gamma_1$ is defined in intuitive manner so that for instance irregular atom $|x \geq 12|$ is mapped to integer linear constraint $x \geq 12$.

Consider the set

$$\{\text{switch, lightOn, } x \geq 12, |x \geq 0|, |x < 23|\} \quad (7)$$

over atoms $At(\Pi_1)$. This set is the only input answer set of $\Pi_1$ relative to its irregular atoms. Also, the integer linear constraint satisfaction problem with constraints

$$\{\gamma_1(|x \geq 12|), \gamma_1(|x \geq 0|), \gamma_1(|x \leq 23|)\} = \{x \geq 12, x \geq 0, x \leq 23\} \quad (8)$$

has a solution. There are 12 valuations $\nu_1 \ldots \nu_{12}$ over $\mathcal{L}_2$, which satisfy this GCSP: $x^{\nu_1} = 12$, $\ldots$, $x^{\nu_{12}} = 23$. It follows that set (7) is an answer set of $P_1$.

Just as we defined EZ constraints answer set programs, we can define EZ constraint formulas.

Definition 6. An EZ constraint formula over the vocabulary $\sigma_r \cup \sigma_i$ is a triple $\langle F, \mathcal{B}, \gamma \rangle$, where

- $F$ is a propositional formula over the vocabulary $\sigma_r \cup \sigma_i$,
- $\mathcal{B}$ is a set of constraints over the same lexicon, and
- $\gamma$ is an injective function from the set $\sigma_i$ of irregular atoms to the set $\mathcal{B}$ of constraints.

For a constraint formula $\mathcal{F} = \langle F, \mathcal{B}, \gamma \rangle$ over $\sigma_r \cup \sigma_i$, a set $X \subseteq At(F)$ is a model of $\mathcal{F}$ if

- $X$ is a model of $F$, and
- the GCSP $\langle \gamma(a) | a \in X \cap \sigma_i \rangle$ has a solution.

Following theorem captures a relation between EZ programs and EZ constraint formulas. This theorem is an immediate consequence of Theorem 3.

Theorem 7. For an EZ program $P = \langle \Pi, \mathcal{B}, \gamma \rangle$ over the vocabulary $\sigma = \sigma_r \cup \sigma_i$, and a set $X$ of atoms over $\sigma$, when $\Pi$ is tight, $X$ is an answer set of $P$ if and only if $X$ is a model of EZ constraint formula $\langle I\text{Comp}(\Pi, \sigma_i), \mathcal{B}, \gamma \rangle$ over $\sigma$.

In the sequel, we will abuse the term “tight”. We will refer to an EZ program $P = \langle \Pi, \mathcal{B}, \gamma \rangle$ as tight when its first member $\Pi$ has this property.
Linear and Integer Linear EZ Programs. We now review the more refined details behind programs supported by ezcsp. These EZ programs are of particular form:

1. \((\Pi, B_L, \gamma)\), where \(L\) is a numeric lexicon and \(B_L\) is the set of all linear constraints over \(L\), or
2. \((\Pi, B_L, \gamma)\), where \(L\) is an integer lexicon and \(B_L\) is the set of all integer linear constraints over \(L\).

We refer to the former as EZ programs modulo linear constraints (or EZ(L) programs), whereas to the latter as EZ programs modulo integer linear constraints (or EZ(IL) programs). Similarly, we can define EZ constraint formulas modulo linear constraints and EZ constraint formulas modulo integer linear constraints. Lierler and Susman [14] showed that such constraint formulas coincide with formulas in satisfiability modulo linear arithmetic, or SMT(L), and satisfiability modulo integer linear arithmetic, or SMT(IL), respectively.

The EZ program \(P_1\) from Example 5 is an EZ(IL) program. Listing 1 presents this program in the syntax accepted by the ezcsp solver. We refer to this syntax as the ezcsp language. Line 1 in Listing 1 specifies that this is an EZ(IL) program. Line 2, first, declares that variable \(x\) is in the signature of program’s integer lexicon. Second, it specifies that \(x\) may be assigned values in range from 0 to 23. Thus, Line 2 essentially encodes the last two rules in \(\Pi_1\) presented in Figure 1. Lines 3-6 follow the first four lines of \(\Pi_1\) modulo replacement of symbol \(\leftarrow\) with symbols :-. In the ezcsp language, all irregular atoms are enclosed in a “required” statement and are syntactically placed in the head of their rules. So that Lines 7 and 8 encode the last two rules of \(\Pi_1\), respectively. If a denial of an EZ program contains more than one irregular atom then in the ezcsp language disjunction in required statement is used to encode such rules. For instance, an EZ rule

\[
\leftarrow \text{not } |x > 5|, \text{not } |x < 12|
\]

has the form \text{required}(x > 5 \vee x < 12)\text{. in the ezcsp syntax. (One may also use conjunction and implication within the required syntax.)}

1 cspdomain(fd).
2 cspvar(x,0,23).
3 {switch}.
4 lightOn :- switch not am.
5 :- not lightOn.
6 {am}.
7 required(x ≥ 12) :- not am.
8 required(x < 12) :- am.

Listing 1 ezcsp Program.

4 The EZSMT Solver

By Theorem 7, it follows that answer sets of a tight EZ program coincide with models of a constraint formula that corresponds to the input completion of the EZ program relative to its irregular atoms. Thus, tight EZ(L) and EZ(IL) programs can be converted to “equivalent” SMT(L) and SMT(IL) formulas, respectively. This fact paves a way to utilizing SMT technology for solving tight EZ programs. The EZSMT system introduced in this work roots on these ideas.

In a nutshell, the ezsmt system takes a tight EZ(L) or EZ(IL) program written in the ezcsp language and produces an equivalent SMT(L) or SMT(IL) formula written in the SMT-LIB language that is a common input language for SMT solvers [4]. Subsequently,
Ezsmt runs a compatible SMT solver, such as cvc4 [3] or z3 [6], to compute models of the program.

Few remarks are due with respect to the SMT-LIB language. This language allows the SMT research community to develop benchmarks and run solving competitions using standard interface of common input language. Barret et al. [4] define the syntax and usage of SMT-LIB. As opposed to constraint answer set programming languages, which are regarded as declarative programming languages, SMT-LIB is a low-level specification language. It is not intended to be a modeling language, but geared to be easily interpretable by SMT solvers and serve as a standard interface to these systems. As such, this work provides an alternative to SMT-LIB for utilizing SMT technology. It advocates the use of tight EZ programs as a declarative programming interface for SMT solvers. Also the availability of SMT-LIB immediately enables its users to interface multiple SMT-solvers as off-the-shelf tools without the need to utilize their specialized APIs.

The Ezsmt Architecture. We now present details behind the Ezsmt system. Figure 2 illustrates its pipeline. We use the EZ program from Example 5 to present a sample workflow of Ezsmt.

Preprocessing and Grounding. In this paper, we formally introduced EZ programs over a signature that allows propositional atoms or irregular atoms. In practice, ezcsp language, just as traditional answer set programming languages, allows the users to utilize non-irregular atoms with schematic-variables. The process of eliminating these variables is referred to as grounding [10]. It is a well understood process in answer set programming and off the
shelf grounders exist, e.g., the GRINGO system\textsuperscript{3} [10]. The EZSMT solver also allows schematic-variables (as they are part of the EZCSP language) and relies on GRINGO to eliminate these variables.

Prior to applying GRINGO, all irregular atoms in the input program must be identified to be properly processed while grounding. The “required” keyword in the EZCSP language allows us to achieve this so that the rules with the “required” expression in the head are converted into an intermediate language. The invocation of the EZCSP system with the \texttt{--preparse-only} flag performs the conversion. The preprocessing performed by EZCSP results in a valid input program for the grounder GRINGO.

For instance, the application of EZCSP with \texttt{--preparse-only} flag on the program in Listing 1 results in the program that replaces last two rules of original program by the following rules

\begin{verbatim}
required (ezcsp__geq(x, 12)) :- not am.
required (ezcsp__lt(x, 12)) :- am.
\end{verbatim}

Program’s Completion. The third block in the pipeline in Figure 2 is responsible for three tasks. First, it determines whether the program is tight or not. Given a non tight program the system will exit with the respective message. Second, it computes the input completion of a given program (recall, that this input completion can be seen as an SMT program). Third, the input completion is clausified using Tseitin transformations so that the resulting formula is in conjunctive normal form. This transformation preserves the models of the completion modulo original vocabulary. The output from this step is a file in a DIMACS\textsuperscript{4}-inspired format. System CMODELS [12] is used to perform the described steps. It is invoked with the \texttt{--cdimacs} flag.

For example, given the grounding produced by GRINGO for the preprocessed program in Listing 1, CMODELS will produce the output presented in Listing 2. This output encodes the clausified input completion of the EZ program in Example 5 and can be viewed as an SMT formula.

\begin{verbatim}
smt cnf 5 8
¬switch switch 0
¬switch lightOn 0
¬lightOn switch 0
cspdomain(fd) 0
cspvar(x,0,23) 0
switch 0
lightOn 0
required (ezcsp__geq(x,12)) 0
\end{verbatim}

\textbf{Listing 2} Completion of EZCSP Program.

The first line in Listing 2 states that there are 5 atoms and 8 clauses in the formula. Each other line stands for a clause, for instance, line \texttt{¬switch switch 0} represents clause \texttt{¬switch ∨ switch}.

It is important to note that just as the EZCSP language accepts programs with schematic variables, it also accepts programs with so called weight and cardinality constraint rules introduced in [19]. System CMODELS eliminates such rules in favor of rules of the form (5)

\textsuperscript{3} http://potassco.sourceforge.net
\textsuperscript{4} http://www.satcompetition.org/2009/format-benchmarks2009.html
discussed here. (The translation used by cMODELS was introduced in [9].) Thus, solver E2SMT is capable of accepting programs that contain weight and cardinality constraint rules.

**Transformation.** The output program from cMODELS serves as input to the Transformer block in the E2SMT pipeline. Transformer converts the SMT formula computed by cMODELS into the SMT-LIB syntax. For instance, given the SMT program presented in Listing 2, the Transformer produces the following SMT-LIB code.

```plaintext
(set-option :interactive-mode true)
(set-option :produce-models true)
(set-option :produce-assignments true)
(set-option :print-success false)
(check-sat)
(get-model)
(set-logic QF_LIA)
(declare-fun lightOn () Bool)
(declare-fun required (ezcsp__geq(x,12)) () Bool)
(declare-fun switch () Bool)
(declare-fun cspvar(x,0,23) () Bool)
(assert (or (not switch) switch))
(assert (or (not switch) lightOn))
(assert (or (not lightOn) switch))
(assert cspvar(x,0,23))
(assert switch)
(assert lightOn)
(assert required (ezcsp__geq(x,12)))
(declare-fun x () Int)
(assert (=> required (ezcsp__geq(x,12)) (>= x 12)))
(assert cspvar(x,0,23) (<= 23 x))
```

The resultant SMT-LIB specification can be described as follows:

(i) Lines 1–6 are responsible for setting directives necessary to indicate to an SMT solver that it should find a model of the program after satisfiability is determined [4].

(ii) In line 7, the Transformer instructs an SMT solver to use quantifier-free linear integer arithmetic (QF_LIA) [4] to solve given SMT(IL) formula. (The clause cspdomain(fd) 0 from Listing 2 serves as an indicator that the given formula is an SMT(IL) formula.)

(iii) Lines 8–11 are declarations of the atoms in our sample program as boolean variables (called functions in the SMT-LIB parlance).

(iv) Lines 12–18 assert the clauses from Listing 2 to be true.

(v) Line 19 declares variable x to be an integer.

(vi) Line 20 expresses the fact that if the irregular atom required(ezcsp__geq(x,12)) holds then the constraint x ≥ 12 must also hold. In other words, it plays a role of a mapping γ1 from Example 5.

(vii) Lines 21–22 declare the domain of variable x to be in range from 0 to 23 (recall how Listing 1 encodes this information with cspvar(x,0,23)).

**SMT Solver.** The final step is to use an SMT solver that accepts input in SMT-LIB. The output produced by cvc4 given the SMT-LIB program listed last follows:

---

5 We note that the output format of the SMT solver 23 is of the same style as that of cvc4.
The first line of the output indicates that a satisfying assignment exists. The subsequent lines present a model that satisfies the given SMT-LIB program. Note how this model corresponds to answer set (7). Also, the solver identified one of the possible valuations for $x$ that satisfies integer linear constraint satisfaction problem (8), this valuation maps $x$ to 12.

Limitations. Due to the fact that the EZSMT solver accepts programs in the EZCSP language, it is natural to compare the system to the EZCSP solver. The EZSMT system faces some limitations relative to EZCSP. The EZSMT solver accepts only a subset of the EZCSP language. In particular, it supports a limited set of its global constraints [2]. Only, the global constraints all_different and sum are supported by EZSMT. Also, EZSMT can only be used on tight EZCSP programs. Yet, we note that this is a large class of programs. No support for minimize and maximize statements of EZCSP or GRINGO languages is present. In addition, solver EZSMT computes only a single answer set. Modern SMT solvers are often used for establishing satisfiability of a given formula rather than for finding its models. For instance, the SMT-LIB language does not provide a directive to instruct an SMT solver to find all models for its input. To bypass this obstacle one has to promote (i) the extensions of the SMT-LIB standard to allow a directive for computing multiple models as well as (ii) the support of this functionality by SMT solvers. Alternatively, one may abandon the use of SMT-LIB and utilize the specialized APIs of SMT solvers in interfacing these systems. The later solution seems to lack the generality as it immediately binds one to peculiarities of APIs of distinct software systems. Addressing mentioned limitations of EZSMT is a direction of future work.

5 Experimental Results

In order to demonstrate the efficacy of the EZSMT system and to provide a comparison to other existing CASP solvers, six problems have been used to benchmark EZSMT. The first three benchmarks stem from the Third Answer Set Programming Competition, 2011 (ASPCOMP). The selected encodings are: weighted sequence, incremental scheduling, and reverse folding. Balduccini and Lierler [2] use these three problems to assess performance of various configurations of the EZCSP and CLINGCON systems. We utilize the encodings for EZCSP and CLINGCON stemming from this earlier work for these problems. We also adopted these encodings to fit the syntax of the MINGO language to experiment with this system. The last three benchmarks originate from the assessment of solver MINGO [16]. This system translates CASP programs into mixed integer programming formalism and utilizes IBM ILOG CPLEX\(^7\) system to find solutions. The selected problems are: job shop, newspaper, and sorting. We used the encodings provided in [16] for MINGO, CLINGCON, and CMODELS. We adopted the CLINGCON encoding to fit the syntax of the EZCSP language to experiment with EZCSP and EZSMT. All six mentioned benchmarks do not scale when using traditional answer

\(^6\) https://www.mat.unical.it/aspcomp2011
\(^7\) http://www.ibm.com/software/commerce/optimization/cplex-optimizer/
**Table 2 ASPCOMP 2011 and MINGO Benchmarks**

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>EZZMT</th>
<th>EZZMT</th>
<th>CLINGCON</th>
<th>EZCSP</th>
<th>MINGO</th>
<th>CMODELS</th>
</tr>
</thead>
<tbody>
<tr>
<td>(number of instances)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reverse folding (50)</td>
<td>47948 (22)</td>
<td>4873 (2)</td>
<td>2014 (1)</td>
<td>559</td>
<td>14962 (1)</td>
<td>84616 (47)</td>
</tr>
<tr>
<td>Weighted Seq. (30)</td>
<td>24.2</td>
<td>23.3</td>
<td>187</td>
<td>13879</td>
<td>1330</td>
<td>54000 (30)</td>
</tr>
<tr>
<td>Incr. scheduling (30)</td>
<td>10277 (5)</td>
<td>9135 (5)</td>
<td>20417 (11)</td>
<td>37332 (20)</td>
<td>13626 (7)</td>
<td>54000 (30)</td>
</tr>
<tr>
<td>Job shop (100)</td>
<td>106</td>
<td>48.8</td>
<td>2.77</td>
<td>180000 (100)</td>
<td>1137</td>
<td>163106 (90)</td>
</tr>
<tr>
<td>Newspaper (100)</td>
<td>7.68</td>
<td>3.77</td>
<td>0.02</td>
<td>3.53</td>
<td>54.2</td>
<td>111615 (53)</td>
</tr>
<tr>
<td>Sorting (189)</td>
<td>646</td>
<td>233</td>
<td>31.7</td>
<td>103</td>
<td>8282</td>
<td>271004 (141)</td>
</tr>
</tbody>
</table>

set solvers. The EZZMT system, encodings, and instances used for benchmarking are available at the EZZMT site: [http://unomaha.edu/nlpkr/software/ezsmt/](http://unomaha.edu/nlpkr/software/ezsmt/).

All experiments were conducted on a computer with an Intel Core i7-940 processor running Ubuntu 14.04 LTS (64-bit) operating system. Each benchmark was allocated 4 GB RAM, a single processor core, and given an 1,800 second timeout. No benchmarks were run simultaneously.

Five CASP solvers and one answer set (ASP) solver were benchmarked:
- EZZMT v. 1.0 with cvc4 v. 1.4 as the SMT solver (EZZMT–cvc4),
- EZZMT v. 1.0 with z3 v. 4.4.2 – 64 bit as the SMT solver (EZZMT–z3),
- CLINGCON v. 2.0.3 with constraint solver GECODE v. 3.7.3 and ASP solver CLASP v. 1.3.10,
- EZCSP v. 1.6.20 with constraint solver B-Prolog v. 7.4 #3 and ASP solver CMODELS v. 3.86,
- MINGO v. 2012-09-30 with mixed integer solver CPLEX v. 12.5.1.0, and
- ASP solver CMODELS v. 3.86 [12].

All of these systems invoke grounder GRINGO versions 3.0.+ during their executions. Time spent in grounding is reported as part of the solving time. The best performing EZCSP configuration, as reported in [2], was used for each run of the ASPCOMP benchmarks. All other systems were run under their default configurations. We note that for systems EZZMT-cvc4, EZZMT-z3, and EZCSP identical encodings across the benchmarks were used. The formalizations for other solvers can be seen as syntactically different versions of these encodings.

At a high-level abstraction, one may summarize the architectures of the CLINGCON and EZCSP solvers as *ASP-based solvers plus constraint solver*. Given a constraint answer set program $(\Pi, E, \gamma)$, both CLINGCON and EZCSP first use an answer set solver to (partially) compute an input answer set of $\Pi$. Second, they contact a constraint solver to verify whether respective GCSP has a solution. As mentioned earlier, MINGO’s solving is based on mixed integer programming.

Table 2 presents the experimental results. Each name of a benchmark is annotated with the number of instances used in the experiments. The collected running times are reported in cumulative fashion. The number in parenthesis annotates the number of timeouts or memory outs (that we do not distinguish). Any instance which timed-out/memory-out is represented in cumulative time by adding the maximum allowed time for an instance (1,800 seconds). For instance, answer set solver CMODELS timed out on all 30 instances of the weighted sequence.
benchmark so that the cumulative time of 54,000 is reported. Bold font is used to mark the best performing solver.

In the reverse folding benchmark, the difference between SMT solvers used for Ezsmt becomes very apparent. In this case, the Z3 solver performed better than CVC4 by an order of magnitude. This underlines both the importance of solver selection and difference between SMT solvers. These observations mark the significance of the flexibility that Ezsmt provides to its users as they are free to select different SMT solvers as appropriate to the instances and encodings. Indeed, SMT solvers are interfaced via the standard SMT-LIB language by Ezsmt.

In the weighted sequence benchmark, we note that no CASP system timed out. In this case, the Ezsmt system features a considerable speedup. It noticeably outperforms Clingcon and Ezcsp by multiple orders of magnitude.

In incremental scheduling, the original Ezcsp encoding includes a global constraint, cumulative, which is not supported by Ezsmt. To benchmark Ezsmt on this problem, the encoding was rewritten to mimic a method used in the Clingcon encoding that also does not support the cumulative global constraint. Columns Ezsmt-Cvc4, Ezsmt-Z3, Ezcsp in Table 2 represent instances run on the rewritten encoding. Solver Ezsmt times out the least, followed by Clingcon timing out on over one-third the instances, and finally Ezcsp, which times out on about half the instances. We note that on the original encoding with cumulative constraint Ezcsp performance is captured by the following numbers 26691 (14). Thus, the use of the cumulative global constraint allowed Ezcsp to run more instances to completion. All solvers time out on the same 5 instances, which Ezsmt-Cvc4 and Ezsmt-Z3 times out on.

The last three lines in Table 2 report on the three benchmarks from [16]. In general, we observe that Clingcon features the fastest performance, followed by Ezsmt and Mingo for these benchmarks.

Overall, the benchmarks reveal several aspects of the Ezsmt solver. First, as demonstrated by the reverse folding results in Table 2, the underlying SMT solving technology selected for the SMT-LIB program produced by Ezsmt is important. Next, the weighted sequence and the incremental scheduling results demonstrate the efficacy of Ezsmt approach. Furthermore, Table 2 shows that Ezsmt outperforms Mingo across the board.

The Aspmt2Smt system [5] is closely related to Ezsmt in a sense that it utilizes SMT technology for finding solutions to first order formulas under stable model semantics forming so called Aspmt language. The EZ programs can be seen as a special case of ASPMT formulas. Just as Ezsmt poses restriction on its programs to be tight, Aspmt2Smt poses a similar restriction on its theories. The Aspmt2Smt solver utilizes SMT solver Z3 to find models of ASPMT theories by interfacing this system via its API. This tight integration with Z3 allows Aspmt2Smt to find multiple/all models of its theories in contrast to Ezsmt. Yet, the fact that Ezsmt advocates the use of the standard SMT-LIB language makes its approach more open towards new developments in the SMT solving technology as it is not tied to any particular SMT solver via its specific API. We do not present the times for the Aspmt2Smt system as the ASPMT language differs from the input languages of other systems that we experimented with so that encodings of our benchmarks for Aspmt2Smt are not readily available. Yet, Ezsmt-Z3 times should mimic these by Aspmt2Smt as both systems rely on forming program’s completion in the process of translating inputs in their respective languages into SMT formulas. Verifying this claim is part of the future work.
Conclusions and Future Work

This work presents the EZSMT system, which is able to take tight constraint answer set programs and rewrite them into the SMT-LIB formulas that can be then processed by SMT solvers. The EZSMT solver parallels the efforts of the ASPMT2SMT system [5] that utilizes SMT technology for solving programs in related formalism. Our experimental analysis illustrates that the EZSMT system is capable of outperforming other cutting-edge CASP solvers. Niemela [18] characterized answer sets of “normal” logic programs in terms of “level rankings” and developed a mapping from such programs to so called difference logic. Mapping of the kind has been previously exploited in the design of solvers DINGO [13] and MINGO [16]. We believe that these ideas are applicable in the settings of EZ(IL) and EZ(L) programs. Verifying this claim and adopting the results within EZSMT to allow this solver to process non tight programs is the direction of future work.
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Abstract

Answer Set Programming (ASP) is a model, ground, and solve paradigm. The integration of application- or theory-specific reasoning into ASP systems thus impacts on many if not all elements of its workflow, viz. input language, grounding, intermediate language, solving, and output format. We address this challenge with the fifth generation of the ASP system clingo and its grounding and solving components by equipping them with well-defined generic interfaces facilitating the manifold integration efforts. On the grounder’s side, we introduce a generic way of specifying language extensions and propose an intermediate format accommodating their ground representation. At the solver end, this is accompanied by high-level interfaces easing the integration of theory propagators dealing with these extensions.
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1 Introduction

The clingo system, along with its grounding and solving components gringo and clasp, is nowadays among the most widely used tools for Answer Set Programming (ASP; [22]). This does not only apply to end-users, but more and more to system developers who build upon clingo’s infrastructure for developing their own systems. Among them, we find (alphabetically) clasp-nk [13], clingcon [25], dflat [1], dingo [21], dlehex [14], inca [12], and mingo [23]. None of these systems can use clingo or its components without workarounds or even involved modifications to realize the desired functionality. Moreover, since ASP is a model, ground, and solve paradigm, such modifications are rarely limited to a single component but often spread throughout the whole workflow. This begins with the addition of new language constructs to the input language, requiring in turn amendments to the grounder as well as syntactic means for passing the ground constructs to a downstream system. In case they are to be dealt with by an ASP solver, it must be enabled to treat the specific input and incorporate corresponding solving capacities. Finally, each such extension is application-specific and requires different means at all ends.
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We address this challenge with the new clingo series 5 and its components. This is accomplished by introducing generic interfaces that allow for accommodating extensions to ASP at the salient stages of its workflow. To begin with, we extend clingo’s grounder component gringo with means for specifying simple theory grammars in which new theories can be represented. As theories are expressed using constructs close to ASP’s basic modeling language, the existing grounding machinery takes care of instantiating them. This also involves a new intermediate ASP format that allows for passing the enriched information from grounders to solvers in a transparent way. (Since this format is mainly for settings with stand-alone grounders and solvers, and thus outside the scope of clingo, we delegate details to [17].) For a complement, clingo 5 provides several interfaces for reasoning with theory expressions. On the one hand, the existing Lua and Python APIs are extended by high-level interfaces for augmenting propagation in clasp with so-called theory propagators. Several such propagators can be registered with clingo, each implementing an interface of four basic methods. Our design is driven by the objective to provide means for rapid prototyping of dedicated reasoning procedures while enabling effective implementations. To this end, the interface supports, for instance, stateful theory propagators as well as multi-threading in the underlying solver. On the other hand, the functionality of the aforementioned extended APIs is now also offered via a C interface. This is motivated by the wide availability of foreign function interfaces for C, which enable the import of clingo in programming languages like Java or Haskell. A first application of this is the integration of clingo 5 into SWI-Prolog.\footnote{https://github.com/JanWielemaker/clingo}

## Input Language

This section introduces the novel features of clingo 5’s input language. All of them are situated in the underlying grounder gringo 5 and can thus also be used independently of clingo. We start with a detailed description of gringo 5’s generic means for defining theories and afterwards summarize further new features.

Our generic approach to theory specification rests upon two languages: the one defining theory languages and the theory language itself. Both borrow elements from the underlying ASP language, foremost an aggregate-like syntax for formulating variable length expressions. To illustrate this, consider Listing 1, where a logic program is extended by constructs for handling difference and linear constraints. While the former are binary constraints of the form $x_1 - x_2 \leq k$, the latter have a variable size and are of form $a_1 x_1 + \cdots + a_n x_n \circ k$, where $x_i$ are integer variables, $a_i$ and $k$ are integers, and $\circ \in \{\leq, \geq, <, >, =\}$ for $1 \leq i \leq n$.\footnote{For simplicity, we consider normalized difference constraints rather than general ones of form $x_1 - x_2 \circ k$.}

Note that solving difference constraints is polynomial, while solving linear equations (over integers) is NP-hard. The theory language for expressing both types of constraints is defined in Lines 1–13 and preceded by the directive \texttt{#theory}. The elements of the resulting theory language are preceded by $\&$ and used as regular atoms in the logic program in Lines 15–21.

To be more precise, a \textit{theory definition} has the form

\begin{verbatim}
#theory $T$ $\{D_1;\ldots;D_n\}$.
\end{verbatim}

where $T$ is the theory name and each $D_i$ is a definition for a theory term or a theory atom for $1 \leq i \leq n$. The language induced by a theory definition is the set of all theory atoms constructible from its theory atom definitions.

A \textit{theory atom definition} has form

\begin{verbatim}
$\&p/k : t,o$ or $\&p/k : t,\{o_1,\ldots, o_m\}, t',o$
\end{verbatim}
#theory difference {
  constant { - : 0, unary };  
  diff_term { - : 0, binary, left };  
  linear_term { + : 2, unary; - : 2, unary;  
    * : 1, binary, left; + : 0, binary, left; - : 0, binary, left };  
  domain_term { .. : 1, binary, left };  
  show_term { / : 1, binary, left };  
  &dom/0 : domain_term, {=}, linear_term, any;  
  &sum/0 : linear_term, {<=,=,>=,<,>,!=}, linear_term, any;  
  &diff/0 : diff_term, {<=}, constant, any;  
  &show/0 : show_term, directive  
}.  

#const n=2. #const m=1000.  
task(1..n). duration(T,200*T) :- task(T).  
&dom { 1..m } = start(T) :- task(T).  
&dom { 1..m } = end(T) :- task(T).  
&diff { end(T)-start(T) } <= D :- duration(T,D).  
&sum { end(T) : task(T); -start(T) : task(T) } <= m.  
&show { start/1; end/1 }.

Listing 1 Logic program enhanced with difference and linear constraints (diff.lp).

where \( p \) is a predicate name and \( k \) its arity, \( t, t' \) are names of theory term definitions, each \( \diamond_i \) is a theory operator for \( m \geq 1 \), and \( o \in \{\text{head}, \text{body}, \text{any}, \text{directive}\} \) determines where theory atoms may occur in a rule. Examples of theory atom definitions are given in Lines 9–12 of Listing 1. The language of a theory atom definition as above contains all theory atoms of form
\[
& a \{ C_1:L_1;\ldots;C_n:L_n \} \quad \text{or} \quad & a \{ C_1:L_1;\ldots;C_n:L_n \} \diamond c
\]
where \( a \) is an atom over predicate \( p \) of arity \( k \), each \( C_i \) is a tuple of theory terms in the language for \( t, c \) is a theory term in the language for \( t' \), \( \diamond \) is a theory operator among \( \{\diamond_1, \ldots, \diamond_m\} \), and each \( L_i \) is a regular condition (i.e., a tuple of regular literals) for \( 1 \leq i \leq n \). Whether the last part ‘\( \diamond c \)’ is included depends on the form of a theory atom definition. Five occurrences of theory atoms can be found in Lines 17–21 of Listing 1.

A theory term definition has form
\[
t \{ D_1;\ldots;D_n \}
\]
where \( t \) is a name for the defined terms and each \( D_i \) is a theory operator definition for \( 1 \leq i \leq n \). A respective definition specifies the language of all theory terms that can be constructed via its operators. Examples of theory term definitions are given in Lines 2–8 of Listing 1. Each resulting theory term is one of the following:
- a constant term: \( c \)
- a variable term: \( v \)
- a binary theory term: \( t_1 \diamond t_2 \)
- a unary theory term: \( \diamond t_1 \)
- a function theory term: \( f(t_1,\ldots,t_k) \)
- a tuple theory term: \( (t_1,\ldots,t_l) \)
- a set theory term: \( \{t_1,\ldots,t_l\} \)
- a list theory term: \( \{t_1,\ldots,t_l\} \)
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<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>task(1). task(2).</td>
</tr>
<tr>
<td>2</td>
<td>duration(1,200). duration(2,400).</td>
</tr>
<tr>
<td>4</td>
<td>&amp;dom { 1..1000 } = start(1). &amp;dom { 1..1000 } = start(2).</td>
</tr>
<tr>
<td>5</td>
<td>&amp;dom { 1..1000 } = end(1). &amp;dom { 1..1000 } = end(2).</td>
</tr>
<tr>
<td>6</td>
<td>&amp;diff { end(1)-start(1) } &lt;= 200. &amp;diff { end(2)-start(2) } &lt;= 400.</td>
</tr>
<tr>
<td>7</td>
<td>&amp;sum { end(1); end(2); -start(1); -start(2) } &lt;= 1000.</td>
</tr>
<tr>
<td>8</td>
<td>&amp;show { start/1; end/1 }</td>
</tr>
</tbody>
</table>

Listing 2 Human-readable result of grounding Listing 1 via `gringo –text diff.lp`.

where each \( t_i \) is a theory term, \( \diamond \) is a theory operator defined by some \( D_i \), \( c \) and \( f \) are symbolic constants, \( v \) is a first-order variable, \( k \geq 1 \), and \( l \geq 0 \). (The trailing comma in tuple theory terms is optional if \( l \neq 1 \).) Parentheses can be used to specify operator precedence.

A theory operator definition has form

\[ \diamond : p, \text{unary} \quad \text{or} \quad \diamond : p, \text{binary}, a \]

where \( \diamond \) is a unary or binary theory operator with precedence \( p \geq 0 \) (determining implicit parentheses). Binary theory operators are additionally characterized by an associativity \( a \in \{ \text{right}, \text{left} \} \). As an example, consider Line 5 of Listing 1, where the binary operator \( * \) is defined with precedence 1 and left associativity. In total, Lines 2–8 of Listing 1 include nine theory operator definitions. Particular theory operators can be assembled (written consecutively without spaces) from the symbols ‘!’, ‘<’, ‘=’, ‘>’, ‘\&’, ‘\|’, ‘\?’, ‘\^’, ‘\:', ‘\!', ‘\:', ‘\:', ‘\:', ‘\::’, ‘\::’, and ‘\::’. For instance, in Line 7 of Listing 1, the operator ‘..’ is defined as the concatenation of two periods. The tokens ‘..’, ‘::’, ‘\:', ‘\!’, ‘\:', ‘\:', and ‘:\:-’ must be combined with other symbols due to their dedicated usage. Instead, one may write ‘..’, ‘::’, ‘\:', ‘\!', ‘\:', ‘\:', ‘\!:\:-’, etc.

While theory terms are formed similar to regular ones, theory atoms rely upon an aggregate-like construction for forming variable-length theory expressions. In this way, standard grounding techniques can be used for gathering theory terms. (However, the actual atom within a theory atom comprises regular terms only.) The treatment of theory terms still differs from their regular counterparts in that the grounder skips simplifications like, e.g., arithmetic evaluation. This can be nicely seen on the different results in Listing 2 of grounding terms formed with the regular and theory-specific variants of operator ‘..’. Observe that the fact task(1..n) in Line 16 of Listing 1 results in \( n \) ground facts, viz. task(1) and task(2) because of \( n=2 \). Unlike this, the theory expression 1..m stays structurally intact and is only transformed into 1..1000 in view of \( m=1000 \). That is, the grounder does not evaluate the theory term 1..1000 and leaves its interpretation to a downstream theory solver.

A similar situation is encountered when comparing the treatment of the regular term ‘200*T’ in Line 16 of Listing 1 to the theory term ‘end(T)-start(T)’ in Line 19. While each instance of ‘200*T’ is evaluated during grounding, instances of the theory term are left in Line 6 of Listing 2. In fact, if ‘200*T’ had been a theory term as well, it would have resulted in the unevaluated instances ‘200+1’ and ‘200+2’.

The remainder of this section is dedicated to other language extensions of gringo 5 aiming at a disentanglement of the various uses of \#show directives (and their induced symbol table). Such directives were beforehand used for controlling the output of stable models, delineating the scope of reasoning modes (e.g., intersection, union, projection, etc.), and for passing special-purpose information to downstream systems. For instance, theory and heuristic information was passed to clasp via dedicated predicates like \_edge and \_heuristic. This entanglement brought about several shortcomings. In fact, passing information via a
symbol table did not only scramble the output, but also provoked overhead in grounding and filtering “artificial” symbolic information.

Now, in gringo 5, the sole purpose of #show is to furnish an output directive. There are three different kinds of such statements:

| #show. | #show p/n. | #show t : l₁,...,lₙ. |

The first form hides all atoms, and the second all except those over predicates p/n indicated by #show statements. The third form does not hide any atoms and can be used to output arbitrary terms t, whenever the literals l₁,...,lₙ in the condition after ‘:’ hold. This is particularly useful in meta-programming, e.g., #show A : holds(A).’ can be used to map back reified atoms.

Atoms used in reasoning modes are indicated by #project directives, having two forms:

| #project p/n. | #project a : l₁,...,lₙ. |

Here, p is a predicate name with arity n, a is an atom, and l₁,...,lₙ are literals. While the first form declares all atoms over predicate p/n as subject to projection, the second includes instances of a obtained via grounding, as detailed in [18] for #external directives.

The last two new directives of interest abolish the need for the special-purpose predicates _edge and _heuristic, previously used in conjunction with the ASP solver clasp:

| #edge (u,v) : l₁,...,lₙ. | #heuristic a : h₁,...,lₙ. [k@p,m] |

As above, a is an atom, and l₁,...,lₙ are literals. Moreover, u,v,k,p,m are terms, where ‘(u,v)’ stands for an edge from u to v in an acyclicity extension [8]. Integer values for k and p along with init, factor, level, sign, true, or false for m determine a heuristic modifier [19]. Finally, note that zero is taken as default priority when the optional ‘@p’ part in ‘[k@p,m]’, resembling the syntax of ranks for weak constraints [10], is omitted.

### 3 Logical Characterization

The semantics of logic programs modulo theories rests upon ground programs P over two disjoint alphabets, A and T, consisting of regular and theory atoms. Accordingly, P is a set of rules r of the form h ← a₁,...,aₘ,aₘ₊₁,...,aₙ, where the head h is constant ⊥, a₀ or {a₀} for an atom a₀ ∈ A ∪ T, and {a₁,...,aₙ} ⊆ A ∪ T. If h = ⊥, r is called an integrity constraint, a normal rule if h = a₀, or a choice rule if h = {a₀}; as usual, we skip ⊥ when writing integrity constraints. We let h(r) = ∅ for an integrity constraint r, h(r) = {a₀} for a normal or choice rule r, and define h(P) = ∪ₚ∈P h(r) as the head atoms of P. In analogy to inputs atoms from #external directives [18], we partition T into defined theory atoms T ∩ h(P) and external theory atoms T \ h(P).

Given a collection T of theories, we associate each T ∈ T with a scope 𝔽T of atoms relevant to T, and let 𝔽 = ∪T∈T 𝔽T be the corresponding set of theory atoms. Reconsidering the input language in Section 2, a natural choice for 𝔽T consists of all (ground) atoms declared within a #theory directive for T. However, as we see in Section 5, a scope may in general include atoms written in regular as well as extended syntax (the latter preceded by ‘#’ in the input language.

In order to reflect different forms of theory propagation, we further consider a partition of the scope 𝔽T of a theory T into strict theory atoms 𝔽ST and non-strict theory atoms 𝔽NS such that 𝔽ST ∩ 𝔽NS = ∅ and 𝔽ST ∪ 𝔽NS = 𝔽T. The strict theory atoms in 𝔽ST resemble equivalences as expressed by the constraint atoms of clingcon [25], which must be assigned to true iff their associated constraints hold. This is complemented by viewing the non-strict
theory atoms in $T^T$ as implications similar to the constraint statements of \textit{ezcsp} [2], where only statements assigned to true impose requirements, while constraints associated with false ones are free to hold or not. Given the distinction of respective kinds of theory atoms, a combined theory $T$ may integrate constraints according to the semantics of \textit{clingcon} and \textit{ezcsp}, e.g., indicated by dedicated predicates or arguments thereof in $T$’s theory language.

We now turn to mapping the semantics of logic programs modulo theories back to regular stable models. In the abstract sense, we call any $S^T \subseteq T^T$ a $T$-solution if $T$ is consistent with the conditions expressed by elements of $S^T$ as well as the complements of conditions associated with the false strict theory atoms in $T^T \setminus S^T$.\(^3\) Generalizing this concept to a collection $T$ of theories, we say that $S \subseteq T$ is a $T$-solution if $S \cap T^T$ is a $T$-solution for each $T \in T$. Then, we define a set $X \subseteq A \cup T$ of (regular and theory) atoms as a $T$-stable model of a ground program $P$ if there is some $T$-solution $S$ such that $X$ is a (regular) stable model of the program

\[
\begin{align*}
P \cup \{a \leftarrow \mid T \in T, a \in (T^T_e \setminus h(P)) \cap S\} & \cup \{\sim a \mid T \in T, a \in (T^T_e \cap h(P)) \cap S\} \quad (1) \\
\cup \{\{a\} \leftarrow \mid T \in T, a \in (T^T_e \setminus h(P)) \cap S\} & \cup \{\sim a \mid T \in T, a \in (T^T_e \cap h(P)) \setminus S\}. \quad (2)
\end{align*}
\]

That is, the rules added to $P$ in (1) and (2) express conditions aligning $X \cap T$ with an underlying $T$-solution $S$. First, the facts in (1) make sure that external theory atoms that are strict, i.e., included in $T^T_e \setminus h(P)$ for some $T \in T$, and hold in $S$ belong to $X$ as well. Unlike this, the corresponding set of choice rules in (2) merely says that non-strict external theory atoms from $S$ may be included in $X$, thus not insisting on a perfect match between non-strict theory atoms and elements of $S$. Moreover, the integrity constraints in (1) and (2) take care of defined theory atoms belonging to $h(P)$. The respective set in (1) again focuses on strict theory atoms and stipulates the ones from $S$ to be included in $X$ as well. In addition, for both strict and non-strict defined theory atoms, the integrity constraints in (2) assert the falsity of atoms that do not hold in $S$.

For example, consider a program $P = \{a \leftarrow b, \sim c\}$ subject to some theory $T$ with the strict and non-strict theory atoms $T^T_e = \{a, b\}$ and $T^T_e = \{c\}$, and let $S = \{a, b, c\}$ be a $T$-solution. Then, the extended program for $S$ is $P \cup \{b \leftarrow \{c\} \leftarrow \sim a\}$, whose (only) regular stable model $X = \{a, b\}$ is a ($T$)-stable model of $P$. Note that $S$ assigns the non-strict theory atom $c$ to true, while $X$ excludes it to keep $a \leftarrow b, \sim c$ applicable for the (strict) defined theory atom $a$.

To summarize the main principles of the $T$-stable model concept, strict theory atoms (for some $T \in T$) must exactly match their interpretation in a $T$-solution $S$, while non-strict ones (not strict for any $T \in T$) in $X$ are only required not to exceed $S$. Second, external theory atoms that hold in $S$ are mapped to facts or choice rules, while conditions on defined ones are enforced by means of integrity constraints. As a result, $T$-stable models are understood as regular stable models, yet relative to extensions of a given program $P$ determined by underlying $T$-solutions. Notably, the concept of $T$-stable models also carries on to logic programs allowing for further constructs, such as weight constraints and disjunction, which have not been discussed here for brevity (cf. [26]).

\(^3\) Although we omit formal details, atoms in Satisfiability Modulo Theories (SMT; [4]) belong to first-order predicates interpreted in a theory $T$, and the ones that hold in some model of $T$ provide a $T$-solution $S^T \subseteq T^T$. 
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As detailed in [20], a ground program $P$ induces completion and loop nogoods, given by $\Delta_P = \Delta_{B(P)} \cup \Delta_{\text{A} \cap (T \setminus \delta(P))}$ or $\Lambda_P = \bigcup_{\emptyset \subset U \subseteq \text{A} \cap (T \setminus \delta(P))} \{ \lambda(a, U) | a \in U \}$, respectively, where $B(P)$ is the set of rule bodies occurring in $P$. Note that both sets of nogoods are restricted by regular atoms and defined theory atoms, while external theory atoms can a priori be assigned freely, although any occurrences in rule bodies are subject to evaluation via respective nogoods in $\Delta_{B(P)}$. A (partial) assignment $A$ is a consistent set of (signed) literals of the form $T_v$ or $F_v$ for $v \in (\text{A} \cup T) \cup B(P)$, i.e., $\{ T_v, F_v \} \not\subseteq A$ for all $v \in (\text{A} \cup T) \cup B(P)$; $A$ is total if $\{ T_v, F_v \} \cap A \neq \emptyset$ for all $v \in (\text{A} \cup T) \cup B(P)$. We say that some nogood $\delta$ is violated by $A$ if $\delta \subseteq A$. When $T = \emptyset$, so that $T = \emptyset$ as well, each total assignment $A$ that does not violate any nogood $\delta \in \Delta_P \cup \Lambda_P$ yields a regular stable model of $P$, and such an assignment $A$ is called a solution (for $\Delta_P \cup \Lambda_P$).

We now extend the concept of a solution to $T$-stable models. To this end, we follow the idea of external propagators in [12] and identify a theory $T \in T$ with a set $\Delta_T \subseteq 2^{(\text{T}_a | a \in T)} \cup (\text{F}_a | a \in T^s)$ of theory nogoods such that, given a total assignment $A$, we have that $\delta \subseteq A$ for some $\delta \in \Delta_T$ iff there is no $T$-solution $S_T$ such that $\{ a \in T^T \mid T_a \in A \} \subseteq S_T$ and $\{ a \in T^s \mid F_a \in A \} \cap S_T = \emptyset$. That is, the nogoods in $\Delta_T$ must reject $A$ iff no $T$-solution (i) includes all theory atoms in $T^T$ that are assigned to true by $A$ and (ii) excludes all strict theory atoms in $T^s$ assigned to false by $A$. This semantic condition establishes a (one-to-one) correspondence between $T$-stable models of $P$ and solutions for $(\Delta_P \cup \Lambda_P) \cup \bigcup_{T \in T} \Delta_T$. A formal elaboration can be found in [17].

The nogoods in $(\Delta_P \cup \Lambda_P) \cup \bigcup_{T \in T} \Delta_T$ provide the logical fundament for the Conflict-Driven Constraint Learning (CDCL) procedure (cf. [24, 20]) outlined in Figure 1. While the completion nogoods in $\Delta_P$ are usually made explicit and subject to unit propagation, the loop nogoods in $\Lambda_P$ as well as theory nogoods in $\Delta_T$ are typically handled by dedicated propagators and particular members are selectively recorded, i.e., when a respective propagator identifies some nogood $\delta$ such that $| \delta \setminus A | \leq 1$ (and $(\{ T_v \mid F_v \in \delta \} \cup \{ F_v \mid T_v \in \delta \}) \cap A = \emptyset$), and we say that such a nogood is unit. In fact, a unit nogood $\delta$ yields either a conflict, if $\delta$ is violated by $A$, or otherwise a literal to be assigned by unit propagation.

While the dedicated propagator for loop nogoods is built-in in systems like clingo 5, those for theories are provided via the interface detailed in Section 5. To utilize custom propagators, Figure 1 includes an initialization step in Line (I). In addition to the “registration” of a propagator for a theory $T$ as an extension of the basic CDCL procedure, common tasks performed in this step include setting up internal data structures and so-called watches for (a subset of) the theory atoms in $T^T$, so that the propagator will be invoked (only) when some watched literal gets assigned.

The main CDCL loop starts with unit propagation on completion and loop nogoods, the latter handled by the respective built-in propagator, as well as any nogoods already recorded. If this results in a non-total assignment without conflict, theory propagators for which some of their watched literals have been assigned are invoked in Line (P). A propagator for a theory $T$ can then inspect the current assignment, update its data structures accordingly, and most importantly, perform theory propagation determining theory nogoods $\delta \in \Delta_T$ to record. Usually, any such nogood $\delta$ is unit in order to trigger a conflict or unit propagation, although this is not a necessary condition. The interplay of unit and theory propagation continues until a conflict or total assignment arises, or no (further) watched literals of theory propagators get assigned by unit propagation. In the latter case, some non-deterministic decision is made to extend the partial assignment at hand and then to proceed with unit and theory propagation.
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(1) initialize // register theory propagators and initialize watches
loop
propagate completion, loop, and recorded nogoods // deterministically assign
if no conflict then
    if all variables assigned then
        if some δ ∈ Δₜ is violated for T ∈ ℰ then record δ // check Δₜ
        else return variable assignment // ℰ-stable model found
    else
        propagate theories T ∈ ℰ // possibly record theory nogoods from Δₜ
        if no nogood recorded then decide // non-deterministically assign
        else
            if top-level conflict then return unsatisfiable
            else
                analyze // resolve conflict and record a conflict constraint
(U) backjump // undo assignments until conflict constraint is unit

Figure 1 Basic algorithm for Conflict-Driven Constraint Learning (CDCL) modulo theories.

If no conflict arises and an assignment A is total, in Line (C), theory propagators are called, one by one, for a final check of A. The idea is that, e.g., a “lazy” propagator for a theory T that does not exhaustively test violations of its theory nogoods by partial assignments can make sure that A is indeed a solution for Δₜ, or record some violated nogood(s) from Δₜ otherwise. Even in case theory propagation on partial assignments is exhaustive and a final check is not needed to detect conflicts, the information that search led to a total assignment can be useful in practice, e.g., to store values for integer variables like start(1), start(2), end(1), and end(2) in Listing 2 that witness the existence of a T-solution.

Finally, in case of a conflict, i.e., some completion or recorded nogood is violated by the current assignment, provided that some non-deterministic decision is involved in the conflict, a new conflict constraint is recorded and utilized to guide backjumping in Line (U), as usual with CDCL. In a similar fashion as the assignment of watched literals serves as trigger for theory propagation, theory propagators are informed when they become unassigned upon backjumping. This allows them to undo earlier operations, e.g., internal data structures can be reset to return to a state taken prior to the assignment of watches.

In summary, the basic CDCL procedure is extended in four places to account for custom propagators: initialization, propagation of (partial) assignments, final check of total assignments, and undo steps upon backjumping.

5 Propagator Interface

We now turn to the implementation of theory propagation in clingo 5 and detail the structure of its interface depicted in Figure 2.

The interface Propagator has to be implemented by each custom propagator. After registering such a propagator with clingo, its functions are called during initialization and search as indicated in Figure 1. Function Propagator.init⁴ is called once before solving (Line (I) in Figure 1) to allow for initializing data structures used during theory propagation.

⁴ For brevity, we below drop the qualification Propagator and use its function names unqualified.
It is invoked with a `PropagateInit` object providing access to symbolic (`SymbolicAtom`) as well as theory (`TheoryAtom`) atoms. Both kinds of atoms are associated with program literals, which are in turn associated with solver literals. Program as well as solver literals are identified by non-zero integers, where positive and negative numbers represent positive or negative literals, respectively. In order to get notified about assignment changes, a propagator can set up watches on solver literals during initialization.

During search, function `propagate` is called with a `PropagateControl` object and a (non-empty) list of watched literals that got assigned in the recent round of unit propagation (Line (P) in Figure 1). The `PropagateControl` object can be used to inspect the current assignment, record nogoods, and trigger unit propagation. Furthermore, to support multi-threaded solving, its `thread_id` property identifies the currently active thread, each of which can be viewed as an independent instance of the CDCL algorithm in Figure 1. Function `undo` is the counterpart of `propagate` and called whenever the solver retracts assignments to watched literals (Line (U) in Figure 1). In addition to the list of watched literals that have been retracted (in chronological order), it receives the identifier and the assignment of the active thread. Finally, function `check` is similar to `propagate`, yet invoked without a list of changes. Instead, it is (only) called on total assignments (Line (C) in Figure 1), independently of watches. Overriding the empty default implementations of propagator methods is optional. For brevity, we below focus on implementations of the methods in Python, while Lua or C could be used as well.

For illustration, consider Listing 3 giving a propagator for (half of) the pigeon-hole problem.

---

5 Program literals are also used in the `aspif` format (see [17]).
6 Note that `clasp`’s preprocessor might associate a positive or even negative solver literal with multiple atoms.
7 Depending on the configuration of `clasp`, threads can communicate with each other. For example, some of the recorded nogoods can be shared. This is transparent from the perspective of theory propagators.
#script (python)

class Pigeonator:
    def __init__(self):
        self.place = {} # shared state
        self.state = [] # per thread state

    def init(self, init):
        for atom in init.symbolic_atoms.by_signature("place", 2):
            lit = init.solver_literal(atom.literal)
            self.place[lit] = atom.symbol.args[1]
            init.add_watch(lit)
        self.state = [ {} for _ in range(init.num_threads) ]

    def propagate(self, control, changes):
        holes = self.state[control.thread_id]
        for lit in changes:
            hole = self.place[lit]
            prev = holes.setdefault(hole, lit)
            if prev != lit and not control.add_nogood([lit, prev]):
                return

    def undo(self, thread_id, assignment, changes):
        holes = self.state[thread_id]
        for lit in changes:
            hole = self.place[lit]
            if holes.get(hole) == lit:
                del holes[hole]

def main(prg):
    prg.register_propagator(Pigeonator())
    prg.ground( [("base", [])] )
    prg.solve()

#end.

1 { place(P,H) ; H = 1..h } 1 :- P = 1..p.
% { place(P,H) ; P = 1..p } 1 :- H = 1..h.

Listing 3 Propagator for the pigeon-hole problem.

Although this setting is constructed, it showcases central aspects that are also relevant when implementing more complex propagators, e.g., the Pigeonator is both stateful and can be used with multiple threads. The underlying ASP encoding is given in Line 37: A (choice) rule generates solution candidates by placing each of the p pigeons in exactly one among h holes. While the rule commented out in Line 38 would ensure that there is at most one pigeon per hole, this constraint is handled by the Pigeonator class implementing the Propagator interface (except for check) in Lines 8–28. Whenever two pigeons are placed in the same hole, it adds a binary nogood forbidding the placement. To this end, it maintains data structures for, given a newly placed pigeon, detecting whether there is a conflict. More precisely, the propagator has two data members: The self.place dictionary in Line 5 maps solver literals for place/2 atoms to their corresponding holes, and the self.state list in...
Line 6 stores for each solver thread its current placement of pigeons as a mapping from holes to true solver literals for \texttt{place}/2 atoms.

Function \texttt{init} in Lines 8–13 sets up watches as well as the dictionaries in \texttt{self.place} and \texttt{self.state}. To this end, it traverses (symbolic) atoms over \texttt{place}/2 in Lines 9–12. Each such atom is associated with a solver literal, obtained in Line 10. The mapping from the solver literal to its corresponding hole is then stored in the \texttt{self.place} dictionary in Line 11. In the last line of the loop, a watch is added for each solver literal at hand, so that the solver calls \texttt{propagate} whenever a pigeon is placed. Finally, in Line 13, the \texttt{self.state} list of placements per thread, subject to change upon propagation and backjumping, is initialized with empty dictionaries.

Function \texttt{propagate}, given in Lines 15–21, accesses \texttt{control.thread_id} in Line 16 to obtain the \texttt{holes} dictionary storing the active thread’s current placement of pigeons. The loop in Lines 17–21 then iterates over the list of changes, i.e., solver literals representing newly placed pigeons. After in Line 18 determining the \texttt{hole} associated with a recently assigned literal, Python’s \texttt{setdefault} function is used to update the state: Depending on whether \texttt{hole} already appears as a key in the \texttt{holes} dictionary, the function either retrieves its associated literal or inserts the new literal under key \texttt{hole}. While the latter case amounts to updating the placement of pigeons, the former signals a conflict, triggered by recording a binary nogood in Line 20. Given that the solver has to resolve the conflict and backjump, the call to \texttt{add_nogood} always yields false, so that propagation stops without processing remaining changes any further.\footnote{The optional arguments \texttt{tag} and \texttt{lock} of \texttt{add_nogood} can be used to control the scope and lifetime of recorded nogoods. Furthermore, in a propagator that does not add violated nogoods only, function \texttt{control.propagate} can be invoked to trigger unit propagation.}

Function \texttt{undo} in Lines 23–28 resets a thread’s placement of pigeons upon backjumping. Similar to \texttt{propagate}, the active thread’s current placement is obtained in Line 24, and changes are traversed in Lines 25–28. The latter correspond to retracted solver literals, for which the condition in Line 27 makes sure that exactly those stored in Line 19 before are cleared, thus reflecting that the \texttt{hole} determined in Line 26 is free again. Finally, function \texttt{main} in Lines 30–33 first registers the \texttt{Pigeonator} propagator in Line 31, and then initiates grounding and solving with \texttt{clingo}.

\section{Experiments}

Our approach aims at a simple yet general framework for incorporating theory reasoning into ASP solving. Hence, it leaves room for various ways of encoding a problem and of implementing theory propagation. To reflect this from a practical perspective, we empirically explore several options for solving problems with difference logic (\textit{DL}) constraints. To be more precise, we contrast an encoding relying on \textit{defined} theory atoms with one leaving them \textit{external} (cf. Section 3), and a \textit{stateless} with a \textit{stateful} propagator implementation. As a \textit{non-strict} interpretation of \textit{DL} constraints is sufficient for the problems given below, we stick to this option and do not vary it.

The consistency of a set \( C \) of \textit{DL} constraints can be checked by mapping them to a weighted directed graph \( G(C) \). The nodes of \( G(C) \) are the (integer) variables occurring in \( C \), and for each \( x_1 - x_2 \leq k \) in \( C \), \( G(C) \) includes an edge from \( x_1 \) to \( x_2 \) with weight \( k \). Then, \( C \) is \textit{DL}-consistent iff \( G(C) \) contains no cycle whose sum of edge weights is negative. The difference between a stateless and stateful \textit{DL}-propagator amounts to whether the
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**Table 1** Comparison between different encodings and DL-propagators for scheduling problems.

<table>
<thead>
<tr>
<th>Problem</th>
<th>#</th>
<th>T (TO)</th>
<th>T (TO)</th>
<th>T (TO)</th>
<th>T (TO)</th>
<th>T (TO)</th>
<th>T (TO)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow shop</td>
<td>120</td>
<td>569</td>
<td>110</td>
<td>283</td>
<td>40</td>
<td>382</td>
<td>70</td>
</tr>
<tr>
<td>Job shop</td>
<td>80</td>
<td>600</td>
<td>80</td>
<td>600</td>
<td>80</td>
<td>600</td>
<td>80</td>
</tr>
<tr>
<td>Open shop</td>
<td>60</td>
<td>405</td>
<td>40</td>
<td>214</td>
<td>20</td>
<td>213</td>
<td>20</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>260</td>
<td>525</td>
<td>230</td>
<td>366</td>
<td>140</td>
<td>398</td>
<td>170</td>
</tr>
</tbody>
</table>

---

Corresponding graph is built from scratch upon each invocation or only once and updated subsequently. In our experiments, we use the Bellman-Ford algorithm [6, 16] as basis for a stateless propagator, and the one in [11] for update operations in the stateful case. Both propagator implementations detect negative cycles and record (solver) literals corresponding to their weighted edges as nogoods.

Theory atoms corresponding to **DL** constraints are formed as described in Section 2. The difference between using defined and external theory atoms boils down to their occurrence in the head of a rule, as in Line 19 of Listing 1, viz.

```clingo
&diff { end(T)-start(T) } <= D :- duration(T,D).
```

or in the body, as in

```clingo
:- duration(T,D), not &diff { end(T)-start(T) } <= D.
```

Note that the defining usage constrains **DL**-atoms firmer than the external one: A defined **DL**-atom is true iff at least one of its bodies holds, while an external one may vary whenever its truth is **DL**-consistent yet not imposed by integrity constraints (with further problem-specific literals).

To evaluate the different options, we expressed (decision versions of) several scheduling problems [27], typically aiming at the minimization of schedules’ makespan, by logic programs in the language of Section 2. **Flow shop**: A schedule corresponds to a permutation of *n* jobs, each including *m* sequential subtasks allocating machines 1,...,*m* for specific amounts of time. **Job shop**: Again considering *n* jobs with *m* sequential subtasks each, where the order in which subtasks allocate machines 1,...,*m* for given amounts of time is job-specific, a schedule arranges the subtasks of different jobs in one sequence per machine. **Open shop**: Given the same setting as in the job shop problem, the sequential order of the subtasks of a job is not fixed, but augments a schedule arranging the subtasks of different jobs per machine. For reasons of scalability, we refrain from optimizing the makespan of schedules, but are only interested in some feasible schedule per instance along with the corresponding earliest start times of subtasks.

The results of our experiments, run sequentially under Linux on an Intel Xeon E5520 2.27 GHz machine equipped with 24 GB main memory, are summarized in Table 1. Each **clingo** 5 run was restricted to 600 seconds wall-clock time, while memory was never exceeded. Subcolumns headed by ‘T’ report average runtimes, taking timeouts as 600 seconds, and those with ‘TO’ numbers of timeouts over ‘#’ instances of each scheduling problem and in total. Respective results in the column headed by ‘ASP’ reflect the bottom-line performance obtained with plain ASP encodings, which is obviously not competitive due to the ineffectiveness of grounding problems over large numeric domains. The remaining columns consider the four combinations of encoding and **DL**-propagator features of interest. First, we observe that the stateful propagator (on the right) has a clear edge over its stateless counterpart (in the
middle). Second, with both propagator implementations, the firm encoding using defined DL-atoms outperforms the one leaving them external on instances of the flow shop problem. While this experiment is not meant to be universal, it demonstrates that different features have an impact on the resulting performance. In how far the tuning of theory propagators matters also depends on the use case at hand, e.g., solving a challenging application problem versus rapid prototyping of dedicated reasoning procedures.

7 Discussion

The clingo 5 system provides a comprehensive infrastructure for enhancing ASP with theory reasoning. This ranges from generic means for expressing theories along with their support by gringo, over a theory-aware intermediate format, to simple yet powerful interfaces in C, Lua, and Python. In each case, a propagator can specify (up to) four basic functions to customize its integration into clasp’s propagation, where an arbitrary number of (independent) theory propagators can be incorporated. Logically, ASP encodings may build upon defined or external theory atoms, and their associated conditions may be strict or non-strict. In practice, clingo 5 supports stateless and stateful theory propagators, which can be controlled in a fine-grained way. For instance, propagators are thread-sensitive, watches can be set to symbolic as well as theory literals, and the scope and lifetime of nogoods stemming from theory propagation can be configured.

A first step toward a more flexible ASP infrastructure was done with clingo 4 [18] by introducing Lua and Python APIs for multi-shot solving. Although this allows for fine-grained control of complex ASP reasoning processes, the functionality provided no access to clasp’s propagation and was restricted to inspecting (total) stable models. The extended framework for theory propagation relative to partial assignments (cf. Figure 1) follows the canonical approach of SMT [4]. While dlhex implicitly provides access to clasp’s propagation, this is done on the more abstract level of higher-order logic programs. Also, dlhex as well as many other systems, such as clingcon or inca, implement specialized propagation via clasp’s internal interfaces, whose usage is more involved and subject to change with each release. Although the new high-level interfaces may not yet fully cover all desired features, they provide a first step toward easing the development of such dedicated systems and putting them on a more stable basis. Currently, clingo 5’s infrastructure is already used as a basis for clingcon 3 [3], lc2clasp [9], and its integration with SWI-Prolog. Finally, we believe that the extended grounding capacities along with the intermediate format supplemented in [17] will also be beneficial for non-native approaches and ease the overall development of ASP-oriented solvers. This applies to systems like dingo, miningo, and aspmt [5], the latter implementing ASP with theory reasoning by translation to SMT, which so far had to resort to specific input formats and meta-programming to bypass the grounder.
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Abstract

We introduce a comprehensive framework for computing diverse (or similar) solutions to logic programs with preferences. Our framework provides a wide spectrum of complete and incomplete methods for solving this task. Apart from proposing several new methods, it also accommodates existing ones and generalizes them to programs with preferences. Interestingly, this is accomplished by integrating and automating several basic ASP techniques — being of general interest even beyond diversification. The enabling factor of this lies in the recent advance of multi-shot ASP solving that provides us with fine-grained control over reasoning processes and abolishes the need for solver modifications and wrappers that were indispensable in previous approaches. Our framework is implemented as an extension to the ASP-based preference handling system asprin. We use the resulting system asprin 2 for an empirical evaluation of the diversification methods comprised in our framework.
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1 Introduction

Answer Set Programming (ASP; [5]) has become a prime paradigm for solving combinatorial problems in Knowledge Representation and Reasoning. As a matter of fact, such problems have an exponential number of solutions in the worst-case. A first means to counterbalance this is to impose preference relations among solutions to filter out optimal ones. Often enough, this still leaves us with a large number of optimal models. A typical example is the computation of Pareto frontiers for multi-objective optimization problems [19], as we encounter in design space exploration [3] or timetabling [4]. Other examples include configuration, planning, and phylogeny, as discussed in [9]. This calls for computational support that allows for identifying small subsets of diverse solutions. The computation of diverse stable models was first considered in ASP by [9]. The analogous problem regarding optimal stable models is addressed in [25] in the case of answer set optimization [8]. Beyond ASP, the computation of diverse solutions is also studied in CP [17] and SAT [18].

In this paper, we introduce a comprehensive framework for computing diverse (or similar) solutions to logic programs with preferences. One of its distinguishing factors is that it allows for dealing with aggregated (or plain) qualitative and quantitative preferences among stable models of logic programs. This is accomplished by building on the preference handling capacities of asprin [6]. The other appealing factor of our framework is that it covers a wide

∗ This work was partially supported by DFG-SCHA-550/9 and 11.
spectrum of methods for diversification. Apart from new techniques, it also accommodates and generalizes existing approaches by lifting them to programs with preferences. Interestingly, this is done by taking advantage of several existing basic ASP techniques that we automate and integrate in our framework. The enabling factor of this is the recent advance of multi-shot ASP solving that allows for an easy yet fine-grained control of ASP-based reasoning processes (cf. [13]). In particular, this abolishes the need for internal solver modifications or singular solver wrappers that were often unavoidable in previous approaches. We have implemented our approach as an extension to the preference handling framework asprin. The resulting system asprin 2 is then used for an empirical evaluation contrasting several alternative approaches to computing diverse solutions. Last but not least, note that although we concentrate on diversity, our approach applies just as well to the dual concept of similarity. This is also reflected by its implementation supporting both settings.

2 Background

In ASP, problems are described as (disjunctive) logic programs, being sets of rules of the form

\[ a_1; \ldots; a_m := a_{m+1}, \ldots, a_n, \text{not } a_{n+1}, \ldots, \text{not } a_o \]

where each \( a_i \) is a propositional atom and \text{not} stands for default negation. We call a rule a fact if \( m = o = 1 \), normal if \( m = 1 \), and an integrity constraint if \( m = 0 \). We may reify a rule \( r \) with the set of facts \( R(r) = \{ \text{rule}(r) \} \cup \{ \text{head}(r, a_i) \mid 1 \leq i \leq m \} \cup \{ \text{body}(r, \text{pos}, a_i) \mid m + 1 \leq i \leq n \} \cup \{ \text{body}(r, \text{neg}, a_i) \mid n + 1 \leq i \leq o \} \), and we reify a program by joining its reified rules. Semantically, a logic program induces a collection of stable models, which are distinguished models of the program determined by stable models semantics; see [16] for details.

To ease the use of ASP in practice, several extensions have been developed. First of all, rules with variables are viewed as shorthands for the set of their ground instances. Further language constructs include conditional literals and cardinality constraints [24]. The former are of the form \( a : b_1, \ldots, b_m \), the latter can be written as \( s(c_1; \ldots; c_n)t \), where \( a \) and \( b_i \) are possibly default-negated literals and each \( c_j \) is a conditional literal; \( s \) and \( t \) provide lower and upper bounds on the number of satisfied literals in the cardinality constraint. We refer to \( b_1, \ldots, b_m \) as a condition. The practical value of both constructs becomes apparent when used with variables. For instance, a conditional literal like \( a(X) : b(X) \) in a rule’s antecedent expands to the conjunction of all instances of \( a(X) \) for which the corresponding instance of \( b(X) \) holds. Similarly, \( 2\{a(X) : b(X)\} \geq 4 \) is true whenever at least two and at most four instances of \( a(X) \) (subject to \( b(X) \)) are true. Specifically, we rely in the sequel on the input language of the ASP system clingo [13]; further language constructs are explained on the fly.

In what follows, we go beyond plain ASP and deal with logic programs with preferences. More precisely, we consider programs \( P \) over some set \( A \) of atoms along with a strict partial order \( \succ \subseteq A \times A \) among their stable models. Given two stable models \( X, Y \) of \( P \), \( X \succ Y \) means that \( X \) is preferred to \( Y \). Then, a stable model \( X \) of \( P \) is optimal wrt \( \succ \), if there is no other stable model \( Y \) such that \( Y \succ X \). In what follows, we often leave the concrete order implicit and simply refer to a program with preferences and its optimal stable models. We restrict ourselves to partial orders and distance measures (among pairs of stable models) that can be computed in polynomial time. For simplicity, we focus on the Hamming distance, defined for two stable models \( X, Y \) of a program \( P \) over \( A \) as

\[ d(X, Y) = |A - X| - |Y| + |X \cap Y| \]

Given a logic program \( P \) with preferences and a positive integer \( n \), we define a set \( \mathcal{X} \) of optimal stable models of \( P \) as most diverse, if

\[ \min\{ d(X, Y) \mid X, Y \in \mathcal{X}, X \neq Y \} > \min\{ d(X, Y) \mid X, Y \in \mathcal{X}', X \neq Y \} \]

for every other set.
Most Diverse Optimal Models: Given a logic program $P$ with preferences and a positive integer $n$, find $n$ most diverse optimal stable models of $P$.

For representing logic programs with complex preferences and computing their optimal models, we built upon the preference framework of asprin [6], a system for dealing with aggregated qualitative and quantitative preferences. In asprin, the above mentioned preference relations are represented by declarations of the form 
\[
\texttt{#preference(} p, t \texttt{)}\{t_1:b_1, \ldots, t_n:b_n\}
\]
where $p$ and $t$ are the name and type of the preference relation, and $t_i$ and $b_i$ are tuples of terms and conditions, respectively.\(^1\) serving as arguments of $p$. The directive \texttt{#optimize(p)} instructs asprin to search for stable models that are optimal wrt the strict partial order $\succ_p$ associated with $p$. While asprin already comes with a library of predefined primitive and aggregate preference types, like \texttt{subset} or \texttt{pareto}, respectively, it also allows for adding customized preferences. We illustrate this by implementing preference type \texttt{maxmin} in Section 4.

Finally, we investigate whether the heuristic capacities of clingo allow for boosting our approach. In fact, clingo 5 features heuristic directives of the form ‘\texttt{#heuristic } c. \{k,m\}’ where $c$ is a conditional atom, $k$ is a term evaluating to an integer, and $m$ is a heuristic modifier among \texttt{init}, \texttt{factor}, \texttt{level}, or \texttt{sign}. The effect of the heuristic modifiers is to bias the score of clasp’s heuristic by initially adding or multiplying the score, prioritizing variables, or preferably assigning a truth value, respectively. The value of $k$ serves as argument to the respective modification. A more detailed description can be found in [15].

3 Our Diversification Framework at a Glance

We begin with an overview over the various techniques integrated in our framework.

3.1 Basic solving techniques

We first summarize several basic solving techniques that provide essential pillars of our framework and that are also of interest for other application areas.

Maxmin optimization is a popular strategy in game theory and beyond that is not supported by existing ASP systems. We address this issue and consider maxmin (and minmax) optimization that, given a set of sums, aims at maximizing the value of the minimum sum. We have implemented both preference types and made them available via asprin 2’s library.

Guess and Check automation. [11] defined a framework for representing and solving $\Sigma^P_2$ problems in ASP. Given two normal logic programs $P$ and $Q$ capturing a guess-and-check (G&C) problem, $X$ is a solution to $\langle P, Q \rangle$ if $X$ is a stable model of $P$ and $Q \cup X$ is unsatisfiable. We automatize this by using reification along with the meta-encoding methodology of metasp [14]. In this way, the two normal programs $P$ and $Q$ are transformed into a single disjunctive logic program. The resulting mini-system metagnc is implemented in Python and available at [1]. We build upon this approach for computing optimal models of logic programs with preferences, providing an alternative method to the iterative one of [6]. For this, asprin translates a logic program with preferences into a G&C problem, which is then translated by metagnc into a disjunctive logic program and solved by an ASP system.

Querying programs with preferences consists of deciding whether there is an optimal stable model of a program $P$ with preferences that contains a given query atom $q$. To this end, we elaborate upon four alternatives:

---

1 See [6] for more general preference elements.
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Q-1. Enumerate models of $P \cup \{ \bot \leftarrow \neg q \}$ until one is an optimal model of $P$.
Q-2. Enumerate optimal models of $P$ until one contains $q$.
Q-3. Enumerate optimal models of $P \cup \{ \bot \leftarrow \neg q \}$ until one is an optimal model of $P$.
Q-4. Enumerate optimal models of $P$ until one contains $q$ while alternately adding
    $\{ \bot \leftarrow \neg q \}$ or $\{ \bot \leftarrow q \}$ during model-driven optimization.

The first two methods were implemented by [25] in the case of programs with $aso$ preferences [8]. We generalize both to arbitrary preferences, propose two novel ones, and provide all four methods in asprin 2. Applications of querying programs with preferences are clearly of greater interest and go well beyond diversification.

Preferences over optimal models allow for further narrowing down the stable models of interest by imposing a selection criterion among the optimal models of a logic program with preferences. For one thing, this is different from a lexicographic preference, since the secondary preference takes into account all optimal models wrt the first preference, no matter whether they are equal or incomparable. For another, it aims at preference combinations whose complexity goes beyond the expressiveness of ASP and thus cannot be addressed via an encoding in asprin. Rather, we conceived a nested variant of asprin’s optimization algorithm that computes the preferred optimal models. Interestingly, this makes use of our querying capacities in posing the “improvement constraint” as a query.

3.2 Advanced diversification techniques

We elaborate upon three ways of diversification, viz. enumeration, replication, and approximation, for solving the $n$ Most Diverse Optimal Models problem. While the two former return an optimal solution, the latter simply approximates it.

Enumeration consists of two steps:
1. Enumerate all optimal models of the logic program $P$ with preferences.
2. Find among all computed optimal models, the $n$ most diverse ones.

While we carry out the first step by means of asprin’s enumeration mode, we cast the second one as an optimization problem and express it as a logic program with preferences. This method was first used by [9] for addressing diversity in the context of logic programs without preferences; we lift it here to programs with preferences.

Replication consists of three steps:
1. Translate a normal logic program $P$ with preferences into a disjunctive logic program $D$ by applying the aforementioned guess-and-check method.
2. Reify $D$ into $R(D)$, and add a meta-encoding $M$ replicating $D$ such that each stable model of $M \cup R(D)$ corresponds to $n$ optimal models of the original logic program $P$.
3. Turn the disjunctive logic program $M \cup R(D)$ into a maxmin optimization problem by applying the aforementioned method such that its optimal stable models correspond to $n$ most diverse optimal stable models of the original program $P$ with preferences.

This method was outlined for logic programs without preferences in [9] but not automated. We generalize this approach to normal programs with preferences and provide a fully automated approach.

Approximation. Our approximation techniques can be understood as instances of the following algorithm, whose input is a logic program with preferences $P$:
1. Find an optimal model $X$ of $P$. If $P$ is unsatisfiable then return $\{ \bot \}$, else assign $X = \{ X \}$.
2. While test$(X)$ is true, call solve$(P, X)$ and add the solution to $X$.
3. Return solution$(X)$.
In the basic case, \( \text{test}(\mathcal{X}) \) returns \textit{true} until there are \( n \) solutions in \( \mathcal{X} \), \( \text{solution}(\mathcal{X}) \) returns the set \( \mathcal{X} \), and the algorithm simply computes \( n \) solutions by successively calling \( \text{solve}(P, \mathcal{X}) \). More elaborate approaches are obtained, for example, computing \( n+k \) solutions and returning the \( n \) most diverse among them in \( \text{solution}(\mathcal{X}) \).

The implementation of \( \text{solve}(P, \mathcal{X}) \) leads to different approaches:

\textbf{A-1.} \( \text{solve}(P, \mathcal{X}) \) returns an optimal model of \( P \) maximizing the minimum distance to the solutions in \( \mathcal{X} \). We accomplish this by defining a \textit{maxmin} preference, and imposing this on top of the optimal models of \( P \) by applying the two aforementioned approaches to \textit{maxmin} optimization and preferences over optimal models. This method was first used by [9] for addressing diversity in the context of logic programs without preferences; we lift it here to programs with preferences.

\textbf{A-2.} \( \text{solve}(P, \mathcal{X}) \) first computes a partial interpretation \( I \) of \( P \) maximizing the minimum distance to the solutions in \( \mathcal{X} \), and then returns an optimal model of \( P \) closest to \( I \):

(a) Select a partial interpretation \( I \) of \( P \) in one of the following ways: (i) a random one, (ii) a heuristically chosen one, (iii) one most diverse wrt the solutions in \( \mathcal{X} \), or (iv) one complementary to the last computed optimal model.

(b) Use a cardinality-based preference minimizing the distance to \( I \), and apply the aforementioned approach to preferences over optimal models to enforce this preference among the optimal models of \( P \).

\textbf{A-3.} \( \text{solve}(P, \mathcal{X}) \) approximates \textbf{A-2} using heuristics. To this end, we select a partial interpretation \( I \) as in \textbf{A-2}, and then guide the computation of the optimal model fixing the sign of the atoms to their value in \( I \). The approach is further developed prioritizing the variables in \( I \). A similar method was used in [18] for SAT.

\section{Basic Solving Techniques}

We first show how the \textit{Most Distant (Optimal) Model} problem can be represented in \textit{asprin} using the new preference type \textit{maxmin}. Given a logic program \( P \) (with preferences) over \( \mathcal{A} \), and a set \( \mathcal{X} = \{X_1, \ldots, X_m\} \) of (optimal) stable models of \( P \), find an (optimal) stable model of \( P \) that maximizes the minimum distance to the (optimal) stable models in \( \mathcal{X} \). The \textit{Most Distant (Optimal) Model} is used by our approximation algorithms in Section 5.

\textbf{Maxmin optimization in asprin.} Let \( H_X \) be the set of facts \( \{\text{holds}(a,i) : a \in X_i, X_i \in \mathcal{X}\} \) reifying the stable models in \( \mathcal{X} \), and let \textit{distance} be the following preference statement:

\[
\begin{align*}
\#\text{preference}(\text{distance}, \text{maxmin}) \{ & \text{I}, 1, X : \text{holds}(X,0), \text{not holds}(X,I), I=1..m; \\
& \text{I}, 1, X : \text{not holds}(X,0), \text{holds}(X,I), I=1..m \}.
\end{align*}
\]

Then, the \textit{Most Distant Model} problem is solved by the following program with preferences: \( P \cup \{\text{holds}(a,0) : a \in \mathcal{A}\} \cup H_X \cup \{\text{distance}\} \cup \{\#\text{optimize}(\text{distance})\} \). \( P \) generates stable models that are reified with \( \text{holds}(a,0) \) for \( a \in \mathcal{A} \). The preference statement \textit{distance} represents a \textit{maxmin} preference over \( m \) sums, where the value of each sum \( I \) (with \( I=1..m \)) amounts to the distance between the generated stable model and \( X_I \). Finally, the optimize statement selects the optimal stable models wrt \( \triangleright_{\text{distance}} \).

Formally, the preference elements of preference type \textit{maxmin} have the restricted form \('s,w,t:B' where \( s, w, t \) are terms, and \( B \) is a condition. Term \( s \) names different sums, whose value is specified by the rest of the element \('w,t:B' (similar to aggregate elements). For defining the semantics of \textit{maxmin}, preference elements stand for their ground instantiations, and we consider a set \( E \) of such ground preference elements. We say that \( s \) is (the name of)
a sum of \(E\) if it is the first term of some preference element. Given a stable model \(X\) and a sum \(s\) of \(E\), the value of \(s\) in \(X\) is:
\[
v(s, X) = \sum_{(x,t) \in S} \mathrm{w}
\]
For a set \(E\) of ground preference elements for preference statement \(p\), \(\text{maxmin}\) defines the following preference relation:\(^2\)
\[
X \succ_p Y \text{ if } \min\{v(s, X) \mid s \text{ is a sum of } E\} > \min\{v(s, Y) \mid s \text{ is a sum of } E\}
\]
Applying this definition to the preference statement \(\text{distance}\) gives the partial order \(\succ_{\text{distance}}\).

In \textit{asprin}, partial orders \(\succ\) are implemented by so-called preference programs. For our example, we say that \(Q\) is a preference program for \(\succ_{\text{distance}}\) if it holds that \(X \succ_{\text{distance}} Y\) iff \(Q \cup H_X \cup H'_Y\) is satisfiable, where \(H_X = \{\text{holds}(a) \mid a \in X\}\) and \(H'_Y = \{\text{holds}'(a) \mid a \in Y\}\). In practice, the preference program \(Q\) consists of three parts.

First, each preference statement is translated into a set of facts, and added to \(Q\). Our example preference statement \(\text{distance}\) results in \(\text{preference}(:\text{distance},\text{maxmin})\) and the instantiations of \(\text{preference}(:\text{distance},:1,(I,X),\text{for}(t_1),(:1,1,X))\) and \(\text{preference}(:\text{distance},:2,(I,X),\text{for}(t_2),(:1,1,X))\) where \(t_1\) and \(t_2\) are terms standing for the conditions appearing in the preference statement (\(t_1\) and \(t_2\) in our example). The definition of \(\text{better}(p)\) then draws upon the instances of both predicates for deciding \(X \succ_p Y\). For the new preference type \(\text{maxmin}\) (being now part of \textit{asprin} 2’s library), we get the following rules:

\[
\text{#program preference}(\text{maxmin}).
\]
\[
\text{sum}(P,S) :- \text{preference}(P,\text{maxmin}), \text{preference}(P,_,_,_,,(S,_,_,_)).
\]
\[
\text{value}(P,S,V) :- \text{preference}(P,\text{maxmin}), \text{sum}(P,S),
\]
\[
V = \#\text{sum} \{ W,T : \text{holds}'(X), \text{preference}(P,_,_,\text{for}(X),(:S,W,T))\}.
\]
\[
\text{minvalue}(P,V) :- \text{preference}(P,\text{maxmin}), V = \#\text{min} \{ W : \text{value}(P,S,W) \}.
\]
\[
\text{better}(P,S) :- \text{preference}(P,\text{maxmin}), \text{sum}(P,S), \text{minvalue}(P,V),
\]
\[
V < \#\text{sum} \{ W,T : \text{holds}(X), \text{preference}(P,_,_,\text{for}(X),(:S,W,T))\}.
\]
\[
\text{better}(P) :- \text{preference}(P,\text{maxmin}), \text{better}(P,S) : \text{sum}(P,S).
\]

Predicate \(\text{sum}/2\) stores the sums \(S\) of the preference statement \(P\), while \(\text{value}/3\) collects the value \(V\) of every sum for the stable model \(Y\), and \(\text{minvalue}/2\) stores the minimum of them. In the end, \(\text{better}(P)\) is obtained if \(\text{better}(P,S)\) holds for all sums \(S\), and this is the case whenever the value of the sums for the stable model \(X\) is greater than the minimum value for the stable model \(Y\).

Third, the constraint ‘:\(\neg \text{better}(\text{distance}).\)’ is added to \(Q\), enforcing that the set of rules is satisfiable iff \(\text{better}(p)\) is obtained, which is the case whenever \(X \succ_{\text{distance}} Y\).

We can show that for any preference statement \(p\) of type \(\text{maxmin}\), the union of the above three sets of rules constitutes a preference program for \(\succ_p\).

\(^2\) For defining \(\text{minmax}\), we simply switch \(\min\) by \(\max\), and \(\succ\) by \(<\).

\(^3\) That is, \(\text{holds}(a)\) (or \(\text{holds}'(a)\)) is true iff \(a \in X\) (or \(a \in Y\)).
Automatic Guess and Check in clingo. Given a logic program \( P \) over \( A \), and a preference statement \( s \) with preference program \( Q_s \), the optimal models of \( P \) wrt \( s \) correspond to the solutions of the G&C problem \( \{ P \cup R'_A, P \cup R_A \cup Q_s \} \), where \( R'_X \) stands for \( \{ \text{holds}^s(a) \leftarrow a \mid a \in X \} \), and \( R_p \) for \( \{ \text{holds}(a) \leftarrow a \mid a \in X \} \) given some set \( X \). The guess program generates stable models \( X \) of \( P \) reified with \( \text{holds}^s/1 \), while the check program looks for models better than \( X \) wrt reified \( \text{holds}/1 \), so that \( X \) is optimal whenever the checker along with the \( \text{holds}^s/1 \) atoms of \( X \) becomes unsatisfiable. This correspondence is the basis of a method for computing optimal models in asprin, where the logic program with preferences is translated into a G&C problem, that \textit{metagnc} translates into a disjunctive logic program, which is then solved by \textit{clingo}. This allows, for example, for solving the Most Distant Model problem using the logic program \( P \cup \{ \text{holds}(a,0) \leftarrow a \mid a \in A \} \cup H_X \) and the preference statement \( \text{distance} \), with the corresponding preference program comprising the three sets of rules described before.

In general, the G&C framework [11] allows for representing \( \Sigma_2^p \) problems in ASP, and solving them using the saturation technique by Eiter and Gottlob in [10]. The idea is to re-express the problem as a positive disjunctive logic program, containing a special-purpose atom \( \text{bot} \). Whenever \( \text{bot} \) is obtained, saturation derives all atoms (belonging to a “guessed” model). Intuitively, this is a way to materialize unsatisfiability. We automatize this process in \textit{metagnc} by building on the meta-interpretation-based approach of [14]. For a G&C problem \( \langle G, C \rangle \) over \( \langle A_G, A_C \rangle \), the idea is to reify the program \( C \cup \{ a \mid a \in A_G \} \) into the set of facts \( R(C \cup \{ a \mid a \in A_G \}) \). The latter are combined with the meta-encoding \( M \) from [14] implementing saturation. This leads to the positive disjunctive logic program:

\[
R(C \cup \{ a \mid a \in A_G \}) \cup M
\]

This program has a stable model (excluding \( \text{bot} \)) for each \( X \subseteq A_G \) such that \( C \cup X \) is satisfiable, and it has a saturated stable model (including \( \text{bot} \)) if there is no such \( X \). Next, we just have to add the generator program \( G \), map the true and false atoms of \( G \) to their counterparts in the positive disjunctive logic program (represented by predicates \( \text{true}/1 \) and \( \text{false}/1 \), respectively), and enforce the atom \( \text{bot} \) to hold:

\[
R(C \cup \{ a \mid a \in A_G \}) \cup M \cup \\
G \cup \{ \text{true}(a) \leftarrow a \mid a \in A_G \} \cup \{ \text{false}(a) \leftarrow \text{not } a \mid a \in A_G \} \cup \{ \text{not } \text{bot} \}
\]

The stable models of the resulting program correspond to the solutions of the G&C problem.

Solving queries in asprin. Given a logic program with preferences \( P \) and a query atom \( q \), the query problem is to decide whether there is an optimal stable model of \( P \) that contains \( q \). From the point of view of complexity theory, the problem is \( \Sigma_2^p \)-complete when \( P \) is normal. Membership holds because for solving this problem, we can use the G&C method by translating the logic program with preferences into a disjunctive logic program and adding the query as a constraint `\( \text{not } q \)` in a reduced form. Hardness can be proved by a reduction of the problem of deciding the existence of a stable model of a disjunctive logic program \( P \) (see [20]).

Alternatively to the G&C approach, we propose four enumeration-based algorithms for solving this problem. All of them search for an optimal model containing the query, and their worst case occurs when there is none and they have to enumerate all solutions.

---

4 To avoid the conflict between the atoms of \( P \) appearing in both the guesser and the checker, given a model \( X \) of \( P \cup R'_A \), only the atoms of predicate \( \text{holds}^s/1 \) in \( X \) are passed to the checker. In the system \textit{metagnc} this is declared via directive `\#guess holds'/1.'
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Algorithm Q-1 enumerates stable models of $P \cup \{ \text{:- not } q. \}$ and tests them for optimality, until one test succeeds. In the worst case, Q-1 enumerates all stable models of the program, but still it runs in polynomial space given that it enumerates normal stable models.

Algorithm Q-2 enumerates optimal models of $P$, until one contains $q$. In the worst case, Q-2 enumerates all optimal models of $P$, and this enumeration may need exponential space (see [6]). Note that this exponential blow-up may also occur with the other algorithms Q-3 and Q-4. In addition, even when Q-2 succeeds in finding an optimal model containing the query, it may have to enumerate many optimal models without the query.

For alleviating this problem, algorithm Q-3 enumerates optimal models of $P \cup \{ \text{:- not } q. \}$, and tests whether they are also optimal for $P$, until one test succeeds. However, Q-3 may have to enumerate many non optimal models of $P$ containing the query before finding an optimal one.

Algorithm Q-4 follows a different approach, enumerating optimal models of $P$ (as Q-2) but modifying the iterative algorithm of asprin [6] for computing optimal models. The input of asprin’s algorithm is a logic program $P$ and a preference statement $s$ with preference program $Q_s$. It follows these steps:

1. Solve program $P$ and assign the result to $Y$. Return $Y$ if it is $\bot$.
2. Assign $Y$ to $X$, and solve program $P \cup Q_s \cup R_A \cup H_X$ assigning the result to $Y$.
   
   If $Y$ is $\bot$, return $X$, else repeat this step.

Step 2 searches iteratively for better models of $P$ wrts. In Algorithm Q-3, it may be the case that first Step 2 is repeated many times computing models of $P$ with the query, and then the test finds a model of $P$ without the query that is better than all those previous models. Algorithm Q-4 tries to find earlier those models of $P$ without the query. For this, it adds $\{ \text{:- not } q. \}$ to $P$ in Step 1 and in the even iterations of Step 2, and it adds $\{ \text{:- q.} \}$ in the odd iterations of Step 2. Whenever an even iteration fails to find a model, no better model with the query exists, and the enumeration algorithm restarts the search at Step 1. On the other hand, whenever an odd iteration fails, this shows that there is no better model without the query, proving that the query holds in an optimal model.⁵

Preferences over optimal models in asprin. Formally, this extension of asprin is defined as follows. Let $P$ be a logic program over $A$, and let $s$ and $t$ be two preference statements. A stable model $X$ of $P$ is optimal wrts and then $t$ if it is optimal wrts, and there is no optimal model $Y$ of $P$ wrts such that $Y \succ_t X$. From the point of view of complexity theory, when $P$ is normal, finding a stable model optimal wrts and then $t$ is $F\Delta^P_6$-hard. We prove this by reducing the problem of finding an optimal stable model of a disjunctive logic program with weight minimization (see [20]). We note that finding a stable model of a normal logic program $P$ with preferences is in $F\Sigma^P_2$, given the translation to disjunctive logic programs using the G&G method. Therefore, assuming $F\Sigma^P_2 \neq F\Delta^P_5$, we cannot find a polynomial translation to a normal program with preferences.

It turns out that the Most Distant Optimal Model problem can be easily formulated and solved within this approach. Given a logic program $P$ with a preference statement $s$, and a set $X = \{X_1, \ldots, X_m\}$ of optimal stable models of $P$, the most distant optimal models for this problem correspond to the stable models of the logic program $P \cup \{ \text{holds}(a, 0) :- a. \mid a \in A \} \cup H_X$ that are optimal wrts and then distance. In asprin,

⁵ For finding an optimal model with the query and not simply deciding its existence, Step 2 is repeated with $\{ \text{:- not } q. \}$ until the search fails, proving that an optimal model has been found.
this is represented simply by adding to the resulting logic program the preference statements \( s \) and \( \text{distance} \), along with the declarations ‘\#optimize(\( s \))’ and ‘\#reoptimize(\( \text{distance} \))’.

For computing optimal models of a logic program \( P \) over \( \mathcal{A} \) wrt preference statements \( s \) and then \( t \), we propose a variant of asprin’s iterative algorithm [6]. Let \( \text{solveOpt}(P,s) \) be the asprin procedure for computing one optimal model of \( P \) wrts, and let \( \text{solveQuery}(P,s,q) \) be any of our algorithms for solving the query problem given a logic program \( P \) with preference statement \( s \) and query atom \( q \). The algorithm follows these steps:

1. Call \( \text{solveOpt}(P,s) \) and assign the result to \( Y \). Return \( Y \) if it is \( \bot \).
2. Assign \( Y \) to \( X \), and call \( \text{solveQuery}(P \cup Q_t^* \cup R_A \cup H_X, s, \text{better}(t)) \) assigning the result to \( Y \). If \( Y \) is \( \bot \), return \( X \), else repeat this step.

where \( Q_t^* \) is the result of deleting the constraint ‘\(- \text{not better}(t)\)’ from a preference program \( Q_t \). The first step of the algorithm computes an optimal model of \( P \) wrts. Then Step 2, like in asprin’s basic algorithm, searches iteratively for better models. Specifically, it searches for optimal models of \( P \) wrts that are better than \( X \) wrt. Note that by construction of \( Q_t^* \), the stable models \( Y \) of \( P \cup Q_t^* \cup R_A \cup H_X \) are better than \( X \) wrt \( t \) if \( \text{better}(t) \in Y \). Then if \( \text{solveQuery} \) returns a model \( Y \), it contains \( \text{better}(t) \), and therefore it is better than \( X \) wrt. On the other hand, if \( \text{solveQuery} \) returns \( \bot \), there is no optimal model of \( P \) wrts that is better than \( X \) wrt, and this implies that \( X \) is an optimal model wrts and then \( t \).

### 5 Advanced Diversification Techniques

**Enumeration.** With this technique, we first enumerate all optimal stable models of \( P \) with asprin and afterwards we find, among all those stable models, the \( n \) most diverse. For the initial step, we use asprin’s enumeration algorithm (see [6]). For the second, let \( X = \{ X_1, \ldots, X_m \} \) be the set of \( m \) optimal stable models of \( P \). Then, the following encoding along with the facts \( H_X \) reifying \( X \) provides a correct and complete solution to the \( n \) Most Diverse Optimal Models problem:

```prolog
n { sol(1..m) } n.
#preference(enumeration, maxmin) {
  (I,J),1,X : holds(X,I), not holds(X,J), sol(I), sol(J), I < J;
  (I,J),1,X : not holds(X,I), holds(X,J), sol(I), sol(J), I < J;
  (I,J),#sup,0 : sol(I), not sol(J), I < J;
  (I,J),#sup,0 : not sol(I), sol(J), I < J }.
#optimize(enumeration).
```

The choice rule guesses \( n \) solutions among \( m \) in \( X \), and the enumeration preference statement selects the optimal ones. In enumeration, there is a sum for every pair \( (I,J) \) with \( I < J \). If both \( I \) and \( J \) are chosen (first two preference elements) then the sum represents their actual distance. In the other case (last two elements) the sum has the maximum possible value in asprin (viz. #sup). This allows for comparing only sums of pairs \((I,J)\) of selected solutions.

**Replication.** With this technique asprin begins translating a normal logic program with preferences \( P \) into a disjunctive logic program \( D \) applying the G&C method. Next, \( D \) is reified onto \( \mathcal{R}(D) \) and combined with a meta-encoding \( \mathcal{M}_n \), replicating \( D \): 6

```prolog
sol(1..n).
holds(A,S) : head(R,A) :- rule(R); sol(S); holds(A,S) : body(R,pos,A);
not holds(A,S) : body(R,neg,A).
```

---

6 The actual encoding handles the whole clingo language [13] and is more involved.
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The stable models of $\mathcal{M}_n \cup R(D)$ correspond one to one to the elements of $\text{Opt}(P)^n$, where $\text{Opt}(P)$ stands for the set of all optimal models of $P$. Further rules are added for having exactly one stable model for every set of $n$ optimal stable models, but we do not detail them here for space reasons. Finally, adding the following preference and optimize statements results in a correct and complete solution to the $n$ Most Diverse Optimal Models problem:

```
#preference(replication,maxmin) {
  (I,J),1,X : hold(A,I), not hold(A,J), sol(I), sol(J), I < J ;
  (I,J),1,X : not hold(A,I), hold(A,J), sol(I), sol(J), I < J }.
#optimize(replication).
```

The preference statement is similar to the one for Enumeration, but now the $n$ solutions are generated by the meta-encoding, and all of them are used for calculating the sums.

**Approximation.** We describe the different implementations of the procedure $\text{solve}(P,X)$ outlined in Section 3.

In Algorithm A-1, $\text{solve}(P,X)$ solves the Most Distant Optimal Model problem given the optimal stable models in $X$, applying the solution described at the end of Section 4.

In Algorithm A-2, $\text{solve}(P,X)$ first computes a partial interpretation $I$ distant to $X$ in one of the following ways:

1. A random one (named $rd$).
2. A heuristically chosen one, following the $pguide$ heuristic from [18] (pg): for an atom $a$, $a$ is added to $I$ if it is true in $X$ more often than false, $\neg a$ is added in the opposite case, and nothing happens if there is a tie.
3. One most distant to the solutions in $X$ (dist), computed applying the solution to the Most Distant Model problem described at the beginning of Section 4, where the program $P$ is \{${\text{holds}}(a)$. $|$ $a \in A$\}.
4. One complementary to the last computed optimal model $L$ taking into account either true ($\{\neg a \mid a \in L\}$), false ($\{a \mid a \notin L\}$), or both types of atoms ($\{\neg a \mid a \in L\} \cup \{a \mid a \notin L\}$). They are named $true$, $false$ and $all$, respectively.

For selecting an optimal model closest to $I$, the technique is similar to the one for the Most Distant Optimal Model problem: we start with the logic program $P$ with preference statement $s$, and we add the rules $\{\text{holds}(a,0) :- a. \mid a \in A\}$ reifying the atoms of $P$, the facts $\{\text{holds}(a,1). \mid a \in I \cap A\} \cup \{\text{nholds}(a,1). \mid \neg a \in I, a \in A\}$ reifying $I$, and define the following preference statement:

```
#preference(partial,less(cardinality)) {
  holds(X,0), nholds(X,1); not holds(X,0), holds(X,1) }.
```

Finally, we compute the optimal models of this program wrts and then partial using the method for preferences over optimal models described in Section 4. In A-3, we select a distant solution $I$ as we do for A-2, and we add the same reifying rules, along with the following heuristic rules for approximating an optimal model of $P$ close to $I$:

```
#heuristic hold(X,0) : holds(X,1). [ 1, sign ]
#heuristic hold(X,0) : nholds(X,1). [ -1, sign ]
```

For prioritizing the variables in $I$, we add another two heuristic rules like the previous ones, but replace both $[ 1, \text{sign} ]$ and $[ -1, \text{sign} ]$ by $[ 1, \text{level} ]$, respectively.
Table 1: Comparison of approximation techniques by (a) runtime and timeouts, (b) diversification quality, and (c) minimum distance.

<table>
<thead>
<tr>
<th>Class</th>
<th>T</th>
<th>T/0</th>
<th>A-1</th>
<th>A-2-dist-to</th>
<th>A-3-true</th>
<th>A-2-pg</th>
<th>A-3-all</th>
<th>A-3-pg</th>
<th>A-3-pg-l</th>
<th>A-3-pg-l-rd</th>
<th>A-3-dist</th>
<th>A-3-dist-to</th>
<th>A-2-rd</th>
<th>A-2-pg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class</td>
<td></td>
<td></td>
<td></td>
<td>15</td>
<td>0.13</td>
<td>14</td>
<td>0.14</td>
<td>13</td>
<td>0.18</td>
<td>11</td>
<td>0.17</td>
<td>10</td>
<td>0.16</td>
<td>10</td>
</tr>
<tr>
<td>A-1</td>
<td>165</td>
<td>70</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A-3</td>
<td>200</td>
<td>113</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A-3-true</td>
<td>202</td>
<td>118</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A-3-all</td>
<td>277</td>
<td>280</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A-3-pg</td>
<td>317</td>
<td>351</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A-3-pg-l</td>
<td>354</td>
<td>442</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A-3-pg-l-rd</td>
<td>351</td>
<td>443</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A-3-dist</td>
<td>482</td>
<td>618</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A-2-rd</td>
<td>474</td>
<td>648</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A-2-dist-to</td>
<td>528</td>
<td>689</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A-2-dist</td>
<td>515</td>
<td>696</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A-2-all</td>
<td>532</td>
<td>696</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A-2-false</td>
<td>542</td>
<td>708</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A-2-dist</td>
<td>572</td>
<td>773</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

6 Experiments

In this section, we present experiments focusing on the approximation techniques of the asprin system for obtaining most dissimilar optimal solutions. While enumeration and replication provide exact results, they need to calculate and store a possibly exponential number of optimal models or deal with a large search space, respectively. Those techniques are therefore not effective for most practical applications. For Algorithm A-2, we considered the variations rd, pg, true, false, and all. In dist, we issued no timeout for the computation of the partial interpretation, while in dist-to, we set a timeout for this computation of half the total possible runtime. For Algorithm A-3, we consider the variations that include no extra ASP computation, namely, rd, pg, true, false, and all. We also evaluated a version without any heuristic modification (named simply A-3). Furthermore, following [18], we considered a variation of pg, viz. pg-l, where the atoms of the selected partial interpretation are given a higher priority, and pg-l-rd, extending pg-l by fixing initially a random sign to all atoms not appearing in the partial interpretation.

We gathered 186 instances from six different classes: Design Space exploration (DSE) from [3], Timetabling (CTT) from [4], Crossing minimization from the ASP competition 2013, Metabolic network expansion from [21], Biological network repair from [12] and Circuit Diagnosis from [23]. Since we required instances with multiple optimal solutions, we excluded those with Pareto optimality. DSE and CTT are inherently multi-objective and therefore we could naturally define a Pareto preference for them. For the other classes, we turned single-objective into multi-objective optimization problems by distributing their optimization statements. First, we split the atoms in the optimization statements into four or eight groups evenly. We chose for each group the same preference type, either cardinality or subset minimization, and aggregated them by means of Pareto preference. We calculated optimal solutions regarding these Pareto preferences. The same was done for CTT and DSE. An instance was selected if for some Pareto preference ten optimal solutions could be obtained within 600 seconds by asprin. This method generated 816 instances in total. We ran the benchmarks on a cluster of Linux machines with dual Xeon E5520 quad-core processors.
2.26 GHz processors and 48 GB RAM. We restricted the runtime to 600 seconds and the memory usage to 20 GB RAM.

Since algorithms A-1 and A-2 involve querying programs over preferences, we started by evaluating the different query techniques. For that, we executed A-1 with query methods Q-1 to Q-4 on all selected instances, stopping after the first `solveQuery` call was finished. The performance of query techniques Q-2, Q-3, and Q-4 was similar regarding runtime and only Q-1 was clearly worse. We selected Q-4 for the remaining experiments due to its slightly lower runtime. For more detailed tables, we refer to [20].

Next, we approximated four most diverse optimal models with methods A-1 to A-3. We measured runtime and two quality measures. The first, called diversification quality [18], gives the sum of the Hamming distances among all pairs of solutions normalized to values between zero and one. The second is the minimum distance among all pairs of solutions of a set in percent. The solution set size of four was chosen because [22] claims that three solutions is the optimal amount for a user, and considering one additional solution provides further insight into the different quality measures. For all algorithms that do not use heuristics for diversification, we instead enabled heuristics preferring a negative sign for the atoms appearing in preference statements. This was observed in [7] to improve performance.

Table 1(a) provides in column $T$ the average runtime and in column $TO$ the sum of timeouts. The different methods are ordered by the number of timeouts. The best results in a column are shown in bold. We see that A-3 is by far the fastest with 70 timeouts, solving 91% of the instances. Heuristic variations of A-3 perform the best after that. Less invasive heuristics achieve similar runtimes with 113-118 timeouts. More sophisticated heuristics perform worse at 349-443 timeouts. In a range from 618 to 773 timeouts, non-heuristic methods solve the least instances by a significant margin. The results are in tune with the nature of the methods. Heuristics modifying the solving process for diversity decrease the performance in comparison with solving heuristics aimed at performance, but not as much as more complex methods involving preferences over optimal models.

In particular, non-heuristic methods show many timeouts. If we tried to analyze the quality of the solutions by assuming worst possible values for the instances that timed out, the results would be dominated by these instances. To avoid that, we calculated a score independent of the runtime. We considered all possible pairings of the different methods. For each pair, we compared only instances where both found a solution set. The method with better quality value for the majority of instances receives a point. Finally, we ordered the subsequent tables according to that score.

In Table 1(b), for each method we see the score in column $S$, and the average of the diversification quality (over the instances solved by the method) in column $avg$. This way, we can examine the quality a method has achieved compared to other methods, and also the individual average quality. A-1 has the best quality with a score of 15, followed by A-2-dist-to, A-2-pg, A-3-pg-l and A-3-pg-l-rd. All of those techniques regard the whole previous solution set to calculate the next solution and guide the solving strictly to diversity. A-2-pg, A-3-pg-l and A-3-pg-l-rd are also the first, second and third place, respectively, for average diversification quality. Next, with scores ranging from 10-7, we see A-2 methods that do not take into account the whole previous set, or that were simply unable to find many solutions at all, as in the case of A-2-dist. Finally, we observe that A-3 variations only regarding the last solution or no previous information perform worst in score and average. In these cases, the heuristic does not seem to be strong enough to steer the solving to high quality solution sets, and A-3 uses no heuristic or optimization techniques to ensure diverse solutions.

In analogy to Table 1(b), Table 1(c) provides information for the minimum distance among the solutions. The best methods considering score and average minimum distance,
Overall, plain heuristic methods perform better in regards to runtime while more complex methods, depending on all previous solutions, lead to better quality. Furthermore, A-3-pg-l-rd and A-3-pg-l provide the best trade-off between performance and quality. While A-1, A-2-dist-to and A-2-pg achieve higher quality, they could solve only 18%, 16% and 13% of the instances. On the other hand, A-3-pg-l-rd and A-3-pg-l provide good diversification quality and minimum distance while solving 46% of the instances.

7 Discussion

We presented a comprehensive framework for computing diverse (or similar) solutions to logic programs with generic preferences and implemented it in asprin 2, available at [1]. To this end, we introduced a spectrum of different methods, among them, generalizations of existing work to the case of programs with general preferences. Hence, certain fragments of our framework provide implementations of the proposals in [9, 25]. While the latter had to resort to solver wrappers or even internal solver modifications, asprin heavily relies upon multi-shot solving that allows for an easy yet fine-grained control of reasoning processes. Moreover, we provided several generic building blocks, such as maxmin (and minmax) preferences, query-answering for programs with preferences, preferences among optimal models, and an automated approach for the guess and check methodology of [11], all of which are also of interest beyond diversification. Finally, we took advantage of the uniform setting offered by asprin 2 to conduct a comparative empirical analysis of the various methods for diversification.

Generally speaking, there is a clear trade-off between performance and diversification quality, which allows for selecting the most appropriate method depending on the hardness of the application at hand.
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Abstract
We study the translation of reasoning problems involving qualitative spatio-temporal calculi into answer set programming (ASP). We present various alternative transformations and provide a qualitative comparison among them. An implementation of these transformations is provided by a tool that transforms problem instances specified in the language of the Generic Qualitative Reasoner (GQR) into ASP problems. Finally, we report on an experimental analysis of solving consistency problems for Allen’s Interval Algebra and the Region Connection Calculus with eight base relations (RCC-8).
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1 Introduction

In this paper, we study the translation of reasoning problems involving qualitative spatio-temporal calculi into answer set programming (ASP). Qualitative spatio-temporal calculi were developed in order to deal with situations in which precise time-points or coordinates are not known. They rather deal with spatio-temporal regions and relationships that hold among them. Perhaps the best known of these are Allen’s Interval Algebra [1] and the family of Region Connection Calculi (RCC) [6]. More recently, quite many of these calculi have been defined and described in a uniform way that allows for calculus-independent reasoning systems such as GQR [14]. Qualitative spatio-temporal calculi have a number of applications, for instance in planning, but also in Semantic Web applications inside GeoSPARQL [3].

This work has been conducted to lay the foundations for a larger project, in which the aim is to support expressing and reasoning with preferences over spatio-temporal relations, and also query answering and expressing defaults. We envision that the methods developed in this paper can be extended to accommodate preferences using the system asprin¹ [5].

¹ http://www.cs.uni-potsdam.de/asprin/
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Recently, there has been another approach to spatio-temporal reasoning using ASP in [13]; however, in that work the focus is on combining quantitative and qualitative reasoning and it uses ASPMT as an underlying mechanism. The latter would make the integration of preferences more difficult.

In a previous work, Li [9] proposed a transformation of reasoning problems over qualitative spatio-temporal calculi into ASP. Li’s description is by example, using RCC-8 (RCC with eight base relations), and does not discuss many alternatives. Moreover, a supporting tool seems to have been lost (J. Li, personal correspondence, November 2014). In this paper we elaborate on Li’s results and propose a generically described family of transformations. The transformations differ in what kinds of ASP constructs they use and what representational assumptions are taken. Our longer term perspective is to endow qualitative spatio-temporal calculi with language constructs that allow for reasoning with incomplete knowledge, default assumptions, and preferences, which makes ASP an attractive language for supporting these.

All of these transformations are implemented in the tool GQRtoASPConverter, which accepts consistency problems over qualitative spatio-temporal calculi specified in the language of GQR, and produces logic programs that conform to the ASP-Core-2 standard. We also provide a simple nomenclature for the various transformations, so that they are easy to remember and identify.

Finally, we have conducted an experimental analysis of the various transformations on consistency problems over Allen’s Interval Algebra and the RCC-8 calculus. While this paper is based on [4], it has been substantially revised and expanded. This paper describes additional transformations, has more formal definitions of the transformations and provides a proof for the main correctness theorem. A bug that was identified just before preparing the camera-ready version of [4] has been fixed, which yields a somewhat different picture in the experimental results, which have also been considerably extended. Our findings show that a number of encodings perform persistently well, and that several of them also outperform the direct encoding presented by Li. Unfortunately, the performance of special-purpose tools such as GQR appears to be out of reach using the techniques in this and [9]. Even so, the ASP transformations allow for a range of reasoning problems, for instance query answering, rather than for solving just consistency problems. They will in particular prove useful as a basis of our larger project, which will involve preferences and defaults.

This work also provides an interesting set of new benchmark problems for ASP. In particular, some of the transformations create numerous disjunctive rules that can also be cyclic, which seems to trigger some suboptimal behaviour in current grounding algorithms.

2 Preliminaries

2.1 Qualitative Spatio-temporal Calculi

Temporal and spatial (e.g., topological) information often lacks precise values. For instance, in spatial reasoning, the exact location of an area might not be known. This calls for qualitative representations, which can be seen as abstractions of representations that involve precise values. Still, the relationships holding between such abstractly represented elements may be known. For example, the exact spatial location of “Europe” and “Italy” may not be known, while it is known that “Italy” is “inside” “Europe”.

In temporal reasoning, the exact time frame in which an event occurs may not be known. Still, as with spatial reasoning, the relationships holding between events may be known. For example, it may not be known at what times breakfast and lunch were taken or at what time a newspaper was read, but it is known that breakfast occurred before lunch and may be the case that the newspaper was read during lunch.
More formally, a qualitative (spatio-temporal) calculus describes relations between elements of a set of elements $D$ (possibly infinite). The set of base (or atomic) relations $B$ is such that for each element in $D \times D$ exactly one base relation holds when complete information is available. Usually one is however confronted with a situation with incomplete or indefinite information, in which case for each element in $D \times D$ more than one definite base relation is known to possibly hold, but it is not known which one of these. In this case, we associate a set of base relations (those that possibly hold) to each pair of elements, formally one can do this by a labeling function $l: D^2 \rightarrow 2^B$. A set of base relations can be viewed as a disjunction of base relations, and the empty set represents inconsistency.

Definition 1. Given a set of elements $D$ (the domain) and a finite set of base relations $B$, a (possibly partial) configuration is a labeling function $l: D^2 \rightarrow 2^B$. A configuration $l$ is complete if $\forall (i, j) \in D^2 : |l(i, j)| = 1$, in which case we can simplify the notation of the labeling function to $l: D^2 \rightarrow B$.

As an example, consider the Region Connection Calculus with eight base relations (RCC-8) [6], one of the main ways of representing topological relations. Figure 1 shows the intuitive meaning of the base relations (DC for disconnected, EC for externally connected, TPP for tangential proper part, NTTP for non-tangential proper part, PO for partially overlapping, EQ for equal, TPPi for tangential proper part inverse, and NTTPi for non-tangential proper part inverse). In our earlier example, the statement that Italy is inside Europe actually refers to a disjunction of base relations, as “inside” can refer to TPP or NTTP. So assuming $\{\text{take}_\_\text{breakfast}, \text{take}_\_\text{lunch}, \text{read}_\_\text{newspaper}\} \subseteq D$ then the relationships could be represented as $\text{take}_\_\text{breakfast}(b)\text{take}_\_\text{lunch}$ and $\text{read}_\_\text{newspaper}(d)\text{take}_\_\text{lunch}$ or, in a more logic-oriented notation, the two facts $b(\text{take}_\_\text{breakfast}, \text{take}_\_\text{lunch})$ and $d(\text{read}_\_\text{newspaper}, \text{take}_\_\text{lunch})$.

As another example, consider Allen’s Interval Algebra [1], one of the main ways of representing temporal information. Figure 2 shows an intuitive graphical representation of the base relations (b for before, m for meets, o for overlaps, d for during, s for starts, f for finishes, bi for before inverse, mi for meets inverse, oi for overlaps inverse, di for during inverse, si for starts inverse, fi for finishes inverse, and eq for equal). To continue with the previous temporal example stating that breakfast was taken before lunch and a newspaper was read during lunch, we can see that before refers to the b and during refers to d. If we assume for this example that $\{\text{take}_\_\text{breakfast}, \text{take}_\_\text{lunch}, \text{read}_\_\text{newspaper}\} \subseteq D$ then the relationships could be represented as $\text{take}_\_\text{breakfast}(b)\text{take}_\_\text{lunch}$ and $\text{read}_\_\text{newspaper}(d)\text{take}_\_\text{lunch}$ or, in a more logic-oriented notation, the two facts $b(\text{take}_\_\text{breakfast}, \text{take}_\_\text{lunch})$ and $d(\text{read}_\_\text{newspaper}, \text{take}_\_\text{lunch})$.

![Image of RCC-8 Base Relations](image-url)
A qualitative (spatio-temporal) calculus will additionally identify which of the base relations is the equality relation (it is assumed to be present), which base relations are inverses of each other, and it will specify a composition table. The latter states for each pair of base relations \( \{R, S\} \subseteq B \) and elements \( \{X, Y, Z\} \subseteq D \), if \( R(X, Y) \) and \( S(Y, Z) \) hold, which base relations possibly hold between \( X \) and \( Z \). Formally, the composition table is a function \( c : B^2 \rightarrow 2^B \).

**Definition 2.** A qualitative (spatio-temporal) calculus (QSTC) is a tuple \( \langle B, e, i, c \rangle \) where \( B \) is a finite set of base relations, \( e \in B \) identifies the equality relation, \( i : B \rightarrow B \) is a function that identifies the inverse for each base relation, and \( c : B^2 \rightarrow 2^B \) is the composition table.

For RCC-8, EQ is the equality relation, EQ, DC, PO, and EC are inverses of themselves, while TPP is the inverse of TPPi, and NTTP is the inverse of NTTPi. For Allen’s Interval Algebra, eq is the equality relation, and b, m, o, d, s, and f have inverse relations in bi, mi, oi, di, si, and fi respectively.

The most studied reasoning problem with qualitative calculi is the consistency problem, which asks whether a given configuration is consistent, that is, whether there is a complete subconfiguration (a solution) that is consistent with the composition table. This problem is known to be \( NP\)-hard in the general case, however tractable scenarios (i.e., solvable by polynomial time algorithms) have been identified [12]. There are also other, less studied, reasoning problems, such as asking whether a given relation holds between two given elements in some solution, or in all solutions.

**Definition 3.** Given a QSTC \( Q = \langle B, e, i, c \rangle \), a set of elements \( D \), and a configuration \( l : D^2 \rightarrow 2^B \), a solution is a complete configuration \( s : D^2 \rightarrow B \) such that \( \forall (i, j) \in D^2 : s(i, j) \in l(i, j) \), \( \forall (i, j), (j, k) \in D^2 : s(i, k) \in c(s(i, j), s(j, k)) \), \( \forall (i, j) \in D : s(i, j) = i(s(j, i)) \), and \( \forall i \in D : s(i, i) = e \). Let us denote the set of all solutions by \( \text{sol}(Q, D, l) \). A configuration \( l \) over \( D \) is consistent with respect to a QSTC \( Q \) if \( \text{sol}(Q, D, l) \neq \emptyset \).

### 2.2 Answer Set Programming

The complete current ASP standard ASP-Core-2 is available at [https://www.mat.unical.it/aspcomp2013/ASPStandardization](https://www.mat.unical.it/aspcomp2013/ASPStandardization). In the following, we present an overview of a subset of the ASP language used in the paper. For further background, we refer to [8, 2, 7]

A predicate atom is of the form \( p(t_1, \ldots, t_n) \), where \( p \) is a predicate name, \( t_1, \ldots, t_n \) are terms (constants or variables) and \( n \geq 0 \) is the arity of the predicate atom. A construct
not a, where a is a predicate atom, is a negation as failure (NAF) literal. A choice atom is of the form \( i[a_1, \ldots, a_n] \), where \( a_1, \ldots, a_n \) are predicate atoms and \( n \geq 0, i \geq 0, \) and \( j \geq 0 \). A literal is either a NAF literal or a choice atom. A rule is of the form

\[
   h_1 \mid \ldots \mid h_m \leftarrow b_1, \ldots, b_n.
\]

where \( h_1, \ldots, h_m \) are predicate or choice atoms (forming the rule’s head) and \( b_1, \ldots, b_n \) are literals (forming the rule’s body) for \( m \geq 0 \) and \( n \geq 0 \). The rule is called an integrity constraint if \( m = 0 \), fact if \( m = 1 \) and \( n = 0 \), and disjunctive fact if \( m > 1 \) and \( n = 0 \). In facts and disjunctive facts, the \( \leftarrow \) sign is usually removed for better readability. An ASP program is a set of rules.

Given a program \( P \), the Herbrand universe of \( P \) consists of all constants that occur in \( P \). The Herbrand base of \( P \) is the set of all predicate atoms that can be built by combining predicate names appearing in \( P \) with elements of the Herbrand universe of \( P \). A (Herbrand) interpretation \( I \) for \( P \) is a subset of the Herbrand base of \( P \), and contains all atoms interpreted as true by \( I \). The grounding \( P^g \) of a program \( P \) is obtained by replacing the variables in each rule by all combinations of constants in the Herbrand universe and collecting all resulting rules. In the following, we will identify a program with its grounding. Given an interpretation \( I \), a variable-free predicate atom \( a \), \( I \models a \) iff \( a \in I \); for a NAF literal \( \neg a \), \( I \models \neg a \) iff \( I \not\models a \); for a choice atom \( i[a_1, \ldots, a_n] \), \( I \models i[a_1, \ldots, a_n] \) iff \( i \leq |\{a_k \mid I \models a_k, 0 \leq k \leq n\}| \leq j \). A rule is satisfied by \( I \) if for some head element \( h_i \) of the rule \( I \models h \) whenever \( I \models b_j \) for all body elements \( b_j \). A program is satisfied by \( I \) iff all rules are satisfied by \( I \). A satisfying interpretation is also called a model of the program. A model \( M \) of a program \( P \) is a minimal model, if no \( N \subset M \) satisfies \( P \). The reduct of a program with respect to an interpretation consists of those rules for which \( I \models b_j \) for all body elements \( b_j \). An interpretation \( I \) is an answer set of \( P \) if \( I \) is a minimal model of the reduct \( P^I \). Let \( AS(P) \) denote the set of all answer sets of program \( P \).

### 3 Transformations of Qualitative Spatio-temporal Calculi to Answer-set Programming

Given the specification of a qualitative calculus, there are various ways to create an ASP program such that, together with a suitable representation of an input labeling, each answer set corresponds to one solution. Some first transformations of this kind were presented in [9]. In this section, we present a different and more systematic approach. Throughout the section we assume a domain \( D \), a configuration \( l \) and a QSTC \( (B, e, i, c) \) to be given.

#### 3.1 Representing Base Relations and Domain

To start with, each element of the domain will give rise to a fact.

**Definition 4.** Given the domain \( D \), we will generate a fact

\[
   element(x).
\]

for each \( x \in D \).

For each base relation \( r \in B \) we will use a predicate of arity 2 for its ASP representation. This is different to [9], in which a single predicate label of arity 3 was used.

The simplest and most natural representation is to use one predicate for each base relation. For example, for RCC-8 we would consider eight predicates \( dc, ec, po, eq, tpp, ntpp, tppi, \)
The fact that two elements $x$ and $y$ are labeled by the base relation $TPPi$ would then be represented by the atom $tppi(x, y)$.

There is, however, a slight redundancy in this representation. For each pair of distinct inverse relations $r$ and $s$, whenever $r(x, y)$ holds, it is clear that $s(y, x)$ also holds and $r(y, x)$ and $s(x, y)$ do not hold. We could use a single predicate for the pair of distinct inverse relations instead. For example for the inverse relations $TPP$ and $TPPi$ of RCC-8, we could use the single predicate $tpp$, and the fact that two elements $x$ and $y$ are labeled by the base relation $TPPi$ would then be represented by the atom $tpp(y, x)$.

Since these two approaches differ in how they deal with pairs of distinct inverse relations, we refer to the first approach as two-predicates-per-pair and the second one as one-predicate-per-pair.

### 3.2 Representing the Search Space

The next issue to decide on is how to represent the search space (by representing all possible labelings). Let us assume that we use one of the representation methods described in Section 3.1, denoting by $\tau(X, Y)$ the atom representing the fact that $X$ and $Y$ are labeled by $r$.

We will provide two encodings, which we will refer to as disjunctive and choice encodings. For the disjunctive encoding, we use a disjunctive rule together with a number of integrity constraints, ensuring that at most one of the base relations can hold between a pair of elements, and an auxiliary rule to handle the easy case of pairs of equal elements.

**Definition 5 (Disjunctive Encoding).** If $B = \{r_1, \ldots, r_n\}$, the disjunctive encoding includes the disjunctive rule

$$\tau(X, Y) \lor \cdots \lor \tau_n(X, Y) \leftarrow element(X), element(Y), X \neq Y.$$  

(2)

where $X \neq Y$ is a built-in predicate stating that $X$ is distinct from $Y$. Moreover, for each pair of base relations $\{r, s\} \subseteq B$ an integrity constraint

$$\leftarrow \tau(X, Y), \pi(X, Y).$$  

(3)

is added.

Finally, a single rule

$$\tau_0(X, X) \leftarrow element(X).$$  

(4)

is added in order to deal with the equality relation $e$ on equal elements (note that the equality relation can additionally also hold for two different elements.

For example, for RCC-8 and the one-predicate-per-pair approach, the disjunctive encoding results in

$$dc(X, Y) \mid ec(X, Y) \mid po(X, Y) \mid eq(X, Y) \mid tpp(X, Y) \mid ntpp(X, Y)$$

$$\mid tppi(X, Y) \mid ntppi(X, Y) \leftarrow element(X), element(Y), X \neq Y.$$  

$$\leftarrow dc(X, Y), ec(X, Y). \quad \ldots \quad \leftarrow tppi(X, Y), ntppi(X, Y).$$

$$eq(X, X) \leftarrow element(X).$$

There are 56 integrity constraints in this encoding.

Alternatively, one can equivalently state the same using a rule with a choice atom, arriving at the choice encoding.
Definition 6 (Choice Encoding). For $B = \{r_1, \ldots, r_n\}$, the choice encoding contains the rule

$$1\{\overline{r_1}(X, Y); \ldots; \overline{r_n}(X, Y)\} 1 \leftarrow element(X), element(Y), X \neq Y.$$ (5)

It also contains rule (4) for dealing with the equality relation $e$.

For example, for RCC-8 and the two-predicates-per-pair approach, the choice encoding results in

$$1\{dc(X, Y); ec(X, Y); po(X, Y); eq(X, Y); tpp(X, Y); ntpp(X, Y); tppi(X, Y); ntppi(X, Y)\} 1 \leftarrow element(X), element(Y), X \neq Y.$$ (5)

Only if the two-predicates-per-pair approach is taken, one can replace $X \neq Y$ by $X < Y$. We will refer to this as the antisymmetric optimisation. The idea is to avoid representing one inverse relation, for instance instead of having both $tpp(1, 2)$ and $tppi(2, 1)$ in the choice, this optimisation causes only $tpp(1, 2)$ to be in the choice. However, the inverse relations still need to be derived, so other rules are needed to achieve this.

Definition 7 (Disjunctive Encoding with Antisymmetric Optimisation). For $B = \{r_1, \ldots, r_n\}$, the disjunctive encoding with antisymmetric optimisation includes the disjunctive rule

$$\overline{r_1}(X, Y) | \ldots | \overline{r_n}(X, Y) \leftarrow element(X), element(Y), X < Y.$$ (6)

and for each pair of inverse relations $ri$ and $r$ (that is, $ri, r \in B : i(r) = ri$)

$$\overline{ri}(X, Y) \leftarrow \overline{r}(Y, X), Y < X.$$ (7)

together with constraints (3) and rule (4).

Definition 8 (Choice Encoding with Antisymmetric Optimisation). For $B = \{r_1, \ldots, r_n\}$, the choice encoding with antisymmetric optimisation contains the rule

$$1\{\overline{r_1}(X, Y); \ldots; \overline{r_n}(X, Y)\} 1 \leftarrow element(X), element(Y), X < Y.$$ (8)

rules (7) and rule (4).

We would like to point out that the encodings in [9] have an analogue of the antisymmetric optimisation, but fail to include rules (7), resulting in correctness issues.

### 3.3 Representing the Composition Table

As described in Section 2.1, the function $c$ represents the composition table of the calculus. For each pair of relations $r$, $s$ in $B$, we will create a number of constructs unless $c(r, s) = B$. The constructs created will depend on the chosen approach, as described below.

The first approach, which we will refer to as the rule encoding, creates one disjunctive rule for each pair of relations, an immediate way of representing the composition table.

Definition 9 (Rule Encoding). For all $r, s \in B$ such that $c(r, s) = \{r_1, \ldots, r_n\} \neq B$, the rule encoding contains

$$\overline{r_1}(X, Z) | \ldots | \overline{r_n}(X, Z) \leftarrow \overline{r}(X, Y), \overline{s}(Y, Z).$$ (9)
For RCC-8, the composition of TPP and EC (resulting in DC or EC) is translated to the following rule encoding:

\[ dc(X, Z) \mid cc(X, Z) \leftarrow tpp(X, Y), ec(Y, Z). \]

The second approach, which we will refer to as integrity constraint encoding, creates the rule (9) only if \( n = 1 \); in all other cases integrity constraints are created instead. This amounts to representing which relations must not hold in the composition.

**Definition 10 (Integrity Constraint Encoding).** For all \( r, s \in B \) such that \( B \setminus c(r, s) = \{s_1, \ldots, s_k\} \) and \( 1 < |c(r, s)| < |B| \), the integrity constraint encoding contains

\[ \leftarrow \pi_1(X, Z), \pi(X, Y), \pi(Y, Z). \quad \ldots \quad \leftarrow \pi_k(X, Z), \pi(X, Y), \pi(Y, Z). \tag{10} \]

and if \( c(r, s) = \{r_1\} \) then it contains

\[ \pi_1(X, Z) \leftarrow \pi(X, Y), \pi(Y, Z). \tag{11} \]

For RCC-8, the composition of TPP and EC (resulting in DC or EC) is translated to the following integrity constraint encoding (assuming the two-predicates-per-pair approach):

\[ \leftarrow po(X, Z), tpp(X, Y), ec(Y, Z). \quad \leftarrow eq(X, Z), tpp(X, Y), ec(Y, Z). \]
\[ \leftarrow tpp(X, Z), tpp(X, Y), ec(Y, Z). \quad \leftarrow ntpp(X, Z), tpp(X, Y), ec(Y, Z). \]

Rule and integrity constraints encodings can be mixed, we consider imposing a limit \( n \) for \( |c(r, s)| \) up to which rules will be created, and beyond which integrity constraints will be created.

**Definition 11 (Integrity Constraint Beyond \( n \) Encoding).** For a fixed \( n < |B| \) and all \( r, s \in B \) such that \( B \setminus c(r, s) = \{s_1, \ldots, s_k\} \) and \( |c(r, s)| > n \), the integrity constraint beyond \( n \) encoding contains integrity constraints (10) and if \( c(r, s) = \{r_1, \ldots, r_k\} \) with \( k \leq n \) then it contains rule (9).

### 3.4 Representing the Input

As described in Definition 1 in Section 2.1, the input is a partial configuration (or labeling function) \( l \) over pairs of elements. Assuming \( l(a, b) = \{r_1, \ldots, r_n\} \) for \( \{a, b\} \subseteq D \), we note that the signature of the labeling function is identical to the composition table function. Therefore, we follow the same approach as for representing the composition table, depending on whether the rule, integrity constraint, or integrity constraint beyond \( n \) encoding is employed. If \( l(a, b) = B \), nothing will be created in any of the approaches.

**Definition 12 (Rule Input Encoding).** For all \( a, b \in D \) such that \( l(a, b) = \{r_1, \ldots, r_n\} \neq B \), the rule input encoding contains

\[ \pi_1(a, b) \mid \ldots \mid \pi_n(a, b). \tag{12} \]

**Definition 13 (Integrity Constraint Input Encoding).** For all \( a, b \in D \) such that \( B \setminus l(a, b) = \{s_1, \ldots, s_k\} \) and \( 1 < |l(a, b)| < |B| \), the integrity constraint input encoding contains

\[ \leftarrow \pi_1(a, b). \quad \ldots \quad \leftarrow \pi_k(a, b). \tag{13} \]

and if \( l(a, b) = \{r_1\} \) then it contains

\[ \pi_1(a, b). \tag{14} \]
Definition 14 (Integrity Constraint Beyond n Input Encoding). For all \( a, b \in \mathcal{D} \), a fixed \( n < |\mathcal{B}| \) and all \( r, s \in \mathcal{B} \) such that \( \mathcal{B} \setminus l(a, b) = \{ s_1, \ldots, s_k \} \) and \( l(a, b) > n \), the integrity constraint beyond \( n \) input encoding contains integrity constraints (10) and if \( l(a, b) = \{ r_1, \ldots, r_k \} \) with \( k \leq n \) then it contains rule (9).

As an example, consider two regions \( \text{italy} \) and \( \text{europe} \) in the context of RCC-8, and assume that we know that \( \text{TPP} \) or \( \text{NTPP} \) holds between \( \text{italy} \) and \( \text{europe} \) (i.e., \( l(\text{italy}, \text{europe}) = \{ \text{TPP}, \text{NTPP} \} \)). The rule encoding will create one disjunctive fact

\[
\text{tppi(italy, europe) | ntppi(italy, europe)}.
\]

whereas the integrity constraint encoding (assuming the one-predicate-per-pair approach) yields

\[
\langle dc(\text{italy, europe}), ec(\text{italy, europe}), po(\text{italy, europe}), tppi(\text{italy, europe}), ntppi(\text{italy, europe}) \rangle.
\]

Theorem 15. Given a qualitative calculus \( Q = (\mathcal{B}, e, i, c) \), a set of elements \( \mathcal{D} \), and a configuration \( l : \mathcal{D}^2 \to 2^\mathcal{B} \), let \( P \) be the ASP program generated by a transformation obtained by any admissible combination of options and optimisations presented in this section. There is a one-to-one correspondence between \( \text{sol}(Q, \mathcal{D}, l) \) and \( \text{AS}(P) \).

Proof. We will first show that for each \( s \in \text{sol}(\mathcal{Q}, \mathcal{D}, l) \), \( \text{At}(s) = \{ \text{element}(x) \mid x \in \mathcal{D} \} \cup \{ b(i, j) \mid (i, j) \in s, b \in \mathcal{B} \} \in \text{AS}(P) \) if the two-predicate-per-pair approach is chosen, and \( \text{Ao}(s) = \{ \text{element}(x) \mid x \in \mathcal{D} \} \cup \{ b(i, j) \mid (i, j) \in s, b \in \mathcal{B} \} \in \text{AS}(P) \) if the one-predicate-per-pair approach is chosen and \( b = i(b) \) if \( i(b) \) represents \( b \) in the encoding, and \( \mathcal{B} = b \) otherwise.

Rules (1) are trivially satisfied by \( \forall (i, j) \in \mathcal{D}^2 : s(i, j) \in l(i, j) \). Rules (2) are satisfied because \( s \) is a function, hence for each \( (i, j) \in \mathcal{D}^2 \) where \( i \neq j \) the body of the corresponding ground rule is satisfied and exactly one of the head atoms is satisfied in \( \text{At}(s) \) (resp. \( \text{Ao}(s) \)). For the same reason, constraints (3) are satisfied, too. Finally, rules (4) because \( \forall i \in \mathcal{D} : s(i, i) = e \) holds. From the observation for (5) it immediately follows that (5) is satisfied as well. The ground instantiations of (6) with a true body are a subset of those of (5), and by the observation above are satisfied as well, similar for (5) and (8). Rules (7) are satisfied since \( \forall (i, j) \in \mathcal{D} : s(i, j) = i(s(j, i)) \) holds.

Next, rules (9) are satisfied by both \( \text{At}(s) \) and \( \text{Ao}(s) \) because \( \forall (i, j), (j, k) \in \mathcal{D}^2 : s(i, j) \in c(s(i, j), s(j, k)) \) and we observe that exactly one head atom is true whenever the body holds with respect to \( \text{At}(s) \) (resp. \( \text{Ao}(s) \)), which also shows satisfaction of (11). Integrity constraints (10) hold because \( \forall (i, j), (j, k) \in \mathcal{D}^2 : s(i, k) \in c(s(i, j), s(j, k)) \) implies \( \forall (i, j), (j, k) \in \mathcal{D}^2 : s(i, k) \notin \mathcal{B} \setminus c(s(i, j), s(j, k)) \).

Finally, rules (12) are satisfied by \( \text{At}(s) \) and \( \text{Ao}(s) \) because \( \forall (i, j) \in \mathcal{D}^2 : s(i, j) \in l(i, j) \) holds. Note that exactly one of the disjuncts is true. Constraints (13) are satisfied because \( \forall (i, j) \in \mathcal{D}^2 : s(i, j) \in l(i, j) \) implies \( \forall (i, j) \in \mathcal{D}^2 : s(i, j) \notin \mathcal{B} \setminus l(i, j) \).

If the antisymmetric optimisation is not employed, \( \text{At}(s) \) is a minimal model of the reduct of \( P \) since any subset of \( \text{At}(s) \) does not satisfy one of the rules (1) or one of the ground instances of (4) and either (2) (recall that \( \text{At}(s) \) satisfies exactly one head atom for each of these) or (5), all of which are present in the reduct. The same reasoning shows that \( \text{Ao}(s) \) is a minimal model of the reduct if the one-predicate-per-pair approach gave rise to \( P \).
If the antisymmetric optimisation is employed, $At(s)$ is a minimal model of the reduct of $P$ since any subset of $At(s)$ does not satisfy one of the rules (1) or one of the ground instances of (4) and either (6) (again, recall that $At(s)$ satisfies exactly one head atom for each of these), or (8), or (7), all of which are present in the reduct. The same reasoning shows that $Ao(s)$ is a minimal model of the reduct if the one-predicate-per-pair approach gave rise to $P$.

Now let us assume that $A \in AS(P)$. We will show that $sT(A) : D^2 \to B$ (for the two-predicate-per-pair approach) or $sO(A) : D^2 \to B$ (for the one-predicate-per-pair approach) are in $sol(\mathcal{Q}, \mathcal{D}, I)$, where the functions are defined as follows for all $(x, y) \in D^2$: $sT(A)(x, y) = b$ if $b(x, y) \in A$; $sO(A)(x, y) = i(b)$ if $b(x, y) \in A$ and $b$ was used to represent $i(b)$, $sO(A)(x, y) = b$ if $b(x, y) \in A$ otherwise.

First of all, we observe that the functions are well-defined because if the antisymmetric optimisation is not employed, the ground instances of (4) and (2) or (5) require at least one $b(x, y) \in A$ for some $b \in B$ for each $(x, y) \in D^2$. If the antisymmetric optimisation is employed, then the rules (4) and one of (6) or (8), and (7) also require at least one $b(x, y) \in A$ for some $b \in B$ for each $(x, y) \in D^2$. Moreover, for each $(x, y) \in D^2 b(x, y) \in A$ holds for exactly one $b \in B$ because of either (3), (5), or (6).

It holds that $\forall (i, j) \in D^2 : sT(A)(i, j) \in l(i, j)$ (resp. $\forall (i, j) \in D^2 : sO(A)(i, j) \in l(i, j)$) because rules (12) or integrity constraints (13) would otherwise not be satisfied by $A$.

We have $\forall (i, j), (j, k) \in D^2 : sT(A)(i, k) \in c(sT(A)(i, j), sT(A)(j, k))$ (resp. $\forall (i, j), (j, k) \in D^2 : sO(A)(i, k) \in c(sO(A)(i, j), sO(A)(j, k))$) as otherwise rules (9) or integrity constraints (10) would not be satisfied by $A$.

Also, $\forall i \in D : sT(A)(i, i) = e$ and $\forall i \in D : sO(A)(i, i) = e$ trivially hold because of rules (4).

Finally, we can see $\forall (i, j) \in D : sT(A)(i, j) = i(sT(A)(j, i))$ and $\forall (i, j) \in D : sO(A)(i, j) = i(sO(A)(j, i))$ because the composition table needs to contain $c(sT(A)(i, j), e) = i(sT(A)(j, i))$.

Then, because of the arguments in the previous two paragraphs, $\forall (i, j) \in D : sT(A)(i, j) = i(sT(A)(j, i))$ holds. \hfill $\blacksquare$

## 5 Implementation of Transformations

The transformation tool $\text{GQRtoASPConverter}^2$ is a command line tool implemented using Java 1.7 and JavaCC version 5.0. Its calculi and input definitions are in the syntax of GQR$^3$ [14].

The tool defines a grammar from which it is possible to construct a number of abstract syntax trees over the composition file and input file provided. Using the transformation specified, it is possible to parse these abstract syntax trees using the visitor option within JavaCC and rebuild them according to the techniques described employed within. It implements all transformations obtained by combining the various options described in Section 3. The transformations were designed in a modular fashion and we will refer to them using a three letter nomenclature. Each letter represents how each module was implemented.

The first module denotes how the search space is opened, either using the disjunctive encoding $D$ or the choice encoding $C$. The second module denotes how to encode pairs of inverse base relations. $T$ refers to the two-predicate-per-pair approach, while $O$ refers to the one-predicate-per-pair approach. The third module denotes how composition tables and the
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2 Available at https://github.com/ChrisBrenton/GQRtoASPConverter.
3 http://sfbtr8.informatik.uni-freiburg.de/r4logospace/Tools/gqr.html
input are represented. $R$ is used to refer to the rule encoding, while $I$ refers to the integrity constraint encoding.

As an example, $CTI$ uses the choice encoding, the two-predicate-per-pair approach, and the integrity constraint encoding. In total, the following are available: $DTR$, $CTR$, $DOR$, $COR$, $DTI$, $CTI$, $DOI$, $COI$.

The modifier $A$ is added to the end of the name if the antisymmetric optimisation mentioned at the end of Section 3.2 is employed. This optimisation is present in all encodings where the two-predicate-per-pair approach is employed as described in Section 3.1, thus the following are available: $CTIA$, $DTIA$, $CTRA$, $DTRA$.

Transformations that implement the integrity constraint encoding, as defined in definition 10 are extended to produce rules as defined in definition 11. These transformations are denoted by the presence of a number at the end of their transformation name. Currently, values of $n$ between 1 and 7 inclusive are supported, where the lack of a number present in the name indicates $n = 1$. By example using the $CTI$ family of transformations, a rule where 3 possible relations may hold would be transformed into integrity constraints by $CTI$ and $CTI2$, and into rules with disjunctive heads by $CTI3$, $CTI4$, $CTI5$, $CTI6$, and $CTI7$. This is achieved by counting the number of child nodes present in an abstract syntax tree at the node representing the disjunction of possible relations, and producing a disjunctive rule or a number of integrity constraints accordingly.

The tool can also produce the “direct encoding” of [9], which is similar to $CTIA$, but uses a different encoding of base relations, and it is slightly different from the integrity constraint encoding, as it creates integrity constraints also if $|c(r, s)| = 1$ or $|l(a, b)| = 1$, while our approach would create a single rule in these cases. We will in the following refer to this encoding as $LiDir$.

In total, this tool can produce 49 encodings.

$GQRtoASPConverter$ can be used by running a command of the following structure:

```
java GqrCalculatorParser [switch] [GQR spec] [GQR problem] [outputdir]
```

Here, the switch is the three/four letter abbreviation of the desired transformation in lower case characters, prefixed with a hyphen, such as -ctia3 or -doi. The GQR spec file is a meta-file describing a calculus. It contains an identification of the equality relation, the size of the calculus, and references to two other files. These are one file that describes the composition table of a calculus as described in Section 2.1, and a converse file that describes the inverses of relations. The problem file is the file that should be translated by the tool, and should be in the format accepted by GQR. The outputdir is a folder in which the tool should put all translations.

By example, using -ctia4 as the switch, ~/Documents/GQR/gqr-1500/data/rcc8.spec as the GQR specification file, ~/Documents/GQR/gqr-1500/data/rcc8/csp/example-10x10.csp as the GQR problem file, and ~/Documents/RCC8/Example10x10 as the output directory will produce transformations according to the techniques employed within $CTIA4$.

## 6 Experimental Evaluation

Experiments involving consistency problems over the Region Connection Calculus with eight base relations (RCC-8) [6] and Allen’s Interval Algebra [1] were carried out. Both calculi are widely used, and many of their properties have been investigated.

In the first set of experiments, $GQRtoASPConverter$ was used with the problem files
provided with GQR version 1500, the output of which were then solved using the ASP solver clingo [7] by means of the Pyrunner benchmarking tool [5]. Times given include the entire clingo process, from executing the command to receiving an output. Benchmarks were performed on an Intel® Core™ i7-4790 CPU @ 3.60GHz × 8 processor machine with a 300 second time out with 4GB memory available and using clingo version 4.4.0 [6].

Results presented in this section will make use of box-and-whisker plots, where the whiskers represent maximum and minimum values for each transformation, and the boxes represent the interquartile range. The horizontal bar found within the boxes are used to represent the median time taken for each transformation.

Figure 3 shows the best performing transformation of each family of transformations over the RCC-8 problem set provided with GQR. Over this problem set, the COI, DOI, CTI, CTIA, DTI, and DTIA families of transformations hold the better performing transformations according to the maximum time taken to solve. A consistency in these families of transformations is that they all make use of the Integrity Constraint Beyond $n$ Encoding as described in Definition 11. A more complete picture for all values of $n$ is provided online [7], to show how transformations of the better performing families compare over the set of problems provided with GQR over RCC-8. This trend was also identified with the set of problems for Allen’s Interval Algebra provided by GQR, the best performing of which are shown in figure 4, though variance exists on the value of $n$. Also, important to note is that no problem with a domain size greater than 20 was solved within the time and memory limits set for all transformations; all graphs provided only show problems that successfully solved.

For the second set of benchmarks, qualitative spatio-temporal constraint networks were randomly generated according to the algorithm described in [11]. Networks were generated with domain sizes ranging from 20 to 50 in increments of 10. In order to fall within the phase transition region for RCC-8, where all base relations are available, networks were generated with an average degree for each element varying between 8 and 10 in increments of
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4 http://sfbtr8.informatik.uni-freiburg.de/r4logospace/Tools/gqr.html
5 https://github.com/alviano/python
6 http://sourceforge.net/projects/potassco/files/clingo/4.4.0/
7 https://selene.hud.ac.uk/chrisbrenton/aspforqstr.php
0.5 with an average label size of 4. For each combination of domain size and average degree, 20 networks were generated. Networks were also generated for Allen’s Interval Algebra with domain sizes also ranging between 20 and 50 in increments of 10, with an average degree between 5 and 8 and an average label size of 6.5 in order to fall within the phase transition region for the calculus.

Figure 5 shows how the best performing transformations performed over the set of randomly generated networks for RCC-8. Notable is that the same family of transformations again prove to perform the most efficiently with respect to time taken to solve, though again the value of n does vary. All problems of all network sizes and degrees were solved within the set time and memory limits for RCC-8.

In the set of generated problems over Allen’s Interval Algebra, all transformations solved all problems with a domain size of 20 within the set time and memory limits. In problems with domain size 30, CTIA, DTI7, and DTRA failed to solve one problem. DOR and DTR failed to solve 5 problems. LiDir failed to solve all problems within the set time and memory limits.
In the set of generated problems over Allen’s Interval Algebra with domain size 40, only \textit{COI5}, \textit{COI6}, and \textit{COI7} managed to solve all problems within the set time and memory limits.

In the set of generated problems over Allen’s Interval Algebra with domain size 50, none of the transformations solved all problems, with \textit{COI7} and \textit{DOI7} solving the most at 45 out of 70.

GQR was also run over the set of generated problems for comparison; it is significantly faster than any of our approaches taking less than one second on all problems. However, we would like to note that while GQR is optimised for deciding consistency problems, it is limited to providing one solution. Answer set programming systems usually do not have this limitation, which will prove to beneficial in future work, and readily support query answering.

The generated problem sets for both RCC-8 and Allen’s Interval Algebra are available online.\footnote{https://selene.hud.ac.uk/chrisbrenton/solving-qstr.php}

In summary, we observed that the \textit{COI7} encoding is the best performing one for the tested benchmark set. It also significantly outperforms the \textit{LiDir} encoding. While not as performant as GQR, it provides the necessary flexibility for our future work that GQR does not offer.

\section*{7 Conclusion and Future Work}

In this work a systematic approach to transforming qualitative spatio-temporal calculi and reasoning problems was developed. A number of options were identified that differ in representational issues and make use of different constructs of ASP. These were implemented in \texttt{GQRtoASPC}onverter, which also supports a transformation previously suggested by Li \cite{9}. An extensive set of benchmarks was run in order to identify the best-performing transformation or family of transformations. This turned out to be the \textit{COI} family of transformations, particularly the \textit{COI7} encoding.

While not discussed at length in this paper, also the transformations that turned out to be computationally inferior provided interesting insights. For instance, for many encodings involving numerous disjunctions, the grounders of the tested solvers (DLV and clingo) appear to create by far more ground rules than would be necessary. This can be observed in particular when creating problems that are easy (deterministic) to solve. One avenue for future work would be analysing whether grounding methods could be improved to deal with these kinds of programs (numerous disjunctions, possibly with cycles) in better ways.

There are also further options in the transformations that would be worth looking into. For instance, one could also translate the input into choice rules rather than disjunctive rules. Also completely different methods, such as using hybrid ASP and CSP solvers appear promising.

Also, we would like to enlarge the set of calculi considered for benchmarks, which in this paper were limited to RCC-8 and Allen’s interval algebra. While these calculi appear to be the best-studied, also others, such as \textit{OPRA}m \cite{10}, could yield interesting benchmark problems.

Finally, at the moment only consistency problems were benchmarked. One of the potential advantages of using ASP in these domains is that also other problems such as query answering could be easily supported. Therefore, experimentally testing ASP on these problems would
be particularly interesting. As a further step, we would extend the methods developed in this paper and extend them to support preferences and defaults.
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Abstract

Constraints on Pseudo-Boolean (PB) expressions can be translated into Conjunctive Normal Form (CNF) using several known translations. In Answer-Set Programming (ASP), analogous expressions appear in weight rules and optimization statements. Previously, we have translated weight rules into normal rules, using normalizations designed in accord with existing CNF encodings. In this work, we rededicate such designs to rewrite optimization statements in ASP. In this context, a rewrite of an optimization statement is a replacement accompanied by a set of normal rules that together replicate the original meaning. The goal is partially the same as in translating PB constraints or weight rules: to introduce new meaningful auxiliary atoms that may help a solver in the search for (optimal) solutions. In addition to adapting previous translations, we present selective rewriting techniques in order to meet the above goal while using only a limited amount of new rules and atoms. We experimentally evaluate these methods in preprocessing ASP optimization statements and then searching for optimal answer sets. The results exhibit significant advances in terms of numbers of optimally solved instances, reductions in search conflicts, and shortened computation times. By appropriate choices of rewriting techniques, improvements are made on instances involving both small and large weights. In particular, we show that selective rewriting is paramount on benchmarks involving large weights.
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1 Introduction

Answer-Set Programming (ASP) is a declarative programming paradigm suited to solving computationally challenging search problems [13] by encoding them as answer-set programs, commonly consisting of normal, cardinality, and weight rules, as well as optimization statements [31]. The latter three relate to linear Pseudo-Boolean (PB) constraints [21, 30] and PB optimization statements. Rules restrict the acceptable combinations of truth values for the atoms they contain. The role of a weight rule, or a PB constraint, is to check a bound on a weighted sum of literals, whereas an optimization statement aims at minimizing such a
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sum. Solutions to search problems can be cast to models, called answer sets, and computed by employing ASP grounders and solvers [4, 17, 22, 27, 31].

In both ASP and PB solving, support for non-standard rules or constraints can be implemented by translating them into simpler logical primitives prior to solving. The performance implications of such translation-based approaches in comparison to native solving techniques are mixed: both improvements and deteriorations have been observed [2, 10]. A promising direction in recent research [3, 2] is to translate only important constraints or parts of constraints during search. In previous work, we have evaluated the feasibility of translating cardinality rules [11] and weight rules [10] into normal rules, in a process that we call normalization. The explored techniques build on methods successfully applied in PB solving [21, 6, 5, 1]. The main observation with relevance to this work is that normalization commonly reduces the number of search conflicts at the cost of increased instance sizes and more time spent between conflicts.

In this paper, we introduce ways in which the primitives developed for cardinality and weight rule normalization can be used to rewrite optimization statements. Indeed, typical normalization or translation methods encode sums of input weights in some number system, such as unary or mixed-radix numbers, for which the comparison to a bound is straightforward. When dealing with optimization statements, the encodings of sums can be applied to the statements while forgoing comparisons. For illustration, suppose we intend to minimize the sum \( a + b \) of two atoms. Then, we may equally well minimize the sum \( c + d \) of two new atoms defined by sorting \( a \) and \( b \) via the rules "\( c \leftarrow a \). \( c \leftarrow b \). \( d \leftarrow a, b \)." This modification preserves the answer sets of a program regarding the original atoms and the respective optimization values. As in weight rule normalization, the purpose is to enhance solving performance by supplementing problem instances with structure in the form of auxiliary atoms. The atoms are defined in intuitively meaningful ways and provide new opportunities for ASP solvers to learn no-goods [22]. In addition, we develop selective rewriting techniques that partition input optimization statements and then rewrite some or all of the parts in separation. As a consequence, the size increase due to rewriting is mitigated, concerning the introduced auxiliary atoms and normal rules, and we study the tradeoff between the costs and benefits of rewriting in terms of solving performance.

The paper is organized as follows. Section 2 introduces basic notations, answer-set programs, and simple optimization rewriting techniques. More elaborate techniques to rewrite optimization statements are presented in Section 3. In Section 4, we experimentally study the performance implications of applying these techniques. Related work is discussed in Section 5, and Section 6 concludes the paper.

2 Preliminaries and Basic Techniques

The following subsections introduce matrix-based expressions used to represent optimization statements and simple techniques for rewriting them.

2.1 Pseudo-Boolean Expressions

A positive literal is a propositional atom \( a \), and not \( a \) is a negative literal. We write \((n \times 1)\)-matrices, or (column) vectors, as \( v = [v_1; \ldots; v_n] \) and refer to them by symbols like \( b, d, w, \pi \) when the elements \( v_i \) are nonnegative integers, by \( 1 \) when \( v_1 = \cdots = v_n = 1 \), and by \( h, l, p, q, r, s, t \) when \( v_1, \ldots, v_n \) are literals. The concatenation of vectors \( v_1 \) and \( v_2 \) is \([v_1; v_2]\). We also use \((m \times n)\)-matrices \( W \) of nonnegative integers \( w_{ij} \), where \( i \) is the row and \( j \) the column. For the result \( W = AB \) of multiplying \((m \times k)\)- and \((k \times n)\)-matrices
with elements $a_{ij}$ and $b_{ij}$, respectively, we have $w_{ij} = \sum_{t=1}^{k} a_{it}b_{tj}$. In the transpose $W^T$, each $w_{ij}$ is swapped with $w_{ji}$. We define a Pseudo-Boolean (PB) expression $e$ to be a linear combination of nonnegative weights $w = [w_1; \ldots; w_n]$ and literals $l = [l_1; \ldots; l_n]$:

$$e = w^Tl = [w_1 \cdots w_n] \begin{bmatrix} l_1 \\ \vdots \\ l_n \end{bmatrix} = w_1l_1 + \cdots + w_nl_n.$$ 

Let $A(e) = A(l) = \{a \mid 1 \leq i \leq n, l_i = a \text{ or } l_i = \text{not } a\}$ denote the set of atoms in $e$ and $l$. An interpretation $I$ is a set of atoms distinguishing true atoms $a \in I$ and false atoms $a \notin I$. A vector like $l$ evaluates to $l(I) = [b_1; \ldots; b_n]$ at $I$, where for $1 \leq i \leq n$, we have $b_i = 1$ iff $l_i = a$ and $a \in I$, or $l_i = \text{not } a$ and $a \notin I$, and $b_i = 0$ otherwise. An expression like $e$ evaluates to $e(I) = (w^Tl)(I) = w^T(l(I))$ at $I$. We extend this notation to sums of expressions by letting $(e_1 + \cdots + e_m)(I) = e_1(I) + \cdots + e_m(I)$. Two expressions $e_1$ and $e_2$ are equivalent, denoted by $e_1 \equiv e_2$, iff $e_1(I) = e_2(I)$ for each $I \subseteq A(e_1) \cup A(e_2)$.

### 2.2 Answer-Set Programs

We consider (ground) answer-set programs $P$, defined as sets of (normal) rules, which are triples $r = (a, B, C)$ of a head atom $a$ and sets of positive body atoms $B$ and negative body atoms $C$. An optimization program $O$ is a program-expression pair $(P, e)$, written in the ASP-Core-2 input language format [14] using the forms

$$a : b_1, \ldots, b_k, \text{ not } c_1, \ldots, \text{ not } c_m.$$ (1)

$$\models l_1. [w_1, l_1] \cdots \models l_n. [w_n, l_n].$$ (2)

$$\#\text{minimize } \{w_1l_1 + \cdots + w_nl_n\}.$$ (3)

for rules $(a, [\{b_1, \ldots, b_k\}, \{c_1, \ldots, c_m\}])$ in (1), and weak constraints in (2) or optimization statements in (3) for the expression $e = w_1l_1 + \cdots + w_nl_n$.

Let $A(P) = \bigcup_{(a, B, C) \in P} (\{a\} \cup B \cup C)$, $H(O) = H(P) = \{a \mid (a, B, C) \in P\}$, and $A(O) = A(P) \cup A(e)$ denote the sets of atoms occurring in $P$, as heads in $P$, or in $O = (P, e)$, respectively. An interpretation $I$ satisfies a rule $r = (a, B, C)$ iff $B \subseteq I$ and $C \cap I = \emptyset$ imply $a \in I$. The reduct of $P$ with respect to $I$ is $P^I = \{(a, B, \emptyset) \mid (a, B, C) \in P, C \cap I = \emptyset\}$. The set $\text{SM}(P)$ of stable models of $P$, also called answer sets of $P$, is the set of all interpretations $M \subseteq A(P)$ that are subset-minimal among the interpretations satisfying every rule $r \in P^M$.

A stable model $M$ of $P$ is optimal iff $e(M) = \min \{e(N) \mid N \in \text{SM}(P)\}$.

Our goal is to rewrite optimization statements while preserving the stable models of a program and associated optimization values. To this end, we utilize notions for comparing the joint parts of optimization programs [26]. Two sets $S_1$ and $S_2$ of interpretations are visibly equal with respect to a set $V$ of visible atoms if there is a bijection $f : S_1 \rightarrow S_2$ such that, for each $I \in S_1$, we have $I \cap V = f(I) \cap V$.

For two sets $V_1$ and $V_2$ of atoms, a program $P$ realizes a function $f : 2^{V_1} \rightarrow 2^{V_2}$ iff for each $I \subseteq V_1$, there is exactly one $M \in \text{SM}(P \cup \{a \mid a \in I\})$ and $f(I) = M \cap V_2$. An optimization program $O = (P, e')$ is an optimization rewrite of an expression $e$ with respect to a set $V$ of visible atoms iff $P$ realizes a function $f : 2^V \rightarrow 2^{A(e')}$. Let $M \subseteq V$ be an optimal model of a program $P$.

To decompose optimization rewrites, we say that a set $V$ of atoms and a sequence $P_1, \ldots, P_m$ of programs fit iff $(V \cup \bigcup_{i=1}^{m-1} A(P_i)) \cap H(P_i) = \emptyset$ for each $1 \leq i \leq m$. Programs that fit preserve the definitions of atoms in $V$ and the programs preceding them.
Proposition 1. Let $O = (P, e)$ be an optimization program, and $e$ be rewritable as $(P', e')$ with respect to $A(O)$ such that $A(O)$ and $P'$ fit. Then, there is a bijection $f : SM(P) \rightarrow SM(P' \cup P')$ such that

1. $SM(P)$ and $SM(P' \cup P')$ are visibly equal with respect to $A(O)$ via $f$, and
2. $e(M) = e'(f(M))$ for each $M \in SM(P)$.

### 2.3 Optimization Rewrites for Small Weights

In this subsection, we examine simple, yet effective rewriting techniques applicable to optimization statements with small weights. To begin with, we define building blocks for sorting operations on vectors of literals. Intuitively, a vector $s$ of literals encodes the value $(1^T s)(I)$ at an interpretation $I$. When $s$ is sorted, it represents this value as a unary number. To obtain such numbers, vectors of literals can be recursively sorted and added up via merging. These operations permute truth values, and hence preserve the encoded values.

Definition 2. A vector $s$ of literals is sorted at an interpretation $I$ iff the weights in $s(I)$ are monotonically decreasing, and sorted under a set $S$ of interpretations iff $s$ is sorted at each $I \in S$.

Definition 3. Let $t = [h_1; h_2]$ and $s$ be vectors of literals having the same length, and $P$ be a program realizing a function $f : 2^{A(t)} \rightarrow 2^{A(s)}$. Then, $P$ is

1. a sorting program with input $t$ and output $s$ iff for each $I \subseteq A(t)$, $s$ is sorted at $f(I)$ and $(1^T t)(I) = (1^T s)(f(I))$;
2. a merging program with inputs $h_1, h_2$ and output $s$ iff for each $I \subseteq A(t)$ at which $h_1$ and $h_2$ are sorted, $s$ is sorted at $f(I)$ and $(1^T [h_1; h_2])(I) = (1^T s)(f(I))$.

Moreover, for any program $P' \supseteq P$, we assume that $(A(P) \cup A(s)) \cap H(P' \setminus P) \subseteq A(t)$.

Example 4. A sorting program $P$ with input $t = [t_1; t_2]$ and output $s = [s_1; s_2]$ such that $A(t) \cap A(s) = \{t_1, t_2\} \cap \{s_1, s_2\} = \emptyset$, which yields an optimization rewrite $(P, 1^T s)$ of $1^T t$ with respect to $A(t) = \{t_1, t_2\}$, is given by

$$s_1 \triangleright s_2, \quad s_1 \triangleright t_2, \quad s_2 \triangleright t_1, \quad t_2.$$

This program can serve as a base case in recursive constructions of larger sorting programs, such as the following. Given vectors $h_1, h_2, s_1, s_2$ and $s$ of literals having appropriate lengths, a sorting program with input $t = [h_1; h_2]$ and output $s$ is recursively obtained as the union of (i) a sorting program $P_1$ with input $h_1$ and output $s_1$, (ii) a sorting program $P_2$ with input $h_2$ and output $s_2$, and (iii) a merging program $P_3$ with inputs $s_1, s_2$ and output $s$, assuming that $A(t)$ and $P_1, P_2, P_3$ fit.

Note that, by definition, sorting programs are merging programs, and both lend themselves to rewriting expressions with unit weights. Moreover, such optimization rewriting can be applied to an arbitrary expression $w^T t$ after flattening it into the form $1^T t$, where $t$ is any vector such that $1^T t \equiv w^T t$. For example, $e = 2a + 4b + 3c + 3d + e + 4f$ is reproduced by picking $t = [a; a; b; b; b; c; c; d; d; d; e; f; f; f]$. Rewrites based on flattening can, however, become impractically large when there are literals with large non-unit weights. To alleviate this problem, we consider selective rewriting techniques in Section 3.3, and alternative ways to handle non-unit weights in Section 3.4.
3 More Elaborate Rewriting Techniques

In this section, we present techniques for rewriting optimization statements that build on those presented in Section 2.3. They are based on a process in which we rewrite optimization statements in parts using simple techniques and then form new substitute optimization statements from the outputs. Before going into the details, let us illustrate the basic idea.

► Example 5. Consider the minimization statement

#minimize \{5, 1 : a; 10, 2 : b; 15, 3 : c\}.

The statement encodes the expression $5a + 10b + 15c$. To deal with the non-unit weights, we can flatten it into $5a + 5b + 5c + 5c + 5c$ and rewrite it using a single sorting program with input \([a; b; c; c; c]\). On the other hand, we obtain a more concise rewrite by modifying the expression into $5a + 5c + 10b + 10c$, sorting the parts \([a; c]\) and \([b; c]\) into vectors of auxiliary atoms \([d; c]\) and \([f; g]\), and minimizing the expression $5d + 5c + 10f + 10g$:

\[
\begin{align*}
    &d \leftarrow a. \quad d \leftarrow c. \quad e \leftarrow a, c. \\
    &f \leftarrow c. \quad g \leftarrow b, c. \\
    &\#\text{minimize} \{5, 1 : d; 5, 2 : c; 10, 3 : f; 10, 4 : g\}.
\end{align*}
\]

3.1 Mixed-radix Bases and Decomposition

We define a mixed-radix base to be any pair \((b, \pi)\) of radices \(b = [b_1; \ldots ; b_k]\) and place values \(\pi = [\pi_1; \ldots ; \pi_k]\) such that \(b_k = \infty\) and, for each \(1 \leq i \leq k\), we have \(\pi_i = \prod_{j=1}^{i-1} b_j\). Examples of mixed-radix bases include the usual base for counting seconds, minutes, hours, and days, \([60; 60; 24; \infty], [1; 60; 3600; 86400]\), and the finite-length binary base \(([2; \ldots ; 2; \infty], [1; 2; 4; \ldots ; 2^{k-1}]\)) for any \(k \geq 1\). In a given base \((b, \pi)\), every nonnegative integer \(d\) has a mixed-radix decomposition with digits \(d = [d_1; \ldots ; d_k]\) such that \(d^T \pi = d\), and exactly one decomposition \(d\) of \(d\) satisfies \(d_i < b_i\) for all \(1 \leq i < k\). We say that \(d_i\) is the \(i\)th least or the \((k + 1 - i)\)th most significant digit of \(d\) in base \((b, \pi)\). More generally, the mixed-radix decomposition of an \((n \times 1)\)-vector \(w\) of weights is a \((k \times n)\)-matrix \(W\) such that \(W^T \pi = w\). By these definitions, the \(i\)th row gives the \(i\)th least significant digits of all weights, and the \(j\)th column gives the digits of the \(j\)th weight.

► Example 6. In base \((b, \pi) = ([3; 2; 2; \infty], [1; 3; 6; 12])\), we may decompose weights

\[
\begin{bmatrix}
    21 \\
    \frac{1}{2}
\end{bmatrix}
\]

into a matrix \(W = \begin{bmatrix}
    0 & 1 & 0 & 2 \\
    1 & 0 & 1 & 1 \\
    1 & 0 & 0 & 0 \\
    0 & 1 & 0 & 0
\end{bmatrix}\) such that \(W^T \pi = \begin{bmatrix}
    21 \\
    \frac{1}{2}
\end{bmatrix} = w\).

3.2 Selecting Mixed-radix Bases

Given a vector \(w = [w_1; \ldots ; w_n]\) of weights, our goal is to pick a base \((b, \pi)\) with some number \(k\) of radices that yields a decomposition matrix \(W\) with small digits \(w_{ij}\) such that \(W^T \pi = w\). In view of sorting programs, introduced in Section 2.3, whose sizes are of order \(c_{\text{sort}}(n) = n(\log n)^2\), the aim is to minimize the size needed for sorting every row:

\[
c(b, w) = \sum_{i=1}^{k} c_{\text{sort}} \left( \sum_{j=1}^{n} w_{ij} \right).
\]

To this end, we use a greedy heuristic algorithm: for each \(i = 1, 2, \ldots\), let \(\pi_i = \prod_{j=1}^{i-1} b_j\) and pick radix \(b_i\) as the product of the least prime \(p\) that minimizes \(c([p; 2; \ldots ; 2], \pi_i; w)\).
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\[ ([w_1/\pi_1]; \ldots; [w_n/\pi_n]) \text{ and the greatest common divisor of } \{ [w_j/(\pi_ip)] \mid 1 \leq j \leq n \}, \text{ defined here to be infinite for } \{0\}, \text{ and stop at } b_1 = \infty. \] We note that complete optimization procedures were proposed for finding optimal bases in translating PB constraints [18].

3.3 Selective Optimization Rewriting

In the following, we define ways to carry out partial optimization rewriting. The goal is to reduce the needed size while retaining as much of the benefits of rewriting as possible.

By additivity, sums of expressions can be rewritten term-by-term. Recall that, given an expression \( e = w^T l \), we may decompose \( w \) in any mixed-radix base to obtain a matrix \( W \). Then, \( w^T = (W^T \pi)^T = \pi^T W \) yields \( e = \pi^T W l \), and any sum such that \( W_1 + \cdots + W_m = W \) carries over to a sum reproducing the expression \( e = \pi^T(\sum_{i=1}^m W_i) l = \sum_{i=1}^m \pi^T W_i l \).

**Lemma 7.** Let \( W = W_1 + \cdots + W_m \) be a mixed-radix decomposition such that \( W^T \pi = w \) for an expression \( e = w^T l \). For \( 1 \leq i \leq m \), let \( \pi^T W_i l \) be rewritable as \( O_i = (P_i, e_i) \) with respect to \( A(e) \) such that \( A(e) \) and \( O_1, \ldots, O_i, O_{i+1}, \ldots, O_m, O_i \) fit. Then, \( e \) is rewritable as \( (\bigcup_{i=1}^m P_i, \sum_{i=1}^m e_i) \) with respect to \( A(e) \).

This opens up selective rewriting strategies. To this end, suppose there are \( k \) radices in a base \((b, \pi)\), and let \( w = [w_1; \ldots; w_n] \), so that \( W \) is a \((k \times n)\)-matrix. For any \( m \in \{k, n\} \) and \( S \subseteq \{1, \ldots, m\} \), let \( I_S \) denote the symmetric \((m \times m)\)-selection matrix having the value 1 in row \( i \) and column \( i \) if \( i \in S \), and 0 otherwise. Intuitively, when fixing some \( S \subseteq \{1, \ldots, n\} \), the \((k \times n)\)-matrix \( W I_S \) selects weights \( w_i \) for all \( i \in S \), while columns \( j \not\in S \) are set to zero. Similarly, when we fix some \( S \subseteq \{1, \ldots, k\} \), the \((k \times n)\)-matrix \( I_S W \) captures the \( i \)th significant digits for all \( i \in S \), and rows \( j \not\in S \) are set to zero.

**Example 8.** Given \( W = \begin{bmatrix} 0 & 1 & 2 \\ 3 & 4 & 5 \\ 6 & 7 & 8 \end{bmatrix} \) and \( S = \{1, 2\} \), we have \( I_S = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix} \), \( WI_S = \begin{bmatrix} 0 & 1 & 0 \\ 3 & 4 & 0 \\ 6 & 7 & 0 \end{bmatrix} \), and \( I_S W = \begin{bmatrix} 0 & 1 & 2 \\ 3 & 4 & 5 \\ 6 & 7 & 8 \end{bmatrix} \).

By means of selection matrices, we can conveniently partition \( W \) in either dimension, along its columns or rows, respectively. Namely, given a partition \( S_1, \ldots, S_l \) of \( \{1, \ldots, m\} \) for \( m \in \{k, n\} \), we have that \( \sum_{t=1}^l W_{S_t} = W \), if \( m = n \), and \( \sum_{t=1}^l W_{S_t} = W \), if \( m = k \), thus yield literal-wise or significance-wise optimization rewrites, respectively. For example, lines (a) in Figure 1 draw the partition \{1, 2, 3\}, \{4, 5, 6\}, \{7, 8, 9\} applied to \( m = n = 9 \) literals, limiting the size of parts to \( t = 3 \). We below focus on particular cases of such matrix partition rewrites.

To begin with, we may rewrite some bounded number \( t \) of weighted literals in equal-weight chunks by forming a partition \( S_1, \ldots, S_l \) based on (maximal) sets \( S_t \) such that \( |S_t| \leq t \) and \( \{|w_i \mid i \in S_t|\} = 1 \), so that each chunk consists of up to \( t \) literals of the same weight. Second, we may let \( l = k \) and pick \( S_t = \{i\} \) for each \( 1 \leq i \leq k \) to rewrite an expression in digit-wise layers of the form \( \pi^T (I_{S_t} W) l \). Third, we may drop a number \( t \) of least significant digits from each weight, such as those above line (b) in Figure 1, and rewrite the globally most significant digits only. This amounts to using quotients due to division by \( \pi_{t+1} \), and can be formalized by applying the previous technique to a base \( ([\pi_{t+1}; \infty], [1; \pi_{t+1}]) \), where only the quotient weights \([w_i/\pi_{t+1}]\) are rewritten for \( 1 \leq i \leq n \).

Matrix partition rewrites not a priori referring to particular digits include the literal-wise approach indicated by lines (a) in Figure 1. Another strategy is to pick, for each weight, a number \( t \) of its locally most significant digits starting from the most significant nonzero digit. To express this as a matrix partition rewrite, let \( W \) be a \((k \times n)\)-matrix as before. Then, define an equally-sized matrix \( W_2 \) by mapping the elements \( w_1, \ldots, w_k \)
We build on sorting and merging programs to devise optimization rewrites applicable to
with sorting programs applied to the layers in parallel. In this process, the radix

\[ W = W_1 + W_2 \]

so that, by Lemma 7, \( \pi^T W_1 l \) and \( \pi^T W_2 l \) can be rewritten separately. Similar to rewriting the globally
most significant digits only, we may rewrite the locally more significant part \( W_2 \), as located
below line (c) in Figure 1 for \( t = 2 \), but not the rest.

### 3.4 Optimization Rewrites for Large Weights

We build on sorting and merging programs to devise optimization rewrites applicable to
expressions containing large non-unit weights. To this end, we begin by defining an abstract
class of rewrites that encode unary numbers as sorted vectors of literals. This allows us to
compose rewrites from building blocks that rely on sorted inputs to produce sorted outputs.

> **Definition 9.** Let \( O = (P, d + \alpha_1 1^T s_1 + \cdots + \alpha_m 1^T s_m) \) be an optimization rewrite of
an expression \( e \) such that \( P \) realizes \( f : 2^\Lambda(e) \rightarrow 2^{\Lambda(d + \alpha_1 1^T s_1 + \cdots + \alpha_m 1^T s_m)} \). Then, \( O \) is a
multi-unary rewrite of \( e \) with the set \( \{s_1, \ldots, s_m\} \) of vectors as its output iff \( s_i \) is sorted
under the image of \( f \) for all \( 1 \leq i \leq m \).

Recall the strategy from Section 3.3 to rewrite an expression in digit-wise layers based on
a mixed-radix decomposition. Such a digit-wise rewrite can be realized by flattening along
with sorting programs applied to the layers in parallel. In this process, the radix \( b_i \) for a
layer \( i \) limits the number of (flattened) inputs to a corresponding sorting program.

> **Proposition 10.** Let \( W \) be a mixed-radix decomposition in a base \((b, \pi)\) with place values
\( \pi = [\pi_1; \ldots; \pi_k] \) such that \( W^T \pi = w \) for an expression \( e = w^T l \). For \( 1 \leq i \leq k \), let \( w_i \) be
the \( i \)th row of \( W \), \( t_i \) be some vector such that \( 1^T t_i \equiv w_i^T l \), and \( P_i \) be a sorting program with
input \( t_i \) and output \( s_i \) such that \( \Lambda(e) \) and

\[ P_1, \ldots, P_{i-1}, P_{i+1}, \ldots, P_k, P_i \cup \{(a, 0, 0) \mid a \in (A(P_i) \cup A(s_i)) \cap (\Lambda(e) \setminus A(t_i))}\]

fit. Then, \((\bigcup_{i=1}^{k} P_i, \sum_{i=1}^{k} \pi_i 1^T s_i)\) is a multi-unary rewrite of \( e \) with output \( \{s_1, \ldots, s_k\} \).

The above conditions that \( \Lambda(e) \) and sorting programs fit (in any order) as well as that
atoms from \( \Lambda(e) \) are used as inputs in \( t_i \) only make sure that the sorting programs define
disjoint atoms and otherwise evaluate nothing but their inputs. While such conditions are

\[ \begin{array}{c|c|c}
 b & \pi & W \\
 3 & 1 & \bullet \\
 2 & 3 & \bullet \\
 2 & 6 & \bullet \\
 2 & 12 & \bullet \\
 2 & 24 & \bullet \\
 2 & 48 & \bullet \\
 4 & 96 & \bullet \\
 \infty & 768 & \bullet \\
\end{array} \]
easy to establish, in practice, different sorting programs may share common substructures based on the same inputs. In fact, a scheme for optimizing the layout of sorting programs towards structure sharing is given in [10].

Digit-wise rewrites based on sorting programs yield non-unique mixed-radix decompositions of the sum of input weights. For example, given \( b = [6; \infty], \pi = [1; 6] \), and \( e = 5a + 5b + 10c + d \), the sorting programs from Proposition 10 realize a function \( f : 2^{\{a,b,c,d\}} \rightarrow 2^{\{s_{1,1}, \ldots, s_{1,15}, s_{2,1}\}} \) leading to an output expression \( e' \) of the form \( s_{1,1} + \cdots + s_{1,15} + 6s_{2,1} \). Then, the sum 10, associated with both \( I_1 = \{a,b\} \) and \( I_2 = \{c\} \), is mapped to \( f(I_1) = \{s_{1,1}, \ldots, s_{1,10}\} \) or \( f(I_2) = \{s_{1,1}, \ldots, s_{1,4}, s_{2,1}\} \), respectively, where \( e'(f(I_1)) = e'(f(I_2)) = 10 \). In terms of ASP solving, this means that a bound on the optimization value is not captured by a single no-good. Instead, several representations of the same value may be produced during search. An encoding of a unique mixed-radix decomposition can be built by combining sorting programs with deferred carry propagation, utilizing merging programs, as introduced in Section 2.3, to express addition along with division of unary numbers by constants. To begin with, we formalize the role of a merging program in this context.

\begin{lemma}
Let \( O = (P, d + \alpha \mathbf{1}^T \mathbf{h}_1 + \alpha \mathbf{1}^T \mathbf{h}_2) \) be a multi-unary rewrite of an expression \( e \) with output \( \{\mathbf{h}_1, \mathbf{h}_2\} \), and \( P' \) be a merging program with inputs \( \mathbf{h}_1, \mathbf{h}_2 \) and output \( s \) such that \( \Lambda(O) \) and \( P' \cup \{a, \emptyset, \emptyset \mid a \in (\Lambda(P') \cup \Lambda(s)) \cap (\Lambda(e) \setminus \Lambda([\mathbf{h}_1; \mathbf{h}_2]))\} \) fit. Then, \((P \cup P', d + \alpha \mathbf{1}^T s)\) is a multi-unary rewrite of \( e \) with output \( \{s\} \).
\end{lemma}

The purpose of merging programs is to map the sum of digits in one layer and a corresponding carry from less significant layers to a unary number, which can in turn provide a carry to the next layer. To obtain such carries, we make use of division. Namely, given a vector \( s = [s_1; \ldots; s_n] \) and a positive integer \( m \), we define the quotient of \( s \) divided by \( m \) as \([s_m; s_{2m}; \ldots; s_{[n/m]m}]\), which contains every \( m \)th literal of \( s \). A respective residue, also represented as a unary number, is produced by a program as follows.

\begin{definition}
Let \( s = [s_1; \ldots; s_n] \) and \( r = [r_1; \ldots; r_k] \) be vectors of literals such that \( k = \min \{n, m - 1\} \) for some positive integer \( m \). A program \( P \) is a residue program modulo \( m \) with input \( s \) and output \( r \) if \( P \) realizes a function \( f : 2^\Lambda(s) \rightarrow 2^\Lambda(r) \) such that, for each \( I \subseteq \Lambda(s) \) at which \( s \) is sorted, \( r \) is sorted at \( f(I) \) and \((\mathbf{1}^T r)(f(I)) = (\mathbf{1}^T s)(I) \mod m \). Moreover, for any program \( P' \supseteq P \), we assume that \((\Lambda(P) \cup \Lambda(r)) \cap \text{H}(P' \setminus P) \subseteq \Lambda(s)\).
\end{definition}

\begin{example}
A residue program modulo \( m \) with input \( s = [s_1; \ldots; s_n] \) and output \( r = [r_1; \ldots; r_k] \) for \( k = \min \{n, m - 1\} \), generalizing the design displayed on the left of Figure 2, is given by

\[
\begin{align*}
r_j &> s_{qm+j}, \text{ not } s_{(q+1)m}, & &0 \leq q < [n/m] \text{ and } 1 \leq j < m, \\
r_j &> s_{qm+j}, & &q = [n/m] \text{ and } 1 \leq j \leq n - qm.
\end{align*}
\end{example}

\begin{lemma}
Let \( O = (P, d + \alpha \mathbf{1}^T s) \) be a multi-unary rewrite of an expression \( e \) with output \( \{s\} \), and \( P' \) be a residue program modulo \( m \) with input \( s \) and output \( r \) such that \( \Lambda(O) \) and \( P' \cup \{a, \emptyset, \emptyset \mid a \in (\Lambda(P') \cup \Lambda(r)) \cap (\Lambda(e) \setminus \Lambda(s))\} \) fit. Then, \((P \cup P', d + \alpha \mathbf{1}^T q + \alpha \mathbf{1}^T r)\) is a multi-unary rewrite of \( e \) with output \( \{q, r\} \), where \( q \) is the quotient of \( s \) divided by \( m \).
\end{lemma}

We are now ready to augment digit-wise rewrites according to Proposition 10 with carry propagation, and call the resulting scheme (unique) mixed-radix rewrite. Such a rewrite resembles (parts of) the CNF encoding of PB expressions given in [21], when built from Batcher’s odd-even sorting and merging networks [8].
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\begin{equation}
1. S_i \text{ be a sorting program with input } t_i \text{ and output } h_i,
\end{equation}

\begin{equation}
2. M_i \text{ be a merging program with inputs } h_i, q_i \text{ and output } s_i, \text{ where } q_i \text{ is the quotient of } s_{i-1} \text{ divided by } b_{i-1}, \text{ provided that } 1 < i,
\end{equation}

\begin{equation}
3. R_i \text{ be a residue program modulo } b_i \text{ with input } s_i \text{ and output } r_i, \text{ provided that } i < k, \text{ such that } \Lambda(c) \text{ and } S_1, \ldots, S_{i-1}, S_{i+1}, \ldots, S_k, S'_1, S'_2, R'_1, \ldots, R'_k \text{ fit, where } M_1 = R_k = \emptyset, s_1 = h_1, r_k = s_k, \text{ and } P = P \cup \{(a, \emptyset, \emptyset) \mid a \in (\Lambda(P) \cup V_2) \cap (\Lambda(c) \setminus V_1)\} \text{ for any program } P \text{ with atoms } V_1 \text{ and } V_2 \text{ in its input(s) or output, respectively. Then, } \sum_{i=1}^k \pi_i 1^T r_i \text{ is a multi-ary rewrite of } c \text{ with output } \{r_1, \ldots, r_k\}.
\end{equation}

The principal design of such a mixed-radix rewrite is visualized on the right of Figure 2.

Using sorting and merging programs according to [8], \(c_{\text{sort}}(n) = n(\log n)^2\) and \(c_{\text{merge}}(n) = n \log n\) limit the size of each sorting or merging program, respectively, needed to rewrite a mixed-radix decomposition of \(w = [w_1; \ldots; w_n]\) in a binary base, while each residue program (modulo 2) requires linear size. As \(k = \lfloor \log \max\{w_1, \ldots, w_n\} \rfloor\) bounds the number of programs, the resulting size is of the order \(kn(\log n)^2\), which matches the CNF encoding of PB expressions given in [21].

\section{Experiments}

For evaluating the effect of optimization rewriting, we implemented the rewriting strategies described above in the tool \texttt{lp2normal} (2.27),\footnote{Available with benchmarks at \url{http://research.ics.aalto.fi/software/asp}.} and ran the ASP solver \texttt{clasp} (3.1.4) [22], using its “trendy” configuration for a single thread per run, on a cluster of Linux machines equipped with Intel Xeon E5-4650 2.70GHz processors. All of the applied optimization rewritings are primarily based on sorting programs, built from (normal) ASP encodings of Batcher’s odd-even merging networks [8, 11], or alternatively from merging programs that do not introduce auxiliary atoms whenever the sum of required atoms and rules is reduced in this way. Moreover, each merging program is enhanced by (redundant) integrity constraints asserting the implication from a consecutive output atom to its predecessor, groups of sorting programs are compressed by means of structure sharing [10], and rewritings are pruned by
Table 1 Impact of optimization rewriting on solving performance.

<table>
<thead>
<tr>
<th>Class</th>
<th>Connected Still-Life</th>
<th>Crossing Minimization</th>
</tr>
</thead>
<tbody>
<tr>
<td>cons</td>
<td>22 28 55 15</td>
<td>50 21 1 5 8</td>
</tr>
<tr>
<td>conf</td>
<td>3.6 3.4 7.9 O S S S S</td>
<td>3.8 2.9 7.6 O S S S S</td>
</tr>
<tr>
<td>64</td>
<td>4.1 1.0 5.3 O O O S</td>
<td>4.5 0.8 4.8 O O S O S</td>
</tr>
<tr>
<td>so</td>
<td>4.2 1.2 5.4 O O O S</td>
<td>4.6 1.4 5.2 O O O S S</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Class</th>
<th>Maximal Clique</th>
<th>Timetabling</th>
</tr>
</thead>
<tbody>
<tr>
<td>cons</td>
<td>51 92 10 33</td>
<td>24 12 1 2 1 12 2 1 2 2</td>
</tr>
<tr>
<td>conf</td>
<td>5.9 2.9 6.6 O S S S S</td>
<td>5.0 2.1 6.1 O S S O S S S S S S</td>
</tr>
<tr>
<td>64</td>
<td>6.0 1.3 5.2 O O O S</td>
<td>64 6.2 1.9 5.0 O O O S S S S S M</td>
</tr>
<tr>
<td>so</td>
<td>6.1 1.7 5.2 O O O S</td>
<td>so 6.9 2.8 5.4 O O S T S S T M M</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Class</th>
<th>Bayes Alarm</th>
<th>Timetabling</th>
</tr>
</thead>
<tbody>
<tr>
<td>cons</td>
<td>5 3 1 1 22</td>
<td>24 12 1 1 1 11 1 1 1 4</td>
</tr>
<tr>
<td>conf</td>
<td>4.3 1.0 5.7 O O O S S</td>
<td>5.0 2.6 6.6 O O S O O O S S S S S S S S S S</td>
</tr>
<tr>
<td>l1</td>
<td>5.3 0.6 4.7 O O O S S</td>
<td>l1 6.5 2.9 6.1 O S O O O S S S S S S</td>
</tr>
<tr>
<td>l2</td>
<td>5.5 0.3 4.4 O O O O S</td>
<td>l2 6.6 3.1 6.2 O O O O O T S S T M</td>
</tr>
<tr>
<td>l3</td>
<td>5.6 0.3 4.1 O O O O S</td>
<td>l3 6.7 3.1 6.4 O O O O S T S S T M</td>
</tr>
<tr>
<td>g7</td>
<td>6.5 2.2 5.1 O O O S S S</td>
<td>g7 5.4 2.7 6.7 O O S O O O S S S S S</td>
</tr>
<tr>
<td>mr</td>
<td>6.8 2.5 5.2 O S S S S S</td>
<td>mr 6.9 2.9 6.4 O O S T S T S T M M</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Class</th>
<th>Bayes Water</th>
<th>Markov Network</th>
</tr>
</thead>
<tbody>
<tr>
<td>cons</td>
<td>15 3 1 4 4</td>
<td>19 4 2 1 1 1 1 1 2 4 2</td>
</tr>
<tr>
<td>conf</td>
<td>3.0 2.8 7.4 O S S S S</td>
<td>4.1 2.0 6.6 O O O S S S S S</td>
</tr>
<tr>
<td>l1</td>
<td>4.6 2.0 6.2 O O O S S S</td>
<td>l1 4.9 2.0 6.1 O O O O S S S S S S S S</td>
</tr>
<tr>
<td>l2</td>
<td>4.8 1.8 5.8 O O O S S S</td>
<td>l2 5.0 1.8 5.8 O O O O O S O S S</td>
</tr>
<tr>
<td>l3</td>
<td>4.9 1.6 5.5 O O O O S S</td>
<td>l3 5.2 2.0 5.8 O O O O O S S S S</td>
</tr>
<tr>
<td>g7</td>
<td>5.5 2.1 5.2 O O O S S</td>
<td>g7 5.7 2.7 6.1 O O S S S S S S S S S</td>
</tr>
<tr>
<td>mr</td>
<td>5.8 2.3 5.2 O O O S S S</td>
<td>mr 6.1 3.1 6.2 O S S S S S S S S</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Class</th>
<th>Bayes Hailfinder</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>cons</td>
<td>31 1 3 10 2 1 1 2</td>
<td></td>
</tr>
<tr>
<td>conf</td>
<td>4.0 1.4 5.9 O O O S S S S S S S S S</td>
<td></td>
</tr>
<tr>
<td>l1</td>
<td>5.3 1.6 5.0 O O O O S S S S S S S</td>
<td></td>
</tr>
<tr>
<td>l2</td>
<td>5.4 1.7 5.0 O O O O O O S O S</td>
<td></td>
</tr>
<tr>
<td>l3</td>
<td>5.5 1.9 5.1 O O O O O O O S S S S S</td>
<td></td>
</tr>
<tr>
<td>g7</td>
<td>6.2 3.2 5.4 O S S S S S S S S S S S</td>
<td></td>
</tr>
<tr>
<td>mr</td>
<td>6.5 3.0 5.3 O O O S S S S S S S S</td>
<td></td>
</tr>
</tbody>
</table>

Dropping rules not needed to represent optimization values below or near the value of the first stable model found by clasp in a (short) trial run skipping optimization.

Table 1 provides experimental results for six benchmark classes. Columns headed by numbers partition the instances of a class based on solving performance: an entry “O” expresses that optima were found and proven for the respective number of instances within 10,800s time and 16GB memory limit per run; “S” means that some solutions have been obtained, yet not proven optimal; “T” marks that no solution was reported in time; and “M” indicates aborts due to memory excess. For each class, columns “cons”, “time”, and “conf” give the decimal logarithms of the averages of numbers of constraints, seconds of CPU time, and conflicts reported by clasp with respect to rewriting strategies indicated in rows. The constraints are averaged over instances on which no rewriting strategy under consideration aborted due to memory excess, and the time and conflicts are averaged over instances solved optimally with respect to all strategies. That is, accumulated runtimes and conflicts refer to
the instances in a corresponding column consisting of “O” entries only, while runs without proven optima are not included. Smallest CPU times and numbers of conflicts are highlighted in boldface, and likewise the “O” entries of rewriting strategies leading to most optimally solved instances for a class.

The four benchmark classes in the upper part of Table 1, Connected Still-Life, Crossing Minimization, and Maximal Clique from the ASP Competition [15, 23] along with Curriculum-based Course Timetabling [7, 12], involve optimization statements with unit weights $w_i = 1$ or few groups of non-unit weights, respectively, in case of Timetabling. Hence, these classes lend themselves to sorting inputs in digit-wise layers, as described in Sections 2.3 and 3.3, where unit weights yield a single layer, so that sorting programs produce a unique representation of their sum as a unary number. This strategy is denoted by “so”, its bounded application to equal-weight chunks of up to $t = 64$ literals by “64”, and no rewriting at all by “–”.

Comparing these three approaches, we observe that the bounded strategy dominates in terms of optimally solved instances as well as runtimes and conflicts over the subsets of instances solved optimally with respect to all three strategies. The edge over plain CLASP without rewriting is particularly remarkable and amounts to 83 more optimally solved instances for Connected Still-Life, 26 for Crossing Minimization, 102 for Maximal Clique, and still 11 for Timetabling, considering that mixed-radix decompositions obtained via digit-wise sorting (without carry propagation) are not necessarily unique for the latter class. While the unbounded strategy also yields substantial improvements relative to plain CLASP, it incurs a significantly larger size increase that does not pay off by reducing search conflicts any further than the bounded approach, and thus does not lead to more optimally solved instances either. That is, the introduction of sorting programs and atoms for bounded unary numbers, capturing parts of optimization statements in separation, already suffices to counteract combinatorial explosion due to optimization statements to the extent feasible.

The five benchmark suites in the lower part of Table 1 stem from three classes, Bayesian Network Learning [20, 24] with samples from three data sets, Markov Network Learning [19, 25], and Curriculum-based Course Timetabling again. The corresponding instances feature non-unit weights amenable to mixed-radix rewrites, as presented in Section 3.4, which yield a unique mixed-radix decomposition of the sum of input weights. We denote this approach by “mr”, and in addition consider selective strategies based on matrix partitioning according to Section 3.3: limiting mixed-radix rewrites to a number $t$ of locally most significant digits per weight, indicated by “l1” for $t = 1$, “l2” for $t = 2$, and “l3” for $t = 3$, as well as “g7” dropping the $t = 7$ least significant digits to rewrite the globally most significant digits of each weight only. The baseline of plain CLASP without rewriting is again marked by “–”.

Regarding these approaches, we observe that the strategies denoted by “l2” and “l3”, focusing on locally most significant digits, constitute a good tradeoff between size increase and reduction of conflicts, which in turn leads to more optimally instances solved than other rewriting strategies and plain CLASP. In fact, full rewriting “mr” blows up size more than (additionally) facilitating search, the global strategy “g7” is not flexible enough to encompass all diverging non-unit weights in an optimization statement, and plain CLASP cannot draw on rewrites to learn more effective no-goods. This becomes particularly apparent on the Bayes Hailfinder instances, where “l2” and “l3” yield 13 more optimally solved instances than plain CLASP, 16 more than “mr”, and 17 more than “g7”. For the other classes, Markov Network and Timetabling, the distinction is less clear and amounts to singular instances separating the local strategies “l2” and “l3” from each other as well as plain CLASP or full mixed-radix rewriting “mr”, respectively.

In comparison to the bounded digit-wise sorting approach denoted by “64”, also applied to Timetabling in the upper part of Table 1, the best-performing strategy “l2” based on
mixed-radix rewrites leads to the same number of optimally solved instances, yet incurring two timeouts more. The latter observation indicates that the search of clasp does not truly benefit from the unique representation of a sum of weights in relation to just producing unary numbers capturing sums of digits. We conjecture that this is due to the non-monotonic character of residue programs, while sorting and merging programs map inputs to outputs in a monotonic fashion. This suggests trying alternative rewriting approaches that avoid residue programs while dealing with diverging non-unit weights, and such methods are future work.

5 Related Work

In previous work, we have addressed the normalization of cardinality rules [11] and weight rules [10], and this paper extends the investigation of rewriting techniques to optimization statements. While normalization allows for completely eliminating cardinality and weight rules, optimization rewriting maps one expression to another, where the introduced atoms and rules add structure that provides new opportunities for ASP solvers to learn no-goods, which may benefit solving performance.

Mixed-radix rewrites, as presented in Section 3.4, resemble the CNF encoding of PB expressions given in [21]. More recent translation methods [6, 10, 29] use so-called tares to simplify bound checking for mixed-radix decompositions of PB constraints, while tares are not meaningful for optimization statements that lack fixed bounds. The hybrid CNF encoding of cardinality constraints in [9] compensates weak propagation by (small) partial building blocks, which is comparable to the selective rewriting techniques in Section 3.3. Dynamic approaches to limit the size of CNF encodings of PB expressions, complementing selective rewriting strategies, include conflict-directed lazy decomposition [3], where digit-wise rewriting is performed selectively during search. A related strategy [2] consists of fully rewriting expressions deemed relevant in PB solving. Moreover, CNF encodings of PB optimization statements can be simplified when creating them incrementally during search [28]. In contrast to such dynamic approaches, we aim at preprocessing ASP optimization statements prior to solving. As a consequence, our rewriting techniques can be flexibly combined with different optimization strategies [22, 4].

6 Conclusions

Our work extends the scope of normalization methods, as originally devised for cardinality and weight rules, by developing rewriting techniques for optimization statements as well. In this context, sorting programs serve as basic building blocks for representing sums of unit weights or digits as unary numbers. When dealing with non-unit weights, merging unary numbers amounts to carry propagation, so that residues yield a unique mixed-radix decomposition of the sum of input weights. Our rewriting strategies can be applied selectively based on partitioning a vector of weights or a corresponding matrix, respectively. Such partial optimization rewrites allow for reducing the size needed to augment answer-set programs with additional structure in order to enhance the performance of ASP solvers.

Experiments with the ASP solver clasp showed substantially improved robustness of its model-guided optimization strategy, used by default, due to optimization rewriting. This particularly applies to benchmarks involving unit weights or moderately many groups of non-unit weights, respectively. Sorting here effectively counteracts the combinatorial explosion faced without rewriting, as no-goods over unary numbers capture much larger classes of interpretations than those stemming from optimization statements over comparably
specific atoms. Mixed-radix decompositions and carry propagation helped to improve solving performance for benchmarks with non-unit weights as well, yet not by the same amount as sorting equal weights, provided equal weights exist. We conjecture that this observation is related to the non-monotonic character of residue programs, and investigating alternative approaches avoiding them is part of future work. The latter also includes in-depth experiments with core-guided optimization strategies, which in preliminary tests seemed unimpaired by rewriting, neither positively nor negatively. Finally, our experiments indicated that selective rewriting techniques require significantly less size than full rewriting to reduce search conflicts equally well, so that predefining effective adaptive selection strategies is of interest.
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Abstract

Notions of justifications for logic programs under answer set semantics have been recently studied for atom-based approaches or argumentation approaches. The paper addresses the question in a rule-based answer set computation: the search algorithm does not guess on the truth or falsity of an atom but on the application or non-application of a non-monotonic rule. In this view, justifications are sets of ground rules with particular properties. Properties of these justifications are established; in particular the notion of blocking set (a reason incompatible with an answer set) is defined, that permits to explain computation failures. Backjumping, learning, debugging and explanations are possible applications.
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1 Introduction

Answer Set Programming (ASP) is a very convenient paradigm to represent knowledge in Artificial Intelligence and to encode Constraint Satisfaction Problems. It is also a very interesting way to practically solve them since some efficient solvers are available [18, 12, 5]. Usually, knowledge representation in ASP is done by means of first-order rules. But, most of the ASP solvers are propositional and they begin by an instantiation phase in order to obtain a propositional program from the first-order one. Furthermore, most of the ASP solvers are based on search algorithms where a choice point is on whether an atom is or is not in a model. But some other solvers like Gasp [15], ASPeRiX [10, 11] and OMiGA [3] are based on principles which do not need this preliminary instantiation of the first-order program: the rule-guided approach. The choice point of the search algorithm is on the application or the non-application of an on-the-fly instantiated rule.

Justifications in logic programs are intended to provide information about the reason why some property is true, in general why an atom is or is not part of an answer set. The

* This work was supported by ANR (National Research Agency), project ASPIQ under the reference ANR-12-BS02-0003.
main applications are to help users in understanding the program behavior and debugging it. Indeed, in diagnosis or decision systems, it can be important to understand why a decision is made or why a potential decision is not reached; or, in a debugging perspective, explain why an unintended solution is reached or why a given interpretation is not an answer set. Each related work addresses the problem from a specific viewpoint: for example, an atom-based approach using well-founded semantics for [16] and an argumentation framework with attacks and supports for [17]. [16] distinguishes off-line justification which is a reason for the truth value of an atom w.r.t. a given answer set (a complete interpretation) from on-line justification which is a reason for the truth value of an atom during the computation of an answer set and thus w.r.t. an incomplete interpretation.

The present work deals with on-line justification from a rule-based perspective: a justification is a set of rules with specific status, and truth values of atoms can remain undefined until the end of the computation. In on-line justifications, an interesting question is that of the failure of a computation. In practice, to explain the failures allows to help guide the search and can have direct applications in backjumping and learning. But justifications are interesting by themselves to explain (partial) results of a computation and to debug logic programs.

A rule based computation is a forward chaining process that builds a 3-valued interpretation \((IN, OUT)\) in which each atom can be true (belongs to \(IN\)), false (belongs to \(OUT\)) or undefined (belongs neither to \(IN\) nor to \(OUT\)). At each revision step, a ground rule is chosen to be applied or to be blocked. During this process, some “reasons” (sets of ground rules, each of them having some properties – “status” – w.r.t. the interpretation under construction) can be associated to atoms justifying their adding to the interpretation. From these first reasons, we are able to compute why an atom is undefined or why the computation fails. A blocking set is defined as a reason that justifies the failure of a computation: it is composed of the applied and blocked rules responsible of the failure. In practice, the blocking sets allow to prune the search tree.

There exist several works on justification [16, 17, 1] and debugging [6, 4, 2]. Papers about justification focus on the reason why some interpretation is an answer set (explanation of the truth values of atoms in an interpretation). To our knowledge, the two closest works are [16] and [17]. [16] encodes an explanation by a graph where the nodes are atoms (annotated “true” or “false”). Their justification is based on the well-founded semantics which determines negative atoms that can be “assumed” to be false (as opposed to atoms which are always false). This corresponds to the Smodels solving process. The approach of [17] is in argumentative terms. The ASP program is translated into a theory of argumentation. This allows the construction of arguments and attack relation on these arguments from which justifications can be computed. Justifications are also encoded by graphs: an attack tree of an argument is a graph where the nodes are arguments and the edges are attacks or supports between arguments. An argument-based justification is defined as a flattened version of the preceding tree: it is a set of support and attack relations between atoms. [1] proposes a construction of propositional formulas that encode provenance information for the logic program; justifications can then be extracted from these formulas.

On the other hand, the goal of the debugging systems is to explain why some interpretation is not an answer set, or why an interpretation, expected not to be an answer set, is an answer set and, eventually, to propose repairs of the program. [4] characterize inconsistency in terms of bridge rules: rules which need to be altered for restoring consistency, or combination of rules which causes inconsistency. [6] uses meta-programming technique in order to find semantic errors of programs, based on some types of errors. [2] also uses meta-programming
method to generate propositional formulas that encode provenance information and suggest repairs.

The paper is organized as follows. Section 2 gives some background about ASP. Section 3 presents the concept of computation: a constructive characterization of answer sets. In Section 4, notions of justifications and blocking sets are defined, and some of their properties are established. Section 5 concludes by some perspectives.

2 Answer Set Programming

A normal logic program is a set of rules like

\[ c \leftarrow a_1, \ldots, a_n, \text{not } b_1, \ldots, \text{not } b_m. \quad (n \geq 0, m \geq 0) \]

where \( c, a_1, \ldots, a_n, b_1, \ldots, b_m \) are atoms built from predicate symbols, constants, variables and function symbols. For a rule \( r \) (or by extension for a rule set), we note head\( (r) = c \) its head, body\( ^+(r) = \{ a_1, \ldots, a_n \} \) its positive body, body\( ^-(r) = \{ b_1, \ldots, b_m \} \) its negative body and body\( (r) = \text{body}^+(r) \cup \text{body}^-(r) \). When the negative body of a rule is not empty we say that this rule is non-monotonic. A ground substitution is a mapping from the set of variables to the set of the ground terms (terms without any variable). If \( t \) is a term (resp. a an atom) and \( \sigma \) a ground substitution, \( \sigma(t) \) (resp. \( \sigma(a) \)) is a ground instance of \( t \) (resp. \( a \)). A program \( P \) can be seen as an intensional version of the propositional program ground\( (P) = \bigcup_{r \in P} \text{ground}(r) \) where ground\( (r) \) is the set of all fully instantiated rules that can be obtained by substituting every variable in \( r \) by every constant of the Herbrand universe of \( P \). The set of generating rules [8] of an atom set \( X \) for a program \( P \), \( GR_P(X) \), is defined as \( GR_P(X) = \{ \sigma(r) \mid r \in P, \sigma \text{ is a ground substitution s.t. } \sigma(\text{body}^+(r)) \subseteq X \text{ and } \sigma(\text{body}^-(r)) \cap X = \emptyset \} \). A set of ground rules \( R \) is grounded if there exists an enumeration \( \{ r_1, \ldots, r_n \} \) of the rules of \( R \) such that \( \forall i \in [1..n], \text{body}^+(r_i) \subseteq \text{head} \{ r_j \mid j < i \} \). Then, \( X \) is an answer set of \( P \) (originally called a stable model [7]) if and only if \( X = \text{head}(GR_P(X)) \) and \( GR_P(X) \) is grounded.

3 Rule-based Answer Set Computation

In this section, a constructive characterization of answer sets for normal logic programs, based on a concept of ASPeRiX computation [9], is presented. This concept is itself based on an abstract notion of computation for ground programs proposed in [13]. The only syntactic restriction required is that every rule of a program must be safe. That is, all variables occurring in the rule occur also in its positive body. Moreover, every constraint (i.e. headless rule) is considered given with the particular head \( \bot \) and is also safe.

An ASPeRiX computation for a program \( P \) is defined as a process on a computation state based on a partial interpretation which is a pair \( \langle \text{IN}, \text{OUT} \rangle \) of disjoint atom sets included in the Herbrand base of \( P \). Intuitively, all atoms in \( \text{IN} \) belong to a search answer set and all atoms in \( \text{OUT} \) do not. The notion of partial interpretation defines different status for rules. If \( r \) is a rule, \( \sigma \) is a ground substitution and \( I = \langle \text{IN}, \text{OUT} \rangle \) is a partial interpretation: \( \sigma(r) \) is supported w.r.t. \( I \) when \( \text{body}^+(\sigma(r)) \subseteq \text{IN}, \sigma(r) \text{ is blocked w.r.t. } I \) when \( \text{body}^-(\sigma(r)) \cap \text{IN} \neq \emptyset, \sigma(r) \text{ is unblocked w.r.t. } I \) when \( \text{body}^-(\sigma(r)) \subseteq \text{OUT} \), and \( r \) is applicable with \( \sigma \) w.r.t. \( I \) when \( \sigma(r) \) is supported and not blocked.1

1 The negation of blocked, not blocked, is different from unblocked.
An ASPeRiX computation is a forward chaining process that instantiates and fires one unique rule at each iteration according to two kinds of inference: a monotonic step of propagation and a nonmonotonic step of choice. To fire a rule means to add the head of the rule in the set IN. If P is a set of first order rules, I is a partial interpretation and R is a set of ground rules: \( \Delta_{prop}(P, I, R) = \{(r, \sigma) \mid r \in P, \sigma \) is a ground substitution s.t. \( \Delta_{prop}(P, I, R) \) is supported and unblocked w.r.t. I, and \( \sigma(r) \not\in R \), \( \Delta_{cho}(P, I, R) = \{(r, \sigma) \mid r \in P, \sigma \) is a ground substitution s.t. \( \Delta_{cho}(P, I, R) \) is applicable w.r.t. I and \( \sigma(r) \not\in R \)\}. These sets contain pairs \( (r, \sigma) \) but, for simplicity, we sometimes consider they contain ground rules \( \sigma(r) \). They are used in the following definition of an ASPeRiX computation. The specific case of constraints (rules with \( \perp \) as head) is treated by adding \( \perp \) to OUT set. By this way, if a constraint is fired (violated), \( \perp \) should be added to IN and thus, \( \langle IN, OUT \rangle \) would not be a partial interpretation. The sets \( R^{app} \) and \( R^{exc} \) represent the ground rules that are respectively fired and excluded during the computation.

\[ \text{Definition 1 (ASPeRiX Computation).} \]

Let \( P \) be a first order normal logic program. An ASPeRiX computation for \( P \) is a sequence \( \langle R_i, K_i, I_i \rangle \)\) of ground rule sets pairs \( R_i = \langle R_i^{app}, R_i^{exc} \rangle \), ground rule sets \( K_i \) and partial interpretations \( I_i = \langle IN_i, OUT_i \rangle \) that satisfies the following conditions:

- \( R_0 = \langle \emptyset, \emptyset \rangle \), \( K_0 = \emptyset \) and \( I_0 = \langle \emptyset, \{ \perp \} \rangle \),
- (Revision) 4 possible cases:
  - (Propagation) \( r_i = \sigma(r) \) for \( (r, \sigma) \in \Delta_{prop}(P, I_{i-1}, R_{i-1}^{app}) \), \( R_i = (R_{i-1}^{app} \cup \{ r_i \}, R_{i-1}^{exc}) \), \( K_i = K_{i-1} \), and \( I_i = \langle IN_{i-1} \cup \{ \text{head}(r_i) \}, OUT_i \rangle \)
  - or (Rule choice) \( \Delta_{prop}(P \cup K_{i-1}, I_{i-1}, R_{i-1}^{app}) = \emptyset \), \( r_i = \sigma(r) \) for \( (r, \sigma) \in \Delta_{cho}(P, I_{i-1}, R_{i-1}^{app} \cup R_{i-1}^{exc}) \), \( R_i = (R_{i-1}^{app} \cup \{ r_i \}, R_{i-1}^{exc}) \), \( K_i = K_{i-1} \), and \( I_i = \langle IN_{i-1} \cup \{ \text{head}(r_i) \}, OUT_{i-1} \cup \text{body}^-(r_i) \rangle \)
  - or (Rule exclusion) \( \Delta_{prop}(P \cup K_{i-1}, I_{i-1}, R_{i-1}^{app}) = \emptyset \), \( r_i = \sigma(r) \) for \( (r, \sigma) \in \Delta_{cho}(P, I_{i-1}, R_{i-1}^{app} \cup R_{i-1}^{exc}) \), \( R_i = (R_{i-1}^{app} \cup R_{i-1}^{exc} \cup \{ r_i \}), K_i = K_{i-1} \cup \{ \perp \leftarrow \bigcup_{b \in \text{body}^-(r_i)} \text{not } b. \} \)
  - or (Stability) \( R_i = R_{i-1}, K_i = K_{i-1} \) and \( I_i = I_{i-1} \). If \( \exists i \geq 0, \Delta_{cho}(P \cup K_i, I_i, R_i^{app} \cup R_i^{exc}) = \emptyset \), then the computation is said to converge\(^2\) to the set \( IN_\infty = \bigcup_{i=0}^{\infty} IN_i \).

Revision by (Rule exclusion) is not necessary to characterize answer sets. It adds the possibility to block a rule from \( \Delta_{cho} \) instead of firing it. To block a rule is to add a constraint with the negative atoms of the rule body. This possibility restricts rule choice in \( \Delta_{cho} \) and thus forbids some computations: if a ground rule \( r \) is blocked, the computation can only converge to an answer set whose generating rules do not contain \( r \). It is only useful for having a correspondence between theoretical computations and practical search trees.

\[ \text{Example 2.} \]

Let \( P_2 \) be the following program:

\( R_1 : v(1). \quad R_2 : v(2). \quad R_3 : v(3). \quad R_4 : \text{green}(4). \quad R_5 : \text{edge}(1, 3). \quad R_6 : \text{edge}(3, 4). \quad R_7 : \text{red}(X) \leftarrow v(X), \text{not green}(X). \quad R_8 : \perp \leftarrow \text{edge}(X, Y), \text{red}(X), \text{red}(Y). \quad R_9 : \perp \leftarrow \text{edge}(X, Y), \text{green}(X), \text{green}(Y). \quad R_{10} : \perp \leftarrow \text{edge}(X, Y), \text{green}(X), \text{green}(Y). \)\]

\(^2\) Convergence is not always assured due to function symbols. The problem can be fixed by limiting the nesting of function symbols.
The following sequence is an ASPeRiX computation for $P_2$:

$I_0 = (\emptyset, \{ \bot \})$

(Propagation)

$r_1 = v(1), (R_1, 0) \in \Delta_pro(P_2, I_0, \emptyset)$

$I_1 = \{(v(1)), \{ \bot \}\}$

Steps 2 to 6 are similar; facts of the program are added to IN set by propagation.

$I_6 = \langle \{v(1), v(2), v(3), green(4), edge(1,3), edge(3,4)\}, \{ \bot \}\rangle$

(Rule choice) $\Delta_pro(P_2, I_6, \{r_1, \ldots, r_6\}) = \emptyset$

$r_7 = red(1) \leftarrow v(1), not\ green(1). (R_7, \{X \leftarrow 1\}) \in \Delta_cho(P_2, I_6, \{r_1, \ldots, r_6\})$

$I_7 = \langle \{v(1), v(2), v(3), red(1), green(4), edge(1,3), edge(3,4)\}, \{ \bot, green(1)\}\rangle$

(Rule choice) $\Delta_pro(P_2, I_7, \{r_1, \ldots, r_7\}) = \emptyset$

$r_8 = red(2) \leftarrow v(2), not\ green(2). (R_7, \{X \leftarrow 2\}) \in \Delta_cho(P_2, I_7, \{r_1, \ldots, r_7\})$

$I_8 = \langle \{v(1), v(2), v(3), red(1), red(2), green(4), edge(1,3), edge(3,4)\}, \{ \bot, green(1), green(2)\}\rangle$

(Rule choice) $\Delta_pro(P_2, I_8, \{r_1, \ldots, r_8\}) = \emptyset$

$r_9 = red(3) \leftarrow v(3), not\ green(3). (R_8, \{X \leftarrow 3\}) \in \Delta_cho(P_2, I_8, \{r_1, \ldots, r_8\})$

$I_9 = \langle \{v(1), v(2), v(3), red(1), red(2), red(3), green(4), edge(1,3), edge(3,4)\}, \{ \bot, green(1), green(2), green(3)\}\rangle$

(R8, {X ← 1, Y ← 3}) ∈ Δcho(P2, I9, {r1, . . . , r9}) but r10 = (⊥ ← edge(1,3), red(1), red(3)) cannot be applied by (Propagation) because its head, ⊥, is already in the OUT set. The computation does not converge, it is “blocked”: the only possible revision is stability.

If the rule $r_7 = (green(1) ← v(1), not\ red(1))$ instead of $(red(1) ← v(1), not\ green(1))$ with $(R_6, \{X \leftarrow 1\}) \in \Delta_cho(P_2, I_6, \{r_1, \ldots, r_6\})$ has been chosen at step 7, other steps being the same, then

$I_9 = \langle \{v(1), v(2), v(3), green(1), red(2), red(3), green(4), edge(1,3), edge(3,4)\}, \{ \bot, green(2), green(3)\}\rangle$

$\Delta_pro(P_2, I_9, \{r_1, \ldots, r_9\}) = \emptyset, \Delta_cho(P_2, I_9, \{r_1, \ldots, r_9\}) = \emptyset$

$I_{10} = I_9$

This last ASPeRiX computation converges to the set \{v(1), v(2), v(3), green(1), red(2), red(3), green(4), edge(1,3), edge(3,4)\} which is an answer set for $P_2$.

The following theorem establishes a connection between the results of any ASPeRiX computation which converges and the answer sets of a normal logic program.

Theorem 3. [9] Let $P$ be a normal logic program and $X$ be an atom set. Then, $X$ is an answer set of $P$ if and only if there is an ASPeRiX computation $S = (R_i, K_i, I_i)_{i=0}^\infty$, $I_i = (IN_i, OUT_i)$, for $P$ such that $S$ converges and $IN_\infty = X$.

Let us note that in order to respect the revision principle of an ASPeRiX computation each sequence of partial interpretations must be generated by using the propagation inference based on rules from $\Delta_pro$ as long as possible before using the choice based on $\Delta_cho$ in order to fire a nonmonotonic rule. Then, because of the non determinism of the selection of rules from $\Delta_cho$, the natural implementation of this approach leads to a usual search tree where, at each node, one has to decide whether or not to fire a rule chosen in $\Delta_cho$. Persistence of applicability of the nonmonotonic rule chosen by (Rule choice) to be fired is ensured by adding to the OUT set all ground atoms from its negative body. On the other branch, where the rule is not fired (Rule exclusion), the translation of its negative body into a new constraint ensures that it becomes impossible to find later an answer set in which this rule is not blocked.
4 Justifications and Blocking Sets

In an ASPeRiX computation, now simply called computation, a reason is a justification of some property. For instance, the property could be that some atom a belongs to IN (resp. OUT), or that a is undetermined (neither into the IN nor into the OUT sets), or that a constraint c belongs to the K set, or that the computation does not converge. A reason is defined as a set of numbered ground rules (numbered rules used for (Revision) in a computation). These rules are those responsible of the satisfaction of the property.

4.1 Reasons of atoms and rules

4.1.1 Reasons of the atoms in IN or OUT sets and of the constraints

We define in this section how reasons of atoms and rules are calculated in a computation: reasons why an atom is added to the IN or OUT sets and reasons why a rule is added to a program. In practice, only constraints are added during the search (to the K set) but it is easier to define reasons for all ground rules (included those issued from the initial program).

Rules from $P$. To each instance of rule and constraint of the initial program reason $\{r_0\}$ is associated where $r_0$ is a new constant with number 0. For every rule instance $r$ of the initial program, $\text{reason}(r, S) = \{r_0\}$.

(Propagation) step. During the (Propagation) step, the head of a ground rule $r_i$ is added to the $IN_i$ set because the rule is supported and unblocked: all the atoms of the positive body belong to $IN_{i-1}$ and all the atoms of the negative body belong to $OUT_{i-1}$. The reason of the adding of $\text{head}(r_i)$ to the $IN_i$ set is the set of reasons why the atoms of the body are in the partial interpretation plus the rule itself: $\text{reason}(\text{head}(r_i), S) = \bigcup_{a \in \text{body}(r_i)} \text{reason}(a, S) \cup \{r_i\}$.

(Rule choice) step. During a (Rule Choice), a rule $r_i$ is chosen to be unblocked and the atoms of the negative body of the rule are added to the $OUT_i$ set with the only justification being that $r_i$ has been arbitrary unblocked: $\text{reason}(a, S) = \{r_i\}$, for all $a \in \text{body}^- (r_i) \setminus OUT_{i-1}$.

During the same step, the head of $r_i$ is added to the $IN_i$ set (since $r_i$ is henceforth supported and unblocked). The justification is the same as that in (Propagation) step (except that the rule is only non blocked at step $i - 1$ and becomes unblocked only at step $i$): $\text{reason}(\text{head}(r_i), S) = \bigcup_{a \in \text{body}(r_i)} \text{reason}(a, S) \cup \{r_i\}$.

(Rule exclusion) step. During a (Rule exclusion) step, where a rule $r_i$ is chosen to be blocked, a constraint is added to the $K_i$ set. To such a constraint, generated to block the chosen rule $r_i$, is associated the reason $\{r_i\}$ since this arbitrary choice is only justified by itself: $\text{reason}(\bot \leftarrow \text{body}^- (r_i), S) = \{r_i\}$.

Example 4 (Example 2 continued). Reason of instances of rules $R_1$ to $R_{10}$ is $\{r_0\}$. At propagation step 1, $v(1)$ is added to $IN$ with reason $\{r_1\}$. Then at choice step 7, when the rule $r_7 = (\text{red}(1) \leftarrow v(1), \text{not green}(1),)$ is chosen to be unblocked, $\text{green}(1)$ is added to $OUT$ with reason $\{r_7\}$ and $\text{red}(1)$ is added to $IN$ with reason $\{r_1, r_7\}$. If the rule $r_7$ was excluded instead of being chosen, the constraint $(\bot \leftarrow \text{not green}(1).)$ would be added to the $K$ set with the reason $\{r_7\}$ (cf. Figure 1).
\begin{figure*}[ht]
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\includegraphics[width=\textwidth]{search-tree.png}
\caption{Part of the search tree for the program $P_2$ of Example 2. At each node, left branch is (Rule choice) and right branch is (Rule exclusion). Each branch corresponds to a computation. Adding atom $a$ to IN set with reason $R$ is symbolized by $+ a \, R$, and adding $a$ to OUT set with reason $R$ is symbolized by $- a \, R$.}
\end{figure*}
4.1.2 Reasons of the undetermined atoms

In a computation, the interpretation $\langle IN, OUT \rangle$ may remain partial until the end of the sequence. If an atom $a_0$ is undetermined (i.e., not in the $IN$ nor in the $OUT$ sets), it is only known that $a_0$ cannot be proven. Intuitively, if $a_0$ cannot be proven it is because no ground rule concluding $a_0$ can be fired. Then, it has to be determined why a rule has never been fired along the sequence of a computation.

Let $S = \langle R_i, K_i, I_i \rangle_{i=0}^k$ be a computation prefix with $I_i = \langle IN_i, OUT_i \rangle$ and $R_i = \langle R_i^{app}, R_i^{exc} \rangle$, and $r$ be a ground rule which has not been fired during the computation: $r \not\in R_i^{app}$. The reason why $r$ has not been fired may be: (i) There is an atom $a$ from its positive body which is in the $OUT_k$ set and then prevents the rule from being supported; or (ii) there is an atom $a$ from its negative body which is in the $IN_k$ set and then blocks the rule. For such an atom $a$, a reason why the rule $r$ is not applicable is the reason why $a$ belongs to the $IN_k$ set (resp. $OUT_k$).

Another possible reason why $r$ has not been fired may be that (iii) there is an atom $a$ from its positive body which is undetermined, i.e., it belongs neither to the $IN_k$ set nor to the $OUT_k$ set and, again, prevents the rule from being supported. In this case, a reason why $r$ is not applicable is the reason why $a$ is undetermined.

Finally, if $r$ has not been fired despite it was applicable, it means that the rule has been chosen for (Rule exclusion), and then blocked by adding a constraint to the $K$ set. In this case, the reason why the rule $r$ is not applicable is simply the reason of this constraint, i.e., this arbitrary choice to exclude $r$.

► Example 5. Let $I_k = \langle \{x\}, \{c, d\} \rangle$, $a$ be a non provable atom, and $r_1 = (a \leftarrow y, \text{not } c.)$ and $r_2 = (a \leftarrow x, \text{not } b, \text{not } d.)$ be the only two ground rules concluding $a$.

Atom $a$ is not provable because, firstly, $r_1$ is not supported (due to undetermined atom $y$) and thus cannot be fired, and, secondly, $r_2$ has not been fired despite it is applicable. Then $r_2$ has necessarily been chosen for (Rule exclusion) and thus blocked by adding the constraint $(\bot \leftarrow \text{not } b, \text{not } d.)$ to the $K$ set. Finally, $a$ has failed to be proven because the undetermined atom $y$ prevents $r_1$ from being supported, and $(\bot \leftarrow \text{not } b, \text{not } d.)$ blocks $r_2$. The reason of undetermined atom $a$ will be the union of the reason of undetermined atom $y$ in $S$ and $\text{reason}(\bot \leftarrow \text{not } b, \text{not } d., S)$.

In the following definition, a reason of an undetermined atom $a$ is defined with respect to a sequence $T = \langle R_i, Atoms_i, Reas_i \rangle_{i=0}^\infty$. The idea is the following. For each $i$, $Atoms_i$ is the set of undetermined atoms for which a reason has to be defined, it is then initialized with $\{a\}$. For each ground rule $r$ whose head is in $Atoms_i$, we have to determine a reason for which $r$ has not been fired. At each step $i$, such a rule $r_i$ is chosen, and a reason for which it has not been fired is determined and added to the $Reas_i$ set. If this reason involves another undetermined atom $b$, $b$ is added to the $Atoms_i$ set. $R_i$ is the set of ground rules already treated at step $i$, thus the sequence converges when all ground rules whose head is in $Atoms_i$ are treated.

If $P$ is a program and $a$ is an atom, $hrule(a, P) = \{ r \in \text{ground}(P) \mid \text{head}(r) = a \}$.

► Definition 6 (Reason of undetermined atoms). Let $P$ be a program, $S=\langle R_i, K_i, I_i \rangle_{i=0}^n$ be a computation prefix with $I_n = \langle IN_n, OUT_n \rangle$, and $a$ be an undetermined atom: $a \not\in IN_n \cup OUT_n$. A reason of undetermined atom $a$, denoted $reason_{und}(a, S)$, is defined with respect to a sequence $T = \langle R_i, Atoms_i, Reas_i \rangle_{i=0}^\infty$ where for each $i$, $R_i$ is a set of ground rules, $Atoms_i$ is an atomset, and $Reas_i$ is a set of ground rules, that satisfies the following conditions:
\( R_0 = \emptyset, \text{Atoms}_0 = \{ a \}, \text{Reas}_0 = \{ r_0 \} \)

\( \forall i > 0, r_i \in \bigcup_{at \in \text{Atoms}_{i-1}} \text{hrule}(at, P) \setminus R_{i-1} \) and satisfies one of the following conditions:

(i) \( \exists l \in (\text{body}^+(r_i) \cap \text{OUT}_n) \),

or (ii) \( \exists l \in (\text{body}^-(r_i) \cap \text{IN}_n) \)

Then, \( R_i = R_{i-1} \cup \{ r_i \}, \text{Atoms}_i = \text{Atoms}_{i-1}, \text{Reas}_i = \text{Reas}_{i-1} \cup \text{reason}(l, S) \)

or (iii) \( \exists l \in (\text{body}^+(r_i) \setminus (\text{IN}_n \cup \text{OUT}_n)) \),

Then, \( R_i = R_{i-1} \cup \{ r_i \}, \text{Atoms}_i = \text{Atoms}_{i-1} \cup \{ l \}, \text{Reas}_i = \text{Reas}_{i-1} - \{ r_i \} \)

or (iv) \( \exists \text{const} \in K \) such that \( \text{const} \in (\bot \leftarrow \bigcup_{b \in \text{body}^{-}(r_i)} \text{not } b.) \)

and \( \text{reason(const, S)} = \{ r_i \} \)

Then, \( R_i = R_{i-1} \cup \{ r_i \}, \text{Atoms}_i = \text{Atoms}_{i-1}, \text{Reas}_i = \text{Reas}_{i-1} \cup \text{reason(const, S)} \)

or (v) \( R_i = R_{i-1}, \text{Atoms}_i = \text{Atoms}_{i-1}, \text{Reas}_i = \text{Reas}_{i-1} \)

(Convergence) \( \exists i \geq 0, R_i = \bigcup_{at \in \text{Atoms}_{i-1}} \text{hrule}(at, P) \)

The sequence \( T = \langle R_i, \text{Atoms}_i, \text{Reas}_i \rangle_{i=0}^{\infty} \) is said to converge with \( \text{Reas}_\infty = \bigcup_{i=0}^{\infty} \text{Reas}_i \). Then, \( \text{reason}_{\text{und}}(a, S) = \text{Reas}_\infty \).

### 4.2 Blocking sets

Each rule \( r \) from a reason \( \text{Reason} \) can be of three types according to what justifies \( r \) to belong to the reason: it can be into the reason in order to justify the truth of its head \((\text{Reason}_{\text{dec}})\), in this case \( r \) has been fired at a (Propagation) or (Rule choice) step and \( r \in \text{reason(head(r), S)} \subseteq \text{Reason}; \) or \( r \) can be into the reason in order to justify the falsity of an atom from its negative body \((\text{Reason}_{\text{block}})\), in this case \( r \) has been unblocked at a (Rule choice) step and, for \( l \in \text{body}^{-}(r) \), \( \{ r \} = \text{reason(l, S)} \subseteq \text{Reason}; \) or \( r \) can be into the reason in order to justify an undetermined atom \((\text{Reason}_{\text{und}})\), in this case \( r \) has been blocked at a (Rule exclusion) step by adding a constraint \( c \) and \( \{ r \} = \text{reason(c, S)} \subseteq \text{Reason}. \)

**Definition 7 (Reason types).** Let \( P \) be a program, \( S = \langle K, R_i, I_i \rangle_{i=0}^{\infty} \) be a computation prefix for \( P \) with \( R_i = \langle R_i^{\text{app}}, R_i^{\text{excl}} \rangle \), and \( \text{Reason} \) be a set of numbered rules.

\( \text{Reason}_{\text{dec}} = \{ r_i \in \text{Reason} \cap R_i^{\text{app}} \mid \text{reason(head(r_i), I_i)} \subseteq \text{Reason} \} \)

\( \text{Reason}_{\text{block}} = \{ r_i \in \text{Reason} \cap R_i^{\text{app}} \mid \text{reason(head(r_i), I_i)} \notin \text{Reason} \} \)

\( \text{Reason}_{\text{und}} = \text{Reason} \cap R_i^{\text{excl}} \)

**Example 8 (Example 4 continued).** Consider \( \text{Reason} = \{ r_7 \} \), the reason of \( \text{green}(1) \), \( r_7 \in R^{\text{app}} \) and \( r_7 \in R^{\text{block}} \) because \( \text{reason(head(r_7))} = \text{reason(red(1))} = \{ r_7, r_7 \} \notin \text{Reason} \). But if we consider \( \text{Reason} = \{ r_1, r_7 \} \), the reason of \( \text{red}(1) \), \( r_7 \in R^{\text{app}} \) and \( r_7 \in R^{\text{excl}} \) because \( \text{reason(head(r_7))} \subseteq \text{Reason} \). In the first case, \( r_7 \) is the reason why the rule is unblocked while in the second case \( r_7 \) belongs to the reason because it is fired.

In a computation \( S \) which converges to an answer set \( X = \text{IN}_\infty \), the set of fired rules \( R^{\text{app}} \) coincides with the generating rules of \( X \), \( \text{GR}(X) \), and \( X = \text{head}(\text{GR}(X)) \). A reason is a subset of the fired and excluded rules in a computation. For an answer set to be compatible with a reason it must be established that (1) the rules from \( R^{\text{app}} \) that belong to the reason because they are fired in the computation are generating rules of \( X \), (2) the rules from \( R^{\text{app}} \) that belong to the reason because they are not blocked in the computation are not blocked w.r.t. \( X \) (regardless of whether or not supported w.r.t. \( X \)), (3) the rules from \( R^{\text{excl}} \) that belong to the reason are blocked w.r.t. \( X \) (again, regardless of whether or not supported).
Definition 9 (Compatible). Let $P$ be a program, $S = \langle K_i, R_i, I_i \rangle_{i=0}^k$ be a computation prefix for $P$ with $R_k = (R_k^{pp}, R_k^{exc})$, and $Reas$ be a set of ground rules such that $Reas \subseteq R_k^{pp} \cup R_k^{exc} \cup \{r_0\}$.

An atom set $X$ is compatible with $Reas$ if
\[
\forall r \in Reas^\text{block}, \text{body}^-(r) \cap X = \emptyset
\]
\[
\forall r \in Reas^\text{decl}, \text{body}^-(r) \cap X \neq \emptyset
\]

The rules belonging to a reason are those responsible of the satisfaction of some property. For instance, the property could be that some atom $a$ belongs to $IN$ (resp. $OUT$), or that $a$ is undetermined, or that the computation does not converge. For a reason to be a real reason of a computation property, each answer set $X$ compatible with the reason must satisfy this property. For instance, Theorem 14 of Section 4.3.1 says that each answer set $X$ compatible with some reason $Reas$, then we say that $Reas$ is a blocking set.

Definition 10 (Blocking set). Let $P$ be a program, $S = \langle K_i, R_i, I_i \rangle_{i=0}^k$ be a computation prefix for $P$ with $R_k = (R_k^{pp}, R_k^{exc})$ and $Reas$ be a set of ground rules such that $Reas \subseteq R_k^{pp} \cup R_k^{exc} \cup \{r_0\}$. $Reas$ is a blocking set if there is no answer set $X$ for $P$ compatible with $Reas$.

Example 11 (Example 8 continued). Consider the sequence $S = \langle K_i, R_i, I_i \rangle_{i=0}^9$ with $R_9^{pp} = \{r_1, \ldots, r_9\}$. $Reas = \{r_1, r_3, r_6, r_7, r_9\}$ is a blocking set: $Reas \subseteq Reas^\text{decl}$ and there is no answer set $X$ such that $Reas \subseteq GR_P(X)$ since if $r_7$ and $r_9$ are generating rules, vertices 1 and 3 are red and the constraint ($\bot \leftarrow \text{edge}(1,3), \text{red}(1), \text{red}(3)$) is a generating rule too. Note that $r_0$ has no impact on blocking sets and thus $Reas \cup \{r_0\}$ is a blocking set too.

4.3 Failures

In a concrete calculation of answer sets, the search process can be represented by a search tree where the nodes are “guesses” about supported rules to be unblocked (Rule choice) or blocked (Rule exclusion). In such a tree, each branch corresponds to a computation prefix which converges (success branch) or not (failure branch). In case of failure, some backtrack must be done in order to explore another branch. Figure 1 illustrates a part of the search tree of Example 2.

The failures presented here correspond to the computations (branches) that do not converge. The first case, blocked prefix, corresponds to branches where no revision is available. The second case, failure combination, corresponds to a node where the two branches fail.

4.3.1 Blocked computations

A computation prefix is blocked if the computation does not converge and the only possible revision is stability. A computation can be blocked in two cases: either a contradiction is detected by the (Propagation) step (there is a rule $r_i$ which is supported and unblocked but it cannot be fired because its head is already into the $OUT$ set\(^3\)), either there is no more applicable rule but there is at least a non satisfied constraint (i.e. supported and not blocked). Note that all other applicable rules can be chosen by (Rule choice) or, if the head is already in the $OUT$ set, by (Rule exclusion). Thus, a computation cannot be blocked due to an applicable rule other than a constraint.

\(^3\) For the computation to be blocked, we impose in Definition 12 that all rules from $\Delta_{pre}$ cannot be fired. But in practice it suffices than one rule from $\Delta_{pre}$ cannot be fired in order to ensure the failure.
Definition 12 (Blocked Prefix and Failure Reason). Let $P$ be a program, $S = \langle K_i, R_i, I_i \rangle_{i=0}^k$ be a prefix of a computation for $P$ with $R_i = (P^{\text{app}}_i, R_i^{\text{excl}})$ and $I_i = (IN_i, OUT_i)$. $S$ is said to be blocked if $S$ satisfies one of the following conditions. In each case, a failure reason due to a ground rule $rf$, noted $\text{reason}_{\text{fail}}(S, rf)$, is defined.

(Propagation failure) $\Delta_{\text{pro}}(P \cup K_k, I_k, R_k^{\text{ppp}}) \neq \emptyset$

$\forall r \in \Delta_{\text{pro}}(P \cup K_k, I_k, R_k^{\text{ppp}}), \text{head}(r) \in \text{OUT}_k$

$\text{reason}_{\text{fail}}(S, rf) = \bigcup_{a \in \text{body}(rf)} \text{reason}(a, S) \cup \text{reason}(\text{head}(rf), S)$

with $rf \in \Delta_{\text{pro}}(P \cup K_k, I_k, R_k^{\text{ppp}})$

or (Non satisfied constraint) $\Delta_{\text{pro}}(P \cup K_k, I_k, R_k^{\text{ppp}}) = \emptyset$

$\Delta_{\text{cho}}(P, K_k, I_k, R_k^{\text{ppp}}) \neq \emptyset$

$\Delta_{\text{cho}}(K_k, I_k, R_k^{\text{ppp}} \cup R_k^{\text{excl}}) \neq \emptyset$

$\text{reason}_{\text{fail}}(S, rf) = \text{reason}(rf, S) \cup \bigcup_{a \in \text{body}(rf) \cap \text{OUT}_k} \text{reason}(a, S) \cup \bigcup_{a \in \text{body}(rf) \cap \text{OUT}_k} \text{reason}_{\text{und}}(a, S)$

with $rf \in \Delta_{\text{cho}}(K_k, I_k, R_k^{\text{ppp}} \cup R_k^{\text{excl}})$

In the first case, there exists at least a rule $rf \in \Delta_{\text{pro}}(P \cup K_k, I_k, R_k^{\text{ppp}})$ with $\text{head}(r) \in \text{OUT}_k$, the reason of the contradiction is the reason why $rf$ is supported and unblocked, the reason of the rule itself (which is $\{r_0\}$ if it is not a constraint added by (Rule Exclusion)) and the reason why $\text{head}(rf)$ is in the $\text{OUT}_k$ set.

In the second case, there exists at least a non satisfied constraint $c$, the reason of this failure is the set of reasons which make the constraint not blocked (such a constraint from $K$ set has an empty positive body). Note that the constraint is not blocked ($\text{body}(c) \cap \text{IN}_k = \emptyset$) but not unblocked ($\text{body}(c) \not\subseteq \text{OUT}_k$) otherwise it would have been fired during the propagation step.

Hence, there is at least an atom in the negative body whose status remained undetermined.

Example 13 (Example 2 continued). The sequence $S = \langle K_i, R_i, I_i \rangle_{i=0}^9$ is a blocked prefix (see the left most branch of the tree of Figure 1): $\langle R_9, \{X \leftarrow 1, Y \leftarrow 3\} \rangle \in \Delta_{\text{pro}}(P_2, I_0, \{r_1, \ldots, r_9\})$ and $r_{10} = (\perp \leftarrow \text{edge}(1,3), \text{red}(1), \text{red}(3),) \text{ but } \text{head}(r_{10}) = \perp \notin \text{OUT}$. $\text{reason}_{\text{fail}}(S, r_{10}) = \text{reason}(\text{edge}(1,3), S) \cup \text{reason}(\text{red}(1), S) \cup \text{reason}(\text{red}(3), S) \cup \text{reason}(r_{10}, S) \cup \text{reason}(\perp, S) = \{r_0, r_1, r_3, r_5, r_7, r_9\}$.

Properties of a blocked computation prefix can then be established. The following theorem says that a reason $RU$ of an undetermined atom $a$ (see Def. 6) is a real justification of the non provability of $a$: a cannot belong to an answer set compatible with $RU$.

Theorem 14. Let $P$ be a program, $S = \langle K_i, R_i, I_i \rangle_{i=0}^k$ be a blocked computation prefix for $P$, $a$ be an atom such that $a \notin (\text{IN}_k \cup \text{OUT}_k)$, and $RU$ be a reason of the undetermined atom $a$. For all answer set $X$ compatible with $RU$, $a \notin X$.

Example 15. Consider the branch leading to the third leaf of the tree of Figure 2. green(3) is undetermined because of $r'_{10}$ (Rule exclusion), and $\text{reason}_{\text{und}}(\text{green}(3)) = \{r_0, r'_{10}\}$. Theorem 14 guarantees that for all answer set $X$ such that $r'_{10}$ is blocked, green(3) $\notin X$.

The failure reason $RF$ of a blocked computation prefix is also a real justification of failure: there is no answer set compatible with $RF$.

Theorem 16. Let $P$ be a program, $S$ be a blocked prefix of a computation and $RF$ be a failure reason for $S$. $RF$ is a blocking set.

Example 17 (Example 13 continued). $\text{reason}_{\text{fail}}(S, r_{10}) = \{r_0, r_1, r_3, r_5, r_7, r_9\}$ is a blocking set (see Example 11). This means that the corresponding steps of the computation are those responsible of the failure. Other revision steps, for instance the (Propagation) $r_4 = (\text{green}(4),)$ or the (Rule choice) $r_8 = (\text{red}(2) \leftarrow v(2),$ not green(2),) have nothing to do with this failure.
4.3.2 Failure combination

We call choice points the steps of a computation $S$ where (Rule choice) or (Rule exclusion) are used. In practice, they correspond to nodes in a search tree. If $r_i$ and $r_j$ are numbered rules, $r_i < r_j$ iff $i < j$. If $R$ is a set of numbered rules, $\max(R) = r$ iff for all $r_i \in R$, $r_i \leq r$, and $R_{<r_i} = \{ r \in R \mid r < r_i \}$. If $P$ is a program, $S = (K_i, R_i, I_i)$ is a computation prefix for $P$ with $R_i = \langle R_i^{\text{app}}, R_i^{\text{excl}} \rangle$, and Reason is a set of numbered rules, choicePoints$(S) = \{ r_i \in R_i^{\text{app}} \cup R_i^{\text{excl}} \mid i \in [1 \ldots n], \Delta_{\text{pro}}(P \cup K_{i-1}, I_{i-1}, R_i^{\text{app}}) = 0 \}$ are the ground rules $r_i$ used for choice points in $S$, choicePoints$(\text{Reason}, S) = \text{Reason} \cap \text{choicePoints}(S)$ is the restriction of the preceding set to the rules belonging to some reason $\text{Reason}$ and lastChoicePoint$(\text{Reason}, S) = \max(\text{choicePoints}(\text{Reason}, S))$ is the last rule (the rule with the greatest number) from $\text{Reason}$ used for a choice point in $S$.

Suppose two computations that do not converge and that are the same up to a choice point $lc$. At this step, the computations differ: one uses rule $r_{lc}$ (Rule choice) and the other use the same rule for (Rule exclusion). If $r_{lc}$ is the last choice point involved in the two failure reasons, then we can conclude that this rule $r_{lc}$ is not implicated in the failure: the rule can be applied or excluded (thus, to be a generating rule or not), the computation fails in both cases. So, the failure exists prior to this choice point $lc$. A new failure reason can be defined by joining the two failure reasons and restricting them to the rules involved in the computation at a step preceding $lc$. If the greatest numbered rule of this new failure reason is $r_k$, then we can conclude that the computation prefix ending at step $k$ will fail too: it is a failure prefix.

▶ Definition 18 (Failure Prefix and Failure Reason). Let $P$ be a program. A failure prefix of a computation $S$ and a failure reason for this prefix are defined as follows:
1. A blocked prefix is a failure prefix and its failure reason is defined as in Definition 12.
2. Let $S_1 = (K_1, R_1, I_1)$ and $S_2 = (K_2, R_2, I_2)$ be two failure prefix of computation for $P$ with $R_1 = \langle R_1^{\text{app}}, R_1^{\text{excl}} \rangle$ and $R_2 = \langle R_2^{\text{app}}, R_2^{\text{excl}} \rangle$ and let $RF_1$ and $RF_2$ be two failure reasons for, respectively, $S_1$ and $S_2$ such that:

(a) lastChoicePoint$(RF_1, S_1) = lastChoicePoint(RF_2, S_2) = r_{lc}$

(b) $\langle S_1 \rangle_i^{lc-1} = \langle S_2 \rangle_i^{lc-1}$

(c) $r_{lc} \in R_1^{\text{app}}$ and $r_{lc} \in R_2^{\text{excl}}$ Let $\text{reasonFail} = RF_1_{<r_k} \cup RF_2_{<r_k}$ and $r_k = \max(\text{reasonFail})$.

$\langle S_1 \rangle_i^{k} = \langle S_2 \rangle_i^{k}$ is a failure prefix and $\text{reasonFail}$ is a failure reason for this prefix.

The following theorem establishes that a failure reason of a failure prefix is a real justification of failure: no answer set is compatible with it. A corollary is that a failure prefix cannot be extended to a computation which converges.

▶ Theorem 19. Let $P$ be a program, $S$ be a failure prefix of a computation and $RF$ be a failure reason for $S$. Then, $RF$ is a blocking set.

▶ Theorem 20. Let $P$ be a program and $S$ be a failure prefix of a computation for $P$. For any computation $S'$ with prefix $S$, $S'$ does not converge.

▶ Example 21 (Example 2 continued). Suppose that at step 9 (cf. Fig. 1), the rule $r_9$ is excluded instead of being chosen. Then the constraint $(\bot \iff \text{not green}(3))$ is added to $K_9$ with the reason $\{r_9\}$. Step 10 can be the choice of the rule $r'_{10} = (\text{green}(3) \iff v(3), \text{not red}(3))$; in this case $r'_{11} = (\bot \iff \text{edge}(3, 4), \text{green}(3), \text{green}(4)) \in \Delta_{\text{pro}}(P_2 \cup K_{10}, I_{10}, \{r_1, \cdots, r_{10}\})$ and reason$\_fail(S', r'_{11}) = \{r_0, r_3, r_4, r_6, r'_{10}\}$. If $r'_{10}$ is excluded at step 10, the constraint $(\bot \iff \text{not red}(3))$ is added to $K_{10}$ with the reason $\{r'_{10}\}$. There are
non satisfied constraints, for instance \( r''_{11} = (\perp \leftarrow not\, green(3)). \) \textit{green(3)} is undefined with reason \{\( r_0, r'_{10} \)} and \( reason\_fail(S'', r''_{11}) = \{r_0, r_9, r'_{10} \} \). The combination of the two failures leads to \( reason\_fail(S', r''_{11}) = \{r_0, r_9, r_3, r_4, r_6, r_9 \} \). At the preceding choice point \( (r_9) \), a new combination of failures leads to \( reason\_fail(S, r_9) = \{r_0, r_1, r_3, r_4, r_5, r_6, r_7 \} \).

### 4.3.3 Application to Backjumping

Our approach has already been used for backjumping in the solver \textsc{ASPeRiX}: failure reasons are computed during the solving process and permit to jump to the last choice point related to the failure instead of a simple chronological backtrack.

The nodes of the search tree correspond to choice points where an instantiated rule is chosen to be applied (left branch) or to be blocked (right branch). In case of failure, a reason of the failure is computed in order to know the nodes implicated in the failure and to avoid visiting sub-trees where the same failure will necessarily occur again. A failure on a leaf of the tree correspond to a blocked prefix of a computation (see Definition 12 and Theorem 16). When the left and right branches of a node both fail, their failure reasons can be combined to determine the reason of the failure of the sub-tree. This corresponds to a failure prefix of a computation (see Definition 18 and Theorem 19). When the combination of failures permits backjumping, Theorem 20 guarantees that the jumped sub-trees cannot lead to an answer set. For instance at step 9 of Figure 1, \( reason\_fail(S, r_9) = \{r_0, r_1, r_3, r_4, r_5, r_6, r_7 \} \) (see Example 21), the choice point 8 is not responsible of the failure and the right branch of this node can be safely jumped.

In practice the reason defined above, constituted by the ground rules responsible of the failure, are too detailed. To each rule is then associated the node (choice point) in the tree where it is used. So the computed reasons are only sets of choice points (instead of sets of rules), and suffice to know the last choice responsible of the failure. For instance, the above failure reason will become \( \{0, 7\} \) where 0 represents all revisions done before the first choice point.

The implementation is only a prototype that uses Prolog to build the ground rules necessary to compute the reason of undetermined atoms. Indeed, the set of ground rules whose head is a given atom cannot be easily computed in our approach where the rules are first order ones. The backward chaining of Prolog can solve the problem, although not very effectively. But it shows a drastic reduction of the number of choice points for some programs. This will be developed in another paper.

### 5 Conclusion

Notions of justifications and blocking sets for rule-based answer set computations have been presented with theorems establishing that justifications are “true” ones. These justifications meet those of other related approaches. Each of them views justifications in a particular perspective. Our viewpoint is that of a rule-based computation where a reason is a set of ground rules with particular properties. Our justifications are comparable to on-line justifications of [16]: they can be defined during the computation process. A difference is that we define justifications for undetermined atoms; in atom-based approaches, all atoms are determined at the end of a computation.

These justifications have already been used for backjumping in the solver \textsc{ASPeRiX}. Other direct applications are learning, interactive debugging and explanation of answers in diagnosis systems. A preliminary approach on learning in a rule-based system is proposed in [19]. An important problem is that learned rules are generally constraints and that constraints are
not used for propagation in rule-based solvers. So progress must be done for better treating constraints and/or learning rules that are not constraints. For debugging, the rule-based approach seems interesting because it allows stepping the search of answer sets. For instance, [14] proposes such an approach of stepping with a notion of computation closed to ours. Blocking sets could also explain absence of solution and help to propose repairs.
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Abstract

In the input languages of most answer set solvers, a rule with variables has, conceptually, infinitely many instances. The primary role of the process of intelligent instantiation is to identify a finite set of ground instances of rules of the given program that are “essential” for generating its stable models. This process can be launched only when all rules of the program are safe. If a program contains arithmetic operations or comparisons then its rules are expected to satisfy conditions that are even stronger than safety. This paper is an attempt to make the idea of an essential instance and the need for “supersafety” in the process of intelligent instantiation mathematically precise.

1 Introduction

The input languages of most answer set solvers are not typed. When a program in such a language is grounded, the variables occurring in it can be replaced by arbitrary ground terms not containing arithmetic operations, and that includes arbitrary integers. Thus the set of ground instances of any non-ground rule is infinite. The primary role of the process of intelligent instantiation is to identify a finite set of ground instances of the rules of the program that are “essential” for generating its stable models.

The possibility of intelligent instantiation is predicated on the assumption that every rule of the given program is safe – that each variable occurring in the rule appears also unnegated in its body. If an unsafe rule is found in the program then the solver produces an error message and stops. For example, generating the stable models of a program will not be attempted if it contains the rule

\[ p(X, Y) \leftarrow q(X), \]

because the variable \( Y \) occurs in its head but not in the body.

The safety assumption does not guarantee that the set of essential instances is finite. For example, all rules of the program

\[ \begin{align*}
    p(a), \\
    p(b), \\
    p(f(f(X))) & \leftarrow p(X)
\end{align*} \]

(1)

© Vladimir Lifschitz

Editors: Manuel Carro, Andy King, Neda Saeedloei, and Marina De Vos; Article No. 7; pp. 7:1–7:14
Open Access Series in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany
are safe, but its third rule has infinitely many instances essential for constructing the stable model:

\[
\begin{align*}
p(f(f(a))) & \leftarrow p(a), \\
p(f(f(f(a)))) & \leftarrow p(f(f(a))), \\
p(f(f(f(f(a))))) & \leftarrow p(f(f(f(a)))). \\
\cdots
\end{align*}
\]

The rules in the first line are essential because their bodies \(p(a)\) and \(p(b)\) are facts from (1). The rules in the second line are essential because their bodies are identical to the heads of the rules in the first line, and so on. An attempt to form all essential instances will add a finite set of rules at each step, but it will not terminate. In the terminology of Calimeri et al. [4], program (1) is not finitely ground. The safety of all rules does guarantee, however – for programs containing neither arithmetic operations nor comparisons – that all essential instances can be found in a stepwise manner, as in the example above, with finitely many instances added at every step.

In the presence of arithmetic operations and comparisons, on the other hand, the possibility of launching the process of accumulating essential instances is not ensured by the safety of all rules. For example, each of the rules

\[
\begin{align*}
p(X, Y) & \leftarrow q(X + Y), \\
p(X, Y) & \leftarrow X < Y, \\
p(X, Y) & \leftarrow X = Y
\end{align*}
\]

is safe in the sense that both variables occurring in it appear nonnegated in the body. But the presence of any of these rules in a program causes the grounder gringo to stop execution with the same error message as in the presence of an unsafe rule. On the other hand, gringo does not object against the rules

\[
p(X, Y) \leftarrow X = Y, q(X)
\]

and

\[
p(X) \leftarrow X + 3 = 4.
\]

The discussion of safety in Version 2.0 of the Potassco User Guide (http://sourceforge.net/projects/potassco/files/guide/) shows that the conditions under which gringo treats a rule as safe are quite complicated. Such conditions have to be imposed because safety in the traditional sense does not guarantee the possibility of calculating essential instances in the step-by-step manner; the rules of the program must be “supersafe.”

This paper shows how our informal discussion of essential instances, of the role of intelligent instantiation, and of the need for supersafety can be made mathematically precise. In the next section we define which elements of a set \(\Gamma\) of ground rules are essential and

---

2 According to that document, occurrences of variables in the scope of arithmetic functions can only justify safety for “simple arithmetic terms” – terms containing a single occurrence of a variable and no arithmetic operations other than addition, subtraction, and multiplication. This explains why gringo does not accept rule (2) as safe: the term \(X + Y\) is not simple. Moreover, if multiplication is used, then the constant factor must not evaluate to 0 for the variable occurrence to justify safety. Furthermore, according to the User Guide, safety is not justified by occurrences of variables in inequalities; hence (3) is not accepted. This restriction does not apply to equalities. “However, this only works when unification can be made directionally, i.e., it must be possible to instantiate one side without knowing the values of variables on the other side.” This explains why gringo considers rule (4) unsafe but accepts (5) and (6).
prove that the set $E(\Gamma)$ of essential rules has the same stable models as the whole $\Gamma$. The set $E(\Gamma)$ is defined as the union of a monotone sequence of subsets $E_k(\Gamma)$, representing the stepwise process of accumulating essential rules. After describing a class of logic programs with variables and arithmetic in Section 3, we define and study the concept of a supersafe rule (Section 4). The main result of this paper, proved in Section 5, shows that if $\Gamma$ is the propositional image of a program consisting of supersafe rules then each of the sets $E_k(\Gamma)$ is finite. This theorem clarifies the role of the additional conditions that GRINGO imposes on safe rules.

2 Essential Rules

2.1 Propositional Programs

We start by describing the class of programs without variables for which the concept of an essential rule will be defined. Consider a fixed propositional signature—a set of symbols called atoms. (In applications to the study of logic programs with variables and arithmetic, the signature will consist of the ground atoms not containing arithmetic operations.) A (propositional) rule is an expression of the form $H \leftarrow B$, where the head $H$ and the body $B$ are propositional formulas formed from atoms and the symbols $\top$ (true) and $\bot$ (false) using the connectives $\land$, $\lor$, $\neg$.

A (propositional) program is a set of rules. A set $M$ of atoms will be identified with the truth assignment that maps all elements of $M$ to true and all other atoms to false. The reduct $\Gamma^M$ of a program $\Gamma$ is defined as the set of the reducts $R^M$ of all rules $R$ of $\Gamma$. We say that $M$ is a stable model of a program $\Gamma$ if $M$ is minimal among the sets satisfying $\Gamma^M$.

2.2 Essential Part of a Propositional Program

Consider a propositional program $\Gamma$ such that the body of every rule of $\Gamma$ is a conjunction of formulas of three types: (a) symbols $\top$ and $\bot$; (b) atoms; (c) formulas beginning with negation. In the definition of the essential part of $\Gamma$ below, the following terminology is used. A nonnegated atom of a propositional formula $F$ is an atom $A$ such that at least one occurrence of $A$ in $F$ is not in the scope of negation. A rule from $\Gamma$ is trivial if at least one of the conjunctive terms of its body is $\bot$.

The subsets $E_0(\Gamma)$, $E_1(\Gamma)$, . . . of $\Gamma$ are defined as follows:

- $E_0(\Gamma) = \emptyset$,
- $E_{k+1}(\Gamma)$ is the set of all nontrivial rules $R$ of $\Gamma$ such that every nonnegated atom of the body of $R$ is also a nonnegated atom of the head of some rule from $E_k(\Gamma)$.

It is clear that every member of the sequence $E_0(\Gamma), E_1(\Gamma), . . .$ is a subset of the one that follows (by induction). It is clear also that if $E_{k+1}(\Gamma) = E_k(\Gamma)$ then $E_l(\Gamma) = E_k(\Gamma)$ for all $l$ that are greater than $k$.

The set of essential rules of $\Gamma$, denoted by $E(\Gamma)$, is defined as the union $\bigcup_{k \geq 0} E_k(\Gamma)$. The degree of an essential rule $R$ is the smallest $k$ such that $R \in E_k(\Gamma)$.

---

3 Programs considered here are programs with nested expressions [7] without classical negation, with the usual symbols for propositional connectives used instead of the comma, the semicolon, and “not” in the original publication.
Theorem 1. Programs $\Gamma$ and $E(\Gamma)$ have the same stable models.

Example 2. If the rules of $\Gamma$ are

\[ a_1 \lor a_2 \leftarrow \neg a_0, \]
\[ b_n \leftarrow a_n \land a_{n+1} \quad (n \geq 0) \]

then

\[ E_0(\Gamma) = \emptyset, \]
\[ E_1(\Gamma) = \{a_1 \lor a_2 \leftarrow \neg a_0\}, \]
\[ E_2(\Gamma) = \{a_1 \lor a_2 \leftarrow \neg a_0, b_1 \leftarrow a_1 \land a_2\}, \]

and $E_3(\Gamma) = E_2(\Gamma)$. It follows that $\Gamma$ has two essential rules: rule $a_1 \lor a_2 \leftarrow \neg a_0$ of degree 1 and rule $b_1 \leftarrow a_1 \land a_2$ of degree 2. The program consisting of these two rules has the same stable models as $\Gamma$: $\{a_1\}$ and $\{a_2\}$.

Example 3. If the rules of $\Gamma$ are

\[ a_1 \leftarrow \top, \]
\[ a_{2n} \leftarrow a_n \quad (n \geq 0) \]

then

\[ E_0(\Gamma) = \emptyset, \]
\[ E_1(\Gamma) = \{a_1 \leftarrow \top\}, \]
\[ E_2(\Gamma) = \{a_1 \leftarrow \top, a_2 \leftarrow a_1\}, \]
\[ E_3(\Gamma) = \{a_1 \leftarrow \top, a_2 \leftarrow a_1, a_4 \leftarrow a_2\}, \]
\[ \ldots, \]

so that

\[ E(\Gamma) = \{a_1 \leftarrow \top\} \cup \{a_{2k+1} \leftarrow a_{2k} : k \geq 0\}. \]

The set of essential rules in this case is infinite, but for every positive $k$ the program has only one essential rule of degree $k$. The set $E(\Gamma)$ has the same stable model as $\Gamma$: $\{a_1, a_2, a_4, \ldots\}$.

Example 4. If the rules of $\Gamma$ are

\[ a_0 \leftarrow \top, \]
\[ b_{m,n} \leftarrow a_{n-m} \quad (n \geq m \geq 0) \]

then

\[ E_0(\Gamma) = \emptyset, \]
\[ E_1(\Gamma) = \{a_0 \leftarrow \top\}, \]
\[ E_2(\Gamma) = \{a_0 \leftarrow \top\} \cup \{b_{n,n} \leftarrow a_0 : n \geq 0\}, \]

and $E_3(\Gamma) = E_2(\Gamma)$. It follows that $\Gamma$ has infinitely many essential rules: rule $a_0 \leftarrow \top$ of degree 1 and rules $b_{n,n} \leftarrow a_0$, for all $n$, of degree 2. The program consisting of these rules has the same stable model as $\Gamma$: $\{a_0, b_{0,0}, b_{1,1}, \ldots\}$. 

Theorem 1. Programs $\Gamma$ and $E(\Gamma)$ have the same stable models.
In Section 5 we will apply the concept of an essential rule to “propositional images” of programs with variables and arithmetic operations, and we will see that the behaviors observed in the examples above correspond to programs of three types: (1) programs for which the process of intelligent instantiation terminates; (2) programs for which this process can be launched but does not terminate; and (3) programs for which this process cannot be even launched. We will see also that if every rule of a program is supersafe then the program cannot belong to the third group.

2.3 Proof of Theorem 1

Lemma 5. Let $\Delta$ be a subset of a propositional program $\Gamma$, and let $H$ be the set of all nonnegated atoms of the heads of the rules of $\Delta$. If the body of every nontrivial rule of $\Gamma \setminus \Delta$ contains a nonnegated atom that does not belong to $H$ then $\Gamma$ and $\Delta$ have the same stable models.

Proof. Consider first the case when the rules of $\Gamma$ do not contain negation. We need to show that $\Gamma$ and $\Delta$ have the same minimal models. Assume that $M$ is a minimal model of $\Delta$. Then $M \subseteq H$, so that the body of every nontrivial rule of $\Gamma \setminus \Delta$ contains a nonnegated atom that does not belong to $M$. It follows that $M$ satisfies all rules of $\Gamma \setminus \Delta$, so that $M$ is a model of $\Gamma$, and consequently a minimal model of $\Gamma$. In the other direction, assume than $M$ is a minimal model of $\Gamma$. To show that $M$ is minimal even among the models of $\Delta$, consider a subset $M'$ of $M$ that satisfies all rules of $\Delta$. Then $M' \cap H$ satisfies all rules of $\Delta$ as well, so that every nontrivial rule of $\Gamma \setminus \Delta$ contains a nonnegated atom that does not belong to $M' \cap H$. It follows that this set satisfies all rules of $\Gamma \setminus \Delta$, so that it is a model of $\Gamma$. Since it is a subset of a minimal model $M$ of $\Gamma$, we can conclude that $M' \cap H = M$. Since $M'$ is a subset of $M$, it follows that $M' = M$.

If some rules of $\Gamma$ contain negation then consider the reducts $\Gamma^M$ of $\Gamma$ and $\Delta^M$ of $\Delta$ with respect to the same set $M$ of atoms. It is clear that $\Delta^M$ is a subset of $\Gamma^M$, that $H$ is the set of all nonnegated atoms of the heads of the rules of $\Delta^M$, and that the body of every nontrivial rule of $\Gamma^M \setminus \Delta^M$ contains a nonnegated atom that does not belong to $H$. Furthermore, the rules of $\Gamma^M$ do not contain negation. It follows, by the special case of the lemma proved earlier, that $\Gamma^M$ and $\Delta^M$ have the same minimal models. In particular, $M$ is a minimal model of $\Gamma^M$ iff $M$ is a minimal model of $\Delta^M$. In other words, $M$ is a stable model of $\Gamma$ iff $M$ is a stable model of $\Delta$. ▷

To prove the theorem, consider the set $H$ of all nonnegated atoms of the heads of the rules of $E(\Gamma)$. We will show that the body of every nontrivial rule of $\Gamma \setminus E(\Gamma)$ contains a nonnegated atom that does not belong to $H$; then the assertion of the theorem will follow from the lemma. Assume that $R$ is a nontrivial rule of $\Gamma$ such that all nonnegated atoms in the body of $R$ belong to $H$. Then each of these atoms $A$ is a nonnegated atom of the head of a rule that belongs to $E_k(\Gamma)$ for some $k$. This $k$ can be chosen uniformly for all these atoms $A$: take the largest of the values of $k$ corresponding to all nonnegated atoms in the head of $R$. Then $R$ belongs to $E_{k+1}(\Gamma)$, and consequently to $E(\Gamma)$.

3 Programs with Variables and Arithmetic

The programming language defined in this section is a subset of the “Abstract Gringo” language AG [5]. The meaning of a program in this language is characterized by means of a transformation, denoted by $\tau$, that turns rules and programs into their propositional images.
propositional programs in the sense of Section 2.1. The stable models of a program are defined as the stable models of its propositional image.4

3.1 Syntax

We assume that three disjoint sets of symbols are selected – numerals, symbolic constants, and variables – which do not contain the symbols

\[ + \quad - \quad \times \quad / \quad . \quad . \quad \ldots \quad (7) \]
\[ = \quad \neq \quad < \quad > \quad \leq \quad \geq \quad (8) \]
\[ \text{not} \quad \land \quad \lor \quad , \quad ( ) \quad (9) \]

(The symbol \( .. \) is used to represent intervals.) We assume that a 1–1 correspondence between the set of numerals and the set \( \mathbb{Z} \) of integers is chosen. The numeral corresponding to an integer \( n \) will be denoted by \( n \).

Terms are defined recursively, as follows:

- all numerals, symbolic constants, and variables are terms;
- if \( f \) is a symbolic constant and \( t \) is a tuple of terms separated by commas then \( f(t) \) is a term;
- if \( t_1 \) and \( t_2 \) are terms and \( * \) is one of the symbols (7) then \( (t_1 * t_2) \) is a term.

An atom is an expression of the form \( p(t) \), where \( p \) is a symbolic constant and \( t \) is a tuple of terms separated by commas.

A term or an atom is precomputed if it contains neither variables nor symbols (7). We assume a total order on precomputed terms such that for any integers \( m \) and \( n \), \( m \leq n \) iff \( m \leq n \).

For any atom \( A \), the expressions \( A, \neg A, \neg \neg A \) are literals. A comparison is an expression of the form \( t_1 \prec t_2 \) where \( t_1, t_2 \) are terms and \( \prec \) is one of the symbols (8).

A rule is an expression of the form

\[ H_1 \lor \cdots \lor H_k \leftarrow B_1 \land \cdots \land B_m \quad (10) \]

or a “choice rule” of the form

\[ \{ A \} \leftarrow B_1 \land \cdots \land B_m \quad (11) \]

\( (k, m \geq 0) \), where each \( H_i \) and each \( B_j \) is a literal or a comparison, and \( A \) is an atom. A program is a set of rules.

A rule or another syntactic expression is ground if it does not contain variables. A rule (10) or (11) is safe if each variable occurring in it appears also in one of the expressions \( B_j \) which is an atom or a comparison.

3.2 Propositional Image of a Program

The signature of the propositional program \( \tau \Pi \), defined below, is the set of precomputed atoms.

---

4 Gebser et al. [5] write rules \( H \leftarrow B \) of \( \tau \Pi \) as implications \( B \rightarrow H \). More importantly, \( H \) and \( B \) are allowed in that paper to contain implications and infinitely long conjunctions and disjunctions. This additional generality is not needed here because the programs that we study contain neither conditional literals nor aggregates.
3.2.1 Semantics of Ground Terms

Every ground term \( t \) represents a finite set \([t]\) of precomputed terms, which is defined recursively:

- if \( t \) is a numeral or a symbolic constant then \([t]\) is \( \{t\} \);
- if \( t \) is \( f(t_1,\ldots,t_n) \) then \([t]\) is the set of terms \( f(r_1,\ldots,r_n) \) for all \( r_1 \in [t_1],\ldots,r_n \in [t_n] \);
- if \( t \) is \( t_1 + t_2 \) then \([t]\) is the set of numerals \( \frac{n_1 + n_2}{m} \) for all integers \( n_1, n_2 \) such that \( \frac{n_1}{m} \in [t_1] \) and \( \frac{n_2}{m} \in [t_2] \); similarly when \( t \) is \( t_1 - t_2 \) or \( t_1 \times t_2 \);
- if \( t \) is \( t_1/t_2 \) then \([t]\) is the set of numerals \( \frac{n_1}{n_2} \) for all integers \( n_1, n_2 \) such that \( \frac{n_1}{m} \in [t_1] \), \( \frac{n_2}{m} \in [t_2] \), and \( n_2 \neq 0 \);
- if \( t \) is \( t_1..t_2 \) then \([t]\) is the set of numerals \( n \) for all integers \( n \) such that, for some integers \( n_1, n_2 \),

\[
\frac{n_1}{m} \in [t_1], \quad \frac{n_2}{m} \in [t_2], \quad n_1 \leq m \leq n_2.
\]

For example, \([1..(7-5)]\) = \([1,2]\); if \( t \) contains a symbolic constant in the scope of an arithmetic operation then \([t]\) = \( \emptyset \).

3.2.2 Propositional Images of Ground Literals and Comparisons

If \( A \) is a ground atom \( p(t_1,\ldots,t_n) \) then

- \( \tau_\land A \) stands for the conjunction of the atoms \( p(r_1,\ldots,r_n) \) for all \( r_1 \in [t_1],\ldots,r_n \in [t_n] \),
  and \( \tau_\lor A \) is the disjunction of these atoms;
- \( \tau_\land (\text{not } A) \) is \( \neg \tau_\lor A \), and \( \tau_\lor (\text{not } A) \) is \( \neg \tau_\land A \);
- \( \tau_\land (\text{not not } A) \) is \( \neg \neg \tau_\land A \), and \( \tau_\lor (\text{not not } A) \) is \( \neg \neg \tau_\lor A \).

For any ground terms \( t_1, t_2 \),

- \( \tau_\land (t_1 < t_2) \) is \( \top \) if the relation \( < \) holds between the terms \( r_1 \) and \( r_2 \) for all \( r_1 \in [t_1] \) and \( r_2 \in [t_2] \), and \( \bot \) otherwise;
- \( \tau_\lor (t_1 < t_2) \) is \( \top \) if the relation \( < \) holds between the terms \( r_1 \) and \( r_2 \) for some \( r_1, r_2 \) such that \( r_1 \in [t_1] \) and \( r_2 \in [t_2] \), and \( \bot \) otherwise.

For example, \( \tau_\lor (\overline{3} = \overline{1..3}) \) is \( \top \).

3.2.3 Propositional Images of Rules and Programs

For any ground rule \( R \) of form (10), \( \tau R \) stands for the propositional rule

\[
\tau_\land H_1 \lor \cdots \lor \tau_\land H_k \leftarrow \tau_\lor B_1 \land \cdots \land \tau_\lor B_m.
\]

For any ground rule \( R \) of form (11), where \( A \) is \( p(t_1,\ldots,t_n) \), \( \tau R \) stands for the propositional rule

\[
\bigwedge_{r_1 \in [t_1],\ldots,r_n \in [t_n]} (p(r_1,\ldots,r_n) \lor \neg p(r_1,\ldots,r_n)) \leftarrow \tau_\lor B_1 \land \cdots \land \tau_\lor B_m.
\]

A ground instance of a rule \( R \) is a ground rule obtained from \( R \) by substituting precomputed terms for variables. The propositional image \( \tau R \) of a rule \( R \) with variables is the set of the propositional images of the instances of \( R \). For any program \( \Pi \), \( \tau \Pi \) is the union of the sets \( \tau R \) for all rules \( R \) of \( \Pi \).
3.2.4 Examples

▶ Example 6. The propositional image of the ground rule
\[ a(1..3) \leftarrow b(4..6) \]
is the propositional rule
\[ a(1) \land a(2) \land a(3) \leftarrow b(4) \lor b(5) \lor b(6). \]

▶ Example 7. The propositional image of the rule
\[ \{a(X)\} \leftarrow X = 1..3 \]
consists of the propositional rules:
\[ a(n) \lor \neg a(n) \leftarrow \top \quad \text{for } n \in \{1, 2, 3\}, \]
\[ a(r) \lor \neg a(r) \leftarrow \bot \quad \text{for all precomputed terms } r \text{ other than } 1, 2, 3. \]

▶ Example 8. The propositional image of the program
\[ a(1) \lor a(2) \leftarrow \neg a(0), \]
\[ b(X) \leftarrow a(X) \land a(X + 1) \]
is
\[ a(1) \lor a(2) \leftarrow \neg a(0), \]
\[ b(n) \leftarrow a(n) \land a(n + 1) \quad \text{for all } n \in \mathbb{Z}, \]
\[ b(r) \leftarrow a(r) \land \bot \quad \text{for all precomputed terms } r \text{ other than numerals.} \]
The first two lines are similar to the propositional program from Example 2 (Section 2.2); the rules in the last line are trivial, as defined in Section 2.2.

▶ Example 9. The propositional image of the program
\[ a(1) \leftarrow, \]
\[ a(2 \times X) \leftarrow a(X) \]
is
\[ a(1) \leftarrow \top, \]
\[ a(2n) \leftarrow a(n) \quad \text{for all } n \in \mathbb{Z}, \]
\[ \top \leftarrow a(r) \quad \text{for all precomputed terms } r \text{ other than numerals.} \]
The first two lines are similar to the propositional program from Example 3.

▶ Example 10. The propositional image of the program
\[ a(0) \leftarrow, \]
\[ b(X, Y) \leftarrow a(Y - X) \]
is
\[ a(0) \leftarrow \top, \]
\[ b(m, n) \leftarrow a(m-n) \quad \text{for all } m, n \in \mathbb{Z}, \]
\[ b(r, s) \leftarrow \bot \quad \text{for all precomputed terms } r, s \text{ such that at least one of them is not a numeral.} \]
The first two lines are similar to the propositional program from Example 4.
4 Supersafe Rules

The idea of the definition below can be explained in terms of a “guessing game.” Imagine that you and I are looking at a safe rule $R$, and I form a ground instance of $R$ by substituting precomputed terms for its variables in such a way that all comparisons in the body of the rule become true. I do not show you that instance, but for every term that occurs as an argument of a nonnegated atom in its body I tell you what the value of that term is. If $R$ is supersafe then on the basis of this information you will be able to find out which terms I substituted for the variables of $R$; or, at the very least, you will be able to restrict the possible choices to a finite set. If, on the other hand, $R$ is not supersafe then the information that I give you will be compatible with infinitely many substitutions.

Consider, for example, the rule

\[ p(X, Y, Z) \leftarrow X = 5..7 \land q(2 \times Y) \land \neg q(3 \times Y) \land Y = Z + 1. \]  

(12)

Imagine that I chose an instance of this rule such that both comparisons in its body are true, and told you that the value of $2 \times Y$ in that instance is, for example, 10. You will be able to conclude that the value chosen for $Y$ is 5, and that consequently the value of $Z$ is 4. About the value that I chose for $X$ you will be able to say that it is one of the numbers 5, 6, and 7.

We see that rule (12) has only three ground instances compatible with the information about the value of $2 \times Y$ that I gave you; the rule is supersafe.

On the other hand, if we replace $2 \times Y$ in rule (12) by $0 \times Y$ then the situation will be different: I will tell you that the value of $0 \times Y$ is 0, and this information will not allow you to restrict the possible substitutions to a finite set. The modified rule is not supersafe.

4.1 Definition of Supersafety

A term or an atom is interval-free if it does not contain the interval symbol (..). We will define when a safe rule $R$ is supersafe assuming that $R$ satisfies the following additional condition:

All nonnegated atoms in the body of $R$ are interval-free. \hspace{1cm} \text{(IF)}

This simplifying assumption eliminates rules like the one in Example 6. It is useful because, for a term $t$ containing intervals, the set $[t]$ may have more than one element; in the description of the guessing game we glossed over this complication when we talked above about the value of a term as if it were a uniquely defined object. On the other hand, if a rule $R$ satisfies condition (IF) then for every term $t$ occurring in a nonnegated atom in the body of a ground instance of $R$ the set $[t]$ has at most one element. (An atom violating condition (IF) can be eliminated using a new variable; for instance, we can replace $b(4..6)$ in Example 4 by $b(X) \land X = 4..6$.)

The positive body arguments of $R$ are the members of the tuples $t$ for all nonnegated atoms $p(t)$ in the body of $R$. For example, the only positive body argument of (12) is $2 \times Y$.

The values of positive body arguments constitute the information about an instance of the rule that is available to you in the guessing game.

The instances of a rule that are allowed in the guessing game can be characterized by “acceptable tuples of terms,” defined as follows. Let $\mathbf{x}$ be the list of all variables occurring in $R$, and let $\mathbf{r}$ be a tuple of precomputed terms of the same length as $\mathbf{x}$. We say that $\mathbf{r}$ is acceptable (for $R$) if
We say that a variable \( r \) is supersafe if all equivalence classes of acceptable tuples for \( r \) are finite.

As an example, consider the only equivalence class of acceptable tuples for rule (13), which is supersafe, and the variables \( X \) and \( Y \) are not.

---

5. By \( C^*_r \) we denote the result of substituting the terms \( r \) for the variables \( x \) in \( C \).

6. In the syntax of Section 3.1, rules (5) and (6) would be written as:

\[
p(X, Y) \leftarrow X = Y \land q(X) \land p(X) \leftarrow X + 3 = 3.
\]
4.2 Supersafety in the Absence of Arithmetic Operations

As could be expected, the difference between safety and supersafety disappears in the absence of arithmetic operations. In the following theorem, \( R \) is a safe rule satisfying condition (IF).

\[ \text{Theorem 11. If a positive body argument } t \text{ of } R \text{ does not contain the arithmetic operations} \]

\[ + - \times / \]

\[ \text{then all variables occurring in } t \text{ are supersafe.} \]

\[ \text{Proof.} \] We will show that if \( X_i \) occurs in a positive body argument \( t \) of \( R \) that does not contain arithmetic operations then the \( i \)-th projection of any equivalence class of acceptable tuples is a singleton. We will prove, in other words, that for any pair of equivalent acceptable tuples \( r \) and \( s \), \( r_i = s_i \). Assume that \( r \) is equivalent to \( s \). Then \( [t_r^x] = [t_s^x] \). Since \( t \) is interval-free and does not contain arithmetic operations, and \( r \) and \( s \) are precomputed, both \( t_r^x \) and \( t_s^x \) are precomputed also, so that \( [t_r^x] \) is the singleton \( \{t_r^x\} \), and \( [t_s^x] \) is the singleton \( \{t_s^x\} \). It follows that the term \( t_r^x \) is the same as \( t_s^x \). Since \( X_i \) is a member of the tuple \( x \) and occurs in \( t \), we can conclude that \( r_i = s_i \). \[ \Box \]

\[ \text{Corollary 12. If the body of } R \text{ contains neither arithmetic operations nor comparisons then } R \text{ is supersafe.} \]

Indeed, since \( R \) is safe and its body does not contain comparisons, every variable occurring in \( R \) occurs also in one of its positive body arguments.

4.3 Supersafety is Undecidable

The conditions imposed on variables by GRINGO (see Footnote 2) ensure their supersafety, but they can be relaxed without losing this property. There is no need, for example, to reject the rule

\[ p(X) \leftarrow q(X/\overline{2}) \]

– it is supersafe. The use of unnecessarily strong restrictions on variables in the design of GRINGO can be explained by the desire to make the grounding algorithm less complicated.

There is, however, a more fundamental reason why the class of rules accepted by GRINGO for grounding does not exactly match the class of supersafe rules:

\[ \text{Theorem 13. Membership in the class of supersafe rules is undecidable.} \]

\[ \text{Proof.} \] The undecidable problem of determining whether a Diophantine equation has a solution \[8\] can be reduced to deciding whether a rule is supersafe as follows. The safe rule

\[ p(Y) \leftarrow f(x) = \overline{0} \times Y, \]

where \( f(x) \) is a polynomial with integer coefficients and \( Y \) is a variable different from the members of \( x \), is supersafe iff the equation \( f(x) = 0 \) has no solutions. Indeed, if the equation has no solutions then the set of acceptable tuples is empty and the rule is trivially supersafe. If it has a solution \( r \) then the set of acceptable tuples is infinite, because an acceptable tuple can be formed from \( r \) by appending any numeral \( \overline{n} \). All acceptable tuples form one equivalence class, because the rule in question has no positive body arguments. \[ \Box \]
5 Intelligent Instantiation

5.1 Intelligent Instantiation as Selecting Essential Instances

Consider a program $\Pi$ such that its rules satisfy condition (IF). As observed in Section 4.1, for every term $t$ occurring in a nonnegated atom in the body of a ground instance of a rule of $\Pi$, the set $[t]$ has at most one element. It follows that for every nonnegated atom $A$ in the body of a ground instance of a rule of $\Pi$, the formula $\tau_r A$ is either an atom or the symbol $\bot$. Consequently, the body of every rule of the propositional image $\tau_\Pi$ of $\Pi$ is a conjunction of formulas of three types: symbols $\top$ and $\bot$, atoms, and formulas beginning with negation. In other words, the definition of an essential rule in Section 2.2 is applicable to the propositional program $\tau_\Pi$, and we can talk about its essential rules.

For instance, if $\Pi$ is the program from Example 8 then the propositional program $\tau_\Pi$ has two essential rules:

\begin{align*}
a(\uparrow) \lor a(\downarrow) & \leftarrow \neg a(\uparrow) \quad (14) \\
b(\uparrow) & \leftarrow a(\uparrow) \land a(\downarrow) \quad (15)
\end{align*}

of degree 1, and

of degree 2.

If, for every $k$, $\tau_\Pi$ has only finitely many essential rules of degree $k$, as in this example, then the stepwise process of generating the essential rules of $\tau_\Pi$ of higher and higher degrees can be thought of as a primitive, but useful, theoretical model of the process of intelligent instantiation. It is primitive in the sense that this process involves not only identifying essential instances but also simplifying them. In application to the program from Example 8, GRINGO will not only find the essential instances (14) and (15); it will also simplify rule (14) by dropping its body.

The supersafety of all rules of a program guarantees the possibility of launching the process of intelligent instantiation, although without guarantee of termination:

**Theorem 14.** If $\Pi$ is a finite program, and all rules of $\Pi$ are supersafe, then each of the sets $E_k(\tau_\Pi)$ is finite.

The program from Example 10 shows that the assertion of the theorem would be incorrect without the supersafety assumption. The propositional image of that program has infinitely many essential rules of degree 2 – rules $b(\pi, \pi) \leftarrow a(\uparrow)$ for all integers $n$.

5.2 Proof of Theorem 14

5.2.1 Plan of the Proof

The assertion of the theorem will be derived from the two lemmas stated below.

Consider a finite program $\Pi$ such that all rules of $\Pi$ are supersafe. For any rule $R$ of $\Pi$ and any set $S$ of atoms from $\tau_\Pi$, by $\rho(R, S)$ we denote the set of all tuples $r$ of precomputed terms that are acceptable for $R$ such that all nonnegated atoms of the body of $\tau(R_x^r)$ (where $x$ is the list of variables of $R$) belong to $S$.

**Lemma 15.** If $R$ is safe and $S$ is finite then $\rho(R, S)$ is finite.

By $S_k$ we denote the set of the nonnegated atoms of the heads of the rules of $E_k(\tau_\Pi)$. 
Lemma 16. Every rule of $E_{k+1}(\Pi)$ has the form $\tau(R^x_k)$, where $R$ is a rule of $\Pi$, $x$ is the list of its variables, and $r$ belongs to $\rho(R, S_k)$.

Given these lemmas, Theorem 14 can be proved by induction on $k$ as follows. If $E_k(\Pi)$ is finite then $S_k$ is finite as well. By Lemma 15, we can further conclude that for every rule $R$ of $\Pi$, $\rho(R, S_k)$ is finite. Hence, by Lemma 16, $E_{k+1}(\Pi)$ is finite as well.

5.2.2 Proof of Lemma 15

Let $B$ be the set of positive body arguments of $R$, and let $T$ be the set of the members of the tuples $t$ for all atoms $\rho(t)$ in $S$. For every function $\phi$ from $B$ to $T$, by $\rho_\phi(R, S)$ we denote the subset of $\rho(R, S)$ consisting of the tuples $r$ such that $\phi(t) \in [R^x_k]$. We will prove the following two assertions:

Claim 1: The subsets $\rho_\phi(R, S)$ cover the whole set $\rho(R, S)$.

Claim 2: Each subset $\rho_\phi(R, S)$ is finite.

It will follow then that $\rho(R, S)$ is finite, because there are only finitely many functions from $B$ to $T$.

To prove Claim 1, consider an arbitrary tuple $r$ from $\rho(R, S)$. We want to find a function $\phi$ from $B$ to $T$ such that $r$ belongs to $\rho_\phi(R, S)$. For every term $t$ from $B$, the set $[t^x_k]$, where $x$ is the list of variables of $R$, is non-empty, in view of the fact that $r$, like all tuples in $\rho(R, S)$, is acceptable for $R$. Since $t$ is interval-free, we can further conclude that $[t^x_k]$ is a singleton. Choose the only element of this set as $\phi(t)$. Let us check that $\phi(t)$ belongs to $T$; it will be clear then that $r$ belongs to $\rho_\phi(R, S)$. Since $t$ is a positive body argument of $R$, it is a member of the tuple $u$ for some atom $p(u)$ of the body of $R$. Then $\tau(p(u^x_k))$ is a nonnegated atom in the body of $\tau(R^x_k)$. It has the form $p(t)$, where $t$ is a tuple of terms containing $\phi(t)$. Since $r$ belongs to $\rho(R, S)$, the atom $p(t)$ belongs to $S$, so that $\phi(t)$ belongs to $T$.

To prove Claim 2, note that all tuples from $\rho_\phi(R, S)$ are equivalent to each other. Indeed, if $r_1$ and $r_2$ belong to $\rho_\phi(R, S)$ then, for every $t$ from $B$, $\phi(t)$ belongs both to $[t^x_k]$ and to $[t^x_k]$; since both sets are singletons, it follows that they are equal to each other. We showed, in other words, that $\rho_\phi(R, S)$ is a subset of a class of equivalent tuples. Since $R$ is supersafe, this equivalence class is finite.

5.2.3 Proof of Lemma 16

Every rule of $\tau\Pi$ is obtained by applying $\tau$ to an instance $R^x_k$ of some rule $R$ of $\Pi$. Assuming that a rule $\tau(R^x_k)$ belongs to $E_{k+1}(\Pi)$, we need to show that $r$ belongs to $\rho(R, S_k)$. In other words, we need to check, first, that $r$ is acceptable for $R$, and second, that all nonnegated atoms of the body of $\tau(R^x_k)$ belong to $S_k$. The first property follows from the fact that all rules of $E_{k+1}(\Pi)$ are nontrivial, because if $r$ is not acceptable for $R$ then the body of $\tau(R^x_k)$ includes the conjunctive term $\bot$. According to the definition of $S_k$, the second property can be expressed as follows: every nonnegated atom of the body of $\tau(R^x_k)$ is a nonnegated atom of the head of some rule of $E_k(\Pi)$. This is immediate from the assumption that rule $\tau(R^x_k)$ belongs to $E_{k+1}(\Pi)$.

6 Conclusion

Supersafety is a property of rules with variables and arithmetic operations. If all rules of a program are supersafe then the process of accumulating the ground instances of its rules that are essential for finding its stable models will produce only a finite set of rules at every step.
Intelligent Instantiation and Supersafe Rules

This paper extends earlier work on the mathematics of the input language of GRINGO [5]. Unlike other publications on the theory of safe rules and intelligent instantiation in answer set programming [2, 3, 4, 6, 9], it concentrates on the difficulties related to the use of arithmetic operations. It is limited, however, to programs without GRINGO constructs that involve local variables – conditional literals and aggregates. Extending the theory of supersafety to local variables is a topic for future work.
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Abstract
We propose a framework for answering the question of whether statements made by an agent can be believed, in light of observations made over time. The basic components of the framework are a formalism for reasoning about actions, changes, and observations and a formalism for default reasoning. The framework is suitable for concrete implementation, e.g., using answer set programming for asserting the truthfulness of statements made by agents, starting from observations, knowledge about the actions of the agents, and a theory about the “normal” behavior of agents.
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1 Introduction
In this extended abstract, we are interested in reasoning about the truthfulness of statements made by agents. We assume that we can observe the world as well as agents’ actions. The basis for our judgments will be composed of our observations, performed along a linear time line, along with our commonsense knowledge about agents’ behavior and the world. We assume that observations are true at the time they are made, and will stay true until additional pieces of information prove otherwise. Our judgments reflect what we believe. They might not correspond to the ground truth and could change over time. This is because we often have to make our judgment in presence of incomplete information. This makes reasoning about the truthfulness of statements made by agents non-monotonic. Furthermore, our judgment against a statement is independent of whether or not we trust the agent from whom the statement originated. This is illustrated in the next example.
Example 1.  
- Time $t_0$: When we first meet, John said that his family is poor (property $\text{poor}$ is true). It is likely that we would believe John—since we have no reasons to conclude otherwise.  
- Time $t_1$: We observe the fact that John attends an expensive college (property $\text{in\_college}$ is true). Since students attending the college are normally from rich families (default $d_1$), this would lead us to conclude that John has lied to us. We indicate that the default $d_1$ is the reason to draw such conclusion, i.e., we changed our belief on the property $\text{poor}$.  
- Time $t_2$: We observe the fact that John has a need-based scholarship (property $\text{has\_scholarship}$ is true). Since a student’s hardship is usually derived from the family’s financial situation (default $d_2$), this fact allows us to withdraw the conclusion that John is a liar, made at time instance $t_1$. It is still insufficient for us to conclude that John’s family is poor.

The situation might be different if, for example, we have a preference among defaults. In this example, if we are inclined to believe in the conclusion of $d_2$ more than that of $d_1$, then we would believe that John’s family is poor and thus restore our trust in John’s original statement (i.e., truth of $\text{poor}$).

In this extended abstract, we
1. present the formalization of an abstract model to represent and reason about truthfulness of agent’s statements (briefly summarized in the next section); and
2. discuss the steps for a concrete realization of the model using Answer Set Programming.

2 A General Model for Reasoning about Truthfulness of Statements made by Agents

In this section, we propose a general framework for representing, and reasoning about, the truthfulness of (statements made by) agents. The framework can be instantiated using specific paradigms for reasoning about actions and change and for non-monotonic reasoning. We assume that
- It is possible to observe the properties of the world and the occurrences of the agents’ actions over time (e.g., we observe that John buys a car, John is a student, etc.). Let us denote with $O_a$ and $O_w$ the set of action occurrences and the set of observations about the world over time, respectively.  
- We have adequate knowledge about the agents’ actions and their effects (e.g., the action of buying a car requires that the agent has money and its execution will result in the agent owning a car). This knowledge is represented by an action theory $\text{Act}$ in a suitable logic $A$, that allows reasoning about actions’ effects and consequent changes to the world. Let $\models_A$ denote the entailment relation defined within the logical framework $A$ used to describe $\text{Act}$.  
- We have commonsense knowledge about “normal” behavior (e.g., a person attending an expensive school normally comes from a rich family, a person obtaining need-based scholarship usually comes from a poor family). This knowledge is represented by a default theory with preferences $\text{Def}$, that enables reasoning about the state of the world and deriving conclusions whenever necessary. Let $\models_D$ denote the entailment relation defined over the default theory framework defining $\text{Def}$.  

1 From now on, we will often use “the truthfulness of agents” interchangeably with “the truthfulness of statements made by agents.”
The set of observations $O_w$ in Example 1 includes the observations such as ‘John comes from a poor family’ at time point $t_0$, ‘John attends an expensive college’ at time point $t_1$, and ‘John receives a need-based scholarship’ at time point $t_2$. In this particular example we do not have any action occurrences, i.e., $O_a = \emptyset$. Our default theory $D$ consists of $d_1$ and $d_2$, which allow us to make conclusions regarding whether John comes from a rich family or not.

Let us consider a theory $T = (O_a, O_w, Act, Def)$ and the associated entailment relations $\models_A$ and $\models_D$. We are interested in answering the question of whether a statement asserting that a proposition $p$ is true at a certain time step $t$, denoted by $p[t]$, is true or not. Specifically, we would like to define the entailment relation $\models$ between $T$ and $p[t]$. Intuitively, this can be done in two steps:

- Compute possible models $W[t]$ of the world at the time point $t$ from $Act$, $O_a$, and $O_w$ ($\models_A$); and
- Determine whether $p$ is true given $Def$ and $W[t]$ (using $\models_D$).

Let us assume that the equation $W[t] = \{ z \mid Act \cup O_a \cup O_w \models_A z[t] \}$ characterizes any of the states of the world at time step $t$ given $Act$, $O_a$, and $O_w$ (based on the semantics of $\models_A$). The entailment relation between $T$ and $p[t]$ can be defined as follows.

$$T \models p[t] \iff \forall W[t]. \left( W[t] = \{ z \mid Act \cup O_a \cup O_w \models_A z[t] \} \Rightarrow Def \cup W[t] \models_D p \right) \quad (1)$$

Note that this definition also allows one to identify elements of $O_a$ and $O_w$ which, when obtained, will result in the confirmation or denial of $T \models p[t]$. As such, a system that obeys (1) can also be used by users who are interested in what they need to do in order to believe in a statement about $p$ at the time step $t$, given their beliefs about the behavior of the observed agents.

### 3 Reasoning about Truthfulness of Agents Using ASP

To develop a concrete system for reasoning about truthfulness of agents using (1), specific formalizations of $Act$ and $Def$ need to be developed. There is a large body of research related to these two areas, and deciding which one to use depends on the system developer. Well-known formalisms for reasoning about actions and change, such as action languages [4], situation calculus [8], etc., can be employed for $Act$ (and $\models_A$). Approaches to default reasoning with preferences, such as those proposed in [1, 2, 3, 5], can be used for $Def$ (and $\models_D$). In addition, let us note that, in the literature, $\models_D$ can represent skeptical or credulous reasoning; and the model does not specify how observations are collected. Deciding which type of reasoning is suitable or how to collect observations is an important issue, but it is application-dependent and beyond the scope of this extended abstract. Using the formalisms in [5] and [4] for default reasoning and reasoning about actions and change, respectively, we can implement a system for reasoning about truthfulness of agents using answer set programming (ASP) [6, 7] with the following steps:

- Extending the framework in [5] to allow observations at different time points and developing ASP rules for reasoning with observations; for instance, the language needs to allow facts of the form $obs(p, t)$—fluent literal $p$ is true at time $t$—and ASP rules for reasoning about defaults and rules given observations at different time point need to be developed.
- Defining a query language for reasoning about statements of agents at different time points; more specifically, given an ASP program $\Pi$ encoding the theory described in the previous item and a statement $stm(p, t)$—stating that literal $p$ holds at time $t$—how does $\Pi$ helps identify whether or not the statement is true or false; for instance, one can say that if $\Pi$ entails $p[t]$ with respect to the answer set semantics then the statement is true.
Allowing observations of the form $\text{occ}(a, t)$—action $a$ occurs at time $t$—and developing ASP rules for reasoning about preconditions of actions as well as effects of actions need to be included. More specifically, we can add ASP rules stating that if an action $a$ occurs at time point $t$ then its preconditions must hold at time $t$, i.e., its preconditions must be observed at time $t$; furthermore, its effects must hold (or be observed) at time $t+1$.

4 Conclusions

We proposed a general framework for reasoning about the truthfulness of statements made by an agent. We discussed how the framework can be implemented using ASP using well-known methodologies for reasoning about actions and change and for default reasoning with preferences. The framework does not assume complete knowledge about the agent being observed and the reasoning process builds on observations about the state of the world and occurrences of actions. We had developed an ASP implementation of the framework and explored the use of the framework in simple scenarios derived from man-in-the-middle attacks. The details can be found in the full version of this extended abstract.
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Abstract
Conflict learning plays a key role in modern Boolean constraint solving. Advanced in satisfiability testing, it has meanwhile become a base technology in many neighboring fields, among them answer set programming (ASP). However, learned constraints are only valid for a currently solved problem instance and do not carry over to similar instances. We address this issue in ASP and introduce a framework featuring an integrated feedback loop that allows for reusing conflict constraints. The idea is to extract (propositional) conflict constraints, generalize and validate them, and reuse them as integrity constraints. Although we explore our approach in the context of dynamic applications based on transition systems, it is driven by the ultimate objective of overcoming the issue that learned knowledge is bound to specific problem instances. We implemented this workflow in two systems, namely, a variant of the ASP solver clasp that extracts integrity constraints along with a downstream system for generalizing and validating them.
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1 Introduction
Modern solvers for answer set programming (ASP) such as cmodels [13], clasp [11], and wasp [1] owe their high effectiveness to advanced Boolean constraint processing techniques centered on conflict-driven constraint learning (CDCL: [2]). Unlike pure backtracking, CDCL analyzes encountered conflicts and acquires new constraints while solving, which are added to the problem specification to prune the remaining search space. This strategy often leads to considerably reduced solving times compared to simple backtracking. However, constraints learned in this way are propositional and only valid for the currently solved logic program. Learned constraints can thus only be reused as is for solving the very same problem; they cannot be transferred to solving similar problems, even if they share many properties. For illustration, consider a maze problem, which consists of finding the shortest way out of a...
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labyrinth. When solving an instance, the solver might learn that shortest solutions never contain a move west followed by a move east, that is, a simple loop. However, the solver only learns this for a specific step but cannot transfer the information to other steps, let alone for solving any other maze instance.

In what follows, we address this shortcoming and introduce a framework for reusing learned constraints, with the ultimate objective of overcoming the issue that learned knowledge is bound to specific instances. Reusing learned constraints consists of enriching a program with conflict constraints learned in a previous run. More precisely, our approach proceeds in four steps: (1) extracting constraints while solving, (2) generalizing them, which results in candidates, (3) validating the candidates, and (4) enriching the program with the valid ones. Since this mechanism involves a feedback step, we refer to it as constraint feedback. We implemented our framework as two systems, a variant of the ASP solver clasp addressing step (1), referred to as xclasp, and a downstream system dealing with steps (2) and (3), called ginkgo. Notably, we use ASP for implementing different proof methods addressing step (3). The resulting integrity constraints can then be used to enrich the same or “similar” problem instances. To be more precise, we apply our approach in the context of automated planning, as an exemplar of a demanding and widespread application area representative of dynamic applications based on transition systems. As such, our approach readily applies to other related domains, such as action languages or model checking. Furthermore, automated planning is of particular interest because it involves invariants. Although such constraints are specific to a planning problem, they are often independent of the planning instance and thus transferable from one instance of a problem to another. Returning to the above maze example, this means that the constraint avoiding simple loops does not only generalize to all time steps, but is moreover independent of the particular start and exit position.

2 Background

A logic program is a set of rules of the form
\[ a_0 ← a_1, \ldots, a_m, \sim a_{m+1}, \ldots, \sim a_n \]  
where each \( a_i \) is a first-order atom for \( 0 ≤ i ≤ n \) and “\( \sim \)” stands for default negation. If \( n = 0 \), rule (1) is called a fact. If \( a_0 \) is omitted, rule (1) represents an integrity constraint. Further language constructs exist but are irrelevant to what follows (cf. [3]). Rules with variables are viewed as shorthands for the set of their ground instances. Whenever we deal with authentic source code, we switch to typewriter font and use “\( :- \)” and “\( not \)” instead of “\( ← \)” and “\( \sim \)”; otherwise, we adhere to the ASP language standard [4]. Semantically, a ground logic program induces a collection of answer sets, which are distinguished models of the program determined by answer set semantics; see [12] for details.

Accordingly, the computation of answer sets of logic programs is done in two steps. At first, an ASP grounder instantiates a given logic program. Then, an ASP solver computes the answer sets of the obtained ground logic program. In CDCL-based ASP solvers, the computation of answer sets relies on advanced Boolean constraint processing. To this end, a ground logic program \( P \) is transformed into a set \( \Delta_P \) of nogoods, a common (negative) way to represent constraints [8]. A nogood can be understood as a set \( \{ \ell_1, \ldots, \ell_n \} \) of literals representing an invalid partial truth assignment. Logically, this amounts to the formula \( \neg(\ell_1 \land \cdots \land \ell_n) \), which in turn can be interpreted as an integrity constraint of the form “\( ← \ell_1, \ldots, \ell_n \)” By representing a total assignment as a set \( S \) of literals, one for each available atom, \( S \) is a solution for a set \( \Delta \) of nogoods if \( \delta \not\subseteq S \) for all \( \delta \in \Delta \). Conversely, \( S \) is conflicting
if $\delta \subseteq S$ for some $\delta \in \Delta$. Such a nogood is called a conflict nogood (and the starting point of conflict analysis in CDCL-based solvers). Finally, given a nogood $\delta$ and a set $S$ representing a partial assignment, a literal $\ell \notin S$ is unit-resulting for $\delta$ with respect to $S$ if $\delta \setminus S = \{ \bar{\ell} \}$, where $\bar{\ell}$ is the complement of $\ell$. Such a nogood $\delta$ is called a reason for $\ell$. That is, if all but one literal of a nogood are contained in an assignment, the complement of the remaining literal must hold in any solution extending the current assignment. Unit propagation is the iterated process of extending assignments with unit-resulting literals until no further literal is unit-resulting for any nogood. For instance, consider the partial assignment $\{ a \mapsto t, b \mapsto f \}$ represented by $\{ a, \sim b \}$. Then, $\sim c$ is unit-resulting for $\{ a, c \}$, leading to the extended assignment $\{ a, \sim b, \sim c \}$. In other words, $\{ a, c \}$ is a reason for $\sim c$ in $\{ a, \sim b, \sim c \}$. In this way, nogoods provide reasons explaining why literals belong to a solution. Note that any individual assignment is obtained by either a choice operation or unit propagation. Accordingly, assignments are partitioned into decision levels. Level zero comprises all initially propagated literals; each higher decision level consists of one choice literal along with successively propagated literals. Further Boolean constraint processing techniques can be used to analyze and recombine inherent reasons for conflicts, as described in Section 3.1. We refer the reader to [11] for a detailed account of the aforementioned concepts.

3 Generalization of Learned Constraints

This section presents our approach by following its four salient steps. At first, we detail how conflict constraints are extracted while solving a logic program and turned into integrity constraints. Then, we describe how the obtained integrity constraints can be generalized by replacing specific terms by variables. Next, we present ASP-based proof methods for validating the generated candidate constraints. For clarity, these methods are developed in the light of our application area of automated planning. Finally, we close the loop and discuss the range of problem instances that can be enriched by the resulting integrity constraints.

While we implemented constraint extraction as an extension to clasp, referred to as xclasp, our actual constraint feedback framework involving constraint generalization and validation is comprised in the ginkgo system. The implementation of both systems is detailed in Section 4.

3.1 Extraction

Modern CDCL solvers gather knowledge in the form of conflict nogoods while solving. Accessing these learned nogoods is essential for our approach. To this end, we have to instrument a solver such as clasp to record conflict nogoods resulting from conflict analysis. This necessitates a modification of the solver’s conflict resolution scheme, as the learned nogoods can otherwise contain auxiliary literals (standing for unnamed atoms, rule bodies, or aggregates) having no symbolic representation.

The needed modifications are twofold, since literals in conflict nogoods are either obtained by a choice operation or by unit propagation. On the one hand, enforcing named choice literals can be done by existing means, namely, the heuristic capacities of clasp. To this end, it is enough to instruct clasp to strictly prefer atoms in the symbol table (declared via #show statements) for nondeterministic choices.\footnote{This is done by launching clasp with the options --heuristic=domain --dom-mod=1,16.}

On the other hand, enforcing learned constraints with named literals only needs changes to clasp’s internal conflict resolution scheme. In fact, clasp, as many other ASP and SAT solvers,
uses the *first unique implication point* (1UIP) scheme [20]. In this scheme, the original conflict nogood is transformed by successive resolution steps into another conflict nogood containing only a single literal from the decision level at which the conflict occurred. This is either the last choice literal or a literal obtained by subsequent propagation. Each resolution step takes a conflict nogood $\delta$ containing a literal $\ell$ and resolves it with a reason $\epsilon$ for $\ell$, resulting in the conflict nogood $(\delta \setminus \{\ell\}) \cup (\epsilon \setminus \{\ell\})$. We rely upon this mechanism for eliminating unnamed literals from conflict nogoods. To this end, we follow the 1UIP scheme but additionally resolve out all unnamed (propagated) literals. We first derive a conflict nogood with a single named literal from the conflicting decision level and then resolve out all unnamed literals from other levels. As with 1UIP, the strategy is to terminate resolution as early as possible. In the best case, all literals are named and we obtain the same conflict nogood as with 1UIP. In the worst case, all propagated literals are unnamed and thus resolved out. This yields a conflict nogood comprised of choice literals, whose naming is enforced as described above.\(^2\) Hence, provided that the set of named atoms is sufficient to generate a complete assignment by propagation, our approach guarantees all conflict nogoods to be composed of named literals. Finally, each resulting conflict nogood $\{\ell_1, \ldots, \ell_n\}$ is output as an integrity constraint $\leftarrow \ell_1, \ldots, \ell_n$.

Eliminating unnamed literals burdens conflict analysis with additional resolution steps that result in weaker conflict nogoods and heuristic scores. To quantify this, we conducted experiments contrasting solving times with \texttt{clasp}'s 1UIP scheme and our named variant, with and without the above heuristic modification (yet without logging conflict constraints). We ran the configurations up to 600 seconds on each of the 100 instances of track 1 of the 2015 ASP competition. Timeouts were accounted for as 600 seconds. \texttt{clasp}'s default configuration solved 70 instances in 28014 seconds, while the two named variants solved 65 in 29982 and 63 in 29700 seconds, respectively. Additionally, we ran all configurations on the 42 instances of our experiments in Section 5. While \texttt{clasp} solved all instances in 5596 seconds, the two named variants solved 22 in 16133 and 16 in 17607 seconds, respectively. Given that these configurations are meant to be used offline, we consider this loss as tolerable.

### 3.2 Selection

In view of the vast amount of learnable constraints, it is indispensable to select a restricted subset for constraint feedback. To this end, we allow for selecting a given number of constraints satisfying certain properties. We consider the

1. length of constraints (longest vs. shortest),
2. number of decision levels associated with their literals\(^3\) (highest vs. lowest), and
3. time of recording (first vs. last).

To facilitate the selection, \texttt{xclasp} initially records all learned conflict constraints (within a time limit), and the \texttt{ginkgo} system then picks the ones of interest downstream.

The simplest form of reusing learned constraints consists of enriching an instance with subsumption-free propositional integrity constraints extracted from a previous run on the same instance. We refer to this as *direct constraint feedback*. We empirically studied the impact of this feedback method along with the various selection options in [19] and for brevity only summarize our results here. Our experiments indicate that direct constraint feedback

\(^2\) This worst-case scenario corresponds to the well-known *decision scheme*, using conflict clauses containing choice literals only (obtained by resolving out all propagated literals). Experiments with a broad benchmark set [19] showed that our named 1UIP-based scheme uses only 41% of the time needed with the decision scheme.

\(^3\) This is known as the *literal block distance* (LBD).
generally improves performance and leads to no substantial degradation. This applies to runtime but also to the number of conflicts and decisions. We observed that solving times decrease with the number of added constraints,\(^4\) except for two benchmark classes\(^5\) showing no pronounced effect. This provided us with the pragmatic insight that the addition of constraints up to a magnitude of 10000 does not hamper solving. The analysis of the above criteria yielded that (1) preferring short constraints had no negative effect over long ones but sometimes led to significant improvements, (2) the number of decision levels had no significant impact, with a slight advantage for constraints with fewer ones, and (3) the moment of extraction ranks equally well, with a slight advantage for earlier extracted constraints. All in all, we observe that even this basic form of constraint feedback can have a significant impact on ASP solving, though its extent is hard to predict. This is not as obvious as it might seem, since the addition of constraints slows down propagation, and initially added constraints might not yet be of value at the beginning of solving.

3.3 Generalization

The last section indicated the prospect of improving solver performance through constraint feedback. Now, we take this idea one step further by generalizing the learned constraints before feeding them back. The goal of this is to extend the applicability of extracted information and make it more useful to the solver ultimately. To this end, we proceed in two steps. First, we produce candidates for generalized conflict constraints from learned constraints. But since the obtained candidates are not necessarily valid, they are subject to validation. Invalid candidates are rejected, valid ones are kept. We consider two ways of generalization, namely, minimization and abstraction. Minimization eliminates as many literals as possible from conflict constraints. The smaller a constraint, the more it prunes the search space. Abstraction consists of replacing designated constants in conflict constraints by variables. This allows for extending the validity of a conflict constraint from a specific object to all objects of the same domain. This section describes generalization by minimization and abstraction, while the validation of generalized constraints is detailed in Section 3.4.

3.3.1 Minimization

Minimization aims at finding a minimal subset of a conflict constraint that still constitutes a conflict. Given that we extract conflicts in the form of integrity constraints, this amounts to eliminating as many literals as possible. For example, when solving a Ricochet Robots puzzle encoded by a program \(P\), our extended solver \(xclasp\) might extract the integrity constraint

\[
\leftarrow \neg \text{go}(\text{red}, \text{up}, 3), \text{go}(\text{red}, \text{up}, 4), \neg \text{go}(\text{red}, \text{left}, 5)
\]

This established conflict constraint tells us that \(P \cup \{h \leftarrow C, \leftarrow \neg h\}\) is unsatisfiable for \(C = \{\neg \text{go}(\text{red}, \text{up}, 3), \text{go}(\text{red}, \text{up}, 4), \neg \text{go}(\text{red}, \text{left}, 5)\}\). The minimization task then consists of determining some minimal subset \(C'\) of \(C\) such that \(P \cup \{h \leftarrow C', \leftarrow \neg h\}\) remains unsatisfiable, which in turn means that no answer set of \(P\) entails all of the literals in \(C'\). To traverse (proper) subsets \(C'\) of \(C\) serving as candidates, our \(g\text{inkgo}\) system pursues a greedy approach that aims at eliminating literals one by one. For instance, given \(C\) as above, it may start with \(C' = C \setminus \{\neg \text{go}(\text{red}, \text{up}, 3)\}\) and check whether \(P \cup \{h \leftarrow C', \leftarrow \neg h\}\) is

\(^4\) We varied the number of extracted constraints from 8 to 16384 in steps of factor \(\sqrt{2}\).
\(^5\) These classes consist of Solitaire and Towers of Hanoi puzzles.
unsatisfiable. If so, “← C’” is established as a valid integrity constraint; otherwise, the literal \( \neg \text{go(red, up, 3)} \) cannot be eliminated. Hence, depending on the result, either \( C' \setminus \{ \ell \} \) or \( C \setminus \{ \ell \} \) is checked next, where \( \ell \) is one of the remaining literals \( \text{go(red, up, 4)} \) and \( \neg \text{go(red, left, 5)} \). Then, (un)satisfiability is checked again for the selected literal \( \ell \), and \( \ell \) is either eliminated or not before proceeding to the last remaining literal.

Clearly, the minimal subset \( C' \) determined by this greedy approach depends on the order in which literals are selected to check and possibly eliminate them. Moreover, checking whether \( P \cup \{ h \leftarrow C', \leftarrow \neg h \} \) is unsatisfiable can be hard, and in case \( P \) itself is unsatisfiable, eventually taking \( C' = \emptyset \) amounts to solving the original problem. The proof methods of ginkgo, described in Section 3.4, refer to problem relaxations to deal with the latter issue.

### 3.3.2 Abstraction

Abstraction aims at deriving candidate conflict constraints by replacing constants in ground integrity constraints with variables covering their respective domains. For illustration, consider integrity constraint (2) again. While this constraint is specific to a particular robot (red), it might also be valid for all the other available robots:

\[
\text{robot}(R), \neg \text{go}(R, \text{up}, 3), \text{go}(R, \text{up}, 4), \neg \text{go}(R, \text{left}, 5)
\]

Here, the predicate \text{robot} delineates the domain of robot identifiers. Further candidates can be obtained by extending either direction \text{up} or \text{left} to any possible direction. In both cases, we extend the scope of constraints from objects to unstructured domains.

Unlike this, the third parameter of the \text{go} predicate determines the time step at which the robot moves and belongs to the ordered domain of nonnegative integers. Thus, the conflict constraint might be valid for any sequence of points in time, given by the predicate \text{time}:

\[
\text{time}(T), \text{time}(T+1), \text{time}(T+2), \neg \text{go(red, up, T)}, \text{go(red, up, T+1)}, \neg \text{go(red, left, T + 2)}
\]

The time domain is of particular interest when it comes to checking candidates, since it allows for identifying invariants in transition systems (see Section 3.4). This is a reason why the current prototype of ginkgo focuses on abstracting temporal constants to variables. In fact, ginkgo extracts all time points \( t_1, \ldots, t_n \) in a constraint in increasing order and replaces them by \( T, T + (t_2 - t_1), \ldots, T + (t_n - t_1) \), where \( T \) is a variable and \( t_i < t_{i+1} \) for \( 0 < i < n \). We refer to integrity constraints obtained by abstraction over a domain of time steps as temporal constraints, denote them by “← \( C[T] \)” where \( T \) is the introduced temporal variable, and refer to the difference \( t_n - t_1 \) as the degree.

### 3.4 Validation

Validating an integrity constraint is about showing that it holds in all answer sets of a logic program. To this end, we use counterexample-oriented methods that can be realized in ASP. Although the respective approach at the beginning of Section 3.3.1 is universal, as it applies to any program, it has two drawbacks. First, it is instance-specific, and second, proof attempts face the hardness of the original problem. With hard instances, as encountered in planning, this is impracticable, especially when checking many candidates. Also, proofs neither apply to other instances of the same planning problem nor carry over to different horizons (plan lengths). To avoid these issues, we pursue a problem-specific approach by concentrating on invariants of transition systems (induced by planning problems). Accordingly, we restrict ourselves to temporal abstractions, as described in Section 3.3, and require problem-specific information, such as state and action variables.
In what follows, we develop two ASP-based proof methods for validating candidates in problems based on transition systems. We illustrate the proof methods below for sequential planning and detail their application in Section 4. We consider planning problems consisting of a set \( F \) of fluents and a set \( A \) of actions, along with instances containing an initial state \( I \) and a goal condition. Letting \( A[t] \) and \( F[t] \) stand for action and fluent variables at time step \( t \), a set \( I[0] \) of facts over \( F[0] \) represents the initial state and a logic program \( P[t] \) over \( A[t] \) and \( F[t-1] \cup F[t] \) describes the transitions induced by the actions of a planning problem (cf. [17]). That is, the two validation methods presented below and corresponding ASP encodings given in [9] do not rely on the goal.

### 3.4.1 Inductive Method

The idea of using ASP for conducting proofs by induction traces back to verifying properties in game descriptions [14]. To show that a temporal constraint “\( \langle C[T]\rangle \)” of degree \( k \) is invariant to a planning problem represented by \( I[0] \) and \( P[t] \), two programs must be unsatisfiable:

\[
I[0] \cup P[1] \cup \cdots \cup P[k] \cup \{h(0) \leftarrow C[0], \leftarrow \sim h(0)\} \quad (3)
\]

\[
S[0] \cup P[1] \cup \cdots \cup P[k+1] \cup \{h(0) \leftarrow C[0], \leftarrow h(0)\} \cup \{h(1) \leftarrow C[1], \leftarrow \sim h(1)\} \quad (4)
\]

Program (3) captures the induction base and rejects a candidate if it is satisfied (starting) at time step 0. Note that when a constraint spans \( k \) different time points, all trajectories of length \( k \) starting from the initial state are examined.

The induction step is captured in program (4) by using a program \( S[0] \) for producing all possible predecessor states (marked by “0”). To this end, \( S[0] \) contains a choice rule “\( \{f(0)\} \leftarrow \)” for each fluent \( f(0) \) in \( F[0] \). Moreover, program (4) rejects a candidate if the predecessor state (starting at time step 0) violates the candidate or if the successor state (starting at 1) satisfies it. To apply the candidate to the successor step, it is shifted by 1 via \( h(1) \). That is, the induction step requires one more time step than the base. If both programs (3) and (4) are unsatisfiable, the candidate is validated. Although the obtained integrity constraint depends on the initial state, it is independent of the goal and applies to varying horizons. Hence, the generalized constraint cannot only be used for enriching the planning instance at hand but also carries over to instances with different horizons and goals.

### 3.4.2 State-Wise Method

We also consider a simpler validation method that relies on exhaustive state generation. This approach replaces the two-fold induction method with a single search for counterexamples:

\[
S[0] \cup P[1] \cup \cdots \cup P[k] \cup \{h(0) \leftarrow C[0], \leftarrow h(0)\} \quad (5)
\]

As in the induction step above, a state is nondeterministically generated via \( S[0] \). But instead of performing the step, program (5) rejects a candidate if it is satisfied in the generated state. As before, the candidate is validated if program (5) is unsatisfiable. While this simple proof method is weaker than the inductive one, it is independent of the initial state, and validated generalized constraints thus carry over to all instances of a planning problem. We empirically contrast both approaches in Section 5.

### 3.5 Feedback

Combining all the previously described steps allows us to enrich logic programs with validated generalized integrity constraints. We call this process generalized constraint feedback.
The scope of our approach is delineated by the chosen proof methods. First, they deal with problems based on transition systems. Second, both methods are incomplete, since they might find infeasible counterexamples stemming from unreachable states. However, both methods rely on relatively inexpensive proofs, since candidates are bound by their degree rather than the full horizon. This also makes valid candidates independent of goal conditions and particular horizons; state-wise proven constraints are even independent of initial states.

4 Implementation

We implemented our knowledge generalization framework as two systems: xclasp is a variant of the ASP solver clasp 3 capable of extracting learned constraints while solving, and the extracted constraints are then automatically generalized and validated offline by ginkgo. In this way, ginkgo produces generalized constraints that can be reused through generalized constraint feedback. Both xclasp and ginkgo are available at the Potassco Labs website.\(^6\)

4.1 xclasp

xclasp implements the instrumentation described in Section 3.1 as a standalone variant of clasp 3.1.4 extended by constraint extraction. The option \(--\text{log-learnts}\) outputs learned integrity constraints so that the output can be readily used by any downstream application. The option \(--\text{logged-learnt-limit=}\text{n}\) stops solving once \(\text{n}\) constraints were logged. Finally, the named-literals resolution scheme is invoked with \(--\text{resolution-scheme=}\text{named}\).

4.2 ginkgo

ginkgo incorporates the different techniques developed in Section 3. After recording learned constraints, ginkgo offers postprocessing steps, one of which is sorting logged constraints by multiple criteria. This option is interesting for analyzing the effects of reusing different types of constraints. Another postprocessing step used throughout this paper is (propositional) subsumption, that is, removing subsumed constraints. In fact, xclasp often learns constraints that are subsets of previous ones (and thus more general and stronger). For example, when solving the 3-Queens puzzle, recorded integrity constraints might be subsumed by \(\leftarrow \text{queen}(2, 2)\), as a single queen in the middle attacks entire columns and rows.

Figure 1 illustrates ginkgo’s generalization procedure. In our setting, the input to ginkgo consists of a planning problem, an instance, and a fixed horizon. First, ginkgo begins to extract a specified number of learned constraints by solving the instance with our modified solver xclasp. Then, ginkgo abstracts the learned constraints over the time domain, which results in a set of candidates (see Section 3.3.2). These candidates are validated and optionally minimized (see Section 3.3.1) one by one. For this purpose, ginkgo uses either of the two presented validation methods (see Section 3.4), where the candidates are validated in ascending order of degree. This is sensible because the higher the degree, the larger is the search space for counterexamples. Among candidates with the same degree, the ones with fewer literals are tested first, given that the optional minimization of constraints (using the same proof method as for validation) requires less steps for them. Moreover, proven candidates are immediately added to the input logic program in order to strengthen future proofs (while unproven ones are discarded). Finally, ginkgo terminates after successfully generalizing a user-specified

\(^6\) http://potassco.sourceforge.net/labs.html
number of constraints. The generalized constraints can then be used to enrich the same or a related logic program via generalized constraint feedback.

ginkgo offers multiple options to steer the constraint generalization procedure. --horizon specifies the planning horizon. The validation method is selected via --proof-method. --minimization-strategy defines whether constraint minimization is used. --constraints-to-extract decides how many constraints ginkgo extracts before starting to validate them, where the extraction step can also be limited with --extraction-timeout. By default, ginkgo tests all initially extracted constraints before extracting new ones.\textsuperscript{7} Alternatively, new constraints may be extracted after each successful proof (controlled via --testing-policy). Candidates exceeding a specific degree (\texttt{--max-degree}) or number of literals (\texttt{--max-number-of-literals}) may be skipped. Additionally, candidates may be skipped if the proof takes too long (\texttt{--hypothesis-testing-timeout}). ginkgo terminates after generalizing a number of constraints specified by \texttt{--constraints-to-prove} (or if $xclasp$’s constraints are exhausted).

\section{Evaluation}

To evaluate our approach, we instruct ginkgo to learn and generalize constraints autonomously on a set of benchmark instances. These instances stem from the International Planning Competition (IPC) series and were translated to ASP with $plasp$ \cite{plasp}.

First, we study how the solver’s runtime is affected by generalized constraint feedback – that is, enriching instances with generalized constraints that were obtained beforehand with ginkgo. In a second experiment, generalized constraint feedback is performed after varying

\textsuperscript{7} Note that extracting more constraints is only necessary if the initial chunk of learned constraints does not lead to the requested number of generalized constraints. In practice, this rarely happens when choosing a sufficient number of constraints to extract initially.
the instances’ horizons. Among other things, this allows us to study scenarios in which constraints are first generalized using simplified settings to speed up the solving process of the actual instances later on. The benchmark sets are available at ginkgo’s website.6

5.1 Generalized Constraint Feedback

In this experiment, we use ginkgo to generalize a specific number of learned constraints for each instance. Then, we enrich the instances via generalized constraint feedback and measure how the enriched instances relate to the original ones in terms of runtime. This setup allows us to assess whether reusing generalized constraints improves solving the individual instances.

The benchmark set consists of 42 instances from the 2000, 2002, and 2006 IPCs and covers nine planning domains: Blocks World (8), Driver Log (4), Elevator (11), FreeCell (4), Logistics (5), Rovers (1), Satellite (3), Storage (4), and Zeno Travel (2). We selected instances with solving times within 10 to 600 seconds on the benchmark system (using clasp with default settings). For 33 instances, we used minimal horizons. We chose higher horizons for the remaining nine instances because timeouts occurred with minimal horizons.

Given an instance and a fixed horizon, 1024 generalized constraints are first generated offline with ginkgo. Afterward, the solving time of the instance is measured multiple times. Each time, the instance is enriched with the first \( n \) generalized constraints, where \( n \) varies between 8 and 1024 in exponential steps. The original instance is solved once more without any feedback for reference. Afterward, the runtimes of the enriched instances are compared to the original ones. All runtimes are measured with clasp’s default configuration, not xclasp.

We perform this experiment with the four ginkgo configurations shown in Table 1.

First, we select the state-wise proof method and enable minimization (a). We chose this configuration as a reference because the state-wise proof method achieves instance independence (see Section 3.4.2) and because minimization showed to be useful in earlier experiments [19]. To compare the two validation methods presented in this paper, we repeat the experiment with the inductive proof method (b). In configuration (c), we disable constraint minimization to assess the benefit of this technique. Finally, configuration (d) replaces generalized with direct constraint feedback (that is, the instances are not enriched with the generalized constraints but the ground learned constraints they stem from). With configuration (d), we can evaluate whether generalization renders learned constraints more useful.

We fix ginkgo’s other options across all configurations. Generalization starts after xclasp extracted 16384 constraints or after 600 seconds. Candidates with degrees greater than 10 or more than 50 literals are skipped, and proofs taking more than 10 seconds are aborted. After ginkgo terminates, the runtimes of the original and enriched instances are measured with a limit of 3600 seconds. Timeouts are penalized with PAR-10 (36000 seconds). The benchmarks were run on a Linux machine with Intel Core i7-4790K at 4.4 GHz and 16 GB RAM.

As Figure 2a shows, generalized constraint feedback reduced the solver’s runtime by up to 55%. The runtime decreases the more generalized constraints are selected for feedback.

---

### Table 1

<table>
<thead>
<tr>
<th>validation method</th>
<th>minimization</th>
<th>constraint feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) state-wise</td>
<td>on</td>
<td>generalized</td>
</tr>
<tr>
<td>(b) inductive</td>
<td>on</td>
<td>generalized</td>
</tr>
<tr>
<td>(c) state-wise</td>
<td>off</td>
<td>generalized</td>
</tr>
<tr>
<td>(d) state-wise</td>
<td>on</td>
<td>direct</td>
</tr>
</tbody>
</table>
On average, validating a candidate constraint took 73 ms for grounding and 22 ms for solving in reference configuration (a). 38 % of all proofs were successful, and ginkgo terminated after 1169 seconds on average. The tested candidates had an average degree of 2.2 and contained 9.3 literals. Constraint minimization eliminated 63 % of all literals in generalized constraints.

While lacking the instance independence of the state-wise proof, the supposedly stronger inductive proof did not lead to visibly different results (see Figure 2b). Additionally, validating candidate constraints took about 2.3 times longer. With 2627 seconds, the average total runtime of ginkgo was 2.2 times higher with the inductive proof method. Disabling constraint minimization had rather little effect on the generalized constraints’ utility in terms of solver runtime, as seen in Figure 2c. However, without constraint minimization, ginkgo’s runtime was reduced to 332 seconds (a factor of 3.5 compared to the reference configuration). Interestingly, direct constraint feedback was never considerably useful for the solver (see Figure 2d). Hence, we conclude that learned constraints are indeed strengthened by generalization.

### 5.2 Generalized Constraint Feedback with Varying Horizons

This experiment evaluates the generality of the proven constraints – that is, whether priorly generalized constraints improve the solving performance on similar instances. For this purpose, we use ginkgo to extract and generalize constraints on the benchmark instances with fixed horizons. Then, we vary the horizons of the instances and solve them again, after enriching them with the previously generalized constraints.

We reuse the 33 instances with minimal (optimal) horizons from Section 5.1, referring to them as the $H_0$ set. In addition, we analyze two new benchmark sets. $H_{-1}$ consists of the $H_0$ instances with horizons reduced by 1, which renders all instances in $H_{-1}$ unsatisfiable. In another benchmark set, $H_{+1}$, we increase the fixed horizon of the $H_0$ instances by 1.\(^8\)

---

\(^8\) The alleged small change of the horizon by 1 is motivated by maintaining the hardness of the problem.
The benchmark procedure is similar to Section 5.1. This time, constraints are extracted and generalized on a specific benchmark set but then applied to the corresponding instances of another set. For instance, $H_{-1} \rightarrow H_0$ refers to the setting where constraints are generalized with $H_{-1}$ and then reused while solving the respective instances in $H_0$. In total, we study six settings: $\{H_{-1}, H_0\} \rightarrow \{H_{-1}, H_0, H_{+1}\}$. The choice of $\{H_{-1}, H_0\}$ as sources reflects the extraction from unsatisfiable and satisfiable instances, respectively. To keep the results comparable across all configurations, we removed five instances whose reference runtime (without feedback) exceeded the time limit of 3600 seconds in at least one of $H_{-1}$, $H_0$, and $H_{+1}$. For this reason, the results shown in Figure 3 refer to the remaining 28 instances. In this experiment, the state-wise validation method and minimization are applied. The benchmark environment is identical to Section 5.1.

As Figure 3 shows, generalized constraint feedback permits varying the horizon with no visible penalty.

Across all six settings, the runtime improvements are very similar (up to 70 or 82 %, respectively). Runtime improvements are somewhat more pronounced when constraints are generalized with $H_{-1}$ rather than $H_0$. Furthermore, generalized constraint feedback on $H_{-1}$ is slightly more useful than on $H_0$ and $H_{+1}$. Apart from this, generalized constraint feedback seems to work well no matter whether the programs at hand are satisfiable or not.
We have presented the systems \textit{xclasp} and \textit{ginkgo}, jointly implementing a fully automated form of generalized constraint feedback for CDCL-based ASP solvers. This is accomplished in a four-phase process consisting of extraction (and selection), generalization (via abstraction and minimization), validation, and feedback. While \textit{xclasp}'s extraction of integrity constraints is domain-independent, the scope of \textit{ginkgo} is delineated by the chosen proof method. Our focus on inductive and state-wise methods allowed us to study the framework in the context of transition-based systems, including the chosen application area of automated planning. We have demonstrated that our approach allows for reducing the runtime of planning problems by up to 55\%. Moreover, the learned constraints cannot only be used to accelerate a program at hand, but they moreover transfer to other goal situations, altered horizons, and even other initial situations (with the state-wise technique). In the latter case, the learned constraints are general enough to apply to all instances of a fixed planning problem. Interestingly, while both proof methods often failed to prove valid, handcrafted properties, they succeeded on relatively many automatically extracted candidates (about 38\%). Generally speaking, it is worthwhile to note that our approach had been impossible without ASP’s first-order modeling language along with its distinction of problem encoding and instance.

Although \textit{xclasp} and \textit{ginkgo} build upon many established techniques, we are unaware of any other approach combining the same spectrum of techniques similarly. In ASP, the most closely related work was done in [26] in the context of the first-order ASP solver \textit{omiga} [6]. Rules are represented as Rete networks, propagation is done by firing rules, and unfolding is used to derive new reusable rules. ASP-based induction was first used for verifying predefined properties in game descriptions [14]. Inductive logic programming in ASP [22, 16] is related in spirit but works from different principles, such as deriving rules compatible with positive and negative examples. In SAT, \textit{k}-induction [24, 25] is a wide-spread technique in applications to model checking. Our state-wise proof method is similar to 0-induction. In FO(ID), [7] deals with detecting functional dependencies for deriving new constraints, where a constraint’s validity is determined by a first-order theorem prover. In CP, automated modeling constitutes an active research area (cf. [21]). For instance, [5] addresses constraint reformulation by resorting to machine learning and theorem proving for extraction and validation. Finally, invariants in transition systems have been explored in several fields, among them general game playing [14], planning [23, 15], model checking [24, 25], and reasoning about actions [18]. While inductive and first-order proof methods are predominant, invariants are either assumed to be given or determined by dedicated algorithms.

Our approach aims at overcoming the restriction of learned knowledge to specific problem instances. However, it may also help to close the gap between highly declarative and highly optimized encodings by enriching the former through generalized constraint feedback.
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PρLog extends Prolog by conditional transformations that are controlled by strategies. We give a brief overview of the tool and illustrate its capabilities.
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**1 Brief overview**

PρLog is a tool that combines, on the one hand, the power of logic programming and, on the other hand, flexibility of strategy-based conditional transformation systems. Its terms are built over function symbols without fixed arity, using four different kinds of variables: for individual terms, for sequences of terms, for function symbols, and for contexts. These variables help to traverse tree forms of expressions both in horizontal and vertical directions, in one or more steps. A powerful matching algorithm helps to replace several steps of recursive computations by pattern matching, which facilitates writing short and intuitively quite clear code. By the backtracking engine, nondeterministic computations are modeled naturally. Prolog’s meta-programming capabilities allowed to easily write a compiler from PρLog programs (that consist of a specific Prolog code, actually) into pure Prolog programs.

PρLog program clauses either define user-constructed strategies by transformation rules or are ordinary Prolog clauses. Prolog code can be used freely in PρLog programs, which is especially convenient when built-ins, arithmetics, or input-output features are needed.

PρLog is based on the ρLog calculus [15], whose inference system is basically the SLDNF-resolution, with normal logic program semantics [14]. Therefore, Prolog was a natural choice to implement it. The ρLog calculus has been influenced by the ρ-calculus [5], which, in itself, is a foundation for the rule-based programming system ELAN [2]. There are some other languages for programming by rules, such as, e.g., ASF-SDF [16], CHR [11], Claire [4], Maude [6], Stratego [17], Tom [1]. The ρLog calculus and, consequently, PρLog differs from
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them, first of all, by its pattern matching capabilities. Besides, it adopts logic programming semantics (clauses are first class concepts, rules/strategies are expressed as clauses) and makes a heavy use of strategies to control transformations. We showed its applicability for XML transformation and Web reasoning [7], and in modeling rewriting strategies [9].

Here we briefly describe the current status of PρLog. A more detailed overview can be found in [10]. The system can be downloaded from its Web page http://www.risc.jku.at/people/tkutsaia/software/prolog/. The current version has been tested for SWI-Prolog [18] version 7.2.3 or later.

2 How PρLog works

PρLog atoms are supposed to transform term sequences. Transformations are labeled by what we call strategies. Such labels (which themselves can be complex terms, not necessarily constant symbols) help to construct more complex transformations from simpler ones.

An instance of a transformation is finding duplicated elements in a sequence and removing one of them. We call this process double merging. The following strategy implements it:

merge_doubles :: (s_X, i_x, s_Y, i_x, s_Z) :- (s_X, i_x, s_Y, s_Z).

Here merge_doubles is the strategy name. It is followed by the separator :: which separates the strategy name from the transformation. Then comes the transformation itself in the form lhs :- rhs. It says that if the sequence in lhs contains duplicates (expressed by two copies of the variable i_x, which can match individual terms and therefore, is called an individual variable) somewhere, then from these two copies only the first one should be kept in rhs. That “somewhere” is expressed by three sequence variables, where s_X stands for the subsequence of the sequence before the first occurrence of i_x, s_Y takes the subsequence between two occurrences of i_x, and s_Z matches the remaining part. These subsequences remain unchanged in the rhs. Note that one does not need to code the actual search process of doubles explicitly. The matching algorithm does the job instead, looking for an appropriate instantiation of the variables. There can be several such instantiations.

Now one can ask a question, e.g., to merge doubles in a sequence (1, 2, 3, 2, 1):

?- merge_doubles :: (1, 2, 3, 2, 1) :- s_Result.

PρLog returns two different substitutions: \{s_Result :- (1, 2, 3, 2)\} and \{s_Result :- (1, 2, 3, 1)\}. They are computed via backtracking. Each of them is obtained from (1, 2, 3, 2, 1) by merging one pair of duplicates. A completely double-free sequence is just a normal form of this single-step transformation. PρLog has a built-in strategy for computing normal forms, denoted by \textbf{nf}, and we can use it to define a new strategy merge_all_doubles in the following clause (where :-, as in Prolog, stands for the inverse implication):

merge_all_doubles :: s_X :- nf(merge_doubles) :: s_X :- !.

The effect of \textbf{nf} here is that it starts applying \textbf{merge\_doubles} to s_X, and repeats this process iteratively as long as it is possible, i.e., as long as doubles can be merged in the obtained sequences. When merge\_doubles is no more applicable, it means that the normal form of the transformation is reached and it is returned in s_Y. The Prolog cut at the end cuts the alternative ways of computing the same normal form. In general, Prolog primitives and clauses can be used freely in PρLog. Now, for the query

?- merge_all_doubles :: (1, 2, 3, 2, 1) :- s_Result.
we get a single answer \( s\_Result \mapsto \{1, 2, 3\} \). Instead of using the cut, we could have defined \( \text{merge\_all\_doubles} \) purely in \( \text{P} \text{Prolog} \) terms, with the help of a built-in strategy \textbf{first\_one}. It applies to a sequence of strategies (in the clause below there is only one such strategy, \textbf{nf}(merge\_doubles)), finds the first one among them which successfully transforms the input sequence \( s\_X \) below, and gives back just one result of the transformation (in \( s\_Y \)):

\[
\text{merge\_all\_doubles} :: s\_X \implies s\_Y \implies \textbf{first\_one}(\text{nf}(\text{merge\_doubles})) :: s\_X \implies s\_Y.
\]

\( \text{P} \text{Prolog} \) is good not only in selecting arbitrarily many subexpressions in “horizontal direction” (by sequence variables), but also in working in “vertical direction”, selecting subterms at arbitrary depth. \textit{Context variables} provide this flexibility, by matching the context above the subterm to be selected. A context is a term with a single “hole” in it. When it applies to a term, the latter is “plugged in” the hole, replacing it. There is yet another kind of variable, called \textit{function variable}, which stands for a function symbol. With the help of these constructs and the \text{merge\_doubles} strategy, it is pretty easy to define a transformation that merges two identical branches in a tree, represented as a term:

\[
\text{merge\_double\_branches} :: c\_\text{Con}(f\_\text{Fun}(s\_X)) \implies c\_\text{Con}(f\_\text{Fun}(s\_Y)) \implies s\_Y.
\]

Here \( c\_\text{Con} \) is a context variable and \( f\_\text{Fun} \) is a function variable. This is a naming notation in \( \text{P} \text{Prolog} \), to start a variable name with the first letter of the kind of variable \( (\text{individual, sequence, function, context} \rangle \), followed by the underscore. After the underscore, there comes the actual name. For anonymous variables, we write just \( i\_\_, s\_\_, f\_\_, c\_\_ \).

Now, we can ask to merge double branches in a given tree:

\[
\text{?- merge\_double\_branches} :: f(g(a, b, a, h(c, c)), g(a, b, h(c))) \implies i\_\_\_\_Result.
\]

\( \text{P} \text{Prolog} \) returns two different substitutions via backtracking:

\[
\begin{align*}
\{i\_\_\_\_Result \mapsto f(g(a, b, h(c, c)), g(a, b, h(c)))\}, \\
\{i\_\_\_\_Result \mapsto f(g(a, b, a, h(c)), g(a, b, h(c)))\}.
\end{align*}
\]

To obtain the first one, \( c\_\text{Con} \) matched to the context \( f(c, g(a, b, h(c))) \) (where \( c \) is the hole), \( f\_\text{Fun} \) to the symbol \( g \), and \( s\_X \) to the sequence \( (a, b, a, h(c, c)) \). \text{merge\_doubles} transformed \( (a, b, a, h(c, c)) \) to \( (a, b, h(c, c)) \). The other result is obtained by matching \( c\_\text{Con} \) to \( f(g(a, b, a, c), g(a, b, h(c))) \), \( f\_\text{Fun} \) to \( h \), \( s\_X \) to \( (c, c) \), and merging the \textit{c’s} in the latter.

One can have an arbitrary sequence (not necessarily a variable) in the right hand side of transformations in the queries, e.g., instead of \( i\_\_\_\_\_\_Result \) above we could have had \( c\_\text{C}(h(c, c)) \), asking for the context of the result that contains \( h(c, c) \). Then the output would be \( \{c\_\text{C} \mapsto f(g(a, b, c, c), g(a, b, h(c)))\} \).

Similar to merging all doubles in a sequence above, we can also define a strategy that merges all identical branches in a tree repeatedly, as \textbf{first\_one}(nf(merge\_double\_branches)). It would give \( f(g(a, b, h(c))) \) for the input term \( f(g(a, b, a, h(c, c)), g(a, b, h(c))) \).

\( \text{P} \text{Prolog} \) execution principle is based on depth-first inference with leftmost literal selection in the goal. If the selected literal is a Prolog literal, then it is evaluated in the standard way. If it is a \( \text{P} \text{Prolog} \) atom of the form \( st :: s\_1 \implies s\_2 \), due to the syntactic restriction called well-modaleness (formally defined in \([9]\)), \( st \) and \( s\_1 \) do not contain variables. Then a (renamed copy of a) program clause \( st' :: s\_1' \implies s\_2' \) is selected, such that \( st' \) matches \( st \) and \( s\_1' \) matches \( s\_1 \) with a substitution \( \sigma \). Next, the selected literal in the query is replaced with
the conjunction \((\text{body})\sigma, \text{id} :: \tilde{s}'_2 \sigma \implies \tilde{s}_2\), where \text{id} is the built-in strategy for identity: it succeeds iff its rhs matches the lhs. Evaluation continues further with this new query. Success and failure are defined in the standard way. Backtracking explores other alternatives that may come from matching the selected query literal to the head of the same program clause in a different way (since context/sequence matching is finitary, see, e.g., \cite{8, 12, 13}), or to the head of another program clause. Negative literals are processed by negation-as-failure.

The \(P\rho\Log\) distribution consists of the main file, parser, compiler, the library of built-in strategies, and a part responsible for matching. \(P\rho\Log\) programs are written in files with the extension \(\text{.rho}\). A \(P\rho\Log\) session is initiated withing Prolog by consulting the main file. After that, the user can load a \(\text{.rho}\) file, which is parsed and compiled into a Prolog code. \(P\rho\Log\) queries are also transformed into Prolog queries, which are then executed.

\(P\rho\Log\) can be used in any development environment that is suitable for SWI-Prolog. We provide a special Emacs mode for \(P\rho\Log\), which extends the Prolog mode for Emacs \cite{3}. It supports syntax highlighting, makes it easy to load \(P\rho\Log\) programs and anonymize variables via the menu, etc. A tracing tool for \(P\rho\Log\) is under development.

One can summarize the main advantages of \(P\rho\Log\) as follows: compact and declarative code; capabilities of expression traversal without explicitly programming it; the ability to use clauses in a flexible order with the help of strategies. Besides, \(P\rho\Log\) has access to the whole infrastructure of its underline Prolog system. These features make \(P\rho\Log\) suitable for nondeterministic computations, manipulating XML documents, implementing rule-based algorithms and their control, etc.

---
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Abstract

The formalism of active integrity constraints was introduced as a way to specify particular classes of integrity constraints over relational databases together with preferences on how to repair existing inconsistencies. The rule-based syntax of such integrity constraints also provides algorithms for finding such repairs that achieve the best asymptotic complexity.

However, the different semantics that have been proposed for these integrity constraints all exhibit some counter-intuitive examples. In this work, we look at active integrity constraints using ideas from algebraic fixpoint theory. We show how database repairs can be modeled as fixpoints of particular operators on databases, and study how the notion of grounded fixpoint induces a corresponding notion of grounded database repair that captures several natural intuitions, and in particular avoids the problems of previous alternative semantics.

In order to study grounded repairs in their full generality, we need to generalize the notion of grounded fixpoint to non-deterministic operators. We propose such a definition and illustrate its plausibility in the database context.
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1 Introduction

The classical definition of model of a logic theory requires models to be deductively closed. An alternative phrasing of this fact is saying that models are fixpoints of some entailment operator, and indeed the semantics of many modern logic frameworks can be described as (minimal) fixpoints of particular operators – in particular, those of logic programs, default logics, or knowledge representation formalisms based on argumentation.

Several of these formalisms focus on models that can be constructed “from the ground up” (such as the minimal model of a positive logic program). Grounded fixpoints of lattice operators, studied in [5], were proposed with the intent of capturing this notion in the formal setting of algebraic fixpoint theory, and were shown to abstract from many useful types of fixpoints in logic programming and knowledge representation.

In this work, we are interested in applying this intuition within the context of databases with integrity constraints – formulas that describe logical relations between data in a database, which should hold at all times. We focus on the particular formalism of active integrity constraints (AICs), which not only specify an integrity constraint, but also give indications on how inconsistent databases can be repaired. Although not all integrity constraints can be...
expressed in this formalism, AICs capture the class of integrity constraints that can be written in denial clausal form, which includes many examples that are important in practice [14]. Using AICs, one can distinguish between different types of repairs that embody typical desirable properties – minimality of change [12, 24], the common sense law of inertia [20], or non-circular justification for repair actions [7]. These intuitions capture many aspects of the idea of “building a model from the ground up”, present in grounded fixpoints. However, the semantics of both founded [6] and justified repairs [7] exhibit counter-intuitive behaviors, which led to the proposal of well-founded repairs [9]. These in turn are not modular with respect to stratification of repairs [8], rendering their computation problematic.

In this paper we show that repairs of inconsistent databases can be characterized as fixpoints of a particular operator, with minimality of change corresponding to being a minimal fixpoint, and that both founded and well-founded repairs can be described as fixpoints with additional properties. We then study grounded fixpoints of this operator, and show that they include all founded and well-founded repair, but not all justified repairs. In particular, grounded fixpoints avoid the circularity issues found in founded repairs, while including some intuitive non-justified repairs.

To study AICs in their full generality, we need to consider non-deterministic operators. While there is currently no notion of grounded fixpoint of a non-deterministic operator, we show that we can define this concept in the context of AICs in a manner that naturally generalizes the deterministic definition. We then show how this in turn yields a plausible definition of grounded fixpoints of non-deterministic operators within the general framework of algebraic fixpoint theory.

Related work. Database consistency has long since been recognized as an important problem in knowledge management. Especially in relational databases, integrity constraints have been used for decades to formalize relationships between data in the database that are dictated by its semantics [2, 4].

Whenever an integrity constraint is violated, it is necessary to change the database in order to regain consistency. This process of bringing the database back to consistency is known as database repair, and the problem of database repair is to determine whether such a transformation is possible. Typically, there are several possible ways of repairing an inconsistent database, and several criteria have been proposed to evaluate them. Minimality of change [12, 24] demands that the database be changed as little as possible, while the common-sense law of inertia [20] states that every change should have an underlying reason. While these criteria narrow down the possible database repairs, human interaction is ultimately required to choose the “best” possible repair [22].

Database management systems typically implement integrity constraints as a variant of event-condition-action rules (ECAs, [22, 23]), for which rule processing algorithms have been proposed and a procedural semantics has been defined. However, their lack of declarative semantics makes it difficult to understand the behavior of multiple ECAs acting together and to evaluate rule-processing algorithms in a principled way. Active integrity constraints (AICs) [14] are inspired by the same principle, encoding an integrity constraint together with preferred update actions to repair it. The update actions are limited to addition and removal of tuples from the database, as this suffices to implement the three main operations identified in the seminal work of Abiteboul [1]. AICs follow the tradition of expressing database dependencies through logic programming, which is common namely in the setting of deductive databases [17, 19, 20].

The declarative semantics for AICs [6, 7] is based on the concept of founded and justified repairs, motivated by different interpretations of the common-sense law of inertia, and the
operational semantics for AICs [9] allows their direct computation by means of intuitive tree algorithms, which have been implemented over SQL databases [10]. However, neither founded nor justified repairs are completely satisfactory, as counter-intuitive examples have been produced exhibiting limitations of both types of repairs. Similar flaws have been exposed for the alternative notion of well-founded repairs [9].

Deciding whether a database can be repaired is typically a computationally hard problem. In the framework of AICs, the complexity of this problem depends on the type of repairs allowed, varying between NP-complete and \( \Sigma_2^p \). Because of this intrinsic complexity, techniques to split a problem into several smaller ones are important in practice. A first step in this direction was taken in [18], but that work explicitly forbids cyclic dependencies. A more general study, in the context of AICs, was undertaken in [8], which studies conditions under which a set of constraints can be split into smaller sets, whose repairs may then be computed separately.

In the more general setting of knowledge bases with more powerful reasoning abilities, the problem of computing repairs is much more involved than in databases, as it amounts to solving an abduction problem [15]. In those frameworks, AICs can help greatly with finding repairs, and we are currently investigating how this formalism can be applied outside the database world [11].

The operational semantics for AICs proposed in [9] was inspired by Antoniou’s survey on semantics of default logic [3]. The realization that Reiter’s original semantics for default logic [21] defines extensions by means of what is essentially a fixpoint definition naturally leads to the question of whether we can characterize repairs of inconsistent databases in a similar way. Indeed, some connections between the semantics for AICs and logic programming have been discussed in [7], and fixpoints play a crucial role in defining several semantics for logic programs [13]. These include the standard construction of minimal models of positive logic programs and the notion of answer sets (via the Gelfond–Lifschitz transform). Fixpoints also abound in other domains of logic; many of these occurrences of fixpoints are summarized in [5], and showing that several of them can be seen as instances of the same abstract notion constitutes one of those authors’ motivation for studying grounded fixpoints.

2 Preliminaries

In this section we review the concepts and results that are directly relevant for the remainder of the presentation: grounded fixpoints of lattice operators [5], the formalism of active integrity constraints [14], founded [6], justified [7] and well-founded [9] (weak) repairs, and parallelization results for these.

Grounded fixpoints. A partial order is a binary relation that is reflexive, antisymmetric and transitive. A set \( L \) equipped with a partial order \( \leq \) is called a poset (for partially ordered set), and it is customary to write \( x < y \) if \( x, y \in L \) are such that \( x \leq y \) and \( x \neq y \). Given \( S \subseteq L \), an upper bound of \( S \) is an element \( x \) such that \( s \leq x \) for all \( s \in S \), and \( x \) is a least upper bound (lub) or join of \( S \) if \( x \leq y \) for all upper bounds \( y \) of \( S \), and we write \( x = \bigvee S \).

The notion of (greatest) lower bound, or meet, is dually defined, and written \( \bigwedge S \). Meets and joins, if they exist, are necessarily unique. For binary sets, it is standard practice to write \( x \land y \) and \( x \lor y \) instead of \( \bigwedge \{x, y\} \) and \( \bigvee \{x, y\} \).

A complete lattice is a poset in which every set has a join and a meet. In particular, complete lattices have a greatest element \( \top \) and a smallest element \( \bot \). The powerset lattice of a set \( S \) is \( \langle \wp(S), \subseteq \rangle \), whose elements are the subsets of \( S \) ordered by inclusion. The powerset
lattice is a complete lattice with joins given by union and meets given by intersection. Its greatest element is \(S\), and its smallest element is \(\emptyset\).

A lattice operator is a function \(O : L \rightarrow L\). A fixpoint of \(O\) is an element \(x \in L\) for which \(O(x) = x\). If \(x \leq y\) for all fixpoints \(y\) of \(O\), then \(x\) is said to be the least (or minimal fixpoint) of \(O\). Lattice operators do not need to have fixpoints, but monotone operators (i.e. those for which \(x \leq y\) implies \(O(x) \leq O(y)\)) always have a minimal fixpoint.

We will be interested in two particular kinds of fixpoints, introduced in [5]. We summarize the definitions and Propositions 3.3, 3.5 and 3.8 from that work.

\[\text{Definition 1.}\] Let \(O\) be an operator over a lattice \((L, \leq)\). An element \(x \in L\) is:

- grounded for \(O\) if \(O(x) \leq v\) implies \(x \leq v\), for all \(v \in L\);
- strictly grounded for \(O\) if there is no \(y \in L\) such that \(y < x\) and \((O(y) \wedge x) \leq y\).

\[\text{Lemma 2.}\] Let \(O\) be an operator over a lattice \((L, \leq)\).
1. All strictly grounded fixpoints of \(O\) are grounded.
2. If \((L, \leq)\) is a powerset lattice, then all grounded fixpoints of \(O\) are strictly grounded.
3. All grounded fixpoints of \(O\) are minimal.

We will be working mostly in a powerset lattice, so throughout this paper we will treat the notions of strictly grounded and grounded as equivalent.

**Active integrity constraints (AICs).** The formalism of AICs was originally introduced in [14], but later simplified in view of the results in [6]. We follow the latter’s definition, with a more friendly and simplified notation.

We assume a fixed set \(At\) of atoms (typically, closed atomic formulas of a first-order theory); subsets of \(At\) are databases. A literal is either an atom \(a\) or its negation \(\neg a\), and a database \(DB\) satisfies a literal \(\ell\), denoted \(DB \models \ell\), if: \(\ell\) is an atom \(a \in DB\), or \(\ell\) is \(\neg a\) and \(a \notin DB\). An update action \(\alpha\) has the form \(+a\) or \(-a\), where \(a \in At\); \(+a\) and \(-a\) are dual actions, and we represent the dual of \(\alpha\) by \(\alpha^D\). Update actions are intended to change the database: \(+a\) adds \(a\) to the database (formally: it transforms \(DB\) into \(DB \cup \{a\}\)), while \(-a\) removes it (formally: it transforms \(DB\) into \(DB \setminus \{a\}\)). A set of update actions \(U\) is consistent if it does not contain an action and its dual. A consistent set of update actions \(U\) acts on a database \(DB\) by updating \(DB\) by means of all its actions simultaneously; we denote the result of this operation by \(U(DB)\).

Literals and update actions are related by natural mappings \(\text{lit}\) and \(\text{ua}\), where \(\text{lit}(+a) = a\), \(\text{lit}(-a) = \neg a\), \(\text{ua}(a) = +a\) and \(\text{ua}(\neg a) = -a\). An AIC is a rule \(r\) of the form

\[\ell_1, \ldots, \ell_n \models a_1 | \ldots | a_k\]  

(1)

where \(n, k \geq 1\) and \(\{\text{lit}(a_1^D), \ldots, \text{lit}(a_n^D)\} \subseteq \{\ell_1, \ldots, \ell_n\}\). The intuition behind this notation is as follows: the body of the rule, \(\text{body}(r) = \ell_1, \ldots, \ell_n\), describes an inconsistent state of the database. If \(DB \models \ell_1 \wedge \ldots \wedge \ell_n\), which we write as \(DB \models \text{body}(r)\), then \(r\) is applicable, and we should fix this inconsistency by applying one of the actions in the head of \(r\), \(\text{head}(r) = a_1 | \ldots | a_k\). The syntactic restriction was motivated by the observation [6] that actions that do not satisfy this condition may be removed from \(\text{head}(r)\) without changing the semantics of AICs, which we now describe.

Generic integrity constraints were previously written as first-order clauses with empty head (see [14]), and we can see AICs as a generalization of this concept: an integrity constraint \(\ell_1 \wedge \ldots \wedge \ell_n \rightarrow \bot\) expresses no preferences regarding repairs, and thus corresponds to the (closed instances of the) AIC \(\ell_1, \ldots, \ell_n \models \text{ua}(\ell_1)^D | \ldots | \text{ua}(\ell_n)^D\). Our presentation essentially
treats \( At \) as a set of propositional symbols, following [7]; for the purposes of this paper, the distinction is immaterial (we can identify an AIC including variables with the set of its closed instances), but our choice makes the presentation much simpler.

A set of update actions \( \mathcal{U} \) is a weak repair for \( DB \) and a set \( \eta \) of AICs (shortly, for \( \langle DB, \eta \rangle \)) if: (i) every action in \( \mathcal{U} \) changes \( DB \) and (ii) \( \mathcal{U}(DB) \not\models \text{body}(r) \) for all \( r \in \eta \). Furthermore, if \( \mathcal{U} \) is minimal wrt set inclusion, then \( \mathcal{U} \) is said to be a repair; repairs are also minimal among all sets satisfying only condition (ii), embodying the principle of minimality of change [24] explained earlier.

\textbf{Definition 3.} A set of update actions \( \mathcal{U} \) is founded wrt \( \langle DB, \eta \rangle \) if, for every \( \alpha \in \mathcal{U} \), there exists \( r \in \mathcal{U} \) such that \( \alpha \in \text{head}(r) \) and \( \mathcal{U}(DB) \models \text{body}(r) \setminus \{ \text{lit}(\alpha^D) \} \). A founded (weak) repair is a (weak) repair that is founded.

The intuition is as follows: in a founded weak repair, every action has support in the form of a rule that “requires” its inclusion in \( \mathcal{U} \). We will use the (equivalent) characterization of founded sets: \( \mathcal{U} \) is founded if, for every \( \alpha \in \mathcal{U} \), there is a rule \( r \) such that \( \alpha \in \text{head}(r) \) and \( (\mathcal{U} \setminus \{ \alpha \})(DB) \models \text{body}(r) \).

However, Caroprese et al. [7] discovered that there can be founded repairs exhibiting circularity of support (see Example 17 below), and they proposed the stricter notion of justified repair.

\textbf{Definition 4.} Let \( \mathcal{U} \) be a set of update actions and \( DB \) be a database.

- The no-effect actions wrt \( DB \) and \( \mathcal{U} \) are the actions that do not affect either \( DB \) or \( \mathcal{U}(DB) \): \( \text{neff}_{DB}(\mathcal{U}) = \{ +a \mid a \in DB \cap \mathcal{U}(DB) \} \cup \{ -a \mid a \notin DB \cup \mathcal{U}(DB) \} \).
- The set of non-updateable literals of an AIC \( r \) is \( \text{body}(r) \setminus \text{lit(\text{head}(r)^D)} \), where the functions \( \text{lit} \) and \( \text{head}^D \) are extended to sets in the natural way.
- \( \mathcal{U} \) is closed under \( \eta \) if, for each \( r \in \eta \), \( \text{ua}(\text{nup}(r)) \subseteq \mathcal{U} \) implies \( \text{head}(r) \cap \mathcal{U} \neq \emptyset \).
- \( \mathcal{U} \) is a justified action set if it is the least superset of \( \mathcal{U} \cup \text{neff}_{DB}(\mathcal{U}) \) closed under \( \eta \).
- \( \mathcal{U} \) is a justified (weak) repair if \( \mathcal{U} \) is a (weak) repair and \( \mathcal{U} \cup \text{neff}_{DB}(\mathcal{U}) \) is a justified action set.

The notion of justified weak repair, however, is extremely complicated and unwieldy in practice, due to its quantification over sets of size comparable to that of \( DB \). Furthermore, it excludes some repairs that seem quite reasonable and for which it can be argued that the circularity of support they exhibit is much weaker (see Example 20). This motivated proposing yet a third kind of weak repair: well-founded repairs, that are defined by means of an operational semantics inspired by the syntax of AICs [9].

\textbf{Definition 5.} Let \( DB \) be a database and \( \eta \) be a set of AICs. The well-founded repair tree for \( \langle DB, \eta \rangle \) is built as follows: its nodes are labeled by sets of update actions, with root \( \emptyset \); the descendants of a node with consistent label \( \mathcal{U} \) are all sets of the form \( \mathcal{U} \cup \{ \alpha \} \) such that there exists a rule \( r \in \eta \) with \( \alpha \in \text{head}(r) \) and \( \mathcal{U}(DB) \models \text{body}(r) \). The consistent leaves of this tree are well-founded weak repairs for \( \langle DB, \eta \rangle \).

Equivalently, a weak repair \( \mathcal{U} \) for \( \langle DB, \eta \rangle \) is well-founded if there exists a sequence of actions \( \alpha_1, \ldots, \alpha_n \) such that \( \mathcal{U} = \{ \alpha_1, \ldots, \alpha_n \} \) and, for each \( 1 \leq i \leq n \), there exists a rule \( r_i \) such that \( \{ \alpha_1, \ldots, \alpha_{i-1} \}(DB) \models \text{body}(r_i) \) and \( \alpha_i \in \text{head}(r_i) \).

The availability of multiple actions in the heads of AICs makes the construction of repairs non-deterministic, and a normalization procedure was therefore proposed in [7]. An AIC \( r \) is normal if \( |\text{head}(r)| = 1 \). If \( r \) is an AIC of the form in (1), then \( \mathcal{N}(r) = \{ \ell_1, \ldots, \ell_n \supset \alpha_i \mid 1 \leq i \leq k \} \), and \( \mathcal{N}(\eta) = \bigcup \{ \mathcal{N}(r) \mid r \in \eta \} \). It is straightforward to check that \( \mathcal{U} \) is a weak
repair (respectively, repair, founded (weak) repair or well-founded (weak) repair) for \(\langle DB, \eta \rangle\)
iff \(\mathcal{U}\) is a weak repair (resp. repair, founded (weak) repair or well-founded (weak) repair) for
\(\langle DB, \mathcal{N}(\eta) \rangle\); however, this equivalence does not hold for justified (weak) repairs, as shown in [7].

**Parallelization.** Determining whether a database satisfies a set of AICs is linear on both
the size of the database and the number of constraints. However, determining whether an
inconsistent database can be repaired is a much harder problem – NP-complete, if any repair
is allowed, but \(\Sigma^P_2\)-complete, when repairs have to be founded or justified. (Here, \(\Sigma^P_2\)
is the class of problems that can be solved in non-deterministic polynomial time, given an oracle
that can solve any NP-complete problem.) This complexity only depends on the size of the
set of AICs [7]. In the normalized case, several of these problems become NP-complete; even
so, separating a set of AICs into smaller sets that can be processed independently has a
significant practical impact [8].

There are two important splitting techniques: parallelization, which splits a set of AICs
into smaller sets for which the database can be repaired independently (in principle, in
parallel); and stratification, which splits a set of AICs into smaller sets, partially ordered,
such that repairs can be computed incrementally using a topological sort of the order. We
shortly summarize the definitions and results from [8].

**Definition 6.** Let \(\eta_1\) and \(\eta_2\) be two sets of AICs over a common set of atoms \(At\).
- \(\eta_1\) and \(\eta_2\) are **strongly independent**, \(\eta_1 \perp \eta_2\), if, for each pair of rules \(r_1 \in \eta_1\) and \(r_2 \in \eta_2\),
  \(\text{body}(r_1)\) and \(\text{body}(r_2)\) contain no common or dual literals.
- \(\eta_1\) and \(\eta_2\) are **independent**, \(\eta_1 \perp \eta_2\), if, for each pair of rules \(r_1 \in \eta_1\) and \(r_2 \in \eta_2\),
  \(\text{lit}(\text{head}(r_1))\) and \(\text{body}(r_{3-i})\) contain no common or dual literals, for \(i = 1, 2\).
- \(\eta_1\) **precedes** \(\eta_2\), \(\eta_1 \prec \eta_2\), if, for each pair of rules \(r_1 \in \eta_1\) and \(r_2 \in \eta_2\),
  \(\text{lit}(\text{head}(r_2))\) and \(\text{body}(r_1)\) contain no common or dual literals, but not conversely.

From the syntactic restrictions on AICs, it follows that \(\eta_1 \perp \eta_2\) implies \(\eta_1 \perp \eta_2\). Given two
sets of AICs \(\eta_1\) and \(\eta_2\) a set of update actions \(\mathcal{U}\), let \(\mathcal{U}_i = \mathcal{U} \cap \{\alpha \mid \alpha \in \text{head}(r), r \in \eta_i\}\).

**Lemma 7.** Let \(\eta_1\) and \(\eta_2\) be sets of AICs, \(\eta = \eta_1 \cup \eta_2\), and \(\mathcal{U}\) be a set of update actions.
1. If \(\eta_1 \perp \eta_2\), then \(\mathcal{U}\) is a repair for \(\langle DB, \eta \rangle\) if \(\mathcal{U} = \mathcal{U}_1 \cup \mathcal{U}_2\) and \(\mathcal{U}_i\) is a repair for \(\langle DB, \eta_i \rangle\),
   for \(i = 1, 2\).
2. If \(\eta_1 \perp \eta_2\), then \(\mathcal{U}\) is a founded/well-founded/justified repair for \(\langle DB, \eta \rangle\) if \(\mathcal{U} = \mathcal{U}_1 \cup \mathcal{U}_2\)
   and \(\mathcal{U}_i\) is a founded/well-founded/justified repair for \(\langle DB, \eta_i \rangle\), for \(i = 1, 2\).
3. If \(\eta_1 \prec \eta_2\), then \(\mathcal{U}\) is a founded/justified repair for \(\langle DB, \eta \rangle\) if \(\mathcal{U} = \mathcal{U}_1 \cup \mathcal{U}_2\), \(\mathcal{U}_1\) is a
   founded/justified repair for \(\langle DB, \eta_1 \rangle\) and \(\mathcal{U}_2\) is a founded/justified repair for \(\langle DB, \eta_2 \rangle\).

3 **Repairs as Fixpoints**

In this section we show how a set of AICs induces an operator on a suitably defined lattice.
This operator is in general non-deterministic; in order to reuse the results from algebraic
fixpoint theory, we restrict our attention to the case of normalized AICs, and delay the
discussion of the general case to a later section.

**The operator \(\mathcal{T}\).** Throughout this paragraph, we assume \(DB\) to be a fixed database over a
set of atoms \(At\) and \(\eta\) to be a set of AICs over \(At\).

The intuitive reading of an AIC \(r\) naturally suggests an operator on sets of update
actions \(\mathcal{U}\), defined as “if \(\mathcal{U}(DB) \models \text{body}(r)\) holds, then add \(\text{head}(r)\) to \(\mathcal{U}\)”. However, this
definition quickly leads to inconsistent sets of update actions, which we want to avoid. We therefore propose a slight variant of this intuition.

- **Definition 8.** Let $U$ and $V$ be consistent sets of update actions over $At$. The set $U \uplus V$ is defined as $(U \cup \{ \alpha \in V \mid \alpha^D \not\in U \}) \setminus \{ \alpha \in U \mid \alpha^D \in V \}$.

This operation models sequential composition of repairs in the following sense: if every action in $U$ changes $DB$ and every action in $V$ changes $U(DB)$, then $(U \uplus V)(DB) = V(U(DB))$. Furthermore, if $U$ and $V$ are both consistent, then so is $U \uplus V$.

We can identify subsets of $At$ with sets of update actions by matching each atom $a$ with the corresponding action that changes the database (i.e. $-a$ if $a \in DB$ and $+a$ otherwise). We will abuse notation and use this bijection implicitly, so that we can reason over the powerset lattice $(\wp(At), \subseteq)$ as having sets of update actions as elements.

- **Definition 9.** The operator $T^DB_\eta : \wp(At) \to \wp(\wp(At))$ is defined as follows: $U \uplus V \in T^DB_\eta(U)$ iff $V$ can be constructed by picking exactly one action from the head of each rule $r$ such that $U(DB) \models \text{body}(r)$.

Each set $V$ may contain less update actions than there are rules $r$ for which $U(DB) \models \text{body}(r)$, as the same action may be chosen from the heads of different rules; and there may be rules $r$ for which $|\text{head}(r) \cap V| > 1$. This is illustrated in the following simple example.

- **Example 10.** Let $DB = \{ a, b \}$ and $\eta = \{ a, b, \neg c \supset -a \mid -b; \ a, b, \neg d \supset -a \mid -b \}$. Then $T^DB_\eta(\emptyset) = \{ \{ -a \}, \{ -b \}, \{ -a, -b \} \}$: the bodies of both rules are satisfied in $DB$, and we can choose $-a$ from the heads of both, $-b$ from the heads of both, or $-a$ from one and $-b$ from the other.

The syntactic restrictions on AICs guarantee that all sets $V$ in the above definition are consistent: if $+a, -a^D \in V$, then there are rules $r_1$ and $r_2$ such that $\neg a \in \text{body}(r_1)$ and $a \in \text{body}(r_2)$ with $U(DB) \models \text{body}(r_i)$ for $i = 1, 2$, which is impossible. In the interest of legibility, we will write $T$ instead of $T^DB_\eta$ whenever $DB$ and $\eta$ are clear from the context.

**The normalized case.** In the case that $\eta$ contains only normalized AICs, the set $T(U)$ is a singleton, and we can see $T$ as a lattice operator over $(\wp(At), \subseteq)$. We will assume this to be the case throughout the remainder of this section, and by abuse of notation use $T$ also in this situation. In the normalized case, we thus have

$$T(U) = U \uplus \{ \text{head}(r) \mid U(DB) \models \text{body}(r) \}.$$

Since we can always transform $\eta$ in a set of normalized AICs by the transformation $N$ defined above, in most cases it actually suffices to consider this simpler scenario, which warrants its study. The exception is the case of justified repairs for non-normalized AICs, which we defer to a later section. All our results also apply to general integrity constraints by seeing them as AICs with maximal heads and applying $N$ to the result.

The operator $T$ characterizes the notions of weak repair, repair, founded and well-founded sets of update actions.

- **Lemma 11.** $U$ is a weak repair for $(DB, \eta)$ iff $U$ is a fixpoint of $T$.

- **Lemma 12.** $U$ is a repair for $(DB, \eta)$ iff $U$ is a minimal fixpoint of $T$.

- **Lemma 13.** A consistent set of update actions $U$ is founded wrt $(DB, \eta)$ iff, for all $\alpha \in U$, it is the case that $\alpha \in T(U \setminus \{ \alpha \})$. 
Lemma 14. A weak repair $U$ for $(DB, \eta)$ is well-founded iff there is an ordering $\alpha_1, \ldots, \alpha_n$ of the elements of $U$ such that $\alpha_i \in T(\{\alpha_1, \ldots, \alpha_{i-1}\})$ for each $i = 1, \ldots, n$.

The correspondence between justified repairs and answer sets for particular logic programs [7] shows that justified repairs can also be characterized in a related manner. However, since answer sets of a logic program are models of its Gelfond–Lifschitz transform, the corresponding characterization in terms would be as fixpoints of the corresponding operator for a similarly derived set of AICs, rather than of $T$. This characteristic of justified repairs also explains the rather unexpected behavior we will see later, in § 5.

Grounded fixpoints of $T$. Founded, well-founded and justified repairs were all introduced with the purpose of characterizing a class of repairs whose actions are supported (there is a reason for having them in the set), and that support is not circular; in particular, these repairs should be constructible “from the ground up”, which was the motivation for defining well-founded repairs. However, all notions exhibit unsatisfactory examples: there exist founded repairs with circular support [7] and repairs with no circular support that are not justified [9]; well-founded repairs, on the other hand, are not stratifiable [8], which impacts their computation in practice.

Following the intuition in [5] that grounded fixpoints capture the idea of building fixpoints “from the ground up”, we propose the following notion of $T$.

Definition 15. A repair $U$ for $(DB, \eta)$ is grounded if $U$ is a grounded fixpoint of $T$.

Since we are working within a powerset lattice, the notions of grounded and strictly grounded fixpoints coincide. As it turns out, the latter notion is most convenient for the proofs of our results. We thus characterize grounded repairs as repairs

$$\forall \alpha \in \{a, b \}$$

$$\alpha \in T(\{\alpha, \beta\})$$

Equivalently: if $V \subseteq U$, then $T(V) \cap U \not\subseteq V$. Equivalently: if $V \subseteq U$, then $T(V) \cap (U \setminus V) \neq \emptyset$.

Since all grounded fixpoints are minimal, it makes no sense to define grounded weak repairs. The notion of grounded fixpoint therefore intrinsically embodies the principle of minimality of change, unlike other kinds of weak repairs previously defined. Furthermore, grounded repairs also embody the notion of “support” previously defined.

Lemma 16. Every grounded repair for $(DB, \eta)$ is both founded and well-founded.

However, the notion of grounded repair is strictly stronger than both of these: the first example, from [9], also shows that some forms of circular justifications are avoided by grounded repairs.

Example 17. Let $DB = \{a, b\}$ and $\eta = \{a, \neg b \supset -a; \ a, \neg c \supset +c; \ \neg a, b \supset -b; \ b, \neg c \supset +c\}$. Then $U = \{-a, -b\}$ is a founded repair that is not grounded: $V = \emptyset$ satisfies $T(V) \cap U = \{+c\} \cap U = \emptyset \subseteq V$. The more natural repair $U' = \{+c\}$ is both founded and grounded.

Example 18. Let $DB = \emptyset$ and $\eta = \{a, \neg b, \neg c \supset +c; \ \neg a, \neg b \supset +b; \ \neg a \supset +a\}$. There are two well-founded repairs for $(DB, \eta)$: $U_1 = \{+a, +c\}$ (obtained by applying the last rule and then the first) and $U_2 = \{+b, +a\}$ (obtained by applying the second rule and then the last). However, $U_2$ is not founded ($+b$ is not founded), so it cannot be grounded: indeed, $V = \{+a\}$ is a strict subset of $U_2$, and $T(V) \cap U = \{+a, +b\} \cap U = \emptyset \subseteq V$.

Also in this last example the grounded repair ($U_1$) is somewhat more natural.

We now investigate the relation to justified repairs, and find that all justified repairs are grounded, but not conversely – confirming our earlier claim that the notion of justified repair is too strong.
Lemma 19. Every justified repair for $\langle DB, \eta \rangle$ is grounded.

This result is not very surprising: justified weak repairs are answer sets of a particular logic program (Theorem 6 in [7]), and in turn answer sets of logic programs are grounded fixpoints of the consequence operator (see remark at the top of § 5 in [5]). However, the translation defined in [7] is from logic programs to databases with AICs (rather than the other way around), so Lemma 19 is not a direct consequence of those results.

The notion of justified repair is also stricter than that of grounded repair, as the following example from [7] shows.

Example 20. Let $DB = \{a, b\}$ and $\eta = \{a, b \supset -a; \ a, \neg b \supset -a; \ \neg a, b \supset -b\}$. Then $U = \{-a, -b\}$ is not justified (see [7]), but it is grounded: if $-a \in V \subseteq U$, then $T(V) \cap U$ contains $-b \in U \setminus V$, else $T(V) \cap U$ contains $-a \in U \setminus V$.

This example was used in [9] to point out that justified repairs sometimes eliminate “natural” repairs; in this case, the first rule clearly motivates the action $-a$, and the last rule then requires $-b$. This is in contrast to Example 17, where there was no clear reason to include either $-a$ or $-b$ in a repair. So grounded repairs avoid this type of unreasonable circularities, without being as restrictive as justified repairs.

We thus have that grounded repairs are always founded and well-founded; the next example shows that they do not correspond to the intersection of those classes.

Example 21. Assume that $DB = \emptyset$ and $\eta$ contains the following integrity constraints.

\begin{align*}
- a, - b & \supset + a \quad a, - b \supset + b \quad - a, b \supset - b \quad a, b, - c \supset + c \quad a, - b, c \supset + b \quad - a, b, c \supset + a
\end{align*}

Then $U = \{+a, +b, +c\}$ is a repair for $\langle DB, \eta \rangle$: the first three constraints require $+a$ and $+b$ to be included in any repair for $\langle DB, \eta \rangle$, and the last three state that no 2-element subset of $U$ is a repair. Furthermore, $U$ is founded (the three last rules ensure that) and well-founded (starting with $U$, the rules force us to add $+a$, $+b$ and $+c$, in that order).

However, $U$ is not strictly grounded for $T$: if $V = \{+b\}$, then $V \subseteq U$, but $T(V) \cap U = \emptyset \cap U = \emptyset \subseteq V$.

In this situation, $U$ actually seems reasonable; however, observe that the support for its actions is circular: it is the three rules in the second row that make $U$ founded, and none of them is applicable to $DB$. Also, note that $V(DB)$ is a database for which the given set $\eta$ behaves very awkwardly: the only applicable AIC tells us to remove $b$, but the only possible repair is actually $\{+a, +c\}$.

We do not feel that this example weakens the case for studying ground repairs, though: the consensual approach to different notions of repair is that they express preferences. In this case, where $\langle DB, \eta \rangle$ admits no grounded repair, it is sensible to allow a repair in a larger class – and a repair that is both founded and well-founded is a good candidate. The discussion in § 8 of [7] already proposes such a “methodology”: choose a repair from the most restrictive category (justified, founded, or any). We advocate a similar approach, but dropping justified repairs in favor of grounded repairs, and preferring well-founded to founded repairs.

The relations between the different classes of repairs are summarized in the picture below.

We conclude this section with a note on complexity.
Theorem 22. The problem of deciding whether there exist grounded repairs for \( \langle DB, \eta \rangle \) is \( \Sigma^p_2 \)-complete.

This result still holds if we allow a truly first-order syntax for AICs, where the atoms can include variables that are implicitly universally quantified.

4 Parallelism

Lemma 7 shows that splitting a set of AICs into smaller ones transforms the problem of deciding whether an inconsistent database can be repaired (and computing founded or justified repairs) into smaller ones, with important practical consequences. The goal of this section is to show that grounded repairs enjoy similar properties. This is even more relevant, as deciding whether grounded repairs exist is presumably more complex than for the other cases, in view of Theorem 22. For parallelization, we will go one step further, and propose a lattice-theoretical concept of splitting an operator into “independent” operators in such a way that strictly grounded fixpoints can be computed in parallel.

We make some notational conventions for the remainder of this section. We will assume as before a fixed database \( DB \) and set of AICs \( \eta \) over the same set of atoms \( At \). Furthermore, we will take \( \eta_1 \) and \( \eta_2 \) to be disjoint sets with \( \eta = \eta_1 \cup \eta_2 \), and write \( T_i \) for \( T_{DB, \eta_i} \). Also, we write \( \hat{i} \) for \( 3 - i \) (so \( \hat{i} = 1 \) if \( i = 2 \) and vice-versa).

Independence. We begin with a simple consequence of independence.

Lemma 23. If \( \eta_1 \perp \eta_2 \), then \( T_1 \) and \( T_2 \) commute and \( T = T_1 \circ T_2 = T_2 \circ T_1 \).

The converse is not true.

Example 24. Let \( \eta_1 = \{ a, b \supset -b \} \) and \( \eta_2 = \{ \neg a, \neg b \supset +b \} \). Then \( \eta_1 \not\perp \eta_2 \), but \( T_1 \) and \( T_2 \) commute: if \( a \in U(DB) \), then \( T_1(T_2(U)) = T_1(U) = T_2(T_1(U)) \); otherwise, \( T_1(T_2(U)) = T_2(U) = T_2(T_1(U)) \).

Lemma 25. A set of update actions \( U \) is a grounded repair for \( \langle DB, \eta \rangle \) iff \( U = U_1 \cup U_2 \) and \( U_1 \) is a grounded repair for \( \langle DB, \eta_1 \rangle \) and \( U_2 \) is a grounded repair for \( \langle DB, \eta_2 \rangle \).

These properties are actually not specific to operators induced by AICs, but can be formulated in a more general lattice-theoretic setting.

Definition 26. Let \( \langle L, \leq \rangle \) be a complete distributive lattice with complements. An operator \( O : L \rightarrow L \) is an \( (u, v) \)-operator, with \( u \leq v \in L \), if, for every \( x \in L \),

\[
O(x) = (O(x \land v) \land u) \lor (x \land \bar{u}).
\]

Intuitively, an \( (u, v) \)-operator only depends on the “\( v \)-part” of its argument, and the result only differs from the input in its “\( u \)-part”. In this context, Proposition 3.5 of [5] applies, so grounded and strictly grounded fixpoints coincide; furthermore, we can extend the definition of independence to this setting and generalize Lemmas 23 and 25.

Observe that, by construction, \( T_\eta \) is a \( (U, V) \)-operator with \( U = \{ \text{head}(r) \mid r \in \eta \} \) and \( V = \{ \text{ua}(l) \mid l \in \text{body}(r), r \in \eta \} \).

1 I.e., assuming that \( \text{P} \neq \text{NP} \).
Definition 27. Two operators \( \mathcal{O}_1, \mathcal{O}_2 : L \rightarrow L \) are independent if each \( \mathcal{O}_i \) is an \((u_i, v_i)\)-operator with \( u_i \land v_i = \bot \).

Lemma 28. If \( \mathcal{O}_1 \) and \( \mathcal{O}_2 \) are independent, then \( \mathcal{O}_1 \) and \( \mathcal{O}_2 \) commute. In this case, if \( \mathcal{O} \) is their composition, then \( x \in L \) is (strictly) grounded for \( \mathcal{O} \) iff \( x = (x \land v_1) \lor (x \land v_2) \) and \( x \land v_i \) is (strictly) grounded for \( \mathcal{O}_i \).

This provides an algebraic counterpart to the parallelization of AICs, albeit requiring that the underlying lattice be distributive and complemented: we say that \( \mathcal{O} \) is parallelizable if there exist \( \mathcal{O}_1 \) and \( \mathcal{O}_2 \) in the conditions of Lemma 28, with \( \mathcal{O} = \mathcal{O}_1 \circ \mathcal{O}_2 \). As in the original work [8], it is straightforward to generalize these results to finite sets of independent operators.

Stratification. We now consider the case where \( \eta_1 \) and \( \eta_2 \) are not independent, but rather stratified, and show that part 3 of Lemma 7 also applies to grounded repairs.

Lemma 29. Suppose that \( \eta_1 \prec \eta_2 \). Then \( U \) is a grounded repair for \( (DB, \eta) \) iff \( U = U_1 \cup U_2 \), \( U_1 \) is a grounded repair for \( (DB, \eta_1) \), and \( U_2 \) is a grounded repair for \( (U_1(DB), U_2) \).

Unlike parallelization, there is no clear generalization of these results to a more general setting: the definition of \( \mathcal{T}_2 \) is dependent of the particular fixpoint for \( \mathcal{T}_1 \), and to express this dependency we are using the sets \( \eta_1 \) and \( \eta_2 \) in an essential way.

5 General AICs and Non-deterministic Operators

We now return to the original question of defining grounded repairs for databases with arbitrary (not necessarily normal) sets of active integrity constraints. This requires generalizing the definition of (strictly) grounded element to non-deterministic lattice operators, a question that was left open in [5]. We propose possible definitions for these concepts, and show that they exhibit desirable properties in our topic of interest.

Let \( \mathcal{O} : L \rightarrow L \) be a lattice operator, and define its non-deterministic counterpart \( \mathcal{O}^\uparrow : L \rightarrow \wp(L) \) by \( \mathcal{O}^\uparrow(x) = \{ O(x) \} \). A reasonable requirement is that \( x \) should be (strictly) grounded for \( \mathcal{O}^\uparrow \) iff \( x \) is (strictly) grounded for \( \mathcal{O} \). Furthermore, in the case of AICs we can also define a converse transformation: since every set of AICs \( \eta \) can be transformed into a normalized set \( \mathcal{N}(\eta) \), we will also require that \( U \) is a grounded repair for \( \mathcal{T}_\eta \) iff \( U \) is a grounded repair for \( \mathcal{T}_{\mathcal{N}(\eta)} \).

Definition 30. Let \( \mathcal{O} : L \rightarrow \wp(L) \) be a non-deterministic operator over a complete lattice \( L \). An element \( x \in L \) is:

- grounded for \( \mathcal{O} \) if \( \bigvee O(x \land v) \leq v \) implies \( x \leq v \);  
- strictly grounded for \( \mathcal{O} \) if there is no \( v < x \) such that \( \bigvee O(v) \land x \leq v \).

Clearly these definitions satisfy the first criterion stated above: given \( \mathcal{O} : L \rightarrow L \), \( \bigvee (\mathcal{O}^\uparrow(x)) = \mathcal{O}(x) \) for every \( x \in L \). The choice of a join instead of a meet is motivated by the second criterion, which we will show is satisfied by this definition. Furthermore, all grounded elements are again strictly grounded, and the two notions coincide over powerset lattices – the proofs in [5] are trivial to adapt to this case.

As before, we assume that the database \( DB \) is fixed, and omit it from the superscript in the operators below.

Lemma 31. For every \( U \), \( \mathcal{T}_{\mathcal{N}(\eta)}(U) \subseteq \bigcup \mathcal{T}_\eta(U) \).
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Note that the set \( \{ \bigcup \text{head}(r) \mid U(DB) \models \text{body}(r), r \in \eta \} \) is consistent, due to the syntactic restrictions on AICs and the fact that all rules are evaluated in the same context.

**Example 32.** The inclusion in Lemma 31 is, in general, strict: consider \( DB = \emptyset, U = \{ +a \} \), and let \( \eta = \{ a, \neg b \supset a \lor b \} \). Then \( N(\eta) \) contains the two AICs \( a, \neg b \supset \neg a \) and \( a, \neg b \supset +b \). In this case, \( T_\eta(U) = \{ \emptyset, \{ +a, +b \} \} \) and \( T_{N(\eta)}(U) = \{ +b \} \).

**Lemma 33.** \( U \) is strictly grounded for \( T_\eta \) iff \( U \) is strictly grounded for \( T_{N(\eta)} \).

A fixpoint of a non-deterministic operator \( \calO : L \to \wp(L) \) is a value \( x \in L \) such that \( x \in \calO(L) \) (see e.g. [16]). From the definition of \( T_\eta \), it is immediate that \( U \in T_\eta(U) \) iff \( T(U) = \{ U \} \). Furthermore, Lemmas 11 and 12 still hold in this non-deterministic case, allowing us to derive the following consequence of the previous lemma.

**Corollary 34.** \( U \) is a grounded repair for \( \{ DB, \eta \} \) iff \( U \) is a grounded repair for \( \{ DB, N(\eta) \} \).

Since repairs, founded repairs and well-founded repairs for \( \eta \) and for \( N(\eta) \) also coincide, we immediately obtain generalizations of Lemma 16 for the general setting, and the parallelization and independence results from § 4 also apply.

As observed in [7], normalization does not preserve justified repairs. Therefore, Lemma 19 does not guarantee that justified repairs are always grounded in the general case. Indeed, the next example shows that this is *not* true.

**Example 35.** Let \( DB = \emptyset \) and take \( \eta \) to be the following set of AICs.

\[
\begin{align*}
\neg a, b, \neg c \supset \neg a & \lor \neg b \lor a \quad \text{(1)} \\
\neg a, b, \neg c \supset \neg b & \lor a \lor c \quad \text{(2)} \\
\neg a, b, c \supset \neg c & \lor a \lor b \quad \text{(3)}
\end{align*}
\]

Then \( U = \{ +a, +b, +c \} \) is the only repair for \( \{ DB, \eta \} \), and it is justified. Indeed, if \( V \subseteq U \) is such that \( V \cup \text{neff}_{DB}(U) \) is closed under \( \eta \), then \( V \) must contain an action in the head of each of rules (1), (2), (5), (6) and (7). Since \( V \subseteq U \), it follows that \( +a \in V \) (by (1)) and that \( +a \in V \) (by (5)). But then \( V \) contains the actions corresponding to the non-updatable literals in rule (4) (namely, \( +a \)), and hence also \( +b \in V \), so \( V = U \).

However, \( U \) is not a strictly grounded fixpoint of \( \calT \): taking \( V = \{ +a \} \), we see that the only rule applicable in \( V(DB) \) is rule (3), and thus \( \calT(V) = \{ \emptyset \} \), from which trivially \( (\bigcup \calT(V)) \cap U \subseteq V \).

An examination of the conditions under which \( \{ DB, \eta \} \) may admit a justified repair that is not strictly grounded shows that this example is among the simplest possible. It is important to point out that \( U \) is also not a justified repair for \( \{ DB, N(\eta) \} \), either, which seems to suggest that origin of the problem lies in the standard interpretation of AICs with non-singleton heads. We plan to look further into the semantics of repairs for non-normal AICs in future work.

6 Conclusions and Future Work

We have presented a formalization of the theory of active integrity constraints in lattice theory, by showing how a set of AICs \( \eta \) over a database \( DB \) induces an operator \( T^{DB}_\eta \) over a suitably defined lattice of database repairs. We characterized the standard notions of (weak) repairs, founded and well-founded repairs in terms of this operator. By studying the grounded fixpoints of \( T^{DB}_\eta \) in the normalized case, we showed that we obtain a notion
of repair that is stricter than founded or well-founded repairs, but more general than the problematic notion of justified repairs. Furthermore, by suitably extending the notions of grounded and strictly grounded fixpoint of a lattice operator to the non-deterministic case, we gained a general notion of grounded repair also in the non-normalized case. We also showed that grounded repairs are preserved under normalization, and that they share the parallelization and stratification properties of founded and justified repairs that are important for their practical applications.

Conversely, we were able to state some of the results in the database setting more generally. Thus, not only did we propose an extension of the notion of (strictly) grounded fixpoint to the case of non-deterministic lattice operators, but we also defined what it means for an operator to be parallelizable, and showed that several properties of parallelizable operators are not specific to the database case.

We believe the concept of grounded repair to be the one that better captures our intuitions on what a “good” repair is, in the framework of AICs. We plan to use this notion as the basis for future work on this topic, namely concerning the extension of AICs to more general knowledge representation formalisms, following the proposals in [11].

---
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Abstract

A new language, called constraint CNF, is proposed. It integrates propositional logic with constraints stemming from constraint programming. A family of algorithms is designed to solve problems expressed in constraint CNF. These algorithms build on techniques from both propositional satisfiability and constraint programming. The result is a uniform language and an algorithmic framework, which allow us to gain a deeper understanding of the relation between the solving techniques used in propositional satisfiability and in constraint programming and apply them together.
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1 Introduction

Propositional satisfiability (SAT) and constraint programming (CP) are two areas of automated reasoning that focus on finding assignments that satisfy declarative specifications. However, the typical declarative languages, solving techniques and terminology in both areas are quite different. As a consequence, it is not straightforward to see their relation and how they could benefit from each other. In this work, we introduce a language called constraint CNF, which will allow a formal study of this relation. We propose a graph-based algorithmic framework suitable to describe a family of algorithms designed to solve problems expressed in constraint CNF or, in other words, to find models of constraint CNF formulas. The described algorithms build on ideas coming from both SAT and CP. We view constraint CNF as a uniform, simple language that allows us to conglomerate solving techniques of SAT and CP.

The idea of connecting CP with SAT is not novel. Many solving methods investigated in CP fall back on realizing the connection between the two fields and, in particular, on devising translations from constraint satisfaction problem (CSP) specifications to SAT problem specifications, e.g. [12]. Also, methods that combine CP and SAT in a more sophisticated manner exist [10, 2]. Somewhat orthogonal to these efforts is constraint answer set programming (CASP) [5], which attempts to enhance the SAT-like solving methods that are available for processing logic programs under stable model semantics with CP algorithms. It is reasonable to believe that the two distinct research areas CASP and CP, coming from different directions, move towards a common ground. Yet, capturing the common ground is difficult. Research on SAT, CP, CASP each rely on their established terminology and classical results in earlier literature. This makes it difficult to borrow on the knowledge discovered in one of the communities and yet not available in another. Here we undertake...
the effort of introducing a language that can serve as a unifying ground for the investigation in different automated reasoning communities. We believe that this language will foster and promote new insights and breakthroughs in research communities that consider the computational task of model building.

The paper starts by introducing syntax and semantics of constraint CNF and relating the language to propositional logic and constraint satisfaction problems. We then adapt a graph-based framework, pioneered by Nieuwenhuis et al. [9] for describing backtrack-search algorithms, and design a family of algorithms suitable to solve problems expressed in constraint CNF. We conclude the paper by discussing specific instantiations of such algorithms.

2 Constraint CNF

A domain is a set of values. For example, the Boolean domain consists of truth values \( \mathbb{B} = \{ \text{t, f} \} \), whereas some possible integer domains include \( \mathbb{Z}, \mathbb{N} \), and \{1, 2, 4\}. A signature is a set of function symbols. Each function symbol \( f \) is assigned
- a nonnegative integer called the arity and denoted \( ar_f \), and
- a non-empty domain for every integer \( i \) such that \( 0 \leq i \leq ar_f \), denoted \( d_f \) when \( i = 0 \) and \( \hat{d}_f \) when \( 1 \leq i \leq ar_f \).

We call \( \hat{d}_f \) the range of \( f \). In addition, a function symbol \( f \) of nonzero arity can be assigned a specific function from \( d_1 \times \cdots \times d_n \) to \( \hat{d}_f \), in which case we say that \( f \) is interpreted and denote its interpretation by \( \iota^f \). A function symbol is Boolean if its range is Boolean. A propositional symbol is a 0-ary Boolean function symbol. For a signature \( \Sigma \), its domain is defined as the union of all involved domains. A signature is finite-domain when its domain is finite.

For signature \( \Sigma \), terms over \( \Sigma \) are defined recursively:
- a 0-ary function symbol is a term, and
- for an \( n \)-ary \( (n > 0) \) function symbol \( f \), if \( t_1, \ldots, t_n \) are terms then \( f(t_1, \ldots, t_n) \) is a term.

For a term \( \tau \) of the form \( f(t_1, \ldots, t_n) \), by \( \tau^0 \) we denote its function symbol \( f \). We define the range of a term \( \tau \), denoted as \( \hat{d}_\tau \), as the domain \( \hat{d}_f^{\tau^0} \). For a term \( f(t_1, \ldots, t_n) \), we associate each argument position \( 1 \leq i \leq n \) with the domain \( \hat{d}_f^i \) and assume that \( \hat{d}_f^i \subseteq \hat{d}_f \). A term is Boolean if its range is a (subset of) the Boolean domain.

Let \( \Sigma \) be a signature. An atom \( \sigma \) over \( \Sigma \) is a Boolean term over \( \Sigma \), a literal over \( \Sigma \) is an atom \( a \) over \( \Sigma \) or its negation \( \neg a \). A clause over \( \Sigma \) is a finite nonempty set of literals over \( \Sigma \). A formula over \( \Sigma \) is a finite set of clauses over \( \Sigma \). We sometime drop the explicit reference to the signature. For an atom \( a \) we call its negation \( \neg a \) a complement. For a literal \( \neg a \) we call an atom \( a \) a complement.

**Example 1.** Consider the following sample problem specification. Two items, named 1 and 2, are available for sale, with associated prices of 100 and 500. We want to buy at least one item, but we should not exceed our budget of 200. A possible signature to express these statements consists of 0-ary function symbols \( i_1, i_2 \) and \( bgt \) (abbreviating budget), unary function symbols \( pr \) (abbreviating price), \( buy \), and binary interpreted function symbols \(+\) and \( \leq\), so that
- \( \hat{d}_{i_1} = \{1\}, \hat{d}_{i_2} = \{2\}, \hat{d}_{pr} = \{100, 500\}\),
- \( \hat{d}_{bgt} = \{200\}, \hat{d}_{buy} = \hat{d}_{\leq} = \mathbb{B}, \)
- \( \hat{d}_+ = \{200, 600, 1000\}\),
- \( \hat{d}_{i_1}^{pr} = \hat{d}_1^{buy} = \{1, 2\}, \hat{d}_{i_1}^{\leq} = \{200, 600, 1000\}\),
- \( \hat{d}_{i_2}^+ = \hat{d}_2^{\leq} = \{100, 500\}, \hat{d}_2^+ = \{200\}\).
Function symbols $+$ and $\leq$ are assigned respective arithmetic functions. We name the described signature $\Sigma_1$. In the following, terms that are composed using these functions are often written in a common infix-style. We also drop parenthesis following the common conventions. For instance, expression

$$pr(i_1) + pr(i_2) \leq bgt$$

stands for the term

$$\leq (+ (pr(i_1), pr(i_2)), bgt).$$

The requirements of the problem are expressed by formula $\varphi_1$, consisting of four clauses:\n
1. $\{buy(i_1), buy(i_2)\}$
2. $\{\neg buy(i_1), \neg buy(i_2), pr(i_1) + pr(i_2) \leq bgt\}$
3. $\{\neg buy(i_1), pr(i_1) \leq bgt\}$
4. $\{\neg buy(i_2), pr(i_2) \leq bgt\}$.

Intuitively, clause (1) expresses that at least one item is bought. Clause (2) states that if two items are bought then the sum of their prices should not exceed the budget. Clauses (3) (respectively, clause (4)) state that if an item $i_1$ (respectively, item $i_2$) is bought then its price should not exceed the budget.

For an $n$-ary function symbol $f$, we call any function $\hat{d}_f : D_1 \times \cdots \times D_n \rightarrow 2^{D_f}$ approximating.

For instance, for the function symbol $pr$ of $\Sigma_1$ defined in Example 1, functions $\alpha_1$, $\alpha_2$, $\alpha_3$, presented below

$$\alpha_1 : \begin{cases} (1) \mapsto \{100\} \\ (2) \mapsto \{100, 500\} \end{cases}$$

$$\alpha_2 : \begin{cases} (1) \mapsto \{100\} \\ (2) \mapsto \emptyset \end{cases}$$

$$\alpha_3 : \begin{cases} (1) \mapsto \{100\} \\ (2) \mapsto \emptyset \end{cases}$$

are approximating. An approximating function is defining if, for all possible arguments, it returns a singleton set. For example, function $\alpha_2$ is defining. We identify defining functions with functions that, instead of a singleton set containing a domain value, return the domain value itself. Thus, we can represent $\alpha_2$ as a function that maps 1 to 100 and 2 to 500. We call a function inconsistent if for some arguments it returns the empty set. Function $\alpha_3$ is inconsistent. We say that a function $\alpha : D_1 \times \cdots \times D_n \rightarrow 2^{D_f}$ reifies a function $\alpha' : D_1 \times \cdots \times D_n \rightarrow 2^{D_f}$ if for any $n$-tuple $\vec{x} \in D_1 \times \cdots \times D_n$ it holds that $\alpha(\vec{x}) \subseteq \alpha'(\vec{x})$. For example, functions $\alpha_2$, $\alpha_3$ reify $\alpha_1$, and $\alpha_3$ reifies $\alpha_2$. The reification-relation is transitive and reflexive.

We are now ready to define a semantics of the constraint CNF formulas. An interpretation $I$ over a signature $\Sigma$ consists of an approximating function for every function symbol in $\Sigma$; for a function symbol $f \in \Sigma$, by $f^I$ we denote the approximating function of $f$ in $I$.

We call $f^I$ an interpretation of a function symbol $f$ in $I$. An interpretation that contains only defining functions is total. An interpretation that contains an inconsistent function is

---

1 By introducing additional function symbols, the representation can be made more elaboration tolerant with regards to increasing the number of items. For simplicity of the example, a different representation was chosen here.
inconsistent. For interpretations \( I \) and \( I' \) over \( \Sigma \) we say that \( I \) reifies \( I' \) (or, \( I \) is a reification of \( I' \)) if for every function symbol \( f \in \Sigma \), \( f^I \) reifies \( f^{I'} \).

Let \( \Sigma \) be a signature, \( \tau \) be a term over \( \Sigma \), and \( I \) be a total interpretation over \( \Sigma \). By \( \tau^I \) we denote the value assigned to a term \( \tau \) by \( I \), defined recursively as

- \( f^I \) if \( \tau \) has the form \( f \), and
- \( f^I(t_1^I, \ldots, t_n^I) \) if \( \tau \) has the form \( f(t_1, \ldots, t_n) \).

We say that \( I \) satisfies
- an atom \( a \) over \( \Sigma \), denoted \( I \models a \), if \( a^I = t \),
- a literal \( \neg a \) over \( \Sigma \), denoted \( I \models \neg a \), if \( a^I = f \),
- a clause \( C = \{l_1, \ldots, l_n\} \) over \( \Sigma \), denoted \( I \models C \), if \( I \) satisfies any literal \( l_i \) in \( C \),
- a formula \( \varphi = \{C_1, \ldots, C_n\} \) over \( \Sigma \), denoted \( I \models \varphi \), if \( I \) satisfies every clause \( C_i \) in \( \varphi \).

We say that \( I \) is a model of a formula \( \varphi \) if
- \( I \) satisfies \( \varphi \) and
- for any interpreted function symbol \( f \) in \( \Sigma \), \( f^I \) coincides with \( \iota^I \).

We say that formula \( \varphi \) is satisfiable when \( \varphi \) has a model and unsatisfiable, otherwise.

**Example 2** (Continued from Example 1). Consider signature \( \Sigma_1 \) and formula \( \varphi_1 \). All models of \( \varphi_1 \) interpret function symbols \( i_1, i_2, bgt \) as follows:

\[
i_1 \ [\mapsto 1] \quad i_2 \ [\mapsto 2] \quad bgt \ [\mapsto 200].
\]

They differ in their interpretation of \( pr \) and \( buy \). Indeed, there are five models, one of which is the following:

- **model_1**: \( pr \): \( [(1) \mapsto 100, (2) \mapsto 500] \)
  - **buy**: \( [(1) \mapsto t, (2) \mapsto f] \).

### 2.1 Relation to propositional logic and constraint programming

It is easy to see that in case when the signature is composed only of propositional symbols, constraint CNF formulas coincide with classic propositional logic formulas in conjunctive normal form (classic CNF formulas). Indeed, we can identify a clause \( \{l_1, \ldots, l_n\} \) in constraint CNF with a clause \( l_1, \ldots, l_n \) in propositional logic, whereas a constraint CNF formula corresponds to conjunction of its elements in propositional logic.

A constraint satisfaction problem (CSP) is a triple \( \langle V, D, C \rangle \), where \( V \) is a set of variables, \( D \) is a finite set of values, and \( C \) is a set of constraints. Every constraint is a pair \( \langle (v_1, \ldots, v_n), R \rangle \), where \( v_i \in V \) (\( 1 \leq i \leq n \)) and \( R \) is an \( n \)-ary relation on \( D \). An assignment is a function from \( V \) to \( D \). An assignment \( \nu \) satisfies a constraint \( \langle (v_1, \ldots, v_n), R \rangle \) if \( (\nu(v_1), \ldots, \nu(v_n)) \in R \). A solution to \( \langle V, D, C \rangle \) is an assignment that satisfies all constraints in \( C \). We map a CSP \( C = \langle V, D, C \rangle \) to an “equivalent” constraint CNF theory \( F_C \) as follows.

We define a signature \( \Sigma_C \) to be composed of

- \( \Sigma_C \) contains \( \Sigma \) and \( \Sigma \) as well as
- \( 0 \)-ary function symbols \( f_v \), so that \( d_v^f = D \) for each variable \( v \in V \), and
- interpreted \( n \)-ary Boolean function symbols \( f_c \), one for each constraint \( c = \langle (x_1, \ldots, x_n), R \rangle \in C \).

Function \( \iota_c \) maps \( n \)-tuple \( d_v^n \) in Cartesian product \( D^n \) to \( t \) if \( d_v^n \in R \), otherwise \( \iota_c \) maps \( d_v^n \) in \( D^n \) to \( f \). For each constraint \( c = \langle (v_1, \ldots, v_n), R \rangle \in C \), the constraint CNF \( F_C \) includes a clause \( \{f_c(f_{v_1}, \ldots, f_{v_n})\} \). Models of \( F_C \) are in one-to-one correspondence with solutions of \( C \); indeed, an interpretation \( I \) is a model of \( F_C \) if and only if an assignment \( \nu \) defined as follows \( \nu(v) = \iota_c^I \) for each variable \( v \in V \) is a solution to \( C \).
3 DPLL Approach for Constraint CNF

The DPLL decision algorithm [1] and its enhancement CDCL [8] are at the heart of most modern SAT solvers. These algorithms also became a basis for some of the search procedures in related areas such as satisfiability modulo theories [9], answer set programming [4], constraint answer set programming [5] and constraint programming [12, 10]. Here, we present an extension of DPLL that is applicable in the context of the constraint CNF language.

The DPLL algorithm is applied to a classic CNF formula. Let $F$ be such a formula. Informally, the search space of DPLL on $F$ consists of all assignments of the symbols in $F$. During its application, DPLL maintains a record of its computation state that corresponds to a currently considered family of assignments. When DPLL terminates, it either indicates that given formula $F$ is unsatisfiable or the current state of computation corresponds to a model of $F$. Nieuwenhuis et al. [9] pioneered a graph-based (or transition system based) approach for representing the DPLL procedure (and its enhancements). They introduced the “Basic DPLL system”, which is a graph so that its nodes represent possible states of computation of DPLL, while the edges represent possible transitions between the states. As a result, any execution of the DPLL algorithm can be mapped onto a path of the Basic DPLL system. Here we introduce a graph that captures a backtrack-search procedure for establishing whether a constraint CNF formula is satisfiable, an “entailment graph”. We refer to a procedure captured by this graph as “an entailment procedure”. The relation between the entailment graph and an entailment algorithm is similar to that between the Basic DPLL system and the DPLL algorithm. Before presenting the entailment graph we introduce two key concepts used in its definition: coherent encoding and entailment.

3.1 Coherent encodings and entailment

We begin by presenting some required terminology. An atom is propositional if it is a propositional symbol, a literal is propositional if it is a propositional atom or a negation of a propositional atom. We say that a signature is propositional if it is composed of propositional symbols only. For a propositional signature $\Sigma$, we define $\hat{\Sigma}$ as $\Sigma \cup \{\neg a \mid a \in \Sigma\}$.

It is easy to identify interpretations over a propositional signature $\Sigma$ with sets of propositional literals over $\hat{\Sigma}$. Indeed, consider a mapping $\mathcal{L}$ from interpretations over $\Sigma$ to $2^\hat{\Sigma}$ so that for an interpretation $I$ over $\Sigma$, $\mathcal{L}(I)$ results in a set

$\{f, \neg f \mid f' = \emptyset\} \cup \{f \mid f' = t\} \cup \{\neg f \mid f' = \emptyset\}.$

$\mathcal{L}^{-1}$ is a mapping from $2^{\hat{\Sigma}}$ to interpretations over $\Sigma$ so that for a set $M$ of literals over $\Sigma$, $\mathcal{L}^{-1}(M)$ is an interpretation where for every symbol $f \in \Sigma$

$f' = \begin{cases} t, & \text{if } f \in M, \neg f \not\in M \\ f, & \text{if } f \not\in M, \neg f \in M \\ \emptyset, & \text{if } f, \neg f \in M \\ \mathcal{B}, & \text{otherwise.} \end{cases}$

A state of the DPLL procedure is meant to capture the family of assignments currently being explored. These families of assignments of classic CNF formulas can be referred to by means of sets of propositional literals. For instance, a state $\{a \neg b\}$ over a propositional...
signature \{a \ b \ c\} intuitively suggests that assignments captured by the sets \{a \sim b \ c\} and \{a \sim b \sim c\} of literals are of immediate interest. The signature of a general constraint CNF formula goes beyond propositional symbols. To adapt the “propositional states” of DPLL to the constraint CNF formalism one has to ensure that the maintained state of computation can be mapped into an interpretation for a signature that includes non-propositional symbols. One approach to achieve this goal is to use auxiliary propositional symbols to encode the state of the approximating functions of non-propositional symbols in the formula’s signature. This method is sometimes used by constraint programming solvers, for example, see [11]. We follow this approach in developing ENTAIL procedures.

From now on we assume only finite-domain signatures. We start by presenting a generalized concept of an “encoding” and summarize the important properties it should exhibit to be applicable in the scope of ENTAIL procedures that we present next. In the following section we illustrate that the equality or direct encoding studied in CP satisfies such properties.

An \textit{encoding} is a 4-tuple \((\Sigma, \Sigma', m, m')\), where \(\Sigma\) is a signature, \(\Sigma'\) is a propositional signature, \(m\) is a function that maps interpretations in \(\Sigma\) into interpretations in \(\Sigma'\), and \(m'\) is a function that maps interpretations in \(\Sigma'\) into interpretations in \(\Sigma\). We say that an encoding \((\Sigma, \Sigma', m, m')\) is \textit{coherent} when the following conditions (properties) hold:

1. For a total interpretation \(I\) over \(\Sigma\), \(m(I)\) results in a total interpretation over \(\Sigma'\) and \(I = m'(m(I))\).
2. For a total interpretation \(I'\) over \(\Sigma'\), \(m'(I')\) results in either a total interpretation over \(\Sigma\) so that \(I' = m(m'(I'))\) or an inconsistent interpretation over \(\Sigma\).
3. For any interpretations \(I_1', I_2'\), and a literal \(l\) over \(\Sigma'\) such that (i) \(l\) is in \(I_1'\) and its complement is in \(I_2'\), and (ii) interpretations \(m'(I_1')\) and \(m'(I_2')\) are consistent, it holds that \(m'(I_1')\) does not reify \(m'(I_2')\).
4. For any consistent interpretations \(I_1', I_2'\) over \(\Sigma'\) such that \(I_2'\) reifies \(I_1'\), \(m'(I_2')\) reifies \(m'(I_1')\).
5. For any consistent interpretations \(I_1, I_2\) over \(\Sigma\) such that \(I_2\) reifies \(I_1\), \(m(I_2)\) reifies \(m(I_1)\).
6. For any total interpretation \(I\) over \(\Sigma\), a non-total interpretation \(I'\) over \(\Sigma'\) such that \(I\) reifies \(m'(I')\), and any atom \(a\) in \(\Sigma'\) such that neither \(a\) nor \(\sim a\) in \(I'\), it holds that \(I\) reifies \(m'(I' \cup \{a\})\) or \(I\) reifies \(m'(I' \cup \{\sim a\})\).
7. For any literal \(l\) over \(\Sigma'\), \(\{l\} \subseteq m(m'(\{l\}))\).

The properties of coherent encodings allow us to shift between the interpretations in two signatures \(\Sigma\) and \(\Sigma'\) in a manner that proves to be essential to design of ENTAIL procedures for constraint CNF formulas.

Let \(\Sigma\) be a signature, \(\varphi\) be a formula over \(\Sigma\), \(I\) be an interpretation over \(\Sigma\), and \(f\) be a function symbol in \(\Sigma\). Formula \(\varphi\) \textit{entails} an approximating function \(f^\alpha\), denoted as \(\varphi \models f^\alpha\), if for every model \(J\) of \(\varphi\), \(f^J\) reifies \(f^\alpha\). Formula \(\varphi\) \textit{entails} an approximating function \(f^\alpha\) \textit{with respect to interpretation} \(I\), denoted as \(\varphi \models_I f^\alpha\), when for every model \(J\) of \(\varphi\) that is a reification of \(I\), \(f^J\) reifies \(f^\alpha\) and \(f^\alpha\) reifies \(f^1\). Formula \(\varphi\) \textit{entails} interpretation \(I\), denoted as \(\varphi \models I\) if \(\varphi \models g^I\) for every function symbol \(g\) in \(\Sigma\). Formula \(\varphi\) \textit{entails} an interpretation \(I'\) over \(\Sigma\) \textit{with respect to interpretation} \(I\), denoted as \(\varphi \models_{I'} I'\) if \(\varphi \models_I g^I\) for every function symbol \(g\) in \(\Sigma\). We now remark on some properties about entailment: (i) when there is no model of \(\varphi\) that reifies \(I\) then any approximating function is entailed w.r.t. \(I\), (ii) when there is at least one model of \(\varphi\) that is a reification of \(I\) then no inconsistent approximating function is entailed, (iii) \(\varphi\) entails any interpretation including inconsistent ones when \(\varphi\) has no models, (iv) \(\varphi\) entails any interpretation (including inconsistent) \(I'\) w.r.t. \(I\) when \(\varphi\) has no models that reify \(I\), and (v) \(\varphi\) entails any interpretation with respect to inconsistent interpretation \(I\).
### 3.2 Abstract Constraint CNF Solver.

We are now ready to define nodes of the entailment graph and its transitions. For a set $B$ of propositional atoms (which is also a propositional signature), a state relative to $B$ is either the distinguished state $\text{Failstate}$ or a (possibly empty) list $M$ of literals over $B$, where (i) no literal is repeated twice and (ii) some literals are possibly annotated by $\Delta$. For instance, list $\{a, b\}$ is a state relative to $\{a, b\}$, while $a \land \neg a$ is not. The tag $\Delta$ marks literals as decision literals. Frequently, we consider $M$ as a set of literals and hence as an interpretation over a propositional signature, ignoring the annotations and the order among its elements. We say that $M$ is inconsistent if some atom $a$ and its negation $\neg a$ occur in it. E.g., states $b \Delta \neg b$ and $b \land a$ are inconsistent.

Given an encoding $E = (\Sigma, \Sigma', m, m')$, we define the entailment graph $\text{ent}_{\varphi,E}$ for a formula $\varphi$ over $\Sigma$ as follows. The set of nodes of $\text{ent}_{\varphi,E}$ consists of the states relative to $\Sigma'$. The edges of the graph $\text{ent}_{\varphi,E}$ are specified by four transition rules:

- **Entail Propagate:** $M \Rightarrow M \, l$ if $\varphi \models_{m'(M)} l$ and $l \in m(I)$
- **Decide:** $M \Rightarrow M \, l^\Delta$ if $l \not\in M$ and $\overline{l} \not\in M$
- **Fail:** $M \Rightarrow \text{Failstate}$ if $m'(M)$ is inconsistent, and no decision literal is in $M$
- **Backtrack:** $P \, l^\Delta \, Q \Rightarrow P \, \overline{l}$ if $m'(P \, l^\Delta \, Q)$ is inconsistent, and no decision literal is in $Q$.

A node (state) in the graph is terminal if no edge originates in it. The following proposition gathers key properties of the graph $\text{ent}_{\varphi,E}$ under assumption that $E$ is a coherent encoding.

**Proposition 3.** For a signature $\Sigma$, a formula $\varphi$ over $\Sigma$, and a coherent encoding $E = (\Sigma, \Sigma', m, m')$,

(a) graph $\text{ent}_{\varphi,E}$ is finite and acyclic,

(b) any terminal node $M$ of $\text{ent}_{\varphi,E}$ other than $\text{Failstate}$ is such that $m'(M)$ is a model of $\varphi$,

(c) state $\text{Failstate}$ is reachable from $\emptyset$ in $\text{ent}_{\varphi,E}$ if and only if $\varphi$ has no models.

Thus, to decide whether a CNF formula $\varphi$ over $\Sigma$ has a model, it is sufficient to (i) find any coherent encoding $E = (\Sigma, \Sigma', m, m')$ and (ii) find a path leading from node $\emptyset$ to a terminal node $M$ in $\text{ent}_{\varphi,E}$. If $M = \text{Failstate}$, $\varphi$ has no models. Otherwise, $M$ is a model of $\varphi$. Conditions (b) and (c) of Proposition 3 ensure the correctness of this procedure, while condition (a) ensures that this procedure terminates. We refer to any algorithm of this kind as an ENTAIL algorithm.

An implementation of an ENTAIL algorithm in its full generality is infeasible due to the complexity of the condition of the Entail Propagate transition rule. Yet, for various special cases, efficient methods exist. The DPLL algorithm for classic CNF formulas relies on this observation. Recall that classic CNF formulas can be viewed as constraint CNF formulas over a propositional signature. We now define the graph $\text{dpl}_F$ that coincides with aforementioned Basic DPLL system. Let $E_p$ denote the encoding $(\Sigma, \Sigma, \text{id}, \text{id})$, where $\Sigma$ is a propositional signature and $\text{id}$ is an identity function from $\Sigma$ to $\Sigma$. The set of nodes of $\text{dpl}_F$ coincide with the nodes of $\text{ent}_{F,E_p}$. The edges of the graph $\text{dpl}_F$ are specified by the three transition rules of $\text{ent}_{F,E_p}$, namely, Decide, Fail, Backtrack, and the clause-specific
propagate rule

Unit Propagate: $M \Rightarrow M \ell$ if \[
\{l_1, \ldots, l_n, l\} \in F \quad \text{and} \quad \{\overline{l_1}, \ldots, \overline{l_n}\} \subseteq M
\]

It turns out that if the condition of the transition rule Unit Propagate holds then the condition of Entailment Propagate in the graph $\text{ENT} \varphi, E, F$ also holds. The converse is not true. The $\text{DP}_F$ graph is a subgraph of $\text{ENT} \varphi, E, F$. Yet, Proposition 3 holds for the graph $\text{DP}_F$. Proof of this claim was presented in [9, 7].

We now present several incarnations of the $\text{ENT} \varphi, E$ framework that encapsulate the Unit Propagate rule of DPLL in a meaningful way.

Let $\Sigma$ be a signature, $E = (\Sigma, \Sigma', m, m')$ a coherent encoding, $\varphi$ a formula over $\Sigma$, and $F$ a classic CNF formula over $\Sigma'$. We say that $F$ respects $\varphi$ when every model $I$ of $\varphi$ is such that $m(I)$ is also a model of $F$; we also say that $F$ captures $\varphi$ when $F$ respects $\varphi$ and every model $M$ of $F$ is such that $m'(M)$ is a model of $\varphi$. It is obvious that the graph $\text{DP}_F$ can be used to decide whether formula $\varphi$ has a model when $F$ captures $\varphi$. We define a graph $\text{ENT UP} \varphi, E, F$ as follows: (i) its nodes are the nodes of $\text{ENT} \varphi, E$, and (ii) its edges are defined by the transition rules of $\text{ENT} \varphi, E$ and the transition rule Unit Propagate. It turns out that when $F$ respects $\varphi$, the graphs $\text{ENT UP} \varphi, E, F$ and $\text{ENT} \varphi, E$ coincide:

- **Proposition 4.** For a coherent encoding $E = (\Sigma, \Sigma', m, m')$, a formula $\varphi$ over $\Sigma$, a classic CNF formula $F$ over $\Sigma'$ that respects $\varphi$, and some nodes $M$ and $M \ell$ in the graph $\text{ENT} \varphi, E$, if the transition rule Unit Propagate suggests the edge between $M$ and $M \ell$ then this edge is present in $\text{ENT} \varphi, E$ (due to the transition rule Entailment Propagate).

Consider a new graph $\text{ENT} \varphi, E, F$ constructed from $\text{ENT} \varphi, E$ by dropping some of its edges. In particular, given a node $M$ in $\text{ENT} \varphi, E$ to which Unit Propagate is applicable, we drop all of the edges from $M$ that cannot be characterized by the application of Unit Propagate. It turns out that Proposition 3 holds for the graph $\text{ENT} \varphi, E, F$, when $F$ respects $\varphi$. This suggests that the “more respecting” the propositional formula is to a given constraint CNF formula, the more we can rely on the Unit Propagate rule of DPLL and the less we have to rely on propagations that go beyond Boolean reasoning. Another interesting propagator based on Entailment Propagate is due to the transition rule Model Check:

Model Check: $M \Rightarrow M \ell$ if \[
M \text{ is a model of } F, \\
\varphi \models m'(M) I, \text{ and } I \in m(I)
\]

This propagator is such that it is only applicable to the states that represent total interpretations over $\Sigma'$. It is easy to see that any edge due to Model Check is also an edge due to Entailment Propagate. It turns out that given classic CNF formula $F$ that respects $\varphi$, Proposition 3 also holds for the graph $\text{ENT} \varphi, E, F$ constructed from $\text{ENT} \varphi, E, F$ by dropping all of the edges not due to Unit Propagate or Model Check. The essence of this graph is in the following: to adapt the DPLL algorithm for solving a constraint CNF formula $\varphi$ over signature $\Sigma$, it is sufficient to (i) find some coherent encoding of the form $E = (\Sigma, \Sigma', m, m')$, (ii) find some classic CNF formula $F$ over $\Sigma'$ that respects $\varphi$, (iii) apply DPLL to $F$, and (iv) implement a check that given any model of $F$ can verify whether that model is also a model of $\varphi$. Next section presents one specific coherent encoding and a family of mappings that given a constraint CNF formula produces a classic CNF formula respecting it.

### 4 Equality Encoding

Walsh [12] describes a mapping from CSP to SAT that he calls “direct encoding”. Similar ideas are applicable in the realm of constraint CNF for producing a coherent encoding and
classic CNF formulas respecting and capturing given constraint CNF formulas. We make this statement precise by (a) defining a coherent “equality” encoding $E$ and, (b) introducing mappings from a constraint CNF formula $\varphi$ to classic CNF formulas that respect $\varphi$.

For a function symbol $f$, we denote the Cartesian product $d_f^l \times \cdots \times d_f^l$, by $D_f$. For a non-propositional function symbol $f \in \Sigma$, by $f^\equiv$ we denote the set of propositional symbols constructed as follows:

\[
\{ [f \equiv v] \mid \vec{x} \in D_f \text{ and } v \in d_f \}.
\]

For a signature $\Sigma$, by $\Sigma^\equiv$ we denote the signature that consists of all propositional symbols in $\Sigma$ and the propositional symbols in $f^\equiv$ for every non-propositional function symbol $f$ in $\Sigma$. For example, for $\Sigma_1$ defined in Example 1 signature $\Sigma_1^\equiv$ includes, among others, following elements

\[
[i_1 \equiv 1]; [i_2 \equiv 2]; [\text{bgf} \equiv 200];
\]

\[
[pv^1 \equiv 100]; [pv^1 \equiv 500]; [pv^2 \equiv 100]; [pv^2 \equiv 500];
\]

\[
[\text{buy}^1 \equiv t]; [\text{buy}^1 \equiv f]; [\text{buy}^2 \equiv t]; [\text{buy}^2 \equiv f];
\]

\[
[\leq 100, 100 \equiv 200]; [\leq 100, 500 \equiv 200]; [\leq 200, 100 \equiv 500];
\]

\[
[\leq 100, 200 \equiv t]; [\leq 200, 200 \equiv t]; [\leq 100, 200 \equiv f].
\]

Intuitively, the collection of the symbols of the form $[f \equiv v]$ in $f^\equiv$ is meant to “capture” the approximating function of non-propositional function symbol $f$ in $\Sigma$ by means of approximating functions for the elements of $f^\equiv$ in $\Sigma^\equiv$.

We now present a mapping $\epsilon_\ast$ from an approximating function $\alpha$ for a non-propositional function symbol $f$ into an interpretation $M$ over signature $f^\equiv$: every symbol $[f \equiv v]$ in $f^\equiv$ is interpreted as

\[
[f \equiv v]^M = \begin{cases} 
\top, & \text{if } \alpha(\vec{x}) = \{v\} \\
\bot, & \text{if } v \notin \alpha(\vec{x}) \\
\emptyset, & \text{otherwise.}
\end{cases}
\]

For an interpretation $I$ over $\Sigma$, by $\epsilon(I)$ we denote the interpretation over $\Sigma^\equiv$ constructed as follows (i) for every propositional symbol $f$ in $\Sigma$, $f^{\epsilon(I)} = f^I$, and (ii) for every non-propositional function symbol $f$ in $\Sigma$, $\epsilon(I)$ includes the elements of $\epsilon_\ast(f^I)$.

Similarly, for a non-propositional symbol $f$, we define a mapping $\epsilon^\equiv_\ast$ which, given an interpretation $M$ over $f^\equiv$, maps $M$ into an approximating function $\alpha$ for $f$: for every $\vec{x} \in D_f$,

\[
\alpha(\vec{x}) = \begin{cases} 
\emptyset, & \text{if } [f \equiv v]^M = [f \equiv v']^M = \top \text{ and } v \neq v' \\
\{v\}, & \text{otherwise, if } [f \equiv v]^M = \top \\
\emptyset \setminus \{v\}, & \text{otherwise.}
\end{cases}
\]

For an interpretation $I$ and signature $\Sigma$, by $I[\Sigma]$ we denote the set of all approximating functions of $\Sigma$-elements in $I$: $\{f^I | f \in \Sigma \}$. For a signature $\Sigma$ and an interpretation $M$ over $\Sigma^\equiv$, by $\epsilon^\equiv(M)$ we denote the interpretation over $\Sigma$ constructed as follows (i) for every propositional symbol $f$ in $\Sigma$, $f^{\epsilon^\equiv(M)} = f^M$, and (ii) for every non-propositional function symbol $f$ in $\Sigma$, $f^{\epsilon^\equiv(M)} = \epsilon^\equiv(M[f^\equiv])$.

For a signature $\Sigma$, we call an encoding $(\Sigma, \Sigma^\equiv, \epsilon, \epsilon^\equiv)$ an equality encoding.

\[ \blacktriangleright \textbf{Proposition 5.} \text{ For a signature } \Sigma, \text{ its equality encoding is coherent.} \]
We now present several mappings from constraint CNF formulas to classic CNF formulas based on equality encoding. Consider a formula $\varphi$ over signature $\Sigma$ and the equality encoding $\mathcal{E} = (\Sigma, \Sigma^=, \epsilon, \epsilon^=)$. By $F_{\varphi,\Sigma^=}$ we denote a propositional formula constructed as the union of the following sets of clauses:

- for every interpreted function symbol $f$ in $\Sigma$ and every tuple $\vec{x}$ in $\hat{D}_f$, a set consisting of unit clauses over $\Sigma^=\setminus\epsilon$ that ensures that $f$ is interpreted according to $\epsilon^f$:

$$\bigcup_{v \in \hat{d}^f} \{-[f\vec{x} \equiv v] \mid \epsilon^f(\vec{x}) \neq v\} \cup \{-[f\vec{x} \equiv v] \mid \epsilon^f(\vec{x}) = v\}.$$

- for every other function symbol $f$ in $\Sigma$ and every tuple $\vec{x}$ in $\hat{D}_f$ (i) a clause over $\Sigma^=\setminus\epsilon$ that ensures that $f$ is associated with an approximating function:

$$\{[f\vec{x} \equiv v] \mid v \in \hat{d}^f\}.$$

and (ii) a set of clauses over $\Sigma^=\setminus\epsilon$ that ensures that each functional symbol is associated with a defining approximating function:

$$\bigcup_{v, v' \in \hat{d}^f, v \neq v'} \{-[f\vec{x} \equiv v], -[f\vec{x} \equiv v']\}.$$

**Proposition 6.** For a signature $\Sigma$, a constraint CNF formula $\varphi$ over $\Sigma$, and respective equality encoding $\mathcal{E} = (\Sigma, \Sigma^=, \epsilon, \epsilon^=)$, propositional formula $F_{\varphi,\Sigma^=}$ (as well as any formula over $\Sigma^=\setminus\epsilon$ constructed from $F_{\varphi,\Sigma^=}$ by dropping some of its clauses) respects $\varphi$.

This proposition tells us that we can use the graph $\text{ENT}^I\varphi,E,F$ and $\text{ENT}''\varphi,E,F$ for verifying whether formula $\varphi$ is satisfiable.

## 5 Proofs for “Constraint CNF”

**Proof of Proposition 5.**

**Proof of Property 1.** This property is apparent from the constructions of the mappings.

**Proof of Property 2.** By contradiction. Assume that for a total interpretation $I'$ over $\Sigma'$, $m'(I')$ resulted in a consistent non-total interpretation $I$ over $\Sigma$. Thus, there is a function symbol $f \in \Sigma$ so that for some $\vec{x} \in \hat{D}_f$, $f^I(\vec{x})$ results in a set whose cardinality is greater than 1. From $f^I$ construction it follows that (i) there is no $v \in \hat{d}^f$ such that $[f\vec{x} \equiv v] = t$ and (ii) there are at least two values $v, v' \in \hat{d}^f$ such that $v \neq v'$, $[f\vec{x} \equiv v] \neq f$ and $[f\vec{x} \equiv v] \neq f$. Consequently, atoms $[f\vec{x} \equiv v]^I = [f\vec{x} \equiv v']^I = \emptyset$. This contradicts the fact that $I'$ is total.

**Proof of Property 3.** Consider interpretations $I'_1$, $I'_2$, and a literal $l$ over $\Sigma'$ such that (i) $l$ is in $I'_1$ and its complement is in $I'_2$, and (ii) interpretations $\epsilon^=(I'_1)$ and $\epsilon^=(I'_2)$ are consistent. We show that it holds that $\epsilon^=(I'_1)$ does not reify $\epsilon^=(I'_2)$. Recall that an interpretation $\epsilon^=(I'_1)$ reifies $\epsilon^=(I'_2)$ if any function in $\epsilon^=(I'_1)$ reifies a corresponding function in $\epsilon^=(I'_2)$.

**Case 1.** Literal $l$ is of the form $[f\vec{x} \equiv v]$. Since $\epsilon^=(I'_1)$ is consistent we derive that $[f\vec{x} \equiv v]^\epsilon=(I'_1) = \{v\}$. By the definition of $\epsilon^=$, $\epsilon^=(I'_2)$ satisfies the following requirement $[f\vec{x} \equiv v]^\epsilon=(I'_2) \subseteq \hat{d}^f \setminus \{v\}$. We derive that $\epsilon^=(I'_1)$ does not reify $\epsilon^=(I'_2)$.

**Case 2.** Literal $l$ is of the form $-[f\vec{x} \equiv v]$. By the definition of $\epsilon^=$, we derive that $[f\vec{x} \equiv v]^\epsilon=(I'_1) \subseteq \hat{d}^f \setminus \{v\}$. Since $\epsilon^=(I'_1)$ is consistent, we also derive that $[f\vec{x} \equiv v]^\epsilon=(I'_1) \neq \emptyset$. Since $\epsilon^=(I'_2)$ is consistent we derive that

$$[f\vec{x} \equiv v]^\epsilon=(I'_2) = \{v\} \quad (5)$$
Proof of Property 4. Take any two consistent interpretations $I_1'$ and $I_2'$ over $\Sigma^=_{1}$ such that $I_2'$ refines $I_1'$. We illustrate that $\epsilon^=_{1}(I_2') \not\equiv \epsilon^=_{1}(I_1')$. This is the case if for every nonpropositional function symbol $f \in \Sigma$, $f^{=\epsilon_{I_2'}} \subseteq f^{=\epsilon_{I_1'}}$.

Take any nonpropositional function symbol $f \in \Sigma$. Recall that atoms $\epsilon^=_{1}$ are the ones that are used to define approximating function of $f$ via mapping $\epsilon^=_{1}$. Take any argument list $\vec{x} \in \bar{D}_f$. We illustrate that $f^{=\epsilon_{I_2'}}(\vec{x}) \not\subseteq f^{=\epsilon_{I_1'}}(\vec{x})$.

Case 1. $I_2'$ is such that $[f^{=\epsilon_{I_2'}}]I_2' = [f^{=\epsilon_{I_1'}}]I_2' = t$ for some values $v \neq v'$. Then, $f^{=\epsilon_{I_2'}}(\vec{x}) = \emptyset$. Condition $f^{=\epsilon_{I_1'}}(\vec{x}) \subseteq f^{=\epsilon_{I_2'}}(\vec{x})$ trivially holds.

Case 2. $I_2'$ is such that $[f^{=\epsilon_{I_2'}}]I_2' = t$ for some value $v$, and there is no other value $v' \neq v$ such that $[f^{=\epsilon_{I_2'}}]I_2' = t$. By the $\epsilon^=_{1}$ construction, $f^{=\epsilon_{I_1'}}(\vec{x}) = \{v\}$. Since $I_2'$ is consistent and $I_2'$ refines $I_1'$ it follows that (i) for $v$ either $[f^{=\epsilon_{I_2'}}]I_2' = t$ or $[f^{=\epsilon_{I_2'}}]I_2' = B$ and (ii) there is no other value $v' \neq v$ such that $[f^{=\epsilon_{I_2'}}]I_2' = t$. Consequently, by $\epsilon^=_{1}$ mapping definition, it is either $f^{=\epsilon_{I_2'}}(\vec{x}) = \{v\}$ or $f^{=\epsilon_{I_2'}}(\vec{x}) = \{v\} \cup S$ where $S$ is some subset of $\bar{I}_1$. Consequently, condition $f^{=\epsilon_{I_1'}}(\vec{x}) \subseteq f^{=\epsilon_{I_2'}}(\vec{x})$ holds.

Case 3. $I_2'$ is such that $[f^{=\epsilon_{I_2'}}]I_2' = f$ or $[f^{=\epsilon_{I_2'}}]I_2' = B$ for any $v \in \bar{D}_f$. Since $I_2'$ refines $I_1'$, it also holds that $[f^{=\epsilon_{I_2'}}]I_1' = f$ or $[f^{=\epsilon_{I_2'}}]I_1' = B$ for any $v \in \bar{D}_f$ so that when $[f^{=\epsilon_{I_2'}}]I_2' = f$ it follows that $[f^{=\epsilon_{I_2'}}]I_2' = f$. By $\epsilon^=_{1}$ construction (forth case apply), and it is apparent that $f^{=\epsilon_{I_2'}}(\vec{x}) \not\subseteq f^{=\epsilon_{I_1'}}(\vec{x})$.

Proof of Property 5. Consider consistent interpretations $I_1, I_2$ over $\Sigma$ such that $I_2$ refines $I_1$. We illustrate that $\epsilon(I_2) \equiv \epsilon(I_1)$. This is the case when for every (propositional) function symbol $f \in \Sigma^=_{1}$, $f^{=\epsilon_{I_2}} = f^{=\epsilon_{I_1}}$ or $f^{=\epsilon_{I_1}} = B$. This trivially holds for all propositional symbols $f$ that are in $\Sigma \cap \Sigma^=_{1}$. We consider here propositional symbols in $\Sigma^=_{1} \setminus \Sigma$. Consider any symbol $a$ of this kind. Symbol $a$ is of the form $[f^{=\epsilon}]$. From the fact that $I_2$ refines $I_1$ following cases are possible:

Case 1. $f^{I_2}(\vec{x}) = f^{I_1}(\vec{x})$. From $\epsilon$-mapping definition it follows that $a^{I_2} = a^{I_1}$.

Case 2. $f^{I_2}(\vec{x}) \subset f^{I_1}(\vec{x})$. From $\epsilon$-mapping definition following cases are possible:

Case 2.1. $v \notin f^{I_2}(\vec{x})$. It follows that there is also $v' \neq v$ so that $v, v' \notin f^{I_1}(\vec{x})$. Consequently, $a^{I_2} = a^{I_1} = B$.

Case 2.2. $v \notin f^{I_2}(\vec{x})$ and $v \notin f^{I_1}(\vec{x})$. From $\epsilon$-mapping definition it follows that $a^{I_2} = a^{I_1} = f$.

Case 2.3. $v \notin f^{I_2}(\vec{x})$ and $v \in f^{I_1}(\vec{x})$.

Case 2.3.1. $f^{I_1}(\vec{x}) = \{v\}$. Then $f^{I_2}(\vec{x}) = \emptyset$. Impossible as $I_2$ is a consistent interpretation.

Case 2.3.2. Since, cardinality of $f^{I_1}(\vec{x})$ is greater than one and $v \in f^{I_1}(\vec{x})$ it follows that $a^{I_1} = B$.

Proof of Property 6. Atom $a$ is of the form $[f^{=\epsilon}]$. It is easy to see that $\epsilon^=_{1}(I' \cup \{a\})$ and $\epsilon^=_{1}(I' \cup \{a\})$, only differ from $\epsilon^=_{1}(I')$ in how approximation function for function symbol $f$ is defined. Thus, for any other function symbol $f' \not\equiv f$ in $\Sigma$, approximating function for $f'$ in $I, f'_{I}$, refines approximating function for $f'$ in both $\epsilon^=_{1}(I' \cup \{a\})$ and $\epsilon^=_{1}(I' \cup \{a\})$. Even more it only differs in how approximating function for $f$ is defined on $\vec{x}$ arguments. We only have to show that approximating function $f_{I}$ refines approximating function for $f$ in $\epsilon^=_{1}(I' \cup \{a\})$ or in $\epsilon^=_{1}(I' \cup \{\neg a\})$ for the case of $\vec{x}$. Recall that $I$ refines $\epsilon^=_{1}(I')$.

Case 1. $f^{I}(\vec{x}) = \{v\}$ Then $v \in f^{=\epsilon_{I'}}(\vec{x})$. From the fact that $a \notin I'$ and $\epsilon^=_{1}$ construction we derive that there is no single atom of the form $[f^{=\epsilon}]$ such that $v' \neq v$ and $[f^{=\epsilon}] = t$. From $\epsilon^=_{1}$ construction, it follows that $f^{=\epsilon_{I \cup \{a\}}}(\vec{x}) = \{v\}$. Obviously, $f_{I}(\vec{x})$ refines $f^{=\epsilon_{I \cup \{a\}}}(\vec{x})$.

Case 2. $I, f^{I}(\vec{x}) = \{v\}$ so that $v' \neq v$. Then $v' \in f^{=\epsilon_{I'}}(\vec{x})$. 
We now present a lemma that captures important conditions that help to illustrate the entailment propagate

Proof of Property 7. Recall that \( \{l\} \) corresponds to an interpretation over \( \Sigma^= \) where all but one atom is assigned \( \emptyset \).

Case 1. \( l \) has the form \( \{f = v\} \). \( \epsilon^= (\{l\}) \) results in interpretation where \( f^= (\{l\})(\bar{x}) = \{v\} \)

Case 2. \( l \) has the form \( \{f = v\} \). By the construction of \( \epsilon^= \) and \( \epsilon \), it is easy to see that \( \{l\} = \epsilon (\epsilon^= (\{l\})) \).

We now present a lemma that captures important conditions that help to illustrate the correctness of Proposition 3.

Lemma 7. For any formula \( \varphi \), a coherent encoding \( E = (\Sigma, \Sigma', m, m' ) \), and a path from \( \emptyset \) to a state \( l_1 \ldots l_n \) in \( \text{ENT}_{E,E} \), every model \( I \) of \( \varphi \) is such that \( l_i \in m(I) \) if \( I \) reifies \( m'((l^a_j | j \leq i)) \).

Proof. By induction on the length of a path. Since the property trivially holds in the initial state \( \emptyset \), we only need to prove that all transition rules of \( \text{ENT}_{E,E} \) preserve it.

Consider an edge \( M \Rightarrow M' \) where \( M \) is a sequence \( l_1 \ldots l_k \) such that every model \( I \) of \( \varphi \) is such that \( l_i \in m(I) \) if \( I \) reifies \( m'((l^a_j | j \leq i)) \).

Entailment Propagate: \( M' \) is \( M l_{k+1} \). Take any model \( I \) of \( \varphi \) such that \( I \) reifies \( m'((l^a_j | j \leq k + 1)) \). It is easy to see that \( \{l^a_j | j \leq k + 1\} = \{l^a_j | j \leq k\} \). By the inductive hypothesis, since \( I \) reifies \( m'((l^a_j | j \leq k)) \), \( M \subseteq m(I) \). We only have to illustrate that \( l_{k+1} \in m(I) \). This trivially follows from the application condition of Entailment Propagate.

Decide: \( M' \) is \( M l^a_{k+1} \). Take any model \( I \) of \( \varphi \) such that \( I \) reifies \( m'((l^a_j | j \leq k + 1)) \). By Property 4 (of coherent encoding), interpretation \( m'((l^a_j | j \leq k + 1)) \) reifies \( m'((l^a_j | j \leq k)) \). Since reification is a transitive relation we derive that \( I \) reifies \( m'((l^a_j | j \leq k)) \). By the inductive hypothesis \( M \subseteq m(I) \). We only have to illustrate that \( l_{k+1} \in m(I) \). Obviously \( l_{k+1} \in \{l^a_j | j \leq k + 1\} \).

Since \( I \) is a model and hence a total interpretation it may only reify consistent interpretations. Hence, \( m'((l^a_j | j \leq k + 1)) \) is consistent. Interpretation \( m(I) \) is a total over \( \Sigma^= \), by Property 1. Thus, either \( l_{k+1} \in m(I) \) or \( l_{k+1} \in m_I \). Assume \( l_{k+1} \in m(I) \). By Property 1, \( I = m'(m(I)) \) and reifies \( m'((l^a_j | j \leq k + 1)) \). By Property 3, we derive a contradiction. Thus, \( l_{k+1} \in m(I) \).

Fail: Obvious.

Backtrack: \( M \) has the form \( P l^a_{i} Q \) where \( Q \) contains no decision literals. \( M' = P \bar{T}_i \). Take any model \( I \) of \( \varphi \) such that \( I \) reifies \( m'((l^a_j | j < i)) \).

By Property 6 two following cases are possible: \( I \) reifies \( m'((l^a_j | j < i) \cup \{l_i\}) \) or \( I \) reifies \( m'((l^a_j | j < i) \cup \{\bar{T}_i\}) \).
Case 1.  If reifies \( m'({1}_{l}^{\alpha}|j < i) \cup \{l_{i}\} \). By inductive hypothesis we derive that \( M \subseteq m(I) \).
Since \( I \) is a model and hence a total interpretation, by Property 1 \( m(I) \) is total. We derive a contradiction since \( M \) is inconsistent interpretation. Hence, Case 2 must hold.

Case 2.  If reifies \( m'({1}_{l}^{\alpha}|j < i) \cup \{l_{i}\} \). By Property 4, interpretation \( m'({1}_{l}^{\alpha}|j < i) \cup \{l_{i}\} \) reifies \( m'({1}_{l}^{\alpha}|j < i) \). Since reification is a transitive relation we derive that \( I \) reifies \( m'({1}_{l}^{\alpha}|j < i) \). By the inductive hypothesis \( P \subseteq m(I) \). We only have to illustrate that \( l \in m(I) \). By Property 4, interpretation \( m'({1}_{l}^{\alpha}|j < i) \cup \{l_{i}\} \) reifies \( m'({1}_{l}^{\alpha}|j < i) \) (the fact that set \( {1}_{l}^{\alpha}|j < i \cup \{l_{i}\} \) of literals is consistent follows from the properties of the Decide rules and simple inductive argument). Since reification is a transitive relation we derive that \( I \) reifies \( m'({1}_{l}^{\alpha}|j < i) \cup \{l_{i}\} \). Since \( I \) is a model, it follows that \( m'({1}_{l}^{\alpha}|j < i) \cup \{l_{i}\} \) is consistent. By Property 5, \( m(I) \) reifies \( m(m'({1}_{l}^{\alpha}|j < i) \cup \{l_{i}\}) \). By Property 7 \( m'(\{l_{i}\}) \subseteq m(m'({1}_{l}^{\alpha}|j < i) \cup \{l_{i}\}) \). By Property 1, \( m(I) \) is a total interpretation and hence \( \{l_{i}\} \subseteq m(I) \).

Proof of Proposition 3. Part (a) is proven following the arguments for Proposition 1 (a) in the paper by Lierler [6].

(b) Consider any terminal state \( M \) other than Failstate. From the fact that Decide is not applicable, we derive that \( M \) assigns all literals over \( \Sigma' \). Similarly, since neither Backtrack nor Fail is applicable, \( M \) is consistent. By Property 2 of coherent encoding, it follows that \( m'(M) \) is either (i) a total interpretation over \( \Sigma' \) or (ii) an inconsistent interpretation.

We now show that (i) holds: \( m'(M) \) is a total interpretation. Assume the other case (ii): \( m'(M) \) is inconsistent. Take any literal \( l \) over \( \Sigma' \) not in \( M \) (since \( M \) is consistent set of literals such \( l \) exists). Interpretation \( m'({\{l}\}} \) is such that \( \varphi \models m'(\{l\}) \) since \( m'(M) \) is inconsistent (recall that formula entails any interpretation w.r.t. any inconsistent interpretation). By Property 7 of coherent encoding, \( l \in m(m'(\{l\})) \). It follows that Entailment Propagate is applicable in \( M \). This contradicts the fact that \( M \) is terminal. Consequently, \( m'(M) \) is a total interpretation.

We now illustrate that \( m'(M) \) is a model of \( \varphi \). By contradiction. Assume \( m'(M) \) is not a model. Since \( m'(M) \) is a total interpretation there is no other total interpretation that reifies it. Hence, there is no model that reifies \( m'(M) \). It follows that \( \varphi \) entails any interpretation w.r.t. \( m'(M) \). Consequently, interpretation \( m'({\{l}\}} \) is such that \( \varphi \models m'(\{l\}) \). Following the argument presented in previous paragraph, we derive that rule Entailment Propagate is applicable in \( M \) that contradicts the fact that \( M \) is terminal. Consequently, \( m'(M) \) is a model of \( \varphi \).

(c) Left-to-right: Since Failstate is reachable from \( \emptyset \), there is a state \( M \) without decision literals so that (i) \( M \) is inconsistent, and (ii) there exists a path from \( \emptyset \) to \( M \). By Lemma 7, any model \( I \) of \( \varphi \) is such that \( M \subseteq m(I) \). Since \( I \) is a model it is also a total interpretation. By Property 1, \( m(I) \) is also a total interpretation. This contradicts the facts that \( M \subseteq m(I) \) and \( M \) is inconsistent. Indeed, there is an element \( \tau \) in \( M \) such that \( \tau^{M} = \emptyset \), whereas \( \tau^{m(I)} = t \) or \( \tau^{m(I)} = f \).

Right-to-left: From (a) it follows that there is a path from \( \emptyset \) to some terminal state. By (b), this state cannot be different from Failstate, because \( \varphi \) is unsatisfiable.

Proof of Proposition 6. Sketch: The second claim follows immediately from the proof of the former claim. It is sufficient to illustrate a more general statement, i.e., any interpretation \( I \) of \( \varphi \) is such that \( \epsilon(I) \) is a model of \( F_{\varphi,\Sigma^=} \). This is easy to see by following the construction of \( \epsilon \) and illustrating that every clause in \( F_{\varphi,\Sigma^=} \) is satisfied by \( \epsilon(I) \) for any interpretation \( I \).

Proof of Proposition 4. Sketch: Follows from the properties of Unit Propagate and the respective formulas.
6 Conclusions

In this paper we introduced the uniform language constraint CNF which integrates languages from SAT and CP. We also introduced a graph-based framework for a class of algorithms for constraint CNF. We generalized the concept of encoding and identified its essential properties. In the future, we will extend the framework with clause learning, non-finite domains, and constraint-based propagation rules as well as investigate the properties of other non-equality encodings available in CP literature. We will also extend constraint CNF to the case of logic programs so that the algorithms behind answer set solvers and constraint answer set solvers can be captured. This will allow us to formulate algorithms stemming from CP and constraint answer set programming in a uniform fashion to clarify their differences and similarities and facilitate cross-fertilization between the fields. An ultimate goal of this work is to illustrate how advanced solvers stemming from different research sub-communities can be captured as an algorithm for solving search problems stated in constraint CNF. The SAT solver minisat [3] is a true success story in model search automated reasoning. MiniSAT Hack-track has been an official track since 2009 at the SAT competition – a prime research venue for presenting and comparing state-of-the-art SAT solvers and techniques. The minisat authors envisioned such a future for the solver. Their motivation behind the development of the solver was to produce a middle-ware for a SAT solver design. This minisat middle-ware incorporates major SAT techniques and also allows a simple integration mechanism for investigating new features. We view constraint CNF as a step in the direction of designing middle-ware that incorporates not only advances in SAT but also other related areas.
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Abstract

The appeal of constraint programming (CP) lies in compositionality – the ability to mix and match constraints as needed. However, this flexibility typically does not extend to the types of variables. Solvers usually support only a small set of pre-defined variable types, and extending this is not typically a simple exercise: not only must the solver engine be updated, but then the library of supported constraints must be re-implemented to support the new type.

In this paper, we attempt to ease this second step. We describe a system for automatically deriving a native-code implementation of a global constraint (over novel variable types) from a declarative specification, complete with the ability to explain its propagation, a requirement if we want to make use of modern lazy clause generation CP solvers.

We demonstrate this approach by adding support for wrapped-integer variables to chuffed, a lazy clause generation CP solver.
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1 Introduction

A large factor in the success of constraint programming (CP) is compositionality – the flexibility to freely mix and match constraints as needed. However, we are reliant on the underlying solver to provide efficient propagator implementations for the constraints of interest. If we require some problem-specific global constraint we must either design and implement bespoke propagation (and, if we want to use modern lazy clause generation solvers [17], explanation) algorithms or decompose our global constraint into supported primitives.

CP solvers typically support only integer, Boolean and occasionally set variables. Suppose we wish to solve problems over some other algebraic structure – a finite semiring, or the two’s complement (or wrapped) integers. In this case, we need some way to represent variable domains, encode the semantics of operations, and provide implementations of all constraints of interest.

This can be done by representing variables with existing types and emulating constraints by decomposition into existing primitives. However, a decomposition into existing primitives

* This work was supported by Australian Research Council DE160100568.
13.2 Constraint Propagation and Explanation over Novel Types by Abstract Compilation

\[ \text{lex}_{\text{lt}}([X|\_], [Y|\_]) := X < Y. \]
\[ \text{lex}_{\text{lt}}([X|X|], [Y|Y|]) := X = Y, \text{lex}_{\text{lt}}(Xs, Ys). \]

\(\text{Prop(\text{lex}_{\text{lt}1})}():\)
\[ s_1 := \mathcal{R}^e(v_1 < v_3)(s_0) \]
\[ s_2 := \mathcal{R}^e(v_1 = v_3)(s_0) \]
\[ s_3 := \mathcal{RENAME}(s_2, [(v_1 \leftarrow v_2), (v_2 \leftarrow v_4)]) \]
\[ s_4 := \mathcal{R}^e(v_1 < v_2)(s_3) \]
\[ s_5 := \mathcal{SPlice}(s_2, s_4, [(v_2 \leftarrow v_1), (v_4 \leftarrow v_2)]) \]
\[ s_6 := \mathcal{R}^e(v_1 = v_3)(s_5) \]
\[ s_7 := \mathcal{JOIN}([s_1, s_6]) \]
\[ \text{return } s_7 \]

\(\text{Exp(\text{lex}_{\text{lt}1})}([s_1, \ldots, s_7], e_0):\)
\[ e_1 := \mathcal{E}_{\text{RENAME}}(v_1 = v_3)(e_0, s_5) \]
\[ e_2 := \mathcal{ESplice}(e_1, s_2, s_4, [v_1 \leftarrow v_2, v_1 \leftarrow v_4]) \]
\[ e_3 := \mathcal{E}_{\text{RENAME}}(v_1 < v_2)(e_2[2], s_3) \]
\[ e_4 := \mathcal{ERename}(e_3, s_2, [(v_2 \leftarrow v_1), (v_4 \leftarrow v_2)]) \]
\[ e_5 := \mathcal{MEET}(e_4, e_2[1]) \]
\[ e_6 := \mathcal{E}_{\text{RENAME}}(v_1 = v_3)(e_5, s_0) \]
\[ e_7 := \mathcal{E}_{\text{RENAME}}(v_1 < v_3)(e_6, s_0) \]
\[ e_8 := \mathcal{MEET}(e_7, e_6) \]
\[ \text{return } e_8 \]

\(\text{Figure 1}\) Specification of a strict lexicographic order, and concrete instantiation on arrays of length 2.

\(\text{Figure 2}\) Propagator and explanation computations derived for the constraint in Figure 1.

may be non-obvious and may be quite large. The decomposition may also be quite unwieldy, as customized decompositions must be provided for all global constraints of interest. Decomposition approaches may also sacrifice efficiency and propagation (and explanation) strength.

A more convenient (for the user) way of handling decomposition approaches is as a model transformer; an extended language is defined, supporting the new types of interest, and are compiled down to the core modelling language. This is the approach adopted for finite-extension [5] and option types [15]. Though convenient for modelling, this requires building a parser and compiler, in addition to the expressive limitations of decompositions.

The alternate approach is to integrate the new variable type natively into the solver. Native integration is typically a very substantial undertaking, so is rarely done.

In this paper, we develop a method for dynamically compiling native-code implementations of propagators from declarative specifications. We then use this to construct global propagators for integer variables with two’s complement semantics. We have implemented the described approach as a standalone library, which we then integrated into the chuffed [6] lazy clause generation constraint programming solver.

The key insight of our approach is that propagation is a form of abstract interpretation, and hence we can use abstract compilation to generate implementations of propagators.

\textbf{Example 1.} Consider defining strict lexicographic inequality constraint. A possible checker for this constraint is shown in Figure 1(a). If we wish to instantiate a propagator for a particular constraint, we need to unfold the definition using the structure of the constraint. The unfolded definition for \(\text{lex}_{\text{lt}}([X_1,X_2], [Y_1,Y_2])\) is shown in Figure 1(b).

We build a propagator by computing approximations of, for each program point, the set of execution states which are reachable from the initial call, and the subset of those states which could succeed.

Figure 2(a) shows the generated propagator for the constraint \(\text{lex}_{\text{lt}}([X_1,X_2], [Y_1,Y_2])\), we will discuss the detailed meaning later in the paper. Both clauses of \(\text{lex}_{\text{lt1}}\) are reachable from any initial state \((s_0)\). Clause \(\text{c1}\) succeeds iff \(v_1 < v_3\) holds, so \(s_1\) approximates its
success set. For c2, s2 approximates the set of states which may reach the call to lex_lt2, which is mapped onto the formal parameters in s3. At s4, we have computed the success set for lex_lt2. s5 and s6 then compute the corresponding success set for c2. s7 combines the succeeding states for c1 and c2, returning newly pruned variable domains.

The explanation procedure given in Figure 2(b) simply retraces the computations performed by the propagator: for each instruction I with predecessor s_pre and necessary condition e_post, we compute some e_pre such that s_pre ⊑ e_pre, and I#(e_pre) ⊑ e_post.

The contributions of this paper are as follows:
- A high-level declarative language for specifying constraints
- A procedure for partial evaluation of this high-level language down to a simple constraint logic programming language
- A procedure for deriving abstract propagator and explanation algorithms from these constraint definitions
- A method for synthesizing concrete implementations from these abstract propagators and explainers over novel variable types.

In the following section, we give a brief overview of constraint propagation and abstract interpretation. In Section 3, we describe the correspondence between propagation and static analysis, then in Sections 4 and 5, we show how to use this correspondence to derive propagation and explanation algorithms from implementations of checkers. In Sections 6 and 7, we describe integration of these propagators into a solver, and deriving checkers from a more expressive declarative language. Finally, Section 8 gives an example application of this approach, we describe related work in Section 9 then conclude in Section 10.

2 Preliminaries

In this paper, we restrict ourselves to finite domain constraint satisfaction and optimization problems (CSPs and COPs). To avoid confusion, we shall denote logical implication with ⇒, and the set of functions with →.

Propagation-based constraint solving

A CSP is defined by a tuple \( (V, D, C) \) consisting of a set of variables \( V \) where each variable \( v \) may take values from a fixed finite set \( D(v) \), and a set of constraints \( C \). A constraint \( c \in C \) has a scope, \( \text{scope}(c) \) which is a set of variables in \( V \). A constraint \( c \) with \( \text{scope}(c) = \{v_1, \ldots, v_n\} \) is a set of assignments mapping each \( v_i \in \text{scope}(c) \) to a value in \( D(v_i) \). A solution to a CSP is an assignment to each \( v \in V \) such that every constraint in \( C \) is satisfied. In an abuse of notation we say assignment \( \theta \in D \), if \( \theta(v) \in D(v) \) for all \( v \in V \). A domain is singleton if it represents a single assignment, e.g. \( |D(v)| = 1, v \in Vars \). We denote the valuation corresponding to a singleton domain \( D \) as \( \theta_D \).

A propagator \( f \) for a constraint \( c \) is a decreasing function, from domains to domains which eliminates values which are not part of any solution to \( c \). A propagator is correct if it does not exclude any satisfying assignments – that is, \( \theta \in c \wedge \theta \in D \Rightarrow \theta \in f(c)(D) \). A propagator is checking if it is exact for singleton domains, i.e. \( f(D) = D \) for singleton domains iff \( \theta_D \in c \).

In a nogood-learning/lazy clause generation [17] solver, inferences/domain reductions are couched in terms of a formal language of atomic constraints, which form a complemented, partially ordered set. A common example in finite-domain solvers is the language of integer bounds and (dis-)equalities: \{\( \langle x \leq k \rangle, \langle x > k \rangle, \langle x = k \rangle, \langle x \neq k \rangle \} \), for some variable \( x \) and
integer constant $k$. Where a solver integrates nogood-learning/lazy clause generation [17] techniques, each inference $\text{inf}$ resulting from a propagation $f(c)(D)$ is associated with a corresponding explanation $E$. $E$ is a conjunction of atomic constraints such that $D \Rightarrow E$ and $c \land E \Rightarrow \text{inf}$. The first condition ensures $E$ is true under the current state, and the second ensures $E \Rightarrow \text{inf}$ is globally valid in the problem. When a conflict is detected, inferences participating in the conflict are successively replaced by their explanations to derive a valid nogood which eliminates the current branch of the search tree.

**Static program analysis by abstract interpretation**

The construction of our propagation and explanation algorithms will be based on the machinery of program analysis.

Abstract interpretation [7] is a framework for inferring information about the behaviour of a program by performing computation on an abstraction of the program. The domain $A$ of program states is replaced by an abstraction $A^\#$. The abstract domain $A^\#$ forms a lattice, equipped with the usual operators ($\subseteq$, $\sqcup$, $\sqcap$). Correspondence between concrete and abstract states is established by a pair $(\alpha, \gamma)$ of an abstraction and a concretization function, which form a Galois connection.

Each program instruction $T : A \rightarrow A$ is similarly replaced with an abstraction $T^\# : A^\# \rightarrow A^\#$. Properties of the program are inferred by executing this abstracted program. Rather than directly executing (possibly infinitely many) control paths, abstract interpreters typically store a single approximation of each program point. Where multiple control paths merge (after conditional statements, at loop heads, or function entries), the incoming abstract states are instead combined: $\varphi_p = \bigsqcup_{q \in \text{preds}(p)} \varphi_q$. Thus, $\varphi_p$ consists of the strongest property (representable in $A^\#$) which holds in all predecessor states. This avoids the so-called path-explosion problem, but sacrifices precision at join points. Starting with all program points (except the entry) unreachable, state transformers are repeatedly evaluated until a fixpoint is reached. If each transformer is a sound overapproximation, any property which holds at the fixpoint also holds in any reachable concrete state. A typical application of this is to infer numerical properties which must hold at each program point. This is a so-called forward analysis, as properties at a given program point are derived from its predecessors.

In a backwards analysis, properties of states are derived from their successors. Numerical backwards analyses are typically rarer than forward analyses. In this case, it is important to distinguish necessary preconditions, which must hold in any predecessor of a given state, from sufficient conditions, which guarantee the given property will hold. Inference of necessary conditions have been used to infer preconditions from assertions [9].

To perform a backward analysis in the abstract interpretation framework, we must construct state transformers under/over-approximating the pre-image $T^-$ of program statements. The analysis proceeds in a similar manner to the forward analysis, but proceeds backwards along the flow of execution, replacing the abstract transformer $T^#$ with an abstraction $T^{\#-}$ of the pre-image.

In this paper, we shall require both forms of analysis; forwards to compute reachable states, and backwards to determine which of these satisfy a constraint.

### 3 Propagation as Static Analysis

Consider some constraint $c$, and a checker program $CH(c)$ which maps valuations $\theta$ over $\text{scope}(c)$ to true/false such that $CH(c)(\theta) = true \iff c(\theta)$. The semantics of $c$ is exactly the set of assignments $\theta$ such that executing $CH(c)$ returns true (from a logic programming
perspective, this is the set of answers of $CH(c)$. Indeed, any backwards reachability analysis (from true) on $CH(c)$ computes a sound approximation of $c$.

If we interpret the solver’s domain store $D$ as an abstraction of assignments, then a propagator $P(c)$ is simply an approximation of the answers of $CH(c)$ restricted to $\gamma(D)$. This is, in fact, equivalent to the contract precondition inference problem described in [9] – given a transition system (the program) and initial states (the domain), find the strongest properties which eliminate only bad states.

Not every analysis is a valid propagator, however. Propagators will be called on a complete assignment to verify that the assignment is a solution. Each propagator must therefore be checking to ensure soundness. This is an extremely uncommon property for a general numeric analysis to have – even from a concrete initial state, precision may be lost at join points, and widening [8] discards properties to ensure termination in the presence of unbounded loops.

Nevertheless, this gives us the rough skeleton of an approach: given some specification of a constraint and suitable implementations of abstract operations, we shall generate a native-code implementation of an answer-set analysis for the specification.

But first, we must choose the manner of our specifications.

### 3.1 Programs as Constraints

While this derivation of propagators from programs is possible for arbitrary source languages, in practice we must consider both ease of specification (from the user’s perspective) and effectiveness of analysis.

For the remainder of this paper, we consider specifications given in a small (C)LP-style language, $L$, shown in Figure 3(a). The syntactic category $\tau$ denotes the usual language of terms. $\alpha$ is the syntactic category of arithmetic expressions, which will be eagerly evaluated during execution. We impose two additional syntactic restrictions. First, free variables cannot be introduced in clause bodies. Second, all (possibly indirect) recursion must be structurally decreasing. That is, if some call $p(X')$ is reachable from a call $p(X)$, $X'$ must be strictly smaller than $X$ with respect to some well-founded measure on term structure (independent of the values of variables/consts).

This language $L$ is reasonably expressive, and provides natural formulations for many global constraints, but does not necessarily seem amenable to numeric analysis.

However, the first condition above ensures that all computations are performed on ground values – this will be needed to ensure the propagators correctly reject invalid total assignments. The second condition similarly guarantees that recursion can be statically expanded. When
a constraint is instantiated, we can partially evaluate the specification to construct a much simpler acyclic program consisting only of primitive guards, definitions and calls, which we shall use to derive our propagators.

The reduced language $\mathcal{L}^−$ is shown in Figure 3(b), which eliminates structured terms, complex expressions and all functions (except primitive operators and guards).

4 Constructing propagators from programs

Given a program in the intermediate language $\mathcal{L}^−$ described in Section 3, we must construct a program which, for a given input domain, computes an overapproximation of the corresponding concrete inputs which succeed. To do so, we first construct an intermediate representation of the computations performed by the propagator.

Propagator operations

The instructions used in the constructed propagators: postcondition $T^\#(\text{stmt})(q)$, pre-condition $T^−\#(\text{stmt})(q)$, relation $R^\#(\text{rel})(q)$, disjunction $\text{JOIN}([q_1,\ldots,q_n])$, conjunction $\text{MEET}([q_1,\ldots,q_n])$, projection $\text{RENAME}(q, [y_1 \leftarrow x_1,\ldots,y_1 \leftarrow x_n])$, and partial update $\text{SPlice}(q,q',[y_1 \leftarrow x_1,\ldots,y_n \leftarrow x_n])$. Each operation computes an approximation of execution states from one or more previous states. $\text{JOIN}$ and $\text{MEET}$ respectively compute the least upper bound ($\sqcup$) of abstract states under $\mathcal{A}^\#$, $T^\#$ and $T^−\#$ are respectively post- and precondition transformers for function applications, and $R^\#$ applies a relation to an existing state. The remaining operations, are used in dealing with predicate calls. $\text{RENAME}$ maps variables at a call site onto the formal parameters of the callee. $\text{SPlice}$ copies a given state $q$, but takes the domains of variables $v_1,\ldots$ from some other state $q'$. This is used to weave the results of a call back into state of the caller.

The execution of some clause $c$ operates on an execution environment $E$ mapping names to constants. Each guard evaluates the current context, and execution fails if the constraint is violated. A definition adds a new binding to the current environment. At each call site, we rename the call parameters and execute the predicate with the resulting environment. For predicates, each clause is simply executed in turn under the current environment, until some clause succeeds. If all clauses fail, the predicate likewise fails.

Analysis of $c$ simply mirrors the program execution. From an abstract state $Q_c$, we compute approximations of the reachable states after executing each statement $A_c$. After computing the abstract solutions of predicate calls, we apply inverse state transformers to determine which initial environments correspond to the solutions. For predicates, the analysis is straightforward: compute the solution sets $[A_{c_1},\ldots,A_{c_k}]$ for each clause $[c_1,\ldots,c_k]$, and compute the abstract join of these, so $A_p = A_{c_1} \sqcup \ldots \sqcup A_{c_k}$. Throughout the analysis, we maintain the property that $Q_i \subseteq A_i$ — every ‘solution’ is (abstractly) reachable. This is relatively easy to preserve for guards (which are descending) and definitions. As definitions are total functions, executing some definition $x := E$ only introduces a new binding $x$. For any state $\varphi$, we then have $\exists x. T^\#(x := E)(\varphi) = \varphi$. Thus, even the trivial pre-image computation $T^−\#(x := E)(\varphi) = \exists x. \varphi$ preserves this invariant. The upshot of this is that we need not explicitly compute $A_i = A_i \sqcup Q_i$, as this is naturally preserved.

We run into some complications at the predicate level, however. As mentioned in Section 2, abstract interpreters perform abstract join operations ($\sqcup$) to combine states whenever a program point is reachable along multiple control paths. If $p$ is called in several contexts, if we directly retrieve the solutions to $p$ at the call-site, we may lose the property that
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To preserve the descending property, we must instead compute the meet of the calling state with the answer set of the predicate. To ensure the propagator is checking, we exploit the fact that bindings are functionally defined. We transform the checker to ensure all calls to a predicate to have identical argument definitions (in terms of input variables). We can perform this step by traversing the program tracking the definition of each variable, and renaming apart predicate calls with different definitions. In the case of Example 2, $q$ becomes two separate predicates $q_1$ and $q_2$.
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\begin{figure}[h]
\centering
\begin{tabular}{|c|c|}
\hline
Query computation & \text{Answer computation} \\
\hline
$p(x_1, \ldots) :- c_1; \ldots; c_k$ & $s_1 = A(\text{retrieve\_clause}(c_1) \mid c_1)$ \\
& \ldots \\
& \text{save\_call}[p, \text{push\_state}([\text{RENAME}(s, [x_1, \ldots])])); s$ \\
\hline
\end{tabular}
\caption{Computing approximations of reachable and satisfying states during checker execution.}
\end{figure}
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<table>
<thead>
<tr>
<th>Instruction</th>
<th>Generated code</th>
<th>Resulting state</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T^#(z := f(x,y))(c,\sigma)$</td>
<td>$v' := \text{emit}(T^#(f)(\sigma(x),\sigma(y)))$</td>
<td>$(c,\sigma[z \mapsto v'])$</td>
</tr>
<tr>
<td>$T^-#(z := f(x,y))(c,\sigma)$</td>
<td>$b, u', v' := \text{emit}(T^-#(f)(\sigma(z),\sigma(x),\sigma(y)))$</td>
<td>$(c,\sigma[x \mapsto u', y \mapsto v'] \setminus {z})$</td>
</tr>
<tr>
<td>$R^#(x \text{ rel } y)$</td>
<td>$b, u', v' := \text{emit}(R^#(\text{rel},\sigma(x),\sigma(y)))$</td>
<td>$(c', \sigma[x \mapsto u', y \mapsto v'])$</td>
</tr>
<tr>
<td>MEET([([c_A, \sigma_A], [c_B, \sigma_B]])</td>
<td>$b_x, v_x := \sigma_A(x) \cap \sigma_B(x)$ for $x \in \sigma_A$</td>
<td>$(c', \sigma')$</td>
</tr>
<tr>
<td>$\sigma' := {x \mapsto v_x \mid x \in \sigma_A}$</td>
<td>$c' := c \land b$</td>
<td>$(c', \sigma')$</td>
</tr>
<tr>
<td>JOIN([([c_A, \sigma_A], [c_B, \sigma_B]])</td>
<td>$v_x := \begin{cases} \sigma_B(x) \text{ if } \neg c_A \ \sigma_A(x) \text{ if } \neg c_B \ \sigma_A(x) \lor \sigma_B(x) \text{ else} \end{cases}$</td>
<td>$(c, {y \mapsto \sigma(x) \mid (y \leftarrow x) \in M})$</td>
</tr>
<tr>
<td>for $x \in \sigma_A$</td>
<td>$c' := c_A \lor c_B$</td>
<td>$(c, {y \mapsto \sigma_B(x) \mid (y \leftarrow x) \in M})$</td>
</tr>
<tr>
<td>$\sigma' := {x \mapsto v_x \mid x \in \sigma_A}$</td>
<td>$c := (c,\sigma, M)$</td>
<td>$(c,{y \mapsto \sigma(x) \mid (y \leftarrow x) \in M})$</td>
</tr>
<tr>
<td>SPLICE((c, \sigma, {c_{sp}, \sigma_{sp}}, M))</td>
<td>$(c_{sp}, \sigma[y \mapsto \sigma_{sp}(x)] \mid (y \leftarrow x) \in M)$</td>
<td>$(c_{sp}, \sigma[y \mapsto \sigma_{sp}(x)] \mid (y \leftarrow x) \in M)$</td>
</tr>
</tbody>
</table>

**Figure 5** Constructing concrete code implementing an abstract propagator. *emit()* denotes dispatch to an externally-provided transfer function.

use the corresponding save/retrieve functions to keep track of these sets. $Q(s \mid c)$ constructs the computation of final reachable states of clause $c$ starting from state $s$, and records the context of any predicate calls made.

## 4.1 Generating Propagator Implementations

The propagator descriptions described above make no assumptions as to the concrete representation of propagator states, other than being elements of a lattice with associated state transformers. For the remainder of the paper, we shall assume states are abstracted by a non-relational (‘independent attribute’) domain. The concrete representation of a state is then a tuple $(c, \sigma)$, where $c$ is a Boolean flag indicating whether the state is feasible, and $\sigma$ is a mapping from variables to the corresponding domain representation.

Under this non-relational representation, generating concrete implementations of these propagators is relatively straightforward. Propagator computation consists of three phases: a prologue, where domain representations are extracted from solver variables, the propagator body, and an epilogue, where we compare the initial and revised domains for each variable, and post any updated domains to the solver. The propagator body simply computes values for the sequence of states appearing in the abstract propagator we constructed. State transformers for operations on individual domain approximations must be externally provided, which we then lift to operations on propagator states.

Rules for state computation are given in Figure 5. We assume machine code is written to a global buffer. In the generated code, RENAME and SPLICE become no-ops; they simply re-bind existing values to new names. $T^\#$, $T^-\#$ and $R^\#$ are similarly straightforward, computing new values for those variables touched by the instruction (using the externally provided implementations), and updating the corresponding bindings. Here *emit* denotes calls to an external code generator, which emits instructions implementing the specified primitive, and returns the location of the resulting values. JOIN and MEET implement the
usual lifting of $\sqcup$ and $\sqcap$ operations to the Cartesian product. We show here code only for binary functions, as well as meet and join; the n-ary operators follow the same pattern.

5 Inferring Explanations

In nogood-learning solvers, we have an additional complication: explanations. Assume a propagation step $f(c)(D)$ infers the atomic constraint $at$. During conflict analysis, we will need to replace $at$ with some set of antecedents $l_1, \ldots, l_k$ such that $D \Rightarrow l_1 \land \ldots \land l_k$, and $c \land l_1 \land \ldots \land l_k \Rightarrow at$.

When it comes to dealing with novel variable types, we have two problems: first, how to represent atomic constraints in general, and how to infer explanations for arbitrary constraints, while avoiding imposing too heavy a burden on the solver author.

To this end, we make a pair of perhaps trivial observations. First, a variable domain is always expressible as a conjunction of atomic constraints. Second, the generated propagators always admit some valid explanation consisting of a conjunction of variable domains. This hints at a possible approach - collect explanations using the same domain representation as the propagation algorithm, and have the solver extract the corresponding atomic constraints before returning.

Note that we can’t absolve the solver developer from integrating atomic constraints into the solver core; handling propagation, implication and resolution of atomic constraints is still something that needs to be done. However, with this approach they do not need to somehow communicate the semantics of atoms to the synthesis engine, nor provide bindings for the full set of operations (subsumption, disjunction, etc.) on atoms.

In terms of generating the explanation itself, the trivial explanation is always sound, relatively efficient to construct and requires no additional information from the solver, but is of limited value: $\bigwedge \{D(v) \mid v \in \text{scope}(c)\} \Rightarrow at$. We can do much better by taking the correspondence between static analysis and propagation one step further, and observe that explanation is just an analysis of $P(c)$. Recall the computation of $P(c)$, illustrated to the right. From some initial state $D$, we apply a sequence of state transformers $[T_1, \ldots, T_n]$ computing states $[D_1, \ldots, D_n]$, $D_n$ being the approximate solution set.

For an inference $D_{\text{inf}}$, we wish to find $D_{\text{expl}}$ such that $D \subseteq D_{\text{expl}}$, and $P(c)(D_{\text{expl}}) \subseteq D_{\text{inf}}$. We can compute such a state by pushing the condition backwards along the computation of $P(c)$. We first find some state $E_{n-1}$, with $D_{n-1} \subseteq E_{n-1}$ and $T_n(E_{n-1}) \subseteq D_{\text{inf}}$. We continue in this manner, at each step computing $E_{i-1}$ from $D_{i-1}$ and $E_i$. The final state, $E_0$ is thus guaranteed to be a valid explanation.

![Figure 6](image-url) Flow of computation in $P(c)$.

1 Though the developer may be able to re-use atoms for existing types – encoding option types with pairs of integers [15], or bit-vectors by tuples of Booleans.
 Constraint Propagation and Explanation over Novel Types by Abstract Compilation

Just as we constructed a propagator from a checker in Section 4, we now define a corresponding translation scheme from propagators to explainers. It is assumed that the explanation algorithm is executed after the propagator, and has access to all the intermediate stages of the propagator. The primitive operations performed during explanation are $E_{\mathsf{stmt}}(e, q)$, $E_{\mathsf{Meet}}(e, [q_1, \ldots, q_n])$, $E_{\mathsf{Rename}}(e, [x_1, \ldots, x_n])$, $E_{\mathsf{Splice}}(e, q, q', [x_1, \ldots, x_n])$, and $E_{\mathsf{Meet}}([e_1, \ldots, e_n])$. $E_{\mathsf{Meet}}$ and $E_{\mathsf{Splice}}$ for guards, and $E_{\mathsf{Meet}}$ for meet, which turn a postcondition back to the instruction’s predecessor states (essentially computing an interpolant [10]).

The algorithm for translating a propagator into a corresponding ‘explainer’ is given in Figure 7. The explanation procedure runs backwards along the computations performed by the propagator, constructing a sufficient postcondition for each state of propagator state. In the propagator a given state may be used by multiple successors, particularly states corresponding to predicate heads and call sites. During explanation, each use of that state may result in a different postcondition. We use store_use to record the individual postconditions and conjoin them (using $E_{\mathsf{Meet}}$) to construct an overall postcondition for the state before extrapolating back to the state’s predecessors.

We have several choices in how this abstract explanation algorithm is embodied and used. A single run of the propagator may change domains of several variables. We may either generate a separate explanation for each domain change (which requires running the explanation algorithm several times), or construct a common explanation for all changes (which is cheaper, but yields less general explanations).

Another choice is how to represent preconditions. The most precise approach is to follow the same pattern as for propagation – maintain a full propagator state as the precondition and require externally provided explanation transformers for the necessary operations ($E_{\mathsf{stmt}}$ and $E_{\mathsf{Meet}}$ for functions, $E_{\mathsf{Rename}}$ for guards, and $E_{\mathsf{Meet}}$ for meet), which turn a postcondition and incoming domains into a set of preconditions. Designing correct, efficient and precise implementations of explanation transformers is challenging, complicated by the fact that we need to deal with variables which are unconstrained in the postcondition (by either having an explicit $\top$ value, a Boolean flag, or pre-computing initial domains for each propagator state).
We can instead construct a data-flow based explanation procedure. We track which values could have contributed to the inference of interest, and translate the corresponding domains to atomic constraints as the explanation. For the flow-based explanation, we represent the pre/post-condition as a pair \((e, \nu)\), where \(e\) indicates whether we must explain failure, and \(\nu\) is a mapping from names to Booleans indicating whether the corresponding variable is relevant to the inference. Transformers for this analysis are straightforward. For example, \(E_T(z = f(x, y))(e, \nu)\) returns \((e, \nu[x \mapsto \nu(x) \lor \nu(z), y \mapsto \nu(y) \lor \nu(z) \setminus \{z\}])\).

### 6 Filling in the gaps

For the propagator construction of Section 4, we are missing implementations of three critical elements: the lattice of domain abstractions, state transformers for function and relation symbols, and hooks to communicate with the solver.

The operations needed to implement propagators are given in Figure 8. These fall into two classes: operations on domain abstractions, and communication between the propagators and the underlying solver. A pleasant outcome of this separation is that domain operations are entirely decoupled from the underlying solver – once lattice operations and transformers are defined for a given domain, they may be re-used in other solvers. The only operations which must be defined per solver and per variable kind is the extraction and update of domains.

For a classical CP solver, these are the only operations which must be defined. For lazy clause generation, the solver must also provide operations for dealing with atomic constraints. From the propagators’ perspective, atomic constraints are entirely opaque. The solver specifies the (maximum) atom size, and each variable indicates the maximum number of atoms required to explain its domain. Before setting domains, we allocate a buffer large enough to fit the largest possible explanation. TO-ATOMS writes atomic constraints to this buffer, returning the end of the explanation so far. SET-CONFLICT and SET-DOMAIN\(_{expl}\) will then retrieve the explanation from this buffer.

### 7 Instantiating Constraints from Specifications

We now return to the problem of transforming high-level specifications into intermediate form. The process must make two transformations: eliminating nested arithmetic expressions, and unfolding predicate bodies. The first is done in the usual manner, introducing fresh variables for sub-terms.
The second amounts to partially evaluating the logic program under the given instantiation. When evaluating a predicate call $p(T)$ (where $T = [t_1, \ldots, t_n]$), we compute ‘canonical arguments’ $T'$ by replacing each variable appearing in $T$ with the index of its first occurrence, and (recursively) instantiate a copy of $p$ with these $T'$. The instantiation of $p$ is a predicate taking one argument for each variable appearing in $T'$.

Pattern-matching in clause heads is statically resolved. Clauses with non-matching heads or type-mismatches in expressions (e.g. arithmetic expressions instantiated on compound terms) are discarded, as are those containing calls to a predicate with no feasible clauses. The requirement that recursive calls be *structurally decreasing* is so that we may be sure the instantiation process terminates.

▶ **Example 3.** Recall the specification of $\text{lex}_\text{lt}$, given in Figure 1. Consider instantiating the constraint $\text{lex}_\text{lt}([X,Y],[Z,Z])$. Numbering variables in order of occurrence, we obtain the canonical arguments $[[V_1, V_2], [V_2, V_3]]$. Instantiating the first clause body, we get $V_1 < V_3$. In the second clause body, we see a recursive call to $\text{lex}_\text{lt}$, with (instantiated) arguments $[[V_2], [V_3]]$.

Instantiating $\text{lex}_\text{lt}([V_1], [V_2])$, we again obtain $V_1 < V_2$ for the first clause. In the second clause, we reach a recursive call $\text{lex}_\text{lt}([], [])$. Both clauses of $\text{lex}_\text{lt}$ fail due to pattern matching, which causes the second clause of $\text{lex}_\text{lt}([V_1], [V_2])$ to fail. This gives us the instantiated checker:

$$\text{lex}_\text{lt}3(V_1, V_2, V_3) \leftarrow V_1 < V_3. \text{ lex}_\text{lt}3(V_1, V_2, V_3) \leftarrow V_1 = V_3, \text{ lex}_\text{lt}4(V_2, V_3). \text{ lex}_\text{lt}4(V_1, V_2) \leftarrow V_1 < V_2.$$  

8 **Experimental Evaluation**

We have implemented a prototype library *creidhne*\(^2\) implementing this method. The library provides a C++ interface, but is implemented in OCaml using the LLVM compiler framework \([14]\) for code generation.

Two’s complement arithmetic

Integer arithmetic in CP operates on a subset of $\mathbb{Z}$. In some applications, particularly model checking, we instead wish to reason under machine arithmetic – the fixed-width or wrapped integers, which are not typically supported by CP solvers. This domain has received some attention \([1, 13]\), but is not a common inclusion in CP or LCG solvers.

We used *creidhne* to integrate (signed) wrapped integers into *chuffed*\(^3\), a lazy clause generation CP solver. No modifications were needed to the underlying solver engine. Wrapped integers variables were represented internally using existing integer variables, and existing atomic constraints re-used. Connecting *chuffed* with *creidhne* totalled 300 lines of C++, plus minor changes to the FlatZinc \([2]\) parser to allow string literals in annotations. The lattice operations and state transformers were implemented as code emitters for LLVM, totalling around 350 lines of OCaml.

We tested the synthesized propagators on some error-localization problems using reified 8-bit machine arithmetic. The synthesized propagators appear competitive with the native decompositions. For programmed search, the absence of introduced variables helps noticeably. Note that 32-bit wrapped integers could not be implemented by decomposition.

\(^2\) Available at http://bitbucket.org/gkgange/creidhne.

\(^3\) http://github.com/geoffchu/chuffed
### Table 1

Average time (in seconds) and backtracks on small error-localization problems, using programmed (seq) or activity-driven (act) search. \# gives number of instances.

<table>
<thead>
<tr>
<th></th>
<th>native(seq)</th>
<th>native(act)</th>
<th>creidhne(seq)</th>
<th>creidhne(act)</th>
</tr>
</thead>
<tbody>
<tr>
<td>sumsquares</td>
<td>19 16.65 / 193800</td>
<td>0.51 / 4712</td>
<td>0.80 / 21190</td>
<td>0.41 / 4651</td>
</tr>
<tr>
<td>trityp</td>
<td>100 0.17 / 2707</td>
<td>0.05 / 384</td>
<td>0.10 / 286</td>
<td>0.61 / 42880</td>
</tr>
</tbody>
</table>

### 9 Related Work

The burden of formulating and implementing propagation algorithms is well recognised, and a number of intermediate languages and compilation approaches have been proposed, although none consider generating explanations.

The approach of [3] represents constraint checkers as finite-state automata augmented with a finite set of counters. A constraint is instantiated by decomposing the automaton into a conjunction of primitive constraints. In [4] constraints were formulated as predicates denoting Boolean formulae of primitive constraints. Inference rules were derived for Boolean operators to determine which (lazily instantiated) primitive constraints could potentially propagate during search.

In [16], the authors propose a propagator specification language for global constraints based on an extension of indexicals [19], and define a compiler backend for each supported solver. The indexical-based specifications allow more finer control of propagation, but the universe of types is fixed and propagation rules must be specified by hand.

The method of [12] directly shares our objective of inferring efficient imperative propagators from arbitrary constraints. This approach eagerly pre-computes the result of enforcing domain consistency for all values in the powerset of \( D(c) \), and compiles a lookup table from the results. This computes extremely efficient (and domain-consistent) propagators, but is feasible only for constraints with small domains – the pre-computation time and worst-case memory requirements are \( O(|P|D(|\text{vars}(c)|)) \). For global constraints over integer variables with large domains, this approach is impractical.

Several existing works have applied ideas from abstract interpretation to constraint programming. The observation of constraint propagation as a fixpoint procedure was used in [18] to design an abstract interpretation based constraint solver for real variables. In [11], techniques from abstract interpretation were used to support constraints involving loops in a CLP formalism. These constraints were propagated by computing an approximation of the loop under the polyhedra abstract domain, then projecting back onto the problem variables.

### 10 Conclusion and Further Work

We have presented a system for synthesizing propagators (with explanation) over novel variable types from declarative specifications, and illustrated its effectiveness. There are numerous potential extensions, both in terms of the specification and the synthesis. These include adding support for partial functions, exploiting opportunities for more efficient propagation, and relaxing the restriction on unbounded recursion.
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Abstract
Expressive KR languages are built by integrating different language constructs, or extending a language with new language constructs. This process is difficult if non-truth-functional or non-monotonic constructs are involved. What is needed is a compositional principle.

This paper presents a compositional principle for defining logics by modular composition of logical constructs, and applies it to build a higher order logic integrating typed lambda calculus and rule sets under a well-founded or stable semantics. Logical constructs are formalized as triples of a syntactical rule, a semantical rule, and a typing rule. The paper describes how syntax, typing and semantics of the logic are composed from the set of its language constructs. The base semantical concept is the infon: mappings from structures to values in these structures. Semantical operators of language constructs operate on infons and allow to construct the infons of compound expressions from the infons of its subexpressions. This conforms to Frege’s principle of compositionality.
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1 Introduction
Expressive knowledge representation languages consist of many different language constructs. New KR languages are often built by adding new (possibly nestable) language constructs to
existing logics. Principled compositional methods are desired that allow to construct logics
from language constructs, or incrementally extend an existing logic with a new construct,
while preserving the meaning of the remaining language constructs. This is known as Frege’s
compositionality principle.

In classical monotone logics it is common practice to extend a logic with new language
constructs or connectives by specifying an additional pair of a syntactical and semantical rule.
E.g., we can add a cardinality construct to classical first order logic (with finite structures)
by defining:

- syntactical rule: \( \#(\{x : \varphi\}) \) is a (numerical) term if \( x \) is a variable and \( \varphi \) a formula;
- semantical rule: \( (\#(\{x : \varphi\}))^I = \#(\{d \in D^I \mid I[x : d] \models \varphi\}) \), the cardinality of the set of
domain elements that correspond to the set expression. Here, \( D^I \) is the domain of \( I \).

The ease and elegance of this is beautiful. In the context of nonmonotonic languages such
as logic programming and extensions such as answer set programming [18, 17, 20] and the
logic FO(ID) (classical logic with inductive definitions) [7], the situation is considerably more
complex. For example, adding aggregates to these logics required, and still requires a serious
effort [15, 25, 10, 22, 21, 9, 11] and resulted in a great diversity of logics.

In this paper, we propose a compositional principle to build logics, and apply it to build
a logic \( L \) integrating typed higher order lambda calculus with definitions represented as rule
sets under well-founded semantics. The two main contributions of this work are:

- It introduces a compositional principle to build and integrate logics and puts it to the test:
  by building an expressive logic including rule sets, with aggregates, lambda expressions,
  higher order rules, rule sets to express definitions by monotone, well-founded and iterated
  induction, definitions nested in rules, ... The semantical basis is the concept of infon
  which provides a semantical abstraction of the meaning of expressions and is related to
  intensional objects in intensional logics [14] .
- The logic itself brings together the logics of logic programming and descendants such
  as answer set programming and FO(ID), and the logic of typed lambda calculus which
  has become the foundational framework for formal specification languages and functional
  programming. We illustrate the application of the resulting logic to build simple and
elegant theories that express complex knowledge.

2 Related Work

2.1 Logics

Our paper on templates [5] introduced a simpler version of the framework from the current
paper, using informal notions. There, the framework was used to construct a logic permitting
inductive definitions within the body of other inductive definitions. In that logic, templates
are (possibly inductive) second order definitions that allow nesting inductive definitions; this
nesting is required to build, for instance, templates defining one predicate parameter as the
transitive closure of another parameter. In this paper, we present the framework with a
more formal basis, using the concept of infons as the mathematical object corresponding
to the semantics of a language construct, and identify the notion of Frege’s principle of
compositionality as the underlying goal of the framework.

This paper explicitly allows the construction of higher-order logics. In the context of
meta-programming [1], some logics with higher-order syntax already exist. One such example
is HiLog [4], which combines a higher-order syntax with first-order semantics. HiLogs
main motivation for this is to introduce a useful degree of higher order while maintaining
decidability of the deduction inference. Another example is λprolog [19], which extends
Prolog with (among others) higher-order functions, $\lambda$-terms, higher-order unification and polymorphic types. To achieve this, Aprolog extends the classical first-order theory of Horn-clauses to the intuitionistic higher-order theory of Hereditary Harrop formulas [16].

The algebra of modular system (AMS) [23, 24] is a framework in which arbitrary logics with a model semantics can be combined. The difference with our work is that in AMS, connectives from the different logics cannot be combined arbitrarily. Instead, there is a fixed set of connectives (a “master” logic) that can be used to combine expressions from different logics. Compared to our logic, this has advantages and disadvantages. One advantage is that AMS only requires a two-valued semantics (an infon) to be specified for a given logic, making it more easily applicable to a wide range of logics. A disadvantage is that it does not allow for interactions between the different connectives.

2.2 Infons

The concept of infon in the sense used in this paper is related to intensional objects in Montague’s intensional logic [14]. Intensional logic studies the dichotomy between the designation and the meaning of expressions. Intensional objects are represented by lambda expressions and model functions from states to objects similar to our infons. The term “infon” was used by other authors in other areas. In situation semantics [2], infons intuitively represent “quantums of information” [8]. Although such an infon has a different mathematical form than an infon in our theory, it determines a characteristic function from situations (which are approximate representations of states, similar to approximate structures) to true, false (or undetermined), which intuitively corresponds to an infon. Situation semantics, the semantics supported by situation theory, provides a foundation for reasoning about real world situations and the derivations made by common sense. In [13], infons are “statements viewed as containers of information” and an (intuitionistic) logic of infons is built for the specific purpose of modelling distributed knowledge authorization.

3 Preliminaries

3.1 Cartesian product, powerset, product, pointwise extension and lifting

The powerset operator $\mathcal{P}(\cdot)$ maps a set $X$ to its powerset $\mathcal{P}(X)$. The power operator $\cdot^\downarrow$ maps pairs $(I, Y)$ of sets to the set $Y^I$ of all functions with domain $I$ and co-domain $Y$. We denote the function with domain $D$ and co-domain $C$ that maps elements $x \in D$ to the value of a mathematical expression $\text{exp}[x]$ in variable $x$ as $\lambda : D \to C : x \mapsto \text{exp}[x]$ (using $\lambda$ as the anonymous function symbol as in lambda calculus). Or, if the co-domain is clear from the context, as $\lambda x \in D : \text{exp}[x]$. When $\text{exp}[x]$ is Boolean expression, this is also denoted as a set comprehension $\{ x \in D \mid \text{exp}[x] \}$.

We define the set of truth values $\mathcal{T}_\text{wo} = \{ \text{t}, \text{f} \}$: here $\text{t}$ stands for “true” and $\text{f}$ for “false”. For any $X$, $\mathcal{P}(X)$ is isomorphic to $\mathcal{T}_\text{wo}^X$, using the mapping from a set to its characteristic function. In the rest of the paper, we will identify $\mathcal{P}(\cdot)$ with $\mathcal{T}_\text{wo}^{\downarrow}$.

We frequently use $\langle x_i \rangle_{i \in I}$ to denote the function $\lambda : I \to \{ x_i \mid i \in I \} : i \mapsto x_i$. We call this an indexed set (with index set $I$). Let $\langle V_i \rangle_{i \in I}$ be an indexed set of sets, i.e., each $V_i$ is a set. Its product set, denoted $\times_{i \in I} V_i$, is the set of all indexed sets $\langle x_i \rangle_{i \in I}$ such that $x_i \in V_i$ for each $i \in I$. This generalizes Cartesian product $V_1 \times \cdots \times V_n$ (taking $I = \{ 1, \ldots, n \}$).

Let $\langle \leq_i \rangle_{i \in I}$ be an indexed set of partial order relations $\leq_i$ on sets $V_i$ for each $i \in I$. The product order of $\langle \leq_i \rangle_{i \in I}$ is the binary relation

$$\{(v_i, w_i)_{i \in I} \in \times_{i \in I} V_i^2 \mid \forall i \in I : v_i \leq_i w_i \}.$$
It is a binary relation on $\times_{i \in I} V_i$. Written differently, it is the Boolean function:

$$\lambda : (x_{i \in I} V_i)^2 \to \mathcal{T}wo : ((v_{i \in I}, w_{i \in I}) \mapsto \wedge_{i \in I}(v_i \leq w_i)).$$

A special case is if all $V_i$ and $\leq$ are the same, i.e., for some $V$ and $\leq$, it holds that $V_i = V$ and $\leq_{i \leq i} \leq$ for each $i \in I$. Then the product relation $\times_{i \in I}$ will be called the pointwise extension of $\leq$ on $V^I = \times_{i \in I} V$. Taking products of orders preserves many good properties of its component orders. It is well-known that the product order is a partial order. The product order of chain complete orders is chain complete order and the product order of complete lattice orders is a complete lattice order.

Let $\langle O_i \rangle_{i \in I}$ be an indexed set of operators $O_i \in X_i^{V_i}$. Then we define the lift operator $\uparrow_{i \in I} O_i$ as the operator in $(\times_{i \in I} X_i)^{(\times_{i \in I} V_i)}$ that maps elements $\langle v_i \rangle_{i \in I}$ to $\langle O_i(v_i) \rangle_{i \in I}$. In another notation, it is the function:

$$\lambda : \times_{i \in I} V_i \to \times_{i \in I} X_i : \langle v_i \rangle_{i \in I} \mapsto \langle O_i(v_i) \rangle_{i \in I}.$$

A special case arises when all $O_i$ are the same operator $O : V \to V$. In this case, $\uparrow_{i \in I} O$ is a function in $\times_{i \in I} V = V^I$ mapping $\langle v_i \rangle_{i \in I}$ to $\langle O(v_i) \rangle_{i \in I}$. That is, it is the function $\lambda : V^I \to V^I : f \mapsto O \circ f$. We call this the lifting of $O : V \to V$ to the product $V^I$.

### 3.2 (Approximation) Fixpoint Theory

A binary relation $\leq$ on set $V$ is a partial order if $\leq$ is reflexive, transitive and asymmetric. In that case, we call the mathematical structure $\langle V, \leq \rangle$ a poset. $\leq$ is total if for every $x, y \in V$, $x \leq y$ or $y \leq x$. The partial order $\leq$ is a complete lattice order if for each $X \subseteq V$, there exists a least upperbound $\text{lub}(X)$ and a greatest lower bound $\text{glb}(X)$. If $\leq$ is a complete lattice order of $V$, then $V$ has a least element $\bot$ and a greatest element $\top$.

Let $\langle V, \leq \rangle, \langle W, \leq \rangle$ be two posets. An operator $O : V \to W$ is monotone if it is order preserving; i.e. if $x \leq y \in V$ implies $O(x) \leq O(y)$.

Let $(V, \leq)$ be complete lattice with least element $\bot$ and greatest element $\top$. Its bilattice is the structure $(V^2, \leq_p, \leq)$ with $(v_1, v_2) \leq_p (w_1, w_2)$ if $v_1 \leq w_1, v_2 \geq w_2$ and $(v_1, v_2) \leq (w_1, w_2)$ if $v_1 \leq w_1, v_2 \leq w_2$. The latter is the pointwise extension of $\leq$ to the bilattice. Both orders are known to be lattice orders. $\leq_p$ is called the precision order. The least precise element is $(\bot, \top)$ and most precise element is $(\top, \bot)$. An exact pair is of the form $(v, v)$. A consistent pair $(v, w)$ is one such that $v \leq w$. We say that $(v, w)$ approximates $u \in V$ if $v \leq u \leq w$. The set of values approximated by $(v, w)$ is $[v, w]$. This set is non-empty iff $(v, w)$ is consistent. Exact pairs $(V, V)$ are the maximally consistent pairs and they approximate a singleton $\{X\}$. We view the exact pairs as the embedding of $V$ in $V^2$. Abusing this, sometimes write $v$ where $(v, v)$ should be written. Pairs $(v, w) \in V^2$ are written as $v \downarrow w$, with $(v)_1 = v, (v)_2 = w$.

We define $V^c = \{(v, w) \in V^2 | v \leq w\}$. It is the set of consistent pairs. We will call such a pair an approximate value, and we call $V^c$ the approximate value space of $V$. It can be shown that any non-empty set $X \subseteq V^c$ has a greatest lower bound $\text{glb}_{\leq_p}(X)$ in $V^c$, but not every set $X \subseteq V^c$ has a least upperbound in $V^c$. In particular, the exact elements are exactly the maximally precise elements. Hence, $V^c$ is not a complete lattice. However, if $X$ has an upperbound in $V^c$, then $\text{lub}(X)$ exists. Also, $V^c$ is complete: every totally ordered subset $X \subseteq V^c$ has a least upperbound. It follows that each sequence $(\langle v_i, w_i \rangle)_{i \leq \alpha}$ of increasing precision has a least upperbound $\text{lub}(\langle v_i, w_i \rangle)_{i \leq \alpha}$, called its limit. This suffices to warrant the existence of a least fixpoint for every $\leq_p$-monotone operator $O : V^c \to V^c$.

**Example 1.** Consider the lattice $\mathcal{T}wo = \{t, f\}$ with $f \leq t$. The four pairs of its billattice $\mathcal{F}our$ correspond to the standard truth values of four-valued logic. The pairs $(t, t)$ and $(f, f)$
are the embeddings of true (t) and false (f) respectively. The pair (f, t) represents unknown (u) and (t, f) represents the inconsistent value (i). Here, the set \( \mathcal{T}wo^c \) is the set of consistent pairs and is denoted \( \mathcal{Th}ree \). The precision order is \( u \leq_p t \leq_p i \), \( u \leq_p f \leq_p i \) and the product order is \( f \leq u \leq t \), \( f \leq i \leq t \).

For any lattice \( \langle V, \leq \rangle \) and domain \( D \), the pointwise extension of \( \leq \) to \( V^D \) is a lattice order, also denoted as \( \leq \). The lattice \( V^D \) has a bilattice \( (V^D)^c \) and approximate value space \( (V^D)^c \) which are isomorphic to \( (V^2)^D \), respectively \( (V^c)^D \).

\[ \text{Example 2.} \] The bilattice of \( \mathcal{T}wo^D \) and the approximation space \( (\mathcal{T}wo^D)^c \) are isomorphic to \( \mathcal{F}our^D \), respectively \( \mathcal{Th}ree^D \) under the pointwise extensions of \( \leq_p \) and \( \leq \) of \( \mathcal{F}our \) and \( \mathcal{Th}ree \). Elements of \( \mathcal{F}our^D \) and \( \mathcal{Th}ree^D \) correspond to four and three valued sets.

Let \( D, C \) be complete lattices.

\[ \text{Definition 3.} \] For any function \( f : D \to C \), we say that \( A : D^c \to C^c \) is an approximator of \( f \) if (1) \( (\leq_p \)-monotonicity) \( A \) is \( \leq_p \)-monotone and (2) (exactness) for each \( v \in D \), \( A(v) \leq_p f(v) \). We call \( A \) exact if \( A \) preserves exactness. The projections of \( A(v, w) \) on first and second argument are denoted \( A(v, w)_1 \) and \( A(v, w)_2 \).

Approximators of \( f \) allow to infer approximate output from approximate input for \( f \). The co-domain of an approximator is equipped with a precision order which can be pointwise extended on \( (C^c)^D \).

\[ \text{Definition 4.} \] We say that \( F \) is the ultimate approximator of \( f \) if \( F \) is the \( \leq_p \)-maximally precise approximator of \( f \). We denote \( F \) as \( [f] \).

One can prove that \( [f](v) = glb_{p \leq_p} \{ f(v) \mid v \leq_p v \in D \} \).

\[ \text{Example 5.} \] The ultimate approximators of the standard Boolean functions \( \land, \neg, \lor, \ldots \), correspond to the standard 3-valued Boolean extensions known from the Kleene truth assignment. E.g. \( [\land] : \)

\[
\begin{array}{c|ccc}
[\land] & f & u & t \\
\hline
f & f & f & f \\
u & f & u & u \\
t & f & u & t \\
\end{array}
\]

Let \( \langle V, \leq \rangle \) be complete lattice with least element \( \bot \) and greatest element \( \top \). With an operator \( O : V \to V \), many sorts of fixpoints can be associated: the standard fixpoints \( O(x) = x \) and the grounded fixpoints of \( O \) \[3\]. For any approximator \( A : V^c \to V^c \), more sorts of fixpoints can be defined:

\[ \text{The} \ A\text{-Kripke-Kleene fixpoint is the} \ \leq_p \text{-least fixpoint of} \ A. \]

\[ \text{A partial} \ A\text{-stable fixpoint is a pair} \ (x, y) \text{such that} \]

\[ A(x, y) = (x, y), \]

\[ (x, y) \text{ is prudent, i.e., for all} \ z \leq y, \ A(z, y)_1 \leq y \text{ implies} \ x \leq z. \]

\[ \text{there is no} \ z \in [x, y] \text{ such that} \ A(x, z)_2 \leq z. \]

\[ \text{The well-founded fixpoint of} \ A \text{ is the least precise} \ A\text{-partial stable fixpoint.} \]

\[ \text{An} \ A\text{-stable fixpoint is an element} \ v \in L \text{ such that} \ (v, v) \text{ is a partial} \ A\text{-stable fixpoint.} \]

Assume \( A \) approximates \( O \). It is well-known that the KK-fixpoint of \( A \) approximates all fixpoints of \( O \) and all partial stable fixpoints of \( A \), hence also the well-founded fixpoint of \( A \) and the (exact) stable fixpoints of \( A \). It can be shown that the three-valued immediate
consequence operator of logic programs is an approximator of the two-valued one, and that
the above sorts of fixpoints induce the different sorts of semantics of logic programming [6].

With a lattice operator $O: V \rightarrow V$, we define the ultimate well-founded fixpoint and
the ultimate (partial) stable fixpoints as the well-founded fixpoint and the (partial) stable
fixpoints of $\lceil O \rceil$. Compared with other approximators $A$ of $O$, the ultimate approximator
has the most precise KK-fixpoint and well-founded fixpoint, and -somewhat surprisingly- the
most (exact) stable fixpoints. That is, the set of exact stable fixpoints of any approximator
$A$ of $O$ is a subset of that set of $\lceil O \rceil$. Notice that the ultimate well-founded fixpoint of $O$ is
an element of the bilattice, but it may be (and often is) exact.

## 4 A typed higher order logic $\mathcal{L}$ with (nested) definitions

### 4.1 Type system

A typed logic $\mathcal{L}$ contains a type system, offering a method to expand arbitrary sets $B$ of
(user-defined) type symbols to a set $T(B)$ of types, together with a method to expand a type
structure $A$ assigning sets of values to the symbols of $B$, to an assignment $\bar{A}$ of sets of values
to all types in $T(B)$. We formalize these concepts.

- **Definition 6.** A type vocabulary $B$ is a (finite) set of type symbols. A type structure $A$
  for $B$ is an assignment of sets $\tau_A$ to each $\tau \in B$.

- **Definition 7.** A type constructor is a pair $(tc, Sem_{tc})$ of a type constructor symbol $tc$
of some arity $n \geq 0$ and its associated semantic function $Sem_{tc}$ which maps $n$-tuples of sets to
sets such that $Sem_{tc}$ preserves set isomorphism. \(^1\)

Given a set $B$ of type symbols and a set of type constructor symbols, a set of (finite) type
terms $\tau$ can be built from them. In general, the set $T(B)$ of types of a logic theory form a
subset of the set of these type terms.

- **Definition 8.** A type system consists of a set of type constructors and a function mapping
  any set $B$ of type symbols to a set $T(B)$ of type terms formed from $B$ and the type constructor
  symbols such that for any bijective renaming $\theta: B \rightarrow B'$, $T(B)$ and $T(B')$ are identical
  modulo the renaming $\theta$. An element of $T(B)$ is called a type. A compound type is an element
  of $T(B) \setminus B$.

For a given type system, it is clear that any type structure $A$ for $B$ can be expanded in a
unique way to all type terms by iterated application of the semantic type constructor functions
$Sem_{tc}$.

- **Definition 9.** Given a type system and a type structure $A$ for a set $B$ of type symbols, we
define $\bar{A}$ as the unique expansion of $A$ to $T(B)$ defined by induction on the structure of type
terms and using the semantic type constructor functions $Sem_{tc}$ of type constructors.

By slight abuse of notation, we write $τ^A$ as $τ^\bar{A}$.

- **Definition 10.** We call a type system type closed if for every $B$, $T(B)$ is the set of all type
terms built over $B$ and the type constructors of the system.

- **Example 11.** The type system of the logic that we will define below is type closed. Its
type constructor symbols and corresponding semantic type operators are:

\(^1\) That is, if there exists bijections between $S_1$ and $S'_1$, $\ldots$, $S_n$ and $S'_n$, then there is a bijection between $Sem_{tc}(S_1, \ldots, S_n)$ and $Sem_{tc}(S'_1, \ldots, S'_n)$.
the 0-ary Boolean type constructor symbol $\text{BOOL}$ with $\text{Sem}_{\text{BOOL}} = \text{Two}$;
the 0-ary natural number constructor type symbol $\text{NAT}$ with $\text{Sem}_{\text{NAT}} = \mathbb{N}$;
the $n$-ary Cartesian product type constructor symbol $\times_n$; we write $x_n(\tau_1, \ldots, \tau_n)$ as $\tau_1 \times \cdots \times \tau_n$ and $x_n(\tau, \ldots, \tau)$ as $\tau^n$. The semantic operator $\text{Sem}_{\times_n}$ maps tuples of sets $(S_1, \ldots, S_n)$ to the Cartesian product $S_1 \times \cdots \times S_n$;
the function type constructor $\rightarrow$ with types in $\tau_1 \times \cdots \times \tau_n \rightarrow \tau | \tau_1, \ldots, \tau_n, \tau \in \mathcal{B}$. It consists of first order predicate types $\tau_1 \times \cdots \times \tau_n \rightarrow \text{BOOL}$ and first order function types $\tau_1 \times \cdots \times \tau_n \rightarrow \tau$. The type system of untyped classical first order logic is obtained by fixing $\mathcal{B} = \{U\}$, where $U$ represents the universe of discourse. Clearly, (typed) FO is not type closed.

From now on, we assume a fixed type system. We also assume an infinite supply of type symbols, and for all types $\tau$ that can be constructed from this supply and the given type constructor symbols, an infinite supply of symbols $\sigma$ of type $\tau$. We write $\sigma : \tau$ to denote that $\tau$ is the type of $\sigma$.

**Definition 13.** A vocabulary (or signature) $\Sigma$ is a tuple $\langle \mathcal{B}, \text{Sym} \rangle$ with $\mathcal{B}$ a set of type symbols, $\text{Sym}$ a set of symbols $\sigma$ of type $\tau \in \mathcal{T}(\mathcal{B})$.

We write $\mathcal{T}(\Sigma)$ to denote $\mathcal{T}(\mathcal{B})$.

Let $\Sigma$ be a vocabulary $\langle \mathcal{B}, \text{Sym} \rangle$.

**Definition 14.** An assignment to $\text{Sym}$ in type structure $\mathcal{A}$ for $\mathcal{B}$ is a mapping $A : \text{Sym} \rightarrow \{\tau^A \mid \tau \in \mathcal{T}(\Sigma)\}$ such that for each $\sigma : \tau \in \text{Sym}$, $\sigma^A \in \tau^A$. That is, the value of $\sigma^A$ is of type $\tau$ in $\mathcal{A}$. The set of assignments to $\text{Sym}$ in $\mathcal{A}$ is denoted $\text{Assign}_\Sigma^A$.

**Definition 15.** A $\Sigma$-structure $I$ is a tuple $\langle \mathcal{A}(\cdot)^I \rangle$ of a type structure $\mathcal{A}$ for $\mathcal{B}$, and $(\cdot)^I$ an assignment to all symbols $\sigma \in \text{Sym}$ in type structure $\mathcal{A}$. We denote the value of $\sigma$ as $\sigma^I$. The class of all $\Sigma$-structures is denoted $\text{S}^I(\Sigma)$.

We frequently replace $\mathcal{A}$ by $I$; e.g., we may write $\tau^I$ for $\tau^A$.

Let $\Sigma$ be a vocabulary with type symbols $\mathcal{B}$, $I$ a $\Sigma$-structure. Let $\mathcal{Sym}$ be a set of symbols with types in $\mathcal{T}(\mathcal{B})$ (it may contain symbols not in $\Sigma$). For any assignment $A \in \text{Assign}_\Sigma^I$ to $\text{Sym}$ in (the type structure of) $I$, we denote by $I[A]$ the structure that is identical to $I$ except that for every $\sigma \in \text{Sym}$, $\sigma^I[A] = \sigma^A$. This is a structure of the vocabulary $\Sigma \cup \text{Sym}$.

As a shorthand notation, let $\sigma$ be a symbol of type $\tau$ and $v$ a value of type $\tau$ in $I$, then $[\sigma : v]$ is the assignment that maps $\sigma$ to $v$, and $I[\sigma : v]$ is the updated structure.

**Definition 16.** A $\Sigma$-infon $i$ of type $\tau \in \mathcal{T}(\Sigma)$ is a mapping that associates with each $\Sigma$-structure $I$ a value $i(I)$ of type $\tau$ in $I$. The class of $\Sigma$-infons is denoted $\text{I}^\Sigma$. Each symbol $\sigma \in \Sigma$ of type $\tau$ defines the $\Sigma$-infon $i_\sigma$ of type $\tau$ that associates with each $\Sigma$-structure $I$ the value $i_\sigma$. Infons of type $\tau$ are similar to intensional objects in Montague’s intensional logic [14]. An infon of type $\text{BOOL}$ provides an abstract syntax independent representation of a quantum of information. It maps a structure representing a possible state of affairs in which the information holds to true, and other structures to false. It will be the case that two sentences are logically equivalent in the standard sense iff they induce the same infon.
4.2 Language constructs

Definition 17. A language construct $\mathcal{C}$ consists of an arity $n$ representing the number of arguments, a typing rule $\text{Type}_L$ specifying the allowable argument types and the corresponding expression type, and a semantic operator $\text{Sem}_L$. A typing rule $\text{Type}_L$ is a partial function from $n$ argument types $\tau_1, \ldots, \tau_n$ to a type $\text{Type}_L(\tau_1, \ldots, \tau_n) = \tau$ that preserves renaming of type symbols; i.e., if $\theta$ is a bijective renaming of type symbols, then $\text{Type}_L(\theta(\tau_1), \ldots, \theta(\tau_n)) = \theta(\tau)$. If $\text{Type}_L$ is defined for $\tau_1, \ldots, \tau_n$, we call $\tau_1, \ldots, \tau_n$ an argument type for $\mathcal{C}$. The semantic operator $\text{Sem}_L$ is a partial mapping defined for all tuples of infons $i_1, \ldots, i_n$ of all argument types $\tau_1, \ldots, \tau_n$ for $\mathcal{C}$ to an infon of the corresponding expression type $\tau$.

A language construct $\mathcal{C}$ takes a sequence of expressions $e_1, \ldots, e_n$ as argument and yields the compound expression $\mathcal{C}(e_1, \ldots, e_n)$. This determines the abstract syntax of expressions. We often specify a concrete syntax for $\mathcal{C}$ (which often disagrees with the abstract syntax).

Let $\tau_1, \ldots, \tau_n$ be an argument type for $\mathcal{C}$ yielding the expression type $\tau$. Then for well-typed expressions $e_1, \ldots, e_n$ of respectively types $\tau_1, \ldots, \tau_n$, the (abstract) compound expression $\mathcal{C}(e_1, \ldots, e_n)$ is well-typed and of type $\tau$. Some language constructs are polymorphic and apply to expressions of many types. Others have unique type for each argument.

Example 18. The tupling operator $\text{TUP}$ is a polymorphic language construct that maps expressions $e_1, \ldots, e_n$ of arbitrary types $\tau_1, \ldots, \tau_n$ to the compound expression $\text{TUP}(e_1, \ldots, e_n)$ of type $\tau_1 \times \cdots \times \tau_n$. The concrete syntax is $(e_1, \ldots, e_n)$.

The set of language constructs of a logic $L$ together with a vocabulary $\Sigma$ uniquely determines the set $\text{Exp}_L^\Sigma$ of well-typed expressions over $\Sigma$, as well as a function $\text{Type}_L : \text{Exp}_L^\Sigma \rightarrow \text{T}(\Sigma)$. Formally, consider the set of (finite) labeled trees with nodes labeled by language constructs of $L$ and symbols of $\Sigma$. Within this set, the function $\text{Type}_L$ is defined by induction on the structure of expressions

- $\text{Type}_L(\sigma) = \tau$ if $\sigma \in \Sigma$ is a symbol of type $\tau$;
- $\text{Type}_L(\mathcal{C}(e_1, \ldots, e_n)) = \text{Type}_L(\text{Type}_L(e_1), \ldots, \text{Type}_L(e_n))$.

This mapping $\text{Type}_L$ is a partial function, the domain of which is exactly $\text{Exp}_L^\Sigma$.

Furthermore, the set of language constructs of $L$ determines for each well-typed expression $e \in \text{Exp}_L^\Sigma$ of type $\tau$ a unique infon $\text{Sem}_L(e)$ of that type. The function $\text{Sem}_L$ is defined by induction on the structure of expressions by the following equation:

- $\text{Sem}_L(\sigma) = i_{\tau}$ if $\sigma \in \Sigma$;
- $\text{Sem}_L(\mathcal{C}(e_1, \ldots, e_n)) = \text{Sem}_L(\text{Sem}_L(e_1), \ldots, \text{Sem}_L(e_n))$.

This property warrants a strong form of Frege’s compositionality principle.

We call a logic substitution closed if every expression of some type may occur at any argument position of that type. E.g., propositional logic and first order logic are substitution closed, but CNF is not due to the syntactical restrictions on the format of CNF formulas.

4.2.1 Simply typed lambda calculus with infon semantics

Below, we introduce a concrete substitution closed logic $L$ with a type closed type system. We specify the main language constructs.

- $\text{TUP}(e_1, \ldots, e_n)$:
  - concrete syntax is $(e_1, \ldots, e_n)$;
  - typing rule: for arguments of types $\tau_1, \ldots, \tau_n$ respectively, the compound expression is of type $\tau_1 \times \cdots \times \tau_n$;
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We have chosen here to define Card τ as a binary predicate symbol rather than as a unary
function, because it is a partial function defined only on finite sets and our logic is not
equipped for partial functions.

4.3 The definition construct DEF for higher order and nested definitions
So far, we have defined typed lambda calculus under an infon semantics. In this section,
we extend the language with higher order versions of definitions as in the logic FO(ID).
There, definitions are conventionally written as finite set of rules ∀σ(P(σ) ← ϕ) where
P : (¯ τ → BOOL) is a predicate symbol, σ : τ a (sequence of) symbol(s), and ϕ a Boolean
expression. E.g.,
In the abstract syntax, a rule $\forall \sigma (P(\sigma) \leftarrow \varphi)$ will be represented as a pair $(P, \{\sigma : \varphi\})$.

In general, an abstract expression of the definition construct $DEF$ is of the form $DEF(\bar{P}, \bar{e})$ where $\bar{P}$ is a finite sequence $(P_1, \ldots, P_n)$ ($n > 0$) of predicate symbols and $\bar{e}$ an equally long sequence of expressions. We write $(P, e) \in \Delta$ to denote that for some $i \leq n$, $P_i = P$ and $e_i = e$. Let $DP(\Delta)$ be $\{P_1, \ldots, P_n\}$, the set of defined symbols of $\Delta$. It is possible that the same symbol has multiple rules in $\Delta$ (as in the above example). Below, we use the mathematical variable $\Delta$ to denote definition expressions.

For the concrete syntax, $DEF(\bar{P}, \bar{e})$ represents a definition with $n$ rules corresponding to the pairs $(P_i, e_i)$. If $e_i$ is the set comprehension $\{\sigma : \varphi\}$, the corresponding rule in concrete syntax is $\forall \sigma (P(\sigma) \leftarrow \varphi)$.

Due to the substitution closedness of the logic, new abstract rules are allowed. E.g., $(\text{Reach}, G)$ is an abstract representation that is equivalent to the first rule in the $\text{Reach}$ example, and it is an alternative way to represent the base case of the reachability relation.

Typing rule: if for each $i \in [1, n]$, $P_i, e_i$ are of the same type $\tau_i \rightarrow \text{BOOL}$ then the definition expression is of type $\text{BOOL}$. It follows that the value of a definition in a structure is true or false. Note that defined symbols are predicate symbols.

$\text{Sem}_{DEF}$: this operator maps tuples $((P_1, \ldots, P_n), (i_1, \ldots, i_n))$ where each $i_i$ is an infon of type $\tau_i$ to an infon $i$ of type $\text{BOOL}$. This operator will be applied to the infons $i_i$ of the expressions $e_i$. To define the infon $i$ from the input, we construct for each $I \in S(\Sigma)$ the immediate consequence operator $\Gamma_\Delta^I$.

The operator $\Gamma_\Delta^I$ is an operator on $\text{Assign}^{I}_{DP(\Delta)}$, the lattice of $DP(\Delta)$-assignments in $I$.

Note that for a rule $(P, e) \in D$, the value $e^I$ of $e$ in a structure $I$ is exactly the set that this rule produces for $P$ in $I$. The total produced value for $P$ is then obtained by taking the union of all rules defining $P$. Formally, for each $P \in DP(\Delta)$, let $INF_P = \{i_i | P_i = P\}$. That is, $INF_P$ is the set of infons amongst $i_1, \ldots, i_n$ that correspond to rules with $P$ in the head. Then $\Gamma_\Delta^I$ maps an assignment $A \in \text{Assign}^I_{DP}$ to an assignment $B$ such that for each $P \in DP$:

$$P^B = \text{lub}_I(\{i_i(I[A]) | i_i \in INF_P\})$$

That is, $P^B$ is the union of what each rule of $P$ produces in the structure $I[A]$.

The operator $\Gamma_\Delta^I$ is well-defined, and indeed, it is the immediate consequence operator of $\Delta$ in structure $I$. This is a lattice operator on the lattice of assignments of the defined symbols $DP(\Delta)$ in $I$. Consequently, this operator will have an ultimate well-founded fixpoint $\text{UWF}^I_\Delta$, the well-founded fixpoint of the ultimate approximator $[\Gamma_\Delta^I]$. This fixpoint may be exact or not. We define the truth value $\Delta^I$ of $\Delta$ in $I$ as $(I = \text{UWF}_\Delta)$, that is, $\Delta^I = t$ if $I$ is the exact ultimate well-founded fixpoint of the operator, and $\Delta^I = f$ otherwise. The infon $\text{Sem}_{M}(\Delta)$ is the Boolean infon $M \in S(\Sigma) : (I = \text{UWF}_\Delta)$.

The semantic operator $\text{Sem}_{M}$ associates with each expression an infon, and with each theory $T$ a Boolean infon $i$. This induces a model semantics, in particular $M \models T$ if $i(M) = t$.

**Theorem 19.** The logic $FO(ID)$ equipped with the ultimate well-founded semantics for definitions is a fragment of $L$. That is, any theory $T$ of $FO(ID)$ corresponds syntactically to one $T'$ of $L$ and $T$ and $T'$ have the same models (taking the ultimate well-founded semantics for definitions).
4.4 Applications for Higher Order Definitions

Higher order definitions are natural representations for some complex concepts. A standard example is a definition of winning positions in two-player games as can be seen in Listing 2. This definition of \( \text{win} \) and \( \text{lose} \) is a monotone second order definition that uses simultaneous definition and has a two-valued well-founded model.

Listing 2 cur is a winning position in a two-player game.

\[
\{ \\
\forall \text{cur} \ \forall \text{Move} \ \forall \text{IsWon}: \text{win}(\text{cur}, \text{Move}, \text{IsWon}) \leftarrow \text{IsWon}(\text{cur}) \lor \\
\exists \text{nxt} : \text{Move}(\text{cur}, \text{nxt}) \land \text{lose}(\text{nxt}, \text{Move}, \text{IsWon}). \\
\forall \text{cur} \ \forall \text{Move} \ \forall \text{IsWon}: \text{lose}(\text{cur}, \text{Move}, \text{IsWon}) \leftarrow \neg\text{IsWon}(\text{cur}) \land \\
\forall \text{nxt} : \text{Move}(\text{cur}, \text{nxt}) \Rightarrow \text{win}(\text{nxt}, \text{Move}, \text{IsWon}). \\
\} \\
\]

4.5 Templates

In [5], a subclass of higher order definitions were defined as templates. These templates allow us to define an abstract concept in an isolation, so that it can be reused multiple times. This prevents code duplication and results in more readable specifications. In the same context, we identified applications for nested definitions. An example of this can be seen in Listing 3. In that example a binary higher order predicate \( \text{tc} \) is defined, such that \( \text{tc}(\text{P}, \text{Q}) \) holds iff \( \text{Q} \) is defined as the transitive closure of \( \text{P} \).

Listing 3 This template TC expresses that Q is the transitive closure of P.

\[
\{ \\
\forall \text{Q} \ \forall \text{P}: \text{tc}(\text{P}, \text{Q}) \leftarrow \\
\{ \forall \text{x} \ \forall \text{y}: \text{Q}(\text{x}, \text{y}) \leftarrow \text{P}(\text{x}, \text{y}) \lor (\exists \text{z}: \text{Q}(\text{x}, \text{z}) \land \text{Q}(\text{z}, \text{y})) \}. \\
\}
\]

Note that using this definition of \( \text{tc} \), the definition in Listing 1 can simply be replaced with the atom \( \text{tc}(\text{Reach}, \text{G}) \). This demonstrates the abstraction power of these definitions.

4.6 Graph Morphisms

A labeled graph is a tuple of a set of vertices, a set of edges between these vertices, and a labeling function on these vertices. Many applications work with labeled graphs: one example is the graph mining problem [12], which requires the notion of homomorphisms and isomorphisms between graphs. As other applications require these same concepts, these concepts lend themselves to a definition in isolation.

To achieve this, we first define the graph type as an alias for the higher order type \( \mathcal{P}(\text{node}) \times \mathcal{P}(\text{node} \times \text{node}) \times \mathcal{P}(\text{node} \rightarrow \text{label}) \), where the components of the triple are called Vertex, Edge and Label respectively. To define when two graphs are homomorph and isomorph, we first define a helper predicate homomorphism. This predicate takes a function and two graphs, and is true when this function represents a homomorphism from the first graph to the second. We then define homomorph and isomorph in terms of the homomorphism predicate. In Listing 4, these higher order predicates are defined using higher order definitions. The higher order arguments of these definitions are either decomposed into the different tuple elements using matching (Line 2) or accepted as a single entity (Line 6).
Listing 4 Defining homomorph and isomorph.

\[
\begin{aligned}
\&\\text{homomorphism}(F, (V_1, \text{Edge}_1, \text{Label}_1), (V_2, \text{Edge}_2, \text{Label}_2)) \leftarrow \\
&\quad (\forall x, y \in V_1 : \text{Edge}_1(x, y) \implies \text{Edge}_2(F(x), F(y))) \land \\
&\quad (\forall x : \text{Label}_1(x) = \text{Label}_2(F(x))).
\end{aligned}
\]

\[
\begin{aligned}
\&\\text{homomorph}(G_1, G_2) \leftarrow \\
&\quad \exists F \ [G_1.\text{Vertex}:G_2.\text{Vertex}] : \text{homomorphism}(F, G_1, G_2).
\end{aligned}
\]

\[
\begin{aligned}
\&\\text{isomorph}(G_1, G_2) \leftarrow \\
&\quad (\exists F \ [G_1.\text{Vertex}:G_2.\text{Vertex}], G \ [G_2.\text{Vertex}:G_1.\text{Vertex}] : \\
&\quad (\forall x \in G_1.\text{Vertex} : G(F(x)) = x) \land \\
&\quad \text{homomorphism}(F, G_1, G_2) \land \text{homomorphism}(G, G_2, G_1).)
\end{aligned}
\]

5 Conclusion

We defined a logic integrating typed higher order lambda calculus with definitions. The logic is type closed and substitution closed, allows definitions of higher order predicates and nested definitions. The logic satisfies a strong form of Frege’s compositionality principle. The principles that we used allow also to define rules under other semantics (e.g., stable semantics). For future work, one question is how to define standard well-founded semantics for definitions in L rather than the ultimate well-founded semantics. It is well-known that both semantics often coincide, e.g., always when the standard well-founded model is two-valued, which is frequently the case when rule sets are intended to express definitions of concepts. Nevertheless, standard well-founded semantics is computationally cheaper and seems easier to implement. This provides a good motivation. Another question is how to extend definitions for arbitrary symbols, that is, for functions.
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Abstract
In this paper, we consider the problem of lifted inference in the context of Prism-like probabilistic logic programming languages. Traditional inference in such languages involves the construction of an explanation graph for the query that treats each instance of a random variable separately. For many programs and queries, we observe that explanations can be summarized into substantially more compact structures introduced in this paper, called “lifted explanation graphs”. In contrast to existing lifted inference techniques, our method for constructing lifted explanations naturally generalizes existing methods for constructing explanation graphs. To compute probability of query answers, we solve recurrences generated from the lifted graphs. We show examples where the use of our technique reduces the asymptotic complexity of inference.
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1 Introduction

Probabilistic Logic Programming (PLP) provides a declarative programming framework to specify and use combinations of logical and statistical models. A number of programming languages and systems have been proposed and studied under the framework of PLP, e.g. PRISM [12], Problog [4], PITA [11] and Problog2 [5] etc. These languages have similar declarative semantics based on the distribution semantics [13]. The inference algorithms used in many of these systems to evaluate the probability of query answers, e.g. PRISM, Problog and PITA, are based on a common notion of explanation graphs. These graphs represent explanations, which are sets of probabilistic choices that are abduced during query evaluation. Explanation graphs are implemented differently by different systems; e.g. PRISM uses tables to represent them under mutual exclusion and independence assumptions on explanations; ProbLog and PITA represents them using Binary Decision Diagrams (BDDs).

Inference based on explanation graphs does not scale well to logical/statistical models with large numbers of random processes and variables. In particular, in models containing families
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Figure 1 Example program and ground explanation graph.

Illustration. The simple example in Fig. 1 shows a program describing a process of tossing a number of i.i.d. coins, and evaluating if at least two of them came up “heads”. The example is specified in an extension of the PRISM language, called Px. Explicit random processes of PRISM enables a clearer exposition of our approach. In PRISM and Px, a special predicate of the form \texttt{msw(p, i, v)} describes, given a random process \texttt{p} that defines a family of i.i.d. random variables, that \texttt{v} is the value of the \texttt{i}-th random variable in the family. The argument \texttt{i} of \texttt{msw} is called the \texttt{i}th instance argument. In this paper, we consider Param-Px, a further extension of Px to define parameterized programs. In Param-Px, a built-in predicate, \texttt{in} is used to specify membership; e.g. \texttt{x in s} means \texttt{x} is member of an enumerable set \texttt{s}. The size of \texttt{s} is specified by a separate \texttt{population} directive. The program in Fig. 1 defines a family of random variables generated by \texttt{toss}. The instances that index these random variables are drawn from the set \texttt{coins}. Finally, predicate \texttt{twoheads} is defined to hold if tosses of at least two distinct coins come up “h”.

State of the Art, and Our Solution. Inference in PRISM, Problog and PITA follows the structure of the derivations for a query. Consider the program in Fig. 1(a) and let the cardinality of the set of coins be \( n \). The query \texttt{twoheads} will take \( \Theta(n^2) \) time, since it will construct bindings to both \texttt{X} and \texttt{Y} in the clause defining \texttt{twoheads}. However, the size of an explanation graph is \( \Theta(n) \), as shown in Fig. 1(b). Computing the probability of the query over this graph will also take \( \Theta(n) \) time.

In this paper, we present a technique to construct a symbolic version of an explanation graph, called a lifted explanation graph that represents instances symbolically and avoids enumerating the instances of random processes such as \texttt{toss}. The lifted explanation graph for query \texttt{twoheads} is shown in Fig. 1(c). Unlike traditional explanation graphs where nodes are specific instances of random variables, nodes in the lifted explanation graph may be parameterized by their instance (e.g. \texttt{(toss, X)} instead of \texttt{(toss,1)}). A set of constraints on
those variables, specify the allowed groundings.

Note that the graph size is independent of the size of the population. Moreover, the graph can be constructed in time independent of the population size as well. Probability computation is performed by first deriving recurrences based on the graph’s structure and then solving the recurrences. The recurrences for probability computation derived from the graph in Fig. 1(c) are shown in Fig. 2. In the figure, the equations with subscript 1 are derived from the root of the graph; those with subscript 2 from the left child of the root; and where $\pi$ is the probability that $\text{toss}$ is "h". Note that the probability of the query, $f_1(n)$, can be computed in $\Theta(n)$ time from the recurrences.

Contributions. The technical contribution of this paper is two fold.
1. We define a lifted explanation structure, and operations over these structures (see Section 3). We also give method to construct such structures during query evaluation, closely following the techniques used to construct explanation graphs.
2. We define a technique to compute probabilities over such structures by deriving and solving recurrences (see Section 4). We provide examples to illustrate the complexity gains due to our technique over traditional inference.

The rest of the paper begins by defining parameterized Px programs and their semantics (Section 2). After presenting the main technical work, the paper concludes with a discussion of related work. (Section 5).

2 Parameterized Px Programs

The PRISM language follows Prolog’s syntax. It adds a binary predicate `msw` to introduce random variables into an otherwise familiar Prolog program. Specifically, in `msw(s, v)`, $s$ is a “switch” that represents a random process which generates a family of random variables, and $v$ is bound to the value of a variable in that family. The domain and distribution of the switches are specified by `set_sw` directives. Given a switch $s$, we use $D_s$ to denote the domain of $s$, and $\pi_s : D_s \rightarrow [0,1]$ to denote its probability distribution.

2.1 Px and Inference

The Px language extends the PRISM language in three ways. Firstly, the `msw` switches in Px are ternary, with the addition of an explicit `instance` parameter. This brings the language closer to the formalism presented when describing PRISM’s semantics [13]. Secondly, Px aims to compute the distribution semantics without the mutual exclusion and independence assumptions on explanations imposed by PRISM system. Thirdly, in contrast to PRISM, the switches in Px can be defined with a wide variety of univariate distributions, including continuous distributions (such as Gaussian) and infinite discrete distributions (such as Poisson). However, in this paper, we consider only programs with finite discrete distributions.
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Exact inference of Px programs with finite discrete distributions uses explanation graphs with the following structure.

Definition 1 (Ground Explanation Graph). Let $S$ be the set of ground switches in a Px program $P$, and $D_s$ be the domain of switch $s \in S$. Let $\mathcal{T}$ be the set of all ground terms over symbols in $P$. Let “$<$” be a total order over $S \times \mathcal{T}$ such that $(s_1, t_1) < (s_2, t_2)$ if either $t_1 < t_2$ or $t_1 = t_2$ and $s_1 < s_2$. A ground explanation tree over $P$ is a rooted tree $\gamma$ such that:

- Leaves in $\gamma$ are labeled 0 or 1.
- Internal nodes in $\gamma$ are labeled $(s, z)$ where $s \in S$ is a switch, and $z$ is a ground term over symbols in $P$.
- For node labeled $(s, z)$, there are $k$ outgoing edges to subtrees, where $k = |D_s|$. Each edge is labeled with a unique $v \in D_s$.
- Let $(s_1, z_1), (s_2, z_2), \ldots, (s_k, z_k), c$ be the sequence of node labels in a root-to-leaf path in the tree, where $c \in \{0, 1\}$. Then $(s_i, z_i) < (s_j, z_j)$ if $i < j$ for all $i, j \leq k$. As a corollary, node labels along any root to leaf path in the tree are unique.

An explanation graph is a DAG representation of a ground explanation tree.

Consider a sequence of alternating node and edge labels in a root-to-leaf path: $(s_1, z_1), v_1, (s_2, z_2), v_2, \ldots, (s_k, z_k), v_k, c$. Each such path enumerates a set of random variable valuations $\{s_1[z_1] = v_1, s_2[z_2] = v_2, \ldots, s_k[z_k] = v_k\}$. When $c = 1$, the set of valuations forms an explanation. An explanation graph thus represents a set of explanations.

Note that explanation trees and graphs resemble decision diagrams. Indeed, explanation graphs are implemented using Binary Decision Diagrams [3] in PITA and Problog; and Multi-Valued Decision Diagrams [15] in Px. The union of two sets of explanations can be seen as an “or” operation over corresponding explanation graphs. Pair-wise union of explanations in two sets is an “and” operation over corresponding explanation graphs.

2.1.1 Inference via Program Transformation

Inference in Px is performed analogous to that in PITA [11]. Concretely, inference is done by translating a Px program to one that explicitly constructs explanation graphs, performing tabled evaluation of the derived program, and computing probability of answers from the explanation graphs. We describe the translation for definite pure programs; programs with built-ins and other constructs can be translated in a similar manner.

For every user-defined atom $A$ of the form $p(t_1, t_2, \ldots, t_n)$, we define $\text{exp}(A, E)$ as atom $p(t_1', t_2', \ldots, t_n', E)$ with a new predicate $p'(n+1)$, with $E$ as an added “explanation” argument. For such atoms $A$, we also define $\text{head}(A, E)$ as atom $p'(t_1, t_2, \ldots, t_n, E)$ with a new predicate $p'/n+1$. A goal $G$ is a conjunction of atoms, where $G = (G_1, G_2)$ for goals $G_1$ and $G_2$, or $G$ is an atom $A$. Function $\text{exp}$ is extended to goals such that $\text{exp}((G_1, G_2)) = ((\text{exp}(G_1, E_1), \text{exp}(G_2, E_2)), \text{and}(E_1, E_2, E))$, where and is a predicate in the translated program that combines two explanations using conjunction, and $E_1$ and $E_2$ are fresh variables. Function $\text{exp}$ is also extended to $\text{msw}$ atoms such that $\text{exp}(\text{msw}(p, i, v, E))$ is $\text{rv}(p, i, v, E)$, where $\text{rv}$ is a predicate that binds $E$ to an explanation graph with root labeled $(p, i)$ with an edge labeled $v$ leading to a 1 child, and all other edges leading to 0.

Each clause of the form $A \leftarrow G$ in a Px program is translated to a new clause $\text{head}(A, E) := \text{exp}(G, E)$. For each predicate $p/n$, we define $p(X_1, X_2, \ldots, X_n, E)$ to be such that $E$ is the disjunction of all $E'$ for $p'(X_1, X_2, \ldots, X_n, E')$. As in PITA, this is done using answer subsumption.

Probability of an answer is determined by first materializing the explanation graph, and then computing the probability over the graph. The probability associated with a node in
the graph is computed as the sum of the products of probabilities associated with its children and the corresponding edge probabilities. The probability associated with an explanation graph $\varphi$, denoted $\text{prob}(\varphi)$ is the probability associated with the root. This can be computed in time linear in the size of the graph by using dynamic programming or tabling.

### 2.2 Syntax and Semantics of Parameterized Px Programs

Parameterized Px, called Param-Px for short, is a further extension of the Px language. The first feature of this extension is the specification of populations and instances to specify ranges of instance parameters of $\text{msw}$.

> **Definition 2** (Population). A population is a named finite set, with a specified cardinality. A population has the following properties:
1. Elements of a population may be atomic, or depth-bounded ground terms.
2. Elements of a population are totally ordered using the default term order.
3. Distinct populations are disjoint.

Populations and their cardinalities are specified in a Param-Px program by population facts. For example, the program in Figure 1(a) defines a population named coins of size 100. The individual elements of this set are left unspecified. When necessary, element/2 facts may be used to define distinguished elements of a population. For example, element(fred, persons) defines a distinguished element “fred” in population persons. In presence of element facts, elements of a population are ordered as follows. The order of element facts specifies the order among the distinguished elements, and all distinguished elements occur before other unspecified elements in the order.

> **Definition 3** (Instance). An instance is an element of a population. In a Param-Px program, a built-in predicate in/2 can be used to draw an instance from a population. All instances of a population can be drawn by backtracking over in.

An instance variable is one that occurs as the instance argument in a $\text{msw}$ predicate in a clause of a Param-Px program. In Fig. 1(a), X in coins binds X to an instance of population coins and X, Y are instance variables.

**Constraints.** The second extension in Param-Px are atomic constraints, of the form $\{t_1 = t_2\}, \{t_1 \neq t_2\}$ and $\{t_1 < t_2\}$, where $t_1$ and $t_2$ are variables or constants, to compare instances of a population. We use braces “{·}” to distinguish the constraints from Prolog built-in comparison operators. In Figure 1(a), $\{X \neq Y\}$ is an atomic constraint.

**Types.** We use populations in a Param-Px program to confer types to program variables. Each variable that occurs in an “in” predicate is assigned a unique type. More specifically, $X$ has type $p$ if $X \text{ in} p$ occurs in a program, where $p$ is a population; and $X$ is untyped otherwise. We extend this notion of types to constants and switches as well. A constant $c$ has type $p$ if there is a fact element($c$, $p$); and $c$ is untyped otherwise. A switch $s$ has type $p$ if there is an $\text{msw}(s, X, t)$ in the program and $X$ has type $p$; and $s$ is untyped otherwise.

> **Definition 4** (Well-typedness). A Param-Px program is well-typed if:
1. For every constraint in the program of the form $\{t_1 = t_2\}, \{t_1 \neq t_2\}$ or $\{t_1 < t_2\}$, the types of $t_1$ and $t_2$ are identical.
2. Types of arguments of every atom on the r.h.s. of a clause are identical to the types of corresponding parameters of l.h.s. atoms of matching clauses.
3. Every switch in the program has a unique type.
The first two conditions of well-typedness ensure that only instances from the same population are compared in the program. The last condition imposes that instances of random variables generated by switch \( s \) are all indexed by elements drawn from the same population. In the rest of the paper, unless otherwise specified, we assume all Param-Px programs under consideration are well-typed.

**Semantics of Param-Px Programs.** Each Param-Px program can be readily transformed into a non-parameterized “ordinary” Px program. Each population fact is used to generate a set of in/2 facts enumerating the elements of the population. Other constraints are replaced by their counterparts in Prolog: e.g. \( \{ X < Y \} \) with \( X<Y \). Finally, each \( \text{msw}(s,i,t) \) is preceded by \( i \ in \ p \) where \( p \) is the type of \( s \). The semantics of the original parameterized program is defined by the semantics of the transformed program.

### 3 Lifted Explanations

In this section we formally define lifted explanation graphs. These are a generalization of ground explanation graphs defined earlier, and are introduced in order to represent ground explanations compactly. Constraints over instances form a basic building block of lifted explanations and the following constraint language is used for the purpose.

#### 3.1 Constraints on Instances

▶ **Definition 5** (Instance Constraints). Let \( V \) be a set of instance variables, with subrange of integers as domains, such that \( m \) is the largest positive integer in the domain of any variable. Atomic constraints on instance variables are of one of the following two forms: \( X < aY \pm k \), \( X = aY \pm k \), where \( X,Y \in V \), \( a \in 0,1 \), where \( k \) is a non-negative integer \( \leq m + 1 \). The language of constraints over bounded integer intervals, denoted by \( L(V,m) \), is a set of formulae \( \eta \), where \( \eta \) is a non-empty set of atomic constraints representing their conjunction.

Note that each formula in \( L(V,m) \) is a convex region in \( \mathbb{Z}^{|V|} \), and hence is closed under conjunction and existential quantification.

Let \( \text{vars}(\eta) \) be the set of instance variables in an instance constraint \( \eta \). A substitution \( \sigma : \text{vars}(\eta) \rightarrow [1..m] \) that maps each variable to an element in its domain is a solution to \( \eta \) if each constraint in \( \eta \) is satisfied by the mapping. The set of all solutions of \( \eta \) is denoted by \( [\eta] \). The constraint formula \( \eta \) is unsatisfiable if \( [\eta] = \emptyset \). We say that \( \eta \models \eta' \) if every \( \sigma \in [\eta] \) is a solution to \( \eta' \).

Note also that instance constraints are a subclass of the well-known integer octagonal constraints [8] and can be represented canonically by difference bound matrices (DBMs) [18, 6], permitting efficient algorithms for conjunction and existential quantification. Given a constraint on \( n \) variables, a DBM is a \((n+1) \times (n+1)\) matrix with rows and columns indexed by variables (and a special “zero” row and column). For variables \( X \) and \( Y \), the entry in cell \((X,Y)\) of a DBM represents the upper bound on \( X - Y \). For variable \( X \), the value at cell \((X,0)\) is \( X \)'s upper bound and the value at cell \((0,X)\) is the negation of \( X \)'s lower bound.

Geometrically, each entry in the DBM representing a \( \eta \) is a “face” of the region representing \([\eta]\). Negation of an instance constraint \( \eta \) can be represented by a set of mutually exclusive instance constraints. Geometrically, this can be seen as the set of convex regions obtained by complementing the “faces” of the region representing \([\eta]\). Note that when \( \eta \) has \( n \) variables,
the number of instance constraints in $\neg\eta$ is bounded by the number of faces of $[\eta]$, and hence by $O(n^2)$.

Let $\neg\eta$ represent the set of mutually exclusive instance constraints representing the negation of $\eta$. Then the disjunction of two instance constraints $\eta$ and $\eta'$ can be represented by the set of mutually exclusive instance constraints $(\eta \wedge \neg\eta') \cup (\eta' \wedge \neg\eta) \cup \{\eta \wedge \eta'\}$, where we overload $\wedge$ to represent the element-wise conjunction of an instance constraint with a set of constraints.

An existentially quantified formula of the form $\exists X.\eta$ can be represented by a DBM obtained by removing the rows and columns corresponding to $X$ in the DBM representation of $\eta$. We denote this simple procedure to obtain $\exists X.\eta$ from $\eta$ by $Q(\eta, X)$.

$$\text{Definition 6 (Range). Given a constraint formula } \eta \in L(V, m), \text{ and } X \in \text{vars}(\eta), \text{ let }$$

$$\sigma_X(\eta) = \{v \mid \sigma \in [\eta], \sigma(X) = v\}. \text{ Then range}(X, \eta) \text{ is the interval } [l, u], \text{ where } l = \min(\sigma_X(\eta)) \text{ and } u = \max(\sigma_X(\eta)).$$

Since the constraint formulas represent convex regions, it follows that each variable’s range will be an interval. Note that range of a variable can be readily obtained in constant time from the entries for that variable in the zero row and zero column of the constraint’s DBM representation.

3.2 Lifted Explanation Graphs

$$\text{Definition 7 (Lifted Explanation Graph). Let } S \text{ be the set of ground switches in a Param-Px program } P, \text{ and } D_s \text{ be the domain of switch } s \in S, \text{ and } m \text{ be the sum of the cardinalities of all populations in } P \text{ and } C \text{ be the set of distinguished elements of the populations in } P. A lifted explanation graph over variables } V \text{ is a pair } (\Omega : \eta, \psi) \text{ which satisfies the following conditions}$$

1. $\Omega : \eta$ is the notation for $\exists \Omega.\eta$, where $\eta \in L(V, m)$ is either a satisfiable constraint formula, or the single atomic constant $\text{false}$ and $\Omega \subseteq \text{vars}(\eta)$ is the set of quantified variables in $\eta$. When $\eta$ is $\text{false}$, $\Omega = \emptyset$.

2. $\psi$ is a singly rooted DAG which satisfies the following conditions
   - Internal nodes are labeled $(s, t)$ where $s \in S$ and $t \in V \cup C$.
   - Leaves are labeled either 0 or 1.
   - Each internal node has an outgoing edge for each outcome $\in D_s$.
   - If a node labeled $(s, t)$ has a child labeled $(s', t')$ then $\eta \models t < t'$ or $\eta \models t = t'$ and $(s, c) \prec (s', c)$ for any ground term $c$ (see Def. 1).

In this paper ground explanation graphs (Def. 1), and the DAG components of lifted explanation graphs are represented by textual patterns $(s, t)[\alpha_i : \psi_i]$ where $(s, t)$ is the label of the root and $\psi_i$ is the DAG associated with the edge labeled $\alpha_i$. Irrelevant parts may denoted “_” to reduce clutter. We define the standard notion of bound and free variables over lifted explanation graphs.

$$\text{Definition 8 (Bound and free variables). Given a lifted explanation graph } (\Omega : \eta, \psi), \text{ a variable } X \in \text{vars}(\eta), \text{ is called a bound variable if } X \in \Omega, \text{ otherwise its called a free variable.}$$

The lifted explanation graph is said to be well-structured if every pair of nodes $(s, X)$ and $(s', X)$ with the same bound variable $X$, have a common ancestor with $X$ as the instance variable. In the rest of the paper, we assume that the lifted explanation graphs are well-structured.
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Definition 9 (Substitution operation). Given a lifted explanation graph \((\Omega : \eta, \psi)\), a variable \(X \in \text{vars}(\eta)\), the substitution of \(X\) in the lifted explanation graph with a value \(k\) from its domain, denoted by \((\Omega : \eta, \psi)[k/X]\) is defined as follows: If \(\eta[k/X]\) is unsatisfiable, then the result of the substitution is \(\emptyset \{\text{false}\}, 0\). If \(\eta[k/X]\) is satisfiable, then \((\Omega : \eta, \psi)[k/X] = (\Omega \setminus \{X\} : \eta[k/X], \psi[k/X])\). The notation \(\psi[k/X]\) is as follows:

\[
\{(s, t)[\alpha_i : \psi_i]\}[k/X] = (s, k)[\alpha_i : \psi_i[k/X]], \quad \text{if } t = X \quad 0[k/X] = 0
\]

\[
\{(s, t)[\alpha_i : \psi_i]\}[k/X] = (s, t)[\alpha_i : \psi_i[k/X]], \quad \text{if } t \neq X \quad 1[k/X] = 1
\]

The definition of substitution operation can be generalized to mappings on sets of variables in the obvious way.

Lemma 10 (Substitution lemma). If \((\Omega : \eta, \psi)\) is a lifted explanation graph, and \(X \in \text{vars}(\eta)\), then \((\Omega : \eta, \psi)[k/X]\) where \(k\) is a value in domain of \(X\), is a lifted explanation graph.

When a substitution \([k/X]\) is applied to a lifted explanation graph, and \(\eta[k/X]\) is unsatisfiable, the result is \((\emptyset \{\text{false}\}, 0)\) which is clearly a lifted explanation graph. When \(\eta[k/X]\) is satisfiable, the variable is removed from \(\Omega\) and occurrences of \(X\) in \(\psi\) are replaced by \(k\). The resultant DAG clearly satisfies the conditions imposed by the Def. 7. Finally we note that a ground explanation graph \(\phi\) (Def. 1) is a trivial lifted explanation graph \((\emptyset \{\text{true}\}, \phi)\). This constitutes the informal proof of Lemma 10.

3.3 Semantics of Lifted Explanation Graphs

The meaning of a lifted explanation graph \((\Omega : \eta, \psi)\) is given by the ground explanation tree represented by it.

Definition 11 (Grounding). Let \((\Omega : \eta, \psi)\) be a closed lifted explanation graph, i.e., it has no free variables. Then the ground explanation tree represented by \((\Omega : \eta, \psi)\), denoted \(\text{Gr}(\Omega : \eta, \psi)\), is given by the function \(\text{Gr}(\Omega, \eta, \psi)\). When \([\eta] = \emptyset\), then \(\text{Gr}(\emptyset : \eta, \emptyset) = 0\). We consider the cases when \([\eta] \neq \emptyset\). The grounding of leaves is defined as \(\text{Gr}(_, _, 0) = 0\) and \(\text{Gr}(_, _, 0) = 1\). When the instance argument of the root is a constant, grounding is defined as \(\text{Gr}(\Omega, \eta, (s, t)[\alpha_i : \psi_i]) = (s, t)[\alpha_i : \text{Gr}(\Omega, \eta, \psi_i)]\). When the instance argument is a bound variable, the grounding is defined as \(\text{Gr}(\Omega, \eta, (s, t)[\alpha_i : \psi_i]) \equiv \bigvee_{c \in \text{range}(t, \eta)} (s, c)[\alpha_i : \text{Gr}(\Omega \setminus \{\emptyset\}, \eta(c/t), \psi_i(c/t))]\).

In the above definition \(\psi[c/t] \) represents the tree obtained by replacing every occurrence of \(t\) in the tree with \(c\). The disjunct \((s, c)[\alpha_i : \text{Gr}(\Omega \setminus \{\emptyset\}, \eta(c/t), \psi_i(c/t))]\) in the above definition is denoted \(\psi_{(s, c)}\) when the lifted explanation graph is clear from the context.

3.4 Operations on Lifted Explanation Graphs

And/Or Operations. Let \((\Omega : \eta, \psi)\) and \((\Omega' : \eta', \psi')\) be two lifted explanation graphs. We now define “\(\wedge\)” and “\(\lor\)” operations on them. The “\(\wedge\)” and “\(\lor\)” operations are carried out in two steps. First, the constraint formulas of the inputs are combined. However, the free variables in the operands may have no known order among them. Since, an arbitrary order cannot be imposed, the operations are defined in a relational, rather than functional form. We use the notation \((\Omega : \eta, \psi) \oplus (\Omega' : \eta', \psi') \rightarrow (\Omega'' : \eta'', \psi'')\) to denote that \((\Omega'' : \eta'', \psi'')\) is a result of \((\Omega : \eta, \psi) \oplus (\Omega' : \eta', \psi')\). When an operation returns multiple answers due to ambiguity on the order of free variables, the answers that are inconsistent with the final order are discarded. We assume that the variables in the two lifted explanation graphs are standardized apart such that the bound variables of \((\Omega : \eta, \psi)\) and \((\Omega' : \eta', \psi')\) are all distinct, and different from free variables of \((\Omega : \eta, \psi)\) and \((\Omega' : \eta', \psi')\). Let \(\psi = (s, t)[\alpha_i : \psi_i]\) and \(\psi' = (s', t')[\alpha_i' : \psi_i']\).
Combining constraint formulae
$Q(\Omega, \eta) \land Q(\Omega', \eta')$ is unsatisfiable. Then the orders among free variables in $\eta$ and $\eta'$ are incompatible.
- The $\land$ operation is defined as $(\Omega : \eta, \psi) \land (\Omega' : \eta', \psi') \rightarrow (\emptyset : \{\text{false}\}, 0)$
- The $\lor$ operation simply returns the two inputs as outputs:

$(\Omega : \eta, \psi) \lor (\Omega' : \eta', \psi') \rightarrow (\Omega : \eta, \psi)$
$(\Omega : \eta, \psi) \lor (\Omega' : \eta', \psi') \rightarrow (\Omega' : \eta', \psi')$

$Q(\Omega, \eta) \land Q(\Omega', \eta')$ is satisfiable. The orders among free variables in $\eta$ and $\eta'$ are compatible
- The $\land$ operation is defined as $(\Omega : \eta, \psi) \land (\Omega' : \eta', \psi') \rightarrow (\Omega \cup \Omega' : \eta \land \eta', \psi \lor \psi')$.
- The $\lor$ operation is defined as

$(\Omega : \eta, \psi) \lor (\Omega' : \eta', \psi') \rightarrow (\Omega \cup \Omega' : \eta \land \eta', \psi \lor \psi')$

Combining DAGs. Now we describe $\land$ and $\lor$ operations on the two DAGs $\psi$ and $\psi'$ in the presence of a single constraint formula. The general form of the operation is $(\Omega : \eta, \psi \lor \psi')$.

**Base cases:** The base cases are as follows (symmetric cases are defined analogously).

$(\Omega : \eta, 0 \lor \psi') \rightarrow (\Omega : \eta, \psi')$
$(\Omega : \eta, 1 \lor \psi') \rightarrow (\Omega : \eta, 1)$
$(\Omega : \eta, 1 \lor \psi') \rightarrow (\Omega : \eta, \psi')$

**Recursion:** When the base cases do not apply, we try to compare the roots of $\psi$ and $\psi'$. The root nodes are compared as follows: We say $(s, t) = (s', t')$ if $\eta \models t = t'$ and $s = s'$, else $(s, t) < (s', t')$ (analogously $(s', t') < (s, t)$) if $\eta \models t < t'$ or $\eta \models t = t'$ and $(s, c) < (s', c)$ for any ground term $c$. If neither of these two relations hold, then the roots are not comparable and its denoted as $(s, t) \not< (s', t')$.

- a. $(s, t) < (s', t')$: $(\Omega : \eta, \psi \lor \psi') \rightarrow (\Omega : \eta, (s, t)[\alpha : \psi \lor \psi'])$
- b. $(s', t') < (s, t)$: $(\Omega : \eta, \psi \lor \psi') \rightarrow (\Omega : \eta, (s', t')[\alpha' : \psi \lor \psi'])$
- c. $(s, t) = (s', t')$: $(\Omega : \eta, \psi \lor \psi') \rightarrow (\Omega : \eta, (s, t)[\alpha : \psi \lor \psi'])$
- d. $(s, t) \not< (s', t')$: Operations depend on whether $t, t'$ are free, bound or constant.

i. $t$ is a free variable or a constant, and $t'$ is a free variable (the symmetric case is analogous).

$(\Omega : \eta, \psi \lor \psi') \rightarrow (\Omega : \eta \land t < t', \psi \lor \psi')$
$(\Omega : \eta, \psi \lor \psi') \rightarrow (\Omega : \eta \land t = t', \psi \lor \psi')$
$(\Omega : \eta, \psi \lor \psi') \rightarrow (\Omega : \eta \land t' < t, \psi \lor \psi')$

ii. $t$ is a free variable or a constant and $t'$ is a bound variable ($\Omega : \eta, \psi \lor \psi'$) is defined as (the symmetric case is analogous):

$(\Omega : \eta \land t < t', \psi \lor \psi') \lor (\Omega : \eta \land t = t', \psi \lor \psi') \lor (\Omega : \eta \land t' < t, \psi \lor \psi')$

Note that in the above definition, all three lifted explanation graphs use the same variable names for bound variable $t'$. Lifted explanation graphs can be easily standardized apart on the fly, and henceforth we assume that the operation is applied as and when required.
iii. $t$ and $t'$ are bound variables. Let $\text{range}(t, \eta) = [l_1, u_1]$ and $\text{range}(t', \eta) = [l_2, u_2]$. We can conclude that $\text{range}(t, \eta)$ and $\text{range}(t', \eta)$ are overlapping, otherwise $(s, t)$ and $(s', t')$ could have been ordered. Without loss of generality, we assume that $l_1 \leq l_2$. The various cases of overlap and the corresponding definition of the $(\Omega : \eta, \psi \oplus \psi')$ is given in the following table.

$$
\begin{align*}
l_1 = l_2, u_1 = u_2 & \\
(\Omega \cup \{t'' : \eta \land l_1 - 1 < t'' \land t'' - 1 < u_1 \land t'' < t \land t'' < t', (s, t''))[\alpha_1 : \\
(\psi_{t''/t}] \oplus \psi_{[t''/t']}]) \\n\end{align*}
$$

$\Rightarrow \text{Lemma 12}$ (Correctness of “\land” and “\lor” operations). Let $(\Omega : \eta, \psi)$ and $(\Omega' : \eta', \psi')$ be two lifted explanation graphs with free variables $\{X_1, X_2, \ldots, X_n\}$. Let $\Sigma$ be the set of all substitutions mapping each $X_i$ to a value in its domain. Then, for every $\sigma \in \Sigma$ and $\oplus \in \{\land, \lor\}$, $Gr(((\Omega : \eta, \psi) \oplus (\Omega' : \eta', \psi'))\sigma) = Gr((\Omega : \eta, \psi)\sigma) \oplus Gr((\Omega' : \eta', \psi')\sigma)$

Quantification

$\Rightarrow \text{Definition 13}$ (Quantification). Let $(\Omega : \eta, \psi)$ be a lifted inference graph and $X \in \text{vars}(\eta)$. Then $\text{quantify}(\Omega : \eta, \psi, X) = (\Omega \cup \{X\} : \eta, \psi)$.

$\Rightarrow \text{Lemma 14}$ (Correctness of $\text{quantify}$). Let $(\Omega : \eta, \psi)$ be a lifted explanation graph, let $\sigma_{-X}$ be a substitution mapping all the free variables in $(\Omega : \eta, \psi)$ except $X$ to values in their domains. Let $\Sigma$ be the set of mappings $\sigma$ such that $\sigma$ maps all free variables to values in their domains and is identical to $\sigma_{-X}$ at all variables except $X$. Then the following holds $Gr(\text{quantify}((\Omega : \eta, \psi), X)\sigma_{-X}) = \bigvee_{\sigma \in \Sigma} Gr((\Omega : \eta, \psi)\sigma)$

Construction of Lifted Explanation Graphs. Lifted explanation graphs for a query are constructed by transforming the Param-Px program $P$ into one that explicitly constructs a lifted explanation graph, following a similar procedure to the one outlined in Section 2 for constructing ground explanation graphs. The main difference is the use of existential quantification. Let $A : G$ be a program clause, and $\text{vars}(G) - \text{vars}(A)$ be the set of variables in $G$ and not in $A$. If any of these variables has a type, then it means that the variable used as an instance argument in $G$ is existentially quantified. Such clauses are then translated as $\text{head}(A, E_h) := \text{exp}(G, E_g)$, $\text{quantify}(E_g, V_s, E_h)$, where $V_s$ is the set of typed variables in $\text{vars}(G) - \text{vars}(A)$. A minor difference is the treatment of constraints: $\text{exp}$ is extended to atomic constraints $\varphi$ such that $\text{exp}(\varphi, E)$ binds $E$ to $(\emptyset : \{\varphi\}, 1)$.

We order the populations and map the elements of the populations to natural numbers as follows. The population that comes first in the order is mapped to natural numbers in the range $1..m$, where $m$ is the cardinality of this population. Any constants in this population are mapped to natural numbers in the low end of the range. The next population in the order is mapped to natural numbers starting from $m + 1$ and so on. Thus, each typed variable is assigned a domain of contiguous positive values. The rest of the program transformation remains the same, the underlying graphs are constructed using the lifted operators. The lifted explanation graph corresponding to the query in Fig 1(a) is shown in Fig 1(c).
4 Lifted Inference using Lifted Explanations

In this section we describe a technique to compute answer probabilities in a lifted fashion from closed lifted explanation graphs. This technique works on a restricted class of lifted explanation graphs satisfying a property we call the frontier subsumption property.

**Definition 15 (Frontier).** Given a closed lifted explanation graph \((\Omega : \eta, \psi)\), the frontier of \(\psi\) w.r.t \(X \in \Omega\) denoted \(\text{frontier}_X(\psi)\) is the set of non-zero maximal subtrees of \(\psi\), which do not contain a node with \(X\) as the instance variable.

Analogous to the set representation of explanations described in Section 2.1, we consider the set representations of lifted explanations, i.e., root-to-leaf paths in the DAGs of lifted explanation graphs that end in a “1” leaf. We consider term substitutions that can be applied to lifted explanations. These substitutions replace a variable by a term and further apply standard re-writing rules such as simplification of algebraic expressions. As before, we allow term mappings that specify a set of term substitutions.

**Definition 16 (Frontier subsumption property).** A closed lifted explanation graph \((\Omega : \eta, \psi)\) satisfies the frontier subsumption property w.r.t \(X \in \Omega\), if under term mappings \(\sigma_1 = \{X \pm k + 1/Y \mid \langle X \pm k < Y \rangle \in \eta\}\) and \(\sigma_2 = \{X + 1/X\}\), every tree \(\phi \in \text{frontier}_X(\psi)\) satisfies the following condition: for every lifted explanation \(E_2\) in \(\psi\), there is a lifted explanation \(E_1\) in \(\phi\) such that \(E_1\sigma_1\) is a sub-explanation (i.e., subset) of \(E_2\sigma_2\).

A lifted explanation graph is said to satisfy frontier subsumption property, if it is satisfied for each bound variable. This property can be checked in a bottom up fashion for all bound variables in the graph. The tree obtained by replacing all subtrees in \(\text{frontier}_X(\psi)\) by 1 in \(\psi\) is denoted \(\hat{\psi}_X\).

For closed lifted explanation graphs satisfying the above property, the probability of query answers can be computed using the following set of recurrences. With each subtree \(\psi = (s,t)[\alpha_i : \psi_i]\) of the DAG of the lifted explanation graph, we associate function \(f(\sigma, \psi)\) where \(\sigma\) is a (possibly incomplete) mapping of variables in \(\Omega\) to values in their domains.

**Definition 17 (Probability recurrences).** Given a closed lifted explanation graph \((\Omega : \eta, \psi)\), we define \(f(\sigma, \psi)\) (as well as \(g(\sigma, \psi)\) and \(h(\sigma, \psi)\) wherever applicable) for a partial mapping \(\sigma\) of variables in \(\Omega\) to values in their domains based on the structure of \(\psi\).

**Case 1:** \(\psi\) is a 0 leaf node. Then \(f(\sigma, 0) = 0\)

**Case 2:** \(\psi\) is a 1 leaf node. Then \(f(\sigma, 1) = \begin{cases} 1, & \text{if } [\eta\sigma] \neq \emptyset \\ 0, & \text{otherwise} \end{cases}\)

**Case 3:** \(t\sigma\) is a constant. Then \(f(\sigma, \psi) = \sum_{\alpha_i \in D_i} \pi_s(\alpha_i) \cdot f(\sigma, \psi_i)\), if \([\eta\sigma] \neq \emptyset\)

**Case 4:** \(t\sigma \in \Omega\), and \(\text{range}(t, \eta\sigma) = (l, u)\). Then

\[
f(\sigma, \psi) = \begin{cases} h(\sigma[l/t], \psi), & \text{if } [\eta\sigma] \neq \emptyset \\ 0, & \text{otherwise} \end{cases}
\]

\[
h(\sigma[c/t], \psi) = \begin{cases} g(\sigma[c/t], \psi) + (1 - P(\hat{\psi}_t)) \times h(\sigma[c+1/t], \psi), & \text{if } c < u \\ g(\sigma[c/t], \psi), & \text{if } c = u \end{cases}
\]

\[
g(\sigma, \psi) = \sum_{\alpha_i \in D_i} \pi_s(\alpha_i) \cdot f(\sigma, \psi_i), \text{ if } [\eta\sigma] \neq \emptyset
\]

\[
0, \text{ otherwise}
\]
In the above definition $\sigma[c/t]$ refers to a new partial mapping obtained by augmenting $\sigma$ with the substitution $[c/t]$. $P(\hat{\psi}_t)$ is the sum of the probabilities of all branches leading to a 1 leaf in $\hat{\psi}_t$. The functions $f$, $g$ and $h$ defined above can be readily specialized for each $\psi$. Moreover, the parameter $\sigma$ can be replaced by the tuple of values actually used by a function. These rewriting steps yield recurrences such as those shown in Fig. 2. Note that $P(\hat{\psi}_t)$ can be computed using recurrences as well (shown as $\hat{f}$ in Fig. 2).

**Definition 18 (Probability of Lifted Explanation Graph).** Let $(\Omega : \eta, \psi)$ be a closed lifted explanation graph. Then, the probability of explanations represented by the graph, $\text{prob}((\Omega : \eta, \psi))$, is the value of $f(\{\}, \psi)$.

**Theorem 19 (Correctness of Lifted Inference).** Let $(\Omega : \eta, \psi)$ be a closed lifted explanation graph, and $\phi = Gr(\Omega : \eta, \psi)$ be the corresponding ground explanation graph. Then $\text{prob}((\Omega : \eta, \psi)) = \text{prob}(\phi)$.

Given a closed lifted explanation graph, let $k$ be the maximum number of instance variables along any root to leaf path. Then the function $f(\sigma, \psi)$ for the leaf will have to be computed for each mapping of the $k$ variables. Each recurrence equation itself is either of constant size or bounded by the number of children of a node. Using dynamic programming a solution to the recurrence equations can be computed in polynomial time.

**Theorem 20 (Efficiency of Lifted Inference).** Let $\psi$ be a closed lifted inference graph, $n$ be the size of the largest population, and $k$ be the largest number of instance variables along any root of leaf path in $\psi$. Then, $f(\{\}, \psi)$ can be computed in $O(|\psi| \times n^k)$ time.

There are two sources of further optimization in the generation and evaluation of recurrences. First, certain recurrences may be transformed into closed form formulae which can be more efficiently evaluated. For instance, the closed form formula for $h(\sigma, \psi)$ for the subtree rooted at the node $(toss, Y)$ in Fig 1(c) can be evaluated in $O(\log(n))$ time while a naive evaluation of the recurrence takes $O(n)$ time. Second, certain functions $f(\sigma, \psi)$ need not be evaluated for every mapping $\sigma$ because they may be independent of certain variables. For example, leaves are always independent of the mapping $\sigma$.

**Other Examples.** There are a number of simple probabilistic models that cannot be tackled by other lifted inference techniques but can be encoded in Param-Px and solved using our technique. For one such example, consider an urn with $n$ balls, where the color of each ball is given by a distribution. Determining the probability that there are at least two green balls is easy to phrase as a directed first-order graphical model. However, lifted inference over such models can no longer be applied if we need to determine the probability of at least two green or two red balls. The probability computation for one of these events can be viewed as a generalization of noisy-OR probability computation, however dealing with the union requires the handling of intersection of the two events, due to which the $O(\log(N))$ time computation is no longer feasible.

For a more complex example, consider a system of $n$ agents where each agent moves between various states in a stochastic manner. Consider a query to evaluate whether there are at least $k$ agents in a given state $s$ at a given time $t$. While this model is similar to a collective graphical model the aggregate query is different from those considered in [14], where computing probability of observed aggregate counts, parameterizing learning of individual model, and multiple path reconstruction are considered. Note that we cannot compile a model of this system into a clausal form without knowing the query. This system can be represented as a PRISM/Px program by modeling each agent’s evolution as an independent
Hidden Markov Model (HMM). The lifted inference graph for querying the state of an arbitrary agent at time $t$ is of size $O(e \cdot t)$, where $e$ is the size of the transition relation of the HMM. For the “at least $k$ agents” query, note that nodes in the lifted inference graph will be grouped by instances first, and hence the size of the graph (and the number of terms in the recurrences) is $O(k \cdot e \cdot t)$. The time complexity of evaluating the recurrences is $O(n \cdot k \cdot e \cdot t)$ where $n$ is the total number of agents.

5 Related Work and Discussion

First-order graphical models [10, 2] are compact representations of propositional graphical models over populations. The key concepts in this field are that of parameterized random variables and parfactors. A parameterized random variable stands for a population of i.i.d. propositional random variables (obtained by grounding the logical variables). Parfactors are factors (potential functions) on parameterized random variables. By allowing large number of identical factors to be specified in a first-order fashion, first-order graphical models provide a representation that is independent of the population size. A key problem, then, is to perform lifted probabilistic inference over these models, i.e. without grounding the factors unnecessarily. The earliest such technique was inversion elimination presented in [10]. When summing out a parameterized random variable (i.e., all its groundings), it is observed that if all the logical variables in a parfactor are contained in the parameterized random variable, it can be summed out without grounding the parfactor.

The idea of inversion elimination, though powerful, exploits one of the many forms of symmetry present in first-order graphical models. Another kind of symmetry present in such models is that the values of an intermediate factor may depend on the histogram of propositional random variable outcomes, rather than their exact assignment. This symmetry is exploited by counting elimination [2] and elimination by counting formulas [7].

In [17] a form of lifted inference that uses constrained CNF theories with positive and negative weight functions over predicates as input was presented. Here the task of probabilistic inference in transformed to one of weighted model counting. To do the latter, the CNF theory is compiled into a structure known as first-order deterministic decomposable negation normal form. The compiled representation allows lifted inference by avoiding grounding of the input theory. This technique is applicable so long as the model can be formulated as a constrained CNF theory.

Another approach to lifted inference for probabilistic logic programs was presented in [1]. The idea is to convert a ProbLog program to parfactor representation and use a modified version of generalized counting first order variable elimination algorithm [16] to perform lifted inference. Problems where the model size is dependent on the query, such as models with temporal aspects, are difficult to solve with the knowledge compilation approach.

In this paper, we presented a technique for lifted inference in probabilistic logic programs using lifted explanation graphs. This technique is a natural generalization of inference techniques based on ground explanation graphs, and follows the two step approach: generation of an explanation graph, and a subsequent traversal to compute probabilities. A more complete description of this technique is in [9]. While the size of the lifted explanation graph is often independent of population, computation of probabilities may take time that is polynomial in the size of the population. A more sophisticated approach to computing probabilities from lifted explanation graph, by generating closed form formulae where possible, will enable efficient inference. Another direction of research would be to generate hints for lifted inference based on program constructs such as aggregation operators. Finally, our
future work is focused on performing lifted inference over probabilistic logic programs that represent undirected and discriminative models.
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Abstract

In this paper we shall report on our progress using spatial constraint system as an abstract representation of modal and epistemic behaviour. First we shall give an introduction as well as the background to our work. Then, we present our preliminary results on the representation of modal behaviour by using spatial constraint systems. Then, we present our ongoing work on the characterization of the epistemic notion of knowledge. Finally, we discuss about the future work of our research.
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1 Introduction

Epistemic, mobile and spatial behaviour are common practice in today’s distributed systems. The intrinsic epistemic nature of these systems arises from social behaviour. Most people are familiar with digital systems where users share their beliefs, opinions and even intentional lies (hoaxes). Also, systems modeling decision behaviour must account for those decisions dependance on the results of interactions with others within some social context. Spatial and mobile behaviour is exhibited by applications and data moving across (possibly nested) spaces defined by, for example, friend circles, groups, and shared folders. We therefore believe that a solid understanding of the notion of space and spatial mobility as well as the flow of epistemic information is relevant in many models of today’s distributed systems.

Constraint systems (cs’s) provide the basic domains and operations for the semantic foundations of the family of formal declarative models from concurrency theory known as concurrent constraint programming (ccp) process calculi [15]. Spatial constraint systems [9] (scs) are algebraic structures that extend cs for reasoning about basic spatial and epistemic behaviour such as extrusion and belief. Both spatial and epistemic assertions can be viewed as specific modalities. Other modalities can be used for assertions about time, knowledge and other concepts used in the specification and verification of concurrent systems.

The main goal of this PhD project is the study of the expressiveness of spatial constraint systems in the broader perspective of modal behaviour. In this summary, we shall show that

* This work was partially supported by INRIA-CORDI.
spatial constraint systems are sufficiently robust to capture other modalities and to derive new results for modal logic. We shall also discuss our future work on extending constraint systems to express fundamental epistemic behaviour such as knowledge and distributed knowledge.

This summary is structured as follows: In Section 2 we give some background. In Section 3 we present our results with applications to modal logic. In Sections 4 and 5 we describe ongoing work and future work for the remaining part of this PhD project. The results in this summary have been recently published as [7, 6].

2 Background

In this section we recall the notion of basic constraint system [3] and the more recent notion of spatial constraint system [9]. We presuppose basic knowledge of order theory and modal logic [1, 14, 5, 2].

The concurrent constraint programming model of computation [15] is parametric in a constraint system (cs) specifying the structure and interdependencies of the partial information that computational agents can ask of and post in a shared store. This information is represented as assertions traditionally referred to as constraints.

Constraint systems can be formalized as complete algebraic lattices [3]. The elements of the lattice, the constraints, represent (partial) information. A constraint $c$ can be viewed as an assertion (or a proposition). The lattice order $\sqsubseteq$ is meant to capture entailment of information: $c \sqsubseteq d$, alternatively written $d \trianglerighteq c$, means that the assertion $d$ represents as much information as $c$. Thus, we may think of $c \sqsubseteq d$ as saying that $d$ entails $c$ or that $c$ can be derived from $d$. The least upper bound (lub) operator $\sqcup$ represents join of information; $c \sqcup d$, the least element in the underlying lattice above $c$ and $d$. Thus, $c \sqcup d$ can be seen as an assertion stating that both $c$ and $d$ hold. The top element represents the lub of all, possibly inconsistent, information, hence it is referred to as false. The bottom element true represents the empty information.

Definition 1 (Constraint Systems [3]). A constraint system (cs) $C$ is a complete algebraic lattice $(Con, \sqsubseteq)$. The elements of $Con$ are called constraints. The symbols $\sqcup$, true and false will represent the least upper bound (lub) operation, the bottom, and the top element of $C$, respectively.

We shall use the following notions and notations from order theory.

Notation 2 (Lattices and Limit Preservation). Let $C$ be a partially ordered set (poset) $(Con, \sqsubseteq)$. We shall use $\bigcup S$ to denote the least upper bound (lub) (or supremum or join) of the elements in $S$, and $\bigcap S$ is the greatest lower bound (glb) (infimum or meet) of the elements in $S$. We say that $C$ is a complete lattice iff each subset of $Con$ has a supremum and an infimum in $Con$. A non-empty set $S \subseteq Con$ is directed iff every finite subset of $S$ has an upper bound in $S$. Also, $c \in Con$ is compact iff for any directed subset $D$ of $Con$, $c \subseteq \bigcup D$ implies $c \subseteq d$ for some $d \in D$. A complete lattice $C$ is said to be algebraic iff for each $c \in Con$, the set of compact elements below it forms a directed set and the lub of this directed set is $c$. A self-map on $Con$ is a function $f : Con \rightarrow Con$. Let $(Con, \sqsubseteq)$ be a complete lattice. The self-map $f$ on $Con$ preserves the supremum of a set $S \subseteq Con$ iff $f(\bigcup S) = \bigcup \{f(c) \mid c \in S\}$. The preservation of the infimum of a set is defined analogously. We say $f$ preserves finite/infinite suprema iff it preserves the supremum of arbitrary finite/infinite sets. Preservation of finite/infinite infima is defined similarly.

1 An alternative syntactic characterization of cs, akin to Scott information systems, is given in [15].


2.1 Spatial Constraint Systems

The authors of [9] extended the notion of cs to account for distributed and multi-agent scenarios where agents have their own space for their local information and performing their computations.

Intuitively, each agent $i$ has a space function $[\cdot]_i$ from constraints to constraints. We can think of $[c]_i$, as an assertion stating that $c$ is a piece of information residing within a space attributed to agent $i$. An alternative epistemic logic interpretation of $[c]_i$ is an assertion stating that agent $i$ believes $c$ or that $c$ holds within the space of agent $i$ (but it may not hold elsewhere). Similarly, $[[c]]_i$ is a hierarchical spatial specification stating that $c$ holds within the local space the agent $i$ attributes to agent $j$. Nesting of spaces can be of any depth. We can think of a constraint of the form $[c]_i \sqcup [d]_j$ as an assertion specifying that $c$ and $d$ hold within two parallel/neighboring spaces that belong to agents $i$ and $j$, respectively.

► Definition 3 (Spatial Constraint System [9]). An $n$-agent spatial constraint system ($n$-scs) $\text{C}$ is a cs $(\text{Con}, \sqsubseteq)$ equipped with $n$ self-maps $[\cdot]_1, \ldots, [\cdot]_n$ over its set of constraints $\text{Con}$ such that:

(S.1) $[\text{true}]_i = \text{true}$, and

(S.2) $[c \sqcup d]_i = [c]_i \sqcup [d]_i$, for each $c, d \in \text{Con}$.

Axiom S.1 requires $[\cdot]_i$ to be strict map (i.e. bottom preserving). Intuitively, it states that having an empty local space amounts to nothing. Axiom S.2 states that the information in a given space can be distributed. Notice that requiring S.1 and S.2 is equivalent to requiring that each $[\cdot]_i$ preserves finite suprema. Also, S.2 implies that $[\cdot]_i$ is monotonic: i.e., if $c \sqsubseteq d$ then $[c]_i \sqsubseteq [d]_i$.

2.2 Extrusion and utterance

We can also equip each agent $i$ with an extrusion function $\uparrow_i : \text{Con} \rightarrow \text{Con}$. Intuitively, within a space context $[\cdot]_i$, the assertion $\uparrow_i c$ specifies that $c$ must be posted outside of (or extruded from) agent $i$’s space. This is captured by requiring the extrusion axiom $[\uparrow_i c]_i = c$. In other words, we view extrusion/utterance as the right inverse of space/belief (and thus space/belief as the left inverse of extrusion/utterance).

► Definition 4 (Extrusion). Given an $n$-scs $(\text{Con}, \sqsubseteq, [\cdot]_1, \ldots, [\cdot]_n)$, we say that $\uparrow_i$ is an extrusion function for the space $[\cdot]_i$ iff $\uparrow_i$ is a right inverse of $[\cdot]_i$, i.e., iff $[\uparrow_i c]_i = c$.

2.3 The Extrusion/Right Inverse Problem

A legitimate question is: Given space $[\cdot]_i$, can we derive an extrusion function $\uparrow_i$ for it? From set theory we know that there is an extrusion function (i.e., a right inverse) $\uparrow_i$ for $[\cdot]_i$ iff $[\cdot]_i$ is surjective. Recall that the pre-image of $y \in Y$ under $f : X \rightarrow Y$ is the set $f^{-1}(y) = \{x \in X \mid y = f(x)\}$. Thus, $\uparrow_i$ can be defined as a function, called choice function, that maps each element $c$ to some element from the pre-image of $c$ under $[\cdot]_i$.

3 Preliminary Results

In this part of the summary we shall describe the work we have achieved so far. It is based on the paper [7] recently accepted for publication.
3.1 Modalities in Terms of Space

Modal logics [14] extend classical logic to include operators expressing modalities. Depending on the intended meaning of the modalities, a particular modal logic can be used to reason about space, knowledge, belief or time, among others. Although the notion of spatial constraint system is intended to give an algebraic account of spatial and epistemic assertions, we shall show that it is sufficiently robust to give an algebraic account of more general modal assertions.

The aim of this part of the summary is the study of the extrusion problem for a meaningful family of scs’s that can be used as semantic structures for modal logics. They are called Kripke spatial constraint systems because its elements are Kripke Structures (KS’s). KS’s can be seen as transition systems with some additional structure on their states.

3.2 Constraint Frames and Normal Self Maps

Spatial constraint systems can be used, by building upon ideas from Geometric Logic and Heyting Algebras [16], as semantic structures for modal logic. We shall give an algebraic characterization of the concept of normal modality as maps preserving finite suprema.

First, recall that a Heyting implication \( c \rightarrow d \) in our setting corresponds to the weakest constraint one needs to join \( c \) with to derive \( d \): The greatest lower bound (glb) \( \{ e | e \sqcup c \sqsupseteq d \} \). Similarly, the negation of a constraint \( c \), written \( \neg c \), can be seen as the weakest constraint inconsistent with \( c \), i.e., the glb \( \{ e | e \sqcup c \sqsubseteq \text{false} \} = c \rightarrow \text{false} \).

Definition 5 (Constraint Frames). A constraint system \((\mathsf{Con}, \sqsubseteq)\) is said to be a constraint frame iff its joins distribute over arbitrary meets: More precisely, \( c \sqcup \bigwedge S = \bigwedge \{ c \sqcup e | e \in S \} \) for every \( c \in \mathsf{Con} \) and \( S \subseteq \mathsf{Con} \). Given a constraint frame \((\mathsf{Con}, \sqsubseteq)\) and \( c, d \in \mathsf{Con} \), define Heyting implication \( c \rightarrow d \) as \( \bigwedge \{ e \in \mathsf{Con} | c \sqcup e \sqsupseteq d \} \) and Heyting negation \( \neg c \) as \( c \rightarrow \text{false} \).

Definition 6 (Normal Maps). Let \((\mathsf{Con}, \sqsubseteq)\) be a constraint frame. A self-map \( m \) on \( \mathsf{Con} \) is said to be normal if (1) \( m(\text{true}) = \text{true} \) and (2) \( m(c \rightarrow d) \rightarrow (m(c) \rightarrow m(d)) = \text{true} \) for each \( c, d \in \mathsf{Con} \).

The next theorem basically states that Condition (2) in Definition 6 is equivalent to the seemingly simpler condition: \( m(c \sqcup d) = m(c) \sqcup m(d) \).

Theorem 7 (Normality & Finite Suprema). Let \( C \) be a constraint frame \((\mathsf{Con}, \sqsubseteq)\) and let \( f \) be a self-map on \( \mathsf{Con} \). Then \( f \) is normal if and only if \( f \) preserves finite suprema.

By applying the above theorem, we can conclude that space functions from constraint frames are indeed normal self-maps, since they preserve finite suprema.

3.3 Extrusion Problem for Kripke Constraint Systems

In this section we will study the extrusion/right inverse problem for a meaningful family of spatial constraint systems (scs’s), the Kripke scs. In particular, we shall derive and give
a complete characterization of normal extrusion functions as well as identify the weakest condition on the elements of the scs under which extrusion functions may exist. To illustrate the importance of this study, let us give some intuition first.

Kripke structures (KS) are a fundamental mathematical tool in logic and computer science. They can be seen as transition systems and they are used to give semantics to modal logics. Formally, a KS can be defined as follows.

Definition 8 (Kripke Structures). An n-agent Kripke Structure (KS) $M$ over a set of atomic propositions $\Phi$ is a tuple $(S, \pi, R_1, \ldots, R_n)$ where $S$ is a nonempty set of states, $\pi : S \rightarrow (\Phi \rightarrow \{0, 1\})$ is an interpretation associating with each state a truth assignment to the primitive propositions in $\Phi$, and $R_i$ is a binary relation on $S$. A pointed KS is a pair $(M, s)$ where $M$ is a KS and $s$, called the actual world, is a state of $M$. We write $s \xrightarrow{i} t$ to denote $(s, t) \in R_i$.

We now define the Kripke scs wrt a set $S_n(\Phi)$ of pointed KS.

Definition 9 (Kripke Spatial Constraint Systems [9]). Let $S_n(\Phi)$ be a non-empty set of n-agent Kripke structures over a set of primitive propositions $\Phi$. We define the Kripke n-scs for $S_n(\Phi)$ as $K(S_n(\Phi)) = (\text{Con}, \subseteq, [\cdot]_1, \ldots, [\cdot]_n)$ where $\text{Con} = P(\Delta)$, $\subseteq = \supseteq$, and

$$\begin{align*}
[\cdot]_i & \overset{\text{def}}{=} \{(M, s) \in \Delta \mid \xrightarrow{i}(M, s) \subseteq c\}
\end{align*}$$

where $\Delta$ is the set of all pointed Kripke structures $(M, s)$ such that $M \in S_n(\Phi)$ and $\xrightarrow{i}(M, s) = \{(M, t) \mid s \xrightarrow{i} t\}$ denotes the pointed KS reachable from $(M, s)$.

The structure $K(S_n(\Phi)) = (\text{Con}, \subseteq, [\cdot]_1, \ldots, [\cdot]_n)$ is a complete algebraic lattice given by a powerset ordered by reversed inclusion $\supseteq$. The join $\sqcup$ is set intersection, the meet $\sqcap$ is set union, the top element $\text{false}$ is the empty set $\emptyset$, and bottom $\text{true}$ is the set $\Delta$ of all pointed Kripke structures $(M, s)$ with $M \in S_n(\Phi)$. Notice that $K(S_n(\Phi))$ is a frame since meets are unions and joins are intersections so the distributive requirement is satisfied. Furthermore, each $[\cdot]_i$ preserves arbitrary suprema (intersection) and thus, from Theorem 7 it is a normal self-map.

3.4 Existence of Right Inverses

We shall now address the question of whether a given Kripke constraint system can be extended with extrusion functions. We shall identify a sufficient and necessary condition on accessibility relations for the existence of an extrusion function $\uparrow_i$ given the space $[\cdot]_i$.

Definition 10 (Determinacy and Unique-Determinacy). Let $S$ and $R$ be the set of states and an accessibility relation of a KS $M$, respectively. Given $s, t \in S$, we say that $s$ determines $t$ wrt $R$ if $(s, t) \in R$. We say that $s$ uniquely determines $t$ wrt $R$ if $s$ is the only state in $S$ that determines $t$ wrt $R$. A state $s \in S$ is said to be determinant wrt $R$ if it uniquely determines some state in $S$ wrt $R$. Furthermore, $R$ is determinant-complete if every state in $S$ is determinant wrt $R$.

Example 11. Figure 1 illustrates some determinant-complete accessibility relations. Figures 1.(i) and 1.(iii) are determinant-complete accessibility relations. Figure 1.(ii) shows a non-determinant-complete accessibility relation (the transitive closure of an infinite line structure).

Notation 12. We write $s \xrightarrow{i} M t$ for $s$ uniquely determines $t$ wrt $\uparrow_i^M$.
The following theorem provides a complete characterization, in terms of classes of KS, of the existence of right inverses for space functions.

▶ Theorem 13 (Completeness). Let \([\cdot]\) be a spatial function of a Kripke scs \(K(S)\). Then \([\cdot]\) has a right inverse iff for every \(M \in S\) the accessibility relation \(\overset{\sim}{\rightarrow}_M\) is determinant-complete.

Henceforth we use \(M^D\) to denote the class of KS’s whose accessibility relations are determinant-complete. It follows from Theorem 13 that \(S = M^D\) is the largest class for which space functions of a Kripke scs \(K(S)\) have right inverses.

3.5 Right Inverse Constructions

Let \(K(S) = (\text{Con}, \subseteq, [\cdot]_1, \ldots, [\cdot]_n)\) be a Kripke scs. The Axiom of Choice and Theorem 13 tell us that each \([\cdot]\) has a right inverse (extrusion function) if and only if \(S \subseteq M^D\). We are interested, however, in explicit constructions of the right inverses.

Since any Kripke scs space function preserves arbitrary suprema, we obtain the following canonical greatest right-inverse construction. Recall that the pre-image of \(c\) under \([\cdot]\) is given by the set \([c]^{-1}_i = \{d \mid c = [d]_i\}\).

▶ Definition 14 (Max Right Inverse). Let a Kripke scs \(K(S) = (\text{Con}, \subseteq, [\cdot]_1, \ldots, [\cdot]_n)\) be defined over \(S \subseteq M^D\). We define \(\uparrow^M_i\) as the following self-map on \(\text{Con}\):

\[
\uparrow^M_i : c \mapsto \bigsqcup [c]^{-1}_i.
\]

Then \(\uparrow^M_i\) is a right inverse for \([\cdot]\), and from its definition it is clear that \(\uparrow^M_i\) is the greatest right inverse of \([\cdot]\) wrt \(\subseteq\). However, \(\uparrow^M_i\) is not necessarily normal in the sense of Definition 6.

In what follows we shall identify right inverse constructions that are normal.

3.6 Normal Right Inverses

The following central lemma provides distinctive properties of any normal right-inverse.

▶ Lemma 15. Let \(K(S) = (\text{Con}, \subseteq, [\cdot]_1, \ldots, [\cdot]_n)\) be the Kripke scs over \(S \subseteq M^D\). Suppose that \(f\) is a normal right-inverse of \([\cdot]\). Then for every \(M \in S, c \in \text{Con}\):

(i) \(\triangleright_M(M, s) \subseteq f(c)\) if \((M, s) \in c\),
(ii) \(\{(M, t)\} \subseteq f(c)\) if \(t\) is multiply determined wrt \(\overset{\sim}{\rightarrow}_M\), and
(iii) \(\text{true} \subseteq f(\text{true})\).

The above property tell us what sets should necessarily be included in every \(f(c)\) if \(f\) is to be both normal and a right-inverse of \([\cdot]\).
In fact, the least self-map \( f \) wrt \( \subseteq \), i.e., the greatest one wrt the lattice order \( \subseteq \), satisfying Conditions 1, 2 and 3 in Lemma 15 is indeed a normal right-inverse. We call such a function the max normal right-inverse \( i^{\text{MR}} \) and it is given below.

**Definition 16 (Max Normal-Right Inverse).** Let \( \mathbf{K}(S) = (Con, \subseteq, [\cdot], \ldots, [\cdot]) \) be a Kripke scs over \( S \subseteq \mathcal{M}^P \). We define the max normal right-inverse for agent \( i \), \( i^{\text{MR}} \) as the following self-map on \( Con \):

\[
i^{\text{MR}}(c) \equiv \begin{cases}
-\text{true} & \text{if } c = \text{true} \\
\{ (M, t) \mid t \text{ is determined wrt } i \to_M & \forall s : s \to_M t, (M, s) \in c \}
\end{cases}
\]

Notice that \( i^{\text{MR}}(c) \) excludes indetermined states (i.e., a state \( s \) such that for every \( s, t \in S, (s, t) \notin \mathcal{R} \)) if \( c \neq \text{true} \). It turns out that we can add them and obtain a more succinct normal right-inverse:

**Definition 17 (Normal Right-Inverse).** Let \( \mathbf{K}(S) = (Con, \subseteq, [\cdot], \ldots, [\cdot]) \) be a Kripke scs over \( S \subseteq \mathcal{M}^P \). Define \( i^\text{N} : Con \to Con \) as \( i^\text{N}(c) \equiv \{ (M, t) \mid \forall s : s \to_M t, (M, s) \in c \} \).

Clearly \( i^\text{N}(c) \) includes every \( (M, t) \) such that \( t \) is indetermined wrt \( i \to_M \).

### 3.7 Applications

In this section we will illustrate and briefly discuss the results obtained in the previous section in the context of modal logic.

We can interpret modal formulae as constraints in a given Kripke scs \( C = \mathbf{K}(S_\Phi(\Phi)) \).

**Definition 18 (Kripke Constraint Interpretation).** Let \( C \) be a Kripke scs \( \mathbf{K}(S_\Phi(\Phi)) \). Given a modal formula \( \phi \) in the modal language \( \mathcal{L}_n(\Phi) \), its interpretation in the Kripke scs \( C \) is the constraint \( C[\phi] \) inductively defined as follows: \( C[p] = \{ (M, s) \mid \pi_M(s)(p) = 1 \} \), \( C[\phi \land \psi] = C[\phi] \sqcup C[\psi] \), \( C[\lnot \phi] = \sim C[\phi] \), \( C[\Box \phi] = \{ C[\phi] \} \).

To illustrate our results in the previous sections, we fix a modal language \( \mathcal{L}_n(\Phi) \) (whose formulae are interpreted in an arbitrary Kripke scs \( C = \mathbf{K}(S_\Phi(\Phi)) \)). Suppose we wish to extend it with modalities \( \Box_i^{-1} \), called reverse modalities also interpreted over the same set of KS's \( S_\Phi(\Phi) \) and satisfying some minimal requirement. The language is given by the following grammar.

**Definition 19 (Modal Language with Reverse Modalities).** Let \( \Phi \) be a set of primitive propositions. The modal language \( \mathcal{L}_n(\Phi) \) is given by the following grammar: \( \phi, \psi, \ldots := p | \phi \land \psi | \lnot \phi | \Box_i \phi | \Box_i^{-1} \phi \) where \( p \in \Phi \) and \( i \in \{1, \ldots, n\} \).

The minimal semantic requirement for each \( \Box_i^{-1} \) is that:

\[
\Box_i \Box_i^{-1} \phi \Leftrightarrow \phi \text{ valid in } S_\phi(\Phi).
\]

We then say that \( \Box_i^{-1} \) is a right-inverse modality for \( \Box_i \).

Since \( C[\Box_i \phi] = \{ C[\phi] \} \), we can derive semantic interpretations for \( \Box_i^{-1} \phi \) by using a right inverse \( \uparrow_i \) for \( i \), in Definition 18. Assuming that such a right inverse exists, we can interpret the reverse modality in \( C \) as

\[
C[\Box_i^{-1} \phi] = \uparrow_i( C[\phi] ) .
\]

We can choose \( \uparrow_i \) in Equation (3) from the set \( \{ \uparrow_i, i^{\text{MR}} \} \) of right-inverses given in Section 3.5.
3.7.1 Temporal Operators

We conclude this section with a brief discussion on some right-inverse linear-time modalities. Let us suppose that \( n = 2 \) in our modal language \( \mathcal{L}_n(\Phi) \) under consideration (thus interpreted in Kripke ses \( \mathcal{C} = \mathcal{K}(S_2(\Phi)) \)). Assume further that the intended meaning of the two modalities \( \Box_1 \) and \( \Box_2 \) are the next operator (\( \Box \)) and the henceforth/always operator (\( \Box \)), respectively, in a linear-time temporal logic. To obtain the intended meaning we take \( S_2(\Phi) \) to be the largest set such that: If \( M \in S_2(\Phi) \), \( M \) is a 2-agent KS where \( \rightarrow_M^1 \) is isomorphic to the successor relation on the natural numbers and \( \rightarrow_M^2 \) is the reflexive and transitive closure of \( \rightarrow_M^1 \). The relation \( \rightarrow_M^1 \) is intended to capture the linear flow of time. Intuitively, \( s \rightarrow_M^1 t \) means \( t \) is the only next state for \( s \). Similarly, \( s \rightarrow_M^2 t \) for \( s \neq t \) is intended to capture the fact that \( t \) is one of the infinitely many future states for \( s \).

Let us first consider the next operator \( \Box_1 = \Box \). Notice that \( \rightarrow_M^1 \) is determinant-complete. If we apply Equation (3) with \( \mathcal{T}_1 = \mathcal{T}_1 \), we obtain \( \Box_1^{-1} = \Box \), a past modality known in the literature as strong previous operator [13]. If we take \( \mathcal{T}_1 \) to be the normal right inverse \( \mathcal{T}_1 \), we obtain \( \Box_1^{-1} = \Box \), the past modality known as weak previous operator [13]. Notice that the only difference between the two operators is that, if \( s \) is an indetermined/initial state \( \rightarrow_M^1 \) then \( (M, s) \not\models \Box \phi \) and \( (M, s) \models \Box \phi \) for any \( \phi \). It follows that \( \Box \) is not a normal operator, since \( \Box \mathcal{T} \) is not valid in \( S_2(\Phi) \) but \( \mathcal{T} \) is.

Let us now consider the always operator \( \Box_2 = \Box \). Notice that \( \rightarrow_M^2 \) is not determinant-complete: Take any increasing chain \( s_0 \rightarrow_M^1 s_1 \rightarrow_M^1 \ldots \). The state \( s_1 \) is not determinant because for every \( s_j \) such that \( s_1 \rightarrow_M^2 s_j \) we also have \( s_0 \rightarrow_M^2 s_j \). Theorem 13 tells us that there is no right-inverse \( \mathcal{T}_2 \) of \( \mathcal{T}_1 \) that can give us an operator \( \Box_2^{-1} = \Box^{-1} \) satisfying Equation (2).

4 Ongoing Work

4.1 Knowledge in Terms of Space

In this section we show our current work on using spatial constraint systems to express the epistemic concept of knowledge by using the following notion of global information:

**Definition 20 (Global Information).** Let \( C \) be an \( n \)-sacs with space functions \( [\_]_1, \ldots, [\_]_n \) and \( G \) be a non-empty subset of \( \{1, \ldots, n\} \). Group-spaces \( [\_]_G \) and global information \( [\_]_G \) of \( G \) in \( C \) are defined as:

\[
[c]_G \overset{\text{def}}{=} \bigcup_{i \in G} [c]_i \quad \text{and} \quad [c]_G \overset{\text{def}}{=} \bigcup_{j=0}^\infty [c]_G^j
\]

(4)

where \( [c]_G^n \overset{\text{def}}{=} c \) and \( [c]_G^{k+1} \overset{\text{def}}{=} [c]_G^k \).

The constraint \( [c]_G \) means that \( c \) holds in the spaces of agents in \( G \). The constraint \( [c]_G \) entails \( [[\_\ldots [c]_{i_m} \ldots [c]_{i_2} \ldots [c]_{i_1}]_G \) for any \( i_1, i_2, \ldots, i_m \in G \). Thus, it realizes the intuition that \( c \) holds globally wrt \( G \): \( c \) holds in each nested space involving only the agents in \( G \). In particular, if \( G \) is the set of all agents, \( [c]_G \) means that \( c \) holds everywhere. From the epistemic point of view \( [c]_G \) is related to the notion of common-knowledge of \( c \) [5].

4.2 Knowledge Constraint System

In [9] the authors extended the notion of spatial constraint system to account for knowledge. In this summary we shall refer to the extended notion in [9] as \( S_4 \) constraint systems since it
is meant to capture the epistemic logic for knowledge S4. Roughly speaking, one may wish to use \([c]_i\) to represent not only some information \(c\) that agent \(i\) has but rather a fact that he knows. The domain theoretical nature of constraint systems allows for a rather simple and elegant characterization of knowledge by requiring space functions to be Kuratowski closure operators \([10]\): i.e., monotone, extensive and idempotent maps preserving bottom and lubs.

**Definition 21 (Knowledge Constraint System \([9]\)).** An \(n\)-agent S4 constraint system \((n\text{-s4cs})\) \(C\) is an \(n\)-scs whose space functions \([1],\ldots,[n]\) are also closure operators. Thus, in addition to S1 and S2 in Definition 3, each \([1]\), also satisfies:

- (EP.1) \([c]_i \sqsupseteq c\) and
- (EP.2) \([c]_i \sqcap [c]_i = [c]_i\).

Intuitively, in an \(n\text{-s4cs}, [c]_i\) states that the agent \(i\) has knowledge of \(c\) in its store \([1]\). The axiom EP.1 says that if agent \(i\) knows \(c\) then \(c\) must hold, hence \([c]_i\) has at least as much information as \(c\). The epistemic principle that an agent \(i\) is aware of its own knowledge (the agent knows what he knows) is realized by EP.2. Also, the epistemic assumption that agents are idealized reasoners follows from the monotonicity of space functions, i.e., for a consequence \(c\) of \(d\) \((d \sqsupseteq c)\), then if \(d\) is known to agent \(i\), so is \(c\), \([d]_i \sqsupseteq [c]_i\).

In \([9]\) the authors use the notion of Kuratowski closure operators \([c]_i\) to capture knowledge. In what follows we show an alternative interpretation of knowledge as the global construct \([c]_G\) in Definition 20.

### 4.3 Knowledge as Global Information

Let \(C = (\text{Con}, \sqsubseteq, [1],\ldots,[n])\) be a spatial constraint system. From Definition 20 we obtain the following equation:

\[
[c]_G = c \sqcup [c]_1 \sqcup [c]_2 \sqcup [c]_3 \sqcup \ldots = \bigcup_{j=0}^{\infty} [c]_j
\]

For simplicity, we shall use \([c]_i\) as an abbreviation of \([c]_{\{i\}}\). We shall demonstrate that \([c]_i\) can also be used to represent the knowledge of \(c\) by agent \(i\).

We will show that the global function \([c]_i\) in fact a Kuratowski closure operator and thus satisfies the epistemic axioms EP.1 and EP.2 above: It is easy to see that \([c]_i\) satisfies \([c]_i \sqsupseteq c\) (EP.1). Under certain natural assumptions we shall see that it also satisfies \([c]_i \sqsubseteq [c]_i\) (EP.2). Furthermore, we can combine knowledge with our belief interpretation of space functions: clearly, \([c]_i \sqsubseteq [c]_i\) holds for any \(c\). This reflects the epistemic principle that whatever is known is also believed \([8]\).

We now show that any spatial constraint system with continuous space functions (i.e. functions preserving lubs of any directed set) \([1],\ldots,[n]\) induces an s4cs with space functions \([1]_G,\ldots,[n]_G\).

**Definition 22.** Given an scs \(C = (\text{Con}, \sqsubseteq, [1],\ldots,[n])\), we use \(C^*\) to denote the tuple \((\text{Con}, \sqsubseteq, [1]_G,\ldots,[n]_G)\).

One can show that \(C^*\) is also a spatial constraint system. Besides, it is an s4cs as stated next.

**Theorem 23.** Let \(C = (\text{Con}, \sqsubseteq, [1],\ldots,[n])\) be a spatial constraint system. If \([1],\ldots,[n]\) are continuous functions, then \(C^*\) is an \(n\)-agent s4cs.
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We shall now prove that S4 can also be captured using the global interpretation of space.

From now on C denotes the Kripke constraint system K(M) (Definition 9), where M represent a set of non-empty set of n-agent Kripke structures. Notice that constraints in C, and consequently also in C*, are sets of unrestricted (pointed) Kripke structures. Although C is not an S4cs, from the above theorem, its induced scs C* is. Also, we can give in C* a sound and complete compositional interpretation of S4 formulae.

The compositional interpretation of modal formulae in our constraint system C* is similar to the one introduced in 18 except for the interpretation of the □,-phi modality.

Notice that □,-phi is interpreted in terms of the global operation. Since C* is a power-set ordered by reversed inclusion, the lub is given by set intersection. Thus, from Equation (5)

\[ C^*[□,-phi] = \bigcap_{j=0}^{\omega} [C^*[phi]]_i \]

In particular, from Theorem 23 and Axiom EP.2, C*[□,-phi] = C*[□,i(□,phi)] follows as an S4-knowledge modality; i.e., if agent i knows phi he knows that he knows it.

We conclude this section with the following theorem stating the correctness wrt validity of the interpretation of knowledge as as global operator.

\[ \text{Theorem 24. } C^*[phi] = \text{true if and only if } phi \text{ is S4-valid.} \]

5 Future Work

As future work we are planning to specify the epistemic notion of Distributed Knowledge (DK) [5] as well as a computational notion of process in our algebraic structures.

5.1 Distributed Knowledge in Terms of Space

Informally, DK says that, if a given agent i has c \( \rightarrow \) d in his space and an agent j has c in her space, then if we were to communicate with each other we could have d in their space though individually neither i nor j has d. This could be an important concept for distributed systems, e.g. to predict unwanted behavior in a system upon potential communication among agents.

Using [5] and our notion of Heyting implication in Definition 5 we could extend scs with DK as follows.

\[ \text{Definition 25. Let } C = (Con, \subseteq, [.]_1, \ldots, [.]_n). \text{ Let } G \subseteq \{1, 2, \ldots, n\} \text{ be a non-empty subset of agents. Distributed knowledge of } G \text{ is a self-map } D_G : Con \rightarrow Con \text{ satisfying the next axioms:} \]

1. \( D_G(\text{true}) = \text{true} \)
2. \( D_G(c \cup d) = D_G(c) \cup D_G(d) \)
3. \( D_G(c) = [c]_i \text{ if } G = \{i\} \)
4. \( D_G(c) \supseteq D_G(d) \text{ if } G' \subseteq G \)

Intuitively \( D_G(c) \) means that G has DK of c. The first condition says that any G has DK of true. The second condition says that, if G has DK of two pieces of information c and d, then G has DK of their join. The third condition tells us that an agent has DK of what he knows. Finally, the fourth condition says that the larger the subgroup, the greater its DK.

In previous paragraphs we argued that if agent i has c \( \rightarrow \) d and an agent j has c then they would have DK of d (\( D_{\{i,j\}}(d) \)). Indeed, from the above axioms and the properties of space, one can prove that \([c \rightarrow d]_i \cup [c]_j \supseteq D_{\{i,j\}}(d)\).
As future work we would like to give an explicit spatial construction that characterizes $D_G(c)$.

5.2 Processes as Constraint Systems

Concurrent constraint programming (ccp) calculi are a well-known family of process algebras from concurrency theory [15, 12, 4, 11]. Computational processes from ccp can be seen as closure operators over an underlying constraint system $\mathcal{C} = (\text{Con}, \sqsubseteq)$. A closure operator $f$ over $\mathcal{C}$ is a monotonic self map on $\text{Con}$ such that $f(c) \sqsubseteq c$ and $f(f(c)) = f(c)$.

It is well known that closure operators form themselves a complete lattice. Thus, ccp processes can be interpreted as elements of the set $\mathcal{C}^+ = (\text{Con}^+, \sqsubseteq)$ where $\text{Con}^+$ is the set of closure operators over $\text{Con}$ ordered wrt $\sqsubseteq$ (recall that $f \sqsubseteq g$ iff $f(c) \sqsubseteq g(c)$ for every $c \in \text{Con}$.)

We plan to use the space and extrusion functions from spatial constraint systems to give a declarative semantics to the corresponding spatial, time and extrusion constructs in ccp-based process algebras. More importantly, we plan to use the notion of distributed knowledge to derive a corresponding notion in ccp-process algebras. To our knowledge this will be the first time that distributed knowledge is used in the context of process calculi.
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Abstract
The interest in reasoning over stream data is growing as quickly as the amount of data generated. Our intention is to change the way stream data is analyzed. This is an important problem because we constantly have new sensors collecting information, new events from electronic devices and/or from customers and we want to reason about this information. For example, information about traffic jams and customer order could be used to define a deliverer route. When there is a new order or a new traffic jam, we usually restart from scratch in order to recompute the route. However, if we have several deliveries and we analyze the information from thousands of sensors, we would like to reduce the computation requirements, e.g. reusing results from the previous computation. Nowadays, most of the applications that analyze stream data are specialized for specific problems (using complex algorithms and heuristics) and combine a computation language with a query language. As a result, when the problems become more complex (in e.g. reasoning requirements), in order to modify the application complex and error prone coding is required.

We propose a framework based on a high-level language rooted in logic and constraints that will be able to provide customized services to different problems. The framework will discard wrong solutions in early stages and will reuse previous results that are still consistent with the current data set. The use of a constraint logic programming language will make it easier to translate the problem requirements into the code and will minimize the amount of re-engineering needed to comply with the requirements when they change.
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1 Introduction and Problem Description

In recent years, wired and wireless sensors, social media and the Internet of Things generate data (stream data) which is expanding in three fronts: velocity (speed of data generation), variety (types of data) and volume (amount of data). As a result the demand for analysis and reasoning over stream data (stream data mining) has exploded [17].

The main property of stream data is that the sets of data change due to insertion, modification and/or deletion of data. In most cases, the subset of changed data is substantially smaller than the complete amount of data which is analyzed. The objective of stream data mining is to find relations and associations between the values of categorical variables in big sets of data (millions of items or more), which are dynamically updated.

* Work partially funded by Comunidad de Madrid project S2013/ICE-2731 N-Greens Software and MINECO Projects TIN2012-39391-C04-03 StrongSoft and TIN2015-67522-C3-1-R TRACES.
Datalog, a high level language based on logic, has demonstrated its efficiency in stream reasoning (systems like Deductive Applications Language System (DeALS) [9] developed in UCLA, StreamLog [33] and Yedalog [6] by Google, are based on Datalog), and in machine learning where the queries are executed in parallel over big databases distributed in different clusters.

Our system is based on Prolog because it is more expressive (Datalog is semantically a subset of Prolog) and its native search strategy is top-down instead of bottom-up. This means that the search is guided by the query reducing the search tree. Our system also provides two extensions: constraints logic programming, which discards search options in early stages reducing the search tree, and tabling, an execution strategy which avoids entering loops in some cases and reuses previous results. As a result these extensions not only increase the performance of Prolog but also its expressiveness as we show in Sec. 4.

When data changes, most current approaches have to recompute the analysis over the complete data set. With our system, the combination of tabling and constraints will minimize or override the recomputation overhead by computing only the subset of data affected by the modified data, because:

- The tabling engine will invalidate results that are inconsistent with the current data set in order to reuse previous results in such a way that we can ensure they are correct.
- New constraints solvers will make it possible to define restrictions to prune the search tree during the data analysis. A pruned search tree reduces the number of accesses to databases and/or tables.

2 Background and Overview of the existing literature

In this section we will describe the framework (TCLP) which make it possible to integrate constraints solvers in the tabling engine; the data model that will be used to represent data; the constraints needed to deal with the dynamic nature of the data; and a brief state of the art.

2.1 TCLP: Tabling + Constraints

Constraint Logic Programming (CLP) [12] extends Logic Programming (LP) with variables which can belong to arbitrary constraint domains and the ability to incrementally solve the equations involving these variables. CLP brings additional expressive power to LP, since constraints can very concisely capture complex relationships between variables. Also, shifting from “generate-and-test” to “constrain-and-generate” patterns reduces the search tree and therefore improves performance, even if constraint solving is in general more expensive than unification.

Tabling [26, 30] is an execution strategy for logic programs which suspends repeated calls which would cause infinite loops. Answers from other, non-looping branches, are used to resume suspended calls which can in turn generate more answers. Only new answers are saved, and evaluation finishes when no new answers can be generated. Tabled evaluation always terminates for calls / programs with the bounded term depth property and can improve efficiency for programs which repeat computations, as it automatically implements a variant of dynamic programming. Tabling has been successfully applied in a variety of contexts, including deductive databases, program analysis, semantic Web reasoning, and model checking [31, 8, 34, 20].

The combination of CLP and tabling [28, 23, 7, 4], called TCLP, brings several advantages. It improves termination properties and increases speed in a range of programs. It has been
applied in several areas, including constraint databases [13, 28], verification of timed automata and infinite systems [3], and abstract interpretation [27].

2.2 Graph Databases

Graph Databases are increasingly used to store data and most of the current data, such as linked data on the Web and social network data, are graph-structured [32]. A graph database is essentially a collection of nodes and edges. There are different graph data models but we will limit our research to the directed labeled graphs where the edges are directed and identified with a label.

The Resource Description Framework (RDF) [21] is a standard model for data interchange on the Web. RDF referees an edge as a “triple” <subject> <predicate> <object> and allows structured and semi-structured data to be mixed, exposed, and shared across different applications. As a result, it facilitates the integration of data from different sources. The RDF model theory also formalizes the notion of inference in RDF and provides a basis for computing deductive closure of RDF graphs.

The OWL Web Ontology Language [16], based on the RDF framework, was designed to represent rich and complex knowledge about things, groups of things, and relations between things. OWL documents, known as ontologies, define concept type hierarchies in such a way that a property defined for a more general concept is also defined for the concept subsumed by the more general concept. It is also possible to define various hierarchical relations.

OWL is a computational logic-based language that can be exploited to verify the consistency of the database knowledge or to make explicit an implicit knowledge. As a result, since Prolog is also a logic-based language, there are several RDF-APIs in Prolog which provide an interface to RDF databases and engine interfaces based on Prolog like F-OWL [34] to reasoning over OWL ontologies. The RDF triples can be easily translated into Prolog i.e. using facts of the form triple(Subject, Predicate, Object).

Other languages, like Protocol Buffers [19] based on name-value pairs, which Google uses as a common representation of data, can also be modelled as a directed labeled graph. Fig 1 shows the model of a person with a name and an email in protocol buffer test format (left) and in Prolog syntax (right).

The data model based on directed labeled graphs combined with the unification of Prolog, makes it easy to read, write, match and transform the data. Additionally, Sec. 4 shows that TCLP will increase the performance and termination properties of Prolog in most of the reasoning problems over graph databases because they can be solved in terms of reachability, connectivity, and distance in graphs.

2.3 Stream Time Constraints

The analysis of stream data has to deal with the unbounded nature of the data. First, it is not possible to store all the generated data, therefore several techniques have been developed to process the data and to store only the relevant information. Second, the queries have to
be re-evaluated periodically and in one pass because the source data is not stored for further evaluation.

Usually the reasoning is performed over a snapshot of a finite amount of data (a window). A window is defined by its size (a fixed time interval or a number of data items) and, since the queries are repeated in the time, it is also defined by a slide distance (the time between two consecutive queries). In many applications, the time interval size of the window is larger than the slide distance, so the set of data that is modified (due to addition or deletion) is smaller than the set of data contained in the window. Our intention is to design a system that updates the results recomputing the part of the modified data instead of recomputing the query over the complete data set. Similar work presented in [15] applied an incremental tracking framework (see Fig 2) to the event evolution tracking task in social streams, showing much better efficiency than other approaches.

Constraint logic programming provides arithmetical constraint solvers that can deal with the window definition in a natural manner (i.e. interval constraint solvers), and the operations required to deal with temporal reasoning [1] can be evaluated by the constraint solver.

2.4 State of the Art

In recent years several new logic languages, most of which are based on Datalog, have been developed to reason over stream data. Two of them are: Yedalog [6] developed by Google, an extension of Datalog that seamlessly mixes data-parallel pipelines and computation in a single language, and adds features for working with data structured as nested records; and LogiQL [11] developed by LogicBlox, a unified and declarative language based on Datalog with advanced incremental maintenance (changes are computed in an incremental fashion) and live programming facilities (changes to application code are quickly compiled and “hot-swapped” into the running program). There is more research done in this direction and some of its results are described in the surveys [17, 32].

3 Goal of the Research

Our goal is to extend the functionality of Prolog (logic programming language) to provide a full high level programming language which can be used to reason over stream data, reusing previous results instead of recomputing them from scratch when new data arrives.

We intend to make the stream analysis a native capability of our system by using the
dist(X, Y, D) :-
    dist(X, Z, D1),
    edge(Z, Y, D2),
    D is D1 + D2.

dist(X, Y, D) :-
    edge(X, Y, D).

Figure 3 Versions of distance in a graph: Prolog / tabling (left) and CLP / TCLP (right).
The symbols #> and #= are (in)equalities in CLP.

monotonicity of logic programming and by introducing the revision of previous inferences
when facts are removed, which is a form of non-monotonicity.

We envision advantages in several fronts: complex queries and non-trivial reasoning will
be easier to express thanks to the higher-level of logic programming and constraints; fewer
computations will be necessary thanks to the automatic reuse of previous inferences brought
by tabling (which in a certain sense performs dynamic programming in an automatic way);
queries and associated actions (if any) can be programmed using the same syntax.

4 Current Status of the Research and Results Accomplished

During my first year of PhD I have been designing and implementing the TCLP framework
which eases the integration of additional constraint solvers in an existing tabling module in
Ciao Prolog\(^1\).

The main goal of the TCLP framework is to make the addition of constraint solvers easier.
In order to achieve this goal, we determined the services that a constraint solver should
provide to the tabling engine. The constraint solver can freely implement them and has been
designed to cover many different implementations.

To validate our design we have interfaced: one solver for difference constraints, previously
written in C, existing classical solvers (CLP(Q/R)), and a new solver for constraints over
finite lattices. We have found the integration to be easy – certainly easier than with other
designs, given the capabilities that our system provides. We evaluate the performance of
our framework in several benchmarks using the aforementioned constraint solvers. All the
development work and evaluation was done in Ciao Prolog and is described in [2].

In order to highlight some of the advantages of TCLP versus Prolog, CLP and tabling with
respect to declarativeness and logical reading, we compare the behavior of these paradigms
and strategies using different versions of a program to compute distances between nodes in a
graph. Each version is adapted to a different paradigm, but trying to stay as close as possible
to the original code, so that the additional expressiveness can ultimately be attributed to
the semantics of the programming language and not to differences in the code itself.

The code in Fig. 3, left, is the Prolog / tabling version of the program \texttt{dist/3} to find
nodes in a graph within a distance \(K\) from each other. Fig. 3, right, is the CLP / TCLP
version of the same code. In order to find the nodes \(X\) and \(Y\) within a maximum distance \(K\)
from each other we use the queries \texttt{?- dist(X,Y,D), D < K} and \texttt{?- D \#< K, dist(X,Y,D)}.

\(^1\) A robust, mature, next-generation Prolog system. Stable versions of Ciao Prolog are available at
\url{http://www.ciao-lang.org}. 
Table 1 Run time (ms) for \texttt{dist/3}. A ‘–’ means no termination.

<table>
<thead>
<tr>
<th></th>
<th>Prolog</th>
<th>CLP</th>
<th>Tabling</th>
<th>TCLP</th>
<th>Without Cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Left recursion</strong></td>
<td>–</td>
<td>–</td>
<td>144</td>
<td>45</td>
<td>144 cycles</td>
</tr>
<tr>
<td><strong>Right recursion</strong></td>
<td>1917</td>
<td>200</td>
<td>291</td>
<td>184</td>
<td>291 cycles</td>
</tr>
<tr>
<td><strong>Left recursion</strong></td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>420</td>
<td>420 With Cycles</td>
</tr>
<tr>
<td><strong>Right recursion</strong></td>
<td>–</td>
<td>4261</td>
<td>–</td>
<td>1027</td>
<td>1027 cycles</td>
</tr>
</tbody>
</table>

Prolog / tabling and CLP / TCLP, respectively. To evaluate the performance, we use a graph of 25 nodes without cycles (with 584 edges) or with cycles (with 785 edges).

Table 1 shows the termination properties and speed of \texttt{dist/3} in the four paradigms. It highlights that TCLP terminates in all the cases and it is also the fastest one. Additionally, it shows, in line with the experience on tabling, that left-recursive implementations are usually faster and preferable.

These results are relevant because most of the reasoning problems over graph databases are solved in terms of reachability, connectivity and distances in graphs. In fact, this example is a typical query for the analysis of social networks [25].

5 Open Issues and Expected Achievements

**Constraint solver over ontologies.** The idea of answer subsumption (which only stores an answer if it is more general than the previous answers according to a defined partial order) was presented in [25]. The paper also analyzes its application in social network analysis. From our point of view, the TCLP framework will increase this performance because it can be used not only to check answer subsumption, but also to avoid the execution of queries where the concepts are more particular (they are entailed in terms of the ontology hierarchy) than the concepts of a previous query. Moreover, the constraint solver can be used to state the relationships defined in the ontology as constraint before the analysis starts. These relations can propagate and prune the search space reducing the computation and eventually avoiding accesses to databases.

**Temporal constraint solver.** The analysis should be done over a finite window of time, therefore a constraint solver is needed to deal with the operation required by the temporal reasoning tasks [1]. Moreover, the integration of the solver with the TCLP framework will increase its benefits because some of its operations will explode the stored results stored.

**Stream-TCLP.** In order to apply our framework to stream data, the answers must be returned as soon as they are available. Instead of the local scheduling which tries to find all the answers before returning them, the tabling engine should use an incremental answering strategy similar to batch scheduling [10], JET mechanism [22] or swapping evaluation [5].

**Dynamic tabling.** A more complex technique - similar to incremental tabling [24] - has to be defined in order to: invalidate knowledge inferred by data which is updated / removed; update the knowledge when the temporal window slides; and remove previous tabled results to make place for more recent results.

**Stream recursive aggregates.** Some research has been done in the field of aggregates (see [14, 18, 29]) regarding the Prolog program semantic in tabled execution and with recursive queries. And since most of the queries are defined in terms of aggregates as min, sum or
count, it is relevant to take into consideration this research problem which is unclear and related with non-monotonic properties.
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Abstract

Testing concurrent systems requires exploring all possible non-deterministic interleavings that the concurrent execution may have, as any of the interleavings may reveal erroneous behaviour. This introduces a new problem: the well-known state space problem, which is often computationally intractable. In the present thesis, this issue will be addressed through: (1) the development of new Partial-Order Reduction Techniques and (2) the combination of static analysis and testing (property-based testing) in order to reduce the combinatorial explosion. As a preliminary result, we have performed an experimental evaluation on the SYCO tool, a CLP-based testing framework for actor-based concurrency, where these techniques have been implemented. Finally, our experiments prove the effectiveness and applicability of the proposed techniques.
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1 Introduction

Due to increasing performance demands, application complexity and multi-core parallelism, concurrency is omnipresent in today’s software applications. It is widely recognized that concurrent programs are difficult to develop, debug, test and analyze. This is even more so in the context of concurrent imperative languages that use a global memory (so called heap) to which the different tasks can have access. These accesses introduce additional hazards not present in sequential programs such as race conditions, data races, deadlocks, and livelocks. Therefore, software validation techniques urge especially in the context of concurrent programming.

Testing is the most widely-used methodology for software validation. However, due to the non-deterministic interleaving of tasks, traditional testing for concurrent programs is not as effective as for sequential programs. In order to ensure that all behaviors of the program are tested, the testing process, in principle, must systematically explore all possible ways in which the tasks can interleave. This is known as systematic testing [1] in the context of concurrent programs. Such full systematic exploration of all task interleavings produces the well known state explosion problem and is often computationally intractable (see, e.g., [2] and its references).

We consider actor systems [3], a model of concurrent programming that has been regaining popularity lately and that is being used in many systems (such as Go, ActorFoundry, Asynchronous Agents, Charm++, E, ABS, Erlang, and Scala). The Actor Model is having extensive influence on commercial practice. For example, Twitter has used actors for scalability, also, Microsoft has used the actor model in the development of its asynchronous
agents library. Actor programs consist of computing entities called actors, each with its own local state and thread of control, that communicate by exchanging messages asynchronously.

An actor configuration consists of the local state of the actors and a set of pending tasks. In response to receiving a message, an actor can update its local state, send messages, or create new actors. In the computation of an actor system, there are two non-deterministic choices: first which actor is selected, and then which task of its pending tasks is scheduled. The actor model is characterized by inherent concurrency of computation within and among actors, dynamic creation of actors, and interaction only through direct asynchronous message passing with no restriction on message arrival order. The interaction using non-preemptive asynchronous communication (i.e., the execution of a task cannot be interrupted by another one), together with the fact that there is no shared memory among different actors, facilitates in general the application of formal methods.

In particular, for the sake of systematic testing, one can assume [1] that the evaluation of all statements of a task takes place serially (without interleaving with any other task) until it releases the processor (gets to a return instruction).

Compared to multi-threaded systems, this reduces a lot the state explosion problem. However, a naive exploration of the search space to reach all possible system configurations still does not scale. The challenge of systematic testing of concurrent programs in general is to avoid as much as possible the exploration of redundant paths which lead to the same configuration and paths which are not leading to the satisfaction of some property.

2 Goals of the Research

The focus of this thesis project is the development and application of new techniques for actor-based systems testing, which allow to carry out the validation process efficiently (reducing the combinatorial explosion) and, therefore, applicable to large systems; and the adaptation of these techniques to other concurrency models and widely-used languages. In order to reduce the state space explored, we are going to address the problem from different angles:

- guiding the execution towards paths satisfying some property, and pruning the uninteresting ones (property-based testing),
- avoiding the exploration of redundant paths which lead to the same configuration (Partial-Order Reduction techniques [4]),
- applying these techniques in the context of symbolic execution, and
- developing a CLP-based framework incorporating all these new techniques.

3 State of the Art

The main goal of testing is bug detection. There are different kinds of bugs that one can aim at catching. In concurrent programs, deadlocks are one of the most common programming errors and, thus, a main goal of verification and testing tools is, respectively, proving deadlock freedom and deadlock detection. Therefore, one of the properties we could be interested in is deadlock detection, guiding the execution only towards those paths that might lead to deadlock, and prune those that we know certainly cannot lead to deadlock.

Static analysis and testing are two different ways of detecting deadlocks that often complement each other and thus it seems quite natural to combine them. Static analysis evaluates an application by examining its code but without executing it. In contrast, testing consists of executing the application for concrete input values. Since a deadlock can manifest
only on specific sequences of task interleavings, in order to apply testing for deadlock detection, the testing process must systematically explore all task interleavings.

The primary advantage of systematic testing [1, 5] for deadlock detection is that it can provide the detailed deadlock trace with all information that the user needs in order to fix the problem. However, there is an important shortcoming, as we said before, although recent research tries to avoid redundant exploration as much as possible [5, 6, 7, 8], the search space of systematic testing (even without redundancies) can be huge. This is a threat to the application of testing in concurrent programming.

Partial-order reduction (POR) [9] is a general theory that helps mitigate this combinatorial explosion by formally identifying equivalence classes of redundant explorations. Early POR algorithms were based on different static analyses to detect and avoid exploring redundant derivations. The state-of-the-art POR algorithm [10], called DPOR (Dynamic POR), improves over those approaches by dynamically detecting and avoiding the exploration of redundant derivations on-the-fly. Since the invention of DPOR, there have been several works [1] proposing improvements, variants and extensions in different contexts to the original DPOR algorithm.

The most notable one is [2] which proposes an improved DPOR algorithm which further reduces redundant computations ensuring that only one derivation per equivalence class is generated. Some of these works [1] have addressed the application of POR to the context of actor systems from different perspectives. The most recent one [2] presents the TransDPOR algorithm, which extends DPOR to take advantage of a specific property in the dependency relations in pure actor systems, namely transitivity, to explore fewer configurations than DPOR.

4 Current Status of the Research

The first way of reducing the combinatorial explosion that we have explored is by means of property-based testing and, in particular, guiding the testing process towards those paths leading to deadlock. Static analysis [15, 16, 17, 18] and testing [20, 21, 22, 23] are two different ways of detecting deadlocks that often complement each other, and, thus it seems quite natural to combine them.

In Integrated Formal Methods 2016, we have presented a seamless combination of static analysis and testing for effective deadlock detection (deadlock-guided testing) [11] that works as follows: an existing static deadlock analysis [12] is first used to obtain abstract descriptions of potential deadlock cycles. Now, given an abstract deadlock cycle, we guide the systematic execution towards paths that might contain a representative of that abstract deadlock cycle, by discarding paths that are guaranteed not to contain such a representative. The main idea is as follows: (1) From the abstract deadlock cycle, we generate deadlock-cycle constraints, which must hold in all states of derivations leading to the given deadlock cycle. (2) We extend the execution semantics to support deadlock-cycle constraints, with the aim of stopping derivations as soon as cycle-constraints are not satisfied, which do not lead to a deadlock of the given cycle. So those executions are stopped as soon as they are guaranteed not to lead to a state satisfying the deadlock-state constraints.

5 Experiments & Preliminary Results

We have implemented the SYCO tool [13], a testing tool for concurrent objects which is available at http://costa.ls.fi.upm.es/syco. The whole testing framework for this actor-based
language has been implemented by means of CLP. It consists of two basic parts: first, the
imperative program is compiled into an equivalent CLP program and, second, systematic
testing is performed on the CLP program by relying only on CLP’s evaluation mechanisms.

In our approach, the whole testing process is formulated using CLP only, and without the
need of defining specific operators to handle the different features. This, on the one hand,
has the advantage of providing a clean and uniform formalization. And, more importantly,
since systematic testing is performed on an equivalent CLP program, we can often obtain
the desired degree of coverage by using existing evaluation strategies on the CLP side. This
gives us flexibility and parametricity w.r.t. the adequacy criteria. SYCO is based on aPET
[14], a Partial-Evaluation based TCG tool by symbolic execution.

The experiments have been performed using as benchmarks: (1) classical concurrency
patterns containing deadlocks and (2) deadlock free versions of them, for which deadlock
analyzers give false positives. We have compared the results obtained using a systematic
testing setting and a deadlock-guided testing setting. Regarding the first set of benchmarks,
we achieve significant gains w.r.t systematic testing and, thus, this proves the applicability,
effectiveness and impact of deadlock-guided testing. Finally, for the examples that are deadlock
free, we are also able to prove deadlock freedom for most cases where static analysis reports
false positives.

6 Open Issues & Future Work

The techniques developed so far address dynamic testing, but our approaches would be
applicable also in static testing, where the execution is performed on constraint variables
rather than on concrete values. These possible extensions will require the use of termination
criteria which provide the desired degree of coverage. Our CLP-based framework will facilitate
the application of these extensions.

The development of improvements in precision of Partial Order Reduction techniques and
the study of their applicability to concurrent languages containing blocking synchronization
instructions also remains as future work in the thesis project.

Up to now, we have only studied the combination of deadlock analysis and testing in
order to reduce the combinatorial explosion. However, other types of analysis could be used
in this approach, for instance: resource analysis, if we want to guide the exploration towards
those paths which are consuming above a threshold; termination analysis, towards paths
that do terminate but the analysis is not able to prove it; and starving analysis, which could
guide the testing process towards paths leading to a starving situation.
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Abstract

Controlled natural languages (CNLs) are effective languages for knowledge representation and reasoning. They are designed based on certain natural languages with restricted lexicon and grammar. CNLs are unambiguous and simple as opposed to their base languages. They preserve the expressiveness and coherence of natural languages. In this paper, it mainly focuses on a class of CNLs, called machine-oriented CNLs, which have well-defined semantics that can be deterministically translated into formal languages to do logical reasoning. Although a number of machine-oriented CNLs emerged and have been used in many application domains for problem solving and question answering, there are still many limitations: First, CNLs cannot handle inconsistencies in the knowledge base. Second, CNLs are not powerful enough to identify different variations of a sentence and therefore might not return the expected inference results. Third, CNLs do not have a good mechanism for defeasible reasoning. This paper addresses these three problems and proposes a research plan for solving these problems. It also shows the current state of research: a paraconsistent logical framework from which six principles that guide the user to encode CNL sentences were created. Experiment results show this paraconsistent logical framework and these six principles can consistently and effectively solve word puzzles with injections of inconsistencies.
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1 Introduction

Controlled natural languages (CNLs) are effective languages for knowledge representation and reasoning. According to [27], “A controlled natural language is a constructed language that is based on a certain natural language, being more restrictive concerning lexicon, syntax, and/or semantics while preserving most of its natural properties”. Unlike the languages that develop naturally, constructed languages are the languages whose lexicon and syntax are designed with intent. A CNL is constructed on the basis of an existing natural language, such as English, French, or German. Words in the lexicon of a CNL mainly come from its base language. They may or may not be used in the same manner as in the base language. Some words are used with fewer senses or reserved as key-words for specific purposes. CNLs have a well-defined syntax to form phrases, sentences and texts. The syntax of a CNL is generally simpler than that of the source language. Sentences are interpreted in a deterministic way. CNLs are more accurate than natural languages, because the language is more restrictive,
but not all CNLs have formal semantics. Those that have formal semantics can be processed by computers for knowledge representation, machine translation, and logical reasoning. Although a CNL may deviate from its base language in the lexicon, syntax, and/or semantics, it still preserves most of the natural properties of the base language, so the reader would correctly comprehend the CNL with little effort.

CNLs generally fall into two categories: human-oriented CNLs and machine-oriented CNLs. Human-oriented CNLs are designed to make the texts easier for readers to understand [40]. Examples include Basic English [36], Special English [35], and Simplified Technical English [23]. Machine-oriented CNLs, as opposed to human-oriented ones, have formal semantics which can be understood and processed by computers for the purpose of knowledge representation and logical reasoning. Examples include Attempto Controlled English (ACE) [17], Processable English (PENG) [39], and Computer-processable Language (CPL) [14].

Typically, there is a big learning curve for domain experts in the fields such as law, business and medical to represent the domain-specific knowledge in computer languages. CNLs are superior to other ways of knowledge representation in that they require little knowledge for users to understand the syntax and semantics of the underlying knowledge representation framework. Users can encode the knowledge base in English by following a restricted grammar and then make inferences. For example, in the ERGO project (Effective Representation of Guidelines with Ontologies)\(^1\), ACE was used to author pediatric guideline recommendations. As a result, the clinical practice guidelines can be automatically translated into rules which can be incorporated into decision support systems to facilitate clinicians. In [41], PENG was used to solve word puzzles. The original Jobs Puzzle was rewritten in CNL sentences with the addition of some implicit background knowledge. These CNL sentences are then transformed into a program in Answer Set Programming (ASP) [22] paradigm to compute the answer. In [13], CPL was used to encode the AP (advanced high-school) level examination questions. The CNLs questions are machine-understandable such that they can be processed by its inference system for question-answering.

There are limitations to the aforementioned CNLs. First, they cannot conduct reasoning in the presence of inconsistencies. In practical cases, it is very likely that the knowledge base is constructed from different sources, thus the occurrences of inconsistencies are quite likely. However, current reasoning systems for the aforementioned CNLs do not accept inconsistencies. Because of this, occurrences of inconsistencies in one source will break the whole system and inhibit reasoning. But, in many cases, inconsistencies in one source may not affect the others. Thus, it is necessary to know which piece of information is inconsistent. Besides, it is also desirable to derive things from the information which is consistent.

Second, current CNLs have limited power to identify variations of a sentence. Although CNLs have restricted grammar and pre-defined interpretation rules, users still have multiple choices to express a sentence. Consider the case of question-answering, users may also compose questions in different words as opposed the ones used in the knowledge base or have different ways of writing the same sentence in CNL. In the aspect of knowledge representation, it is desirable to map the variations of a sentence to the same logical form. Otherwise, users might not be able to get the inference results as expected. For instance, in ACE, phrases like “Mary’s father” and “the father of Mary” are represented as the same form. However, given the sentences “Mary’s gender is female. If Mary is a female then Mary is a doctor”, ACE will not derive the conclusion that “Mary is a doctor”.

Third, it is common that CNL sentences are not created equally. Different sentences imply different degrees of priorities. Consider the sentences “Every bird flies. Penguins do

\(^1\) [http://gem.med.yale.edu/ergo/]
not fly”. The first sentence states the default case: a bird flies. The second sentence indicates a higher priority than the first one – in that if something is a penguin, it will refute the conclusion drawn from the first one. This type of reasoning is called defeasible reasoning [34]. Defeasible statements are common in texts. Although reference [42] provides a mechanism to denote defaults and exceptions in CNL, it is still very limited when handling priorities in complex cases. Details will be discussed in the next section.

In the following: Section 2 gives an overview of existing CNLs. Section 3 presents the goal of the research. Section 4 shows the current state of research, to be specific, a powerful paraconsistent logical framework and six principles derived the logic for encoding CNL sentences. Section 5 gives a brief summary of the experiment results show the aforementioned logical framework and principles can consistently and effectively solve word puzzles. Section 6 discusses the open issues and the expected achievements in the future. Section 7 concludes the paper.

2 Background

ACE is the first CNL that can be translated to first-order logic. ACE is a subset of English defined by a restricted grammar along with interpretation rules that control the semantic analysis of grammatically correct ACE sentences. ACE uses discourse resolution structure (DRS) [25] as the logical structure to represent the semantics of a set of ACE sentences. ACE is supported by a language processor, Attempto Parsing Engine (APE), and a reasoner, RACE [19]. APE is an online language processor that allows users to compose ACE sentences as input and generates their semantics in DRS and first-order logic clauses as output. RACE is a CNL reasoner that supports theorem proving, consistency checking, and question answering. RACE is implemented in Prolog. It is an extension of Satchmo [30], which is a theorem prover based on the model generation paradigm. Satchmo executes the clauses by forward reasoning and generates a minimal finite model of clauses. RACE extends Satchmo by giving a justification for every proof, finding all minimal unsatisfiable subsets of clauses if the axioms are not consistent.

PENG was developed by Rolf Schwitter at Macquarie University. It was partly inspired by ACE. PENG is a subset of English with restricted grammar and use DRS as semantic representation. Unlike ACE, PENG does not require users to learn the grammar of the language. Instead, it designs a predictive editor that informs users of the look-ahead information that guides users to proceed based on the structure of the current sentence. The original implementation of PENG’s reasoner is based on a theorem-prover Otter [32] and a model builder MACE [33]. The reasoner supports consistency checking, informativity checking, and question answering. In later extensions, PENG translates CNL sentences into ASP programs and embeds Clingo [21] as its underlying reasoner for question answering. Besides, it extends the grammar to support defeasible reasoning [42] by introducing defaults and exceptions. A default statement is identified by the keyword normally. There are two types exceptions: strong exception and weak exception, where strong exceptions, identified by the word “not”, can refute the default conclusion and weak exceptions, identified by the keyword “abnormally” make the default conclusion inapplicable without refuting it. There are a few limitations to this approach. First, the way it represents weak exceptions is more close to the English translation of the intended ASP rule. It is very hard for users to correctly represent weak exceptions in CNL without knowing the underlying ASP rules. Second, the design of defaults and exceptions only generates two levels of priorities where exceptions have higher priorities than defaults and therefore refuting the defaults. However, in real
cases, it is very common, especially in the fields of law and financial regulations, that there are more than two levels of priorities among sentences. A sentence can refute some sentences while the sentence itself can be refuted by others as well.

CPL was developed by Peter Clark at the University of Texas. The vocabulary of CPL is based on a pre-defined Component Library (CLib) ontology [8]. CPL accepts three types of sentences: ground facts, rules, and questions. The semantics of CPL are represented by KM (Knowledge Machine) [15] sentences. KM is a powerful frame-based knowledge representation language. It represents first-order logic clauses in LISP-like syntax. The CPL interpreter translates a CPL sentence into KM sentences in three steps. First, the interpreter uses a bottom-up, broad coverage chart parser, called SAPIR [24], to parse a CPL sentence and then generates a logical form (LF). Second, an initial logic generator is used to transform the LF into ground logical assertions (KM sentences) by applying a set of simple, syntactic rewrite rules. Third, subsequent post-processing is performed based on the logical assertions generated in Step 2, including word sense disambiguation, semantic role labelling, and structural reorganization.

BioQuery-CNL [16] is a CNL designed for representing biomedical documents. The expressive power of BioQuery-CNL is superior to existing semantic web query languages, like SPARQL. For instance, users can write simple English phrases such as “gene-gene relation chain” to indicate transitive closures. Both the biomedical knowledge base and user queries are encoded by ASP programs, which can be fed into ASP solvers for making inferences. Between the querying interface and the underlying knowledge base, there is an intermediate layer, the rule layer, which stores definitions of auxiliary concepts derived from the knowledge base. These auxiliary definitions help connect ASP queries to the underlying knowledge base.

NL2KR [43] is a platform that can translate natural languages into knowledge representation formalisms. It consists of two sub-parts: NL2KR-L and NL2KR-T, where NL2KR-L is the training phase of the system and NL2KR-T is the translation system. Both parts embed a Combinatory Categorial Grammar (CCG) [28] parser, where each word is associated with a syntactic category and semantic representation in the form of $\lambda$-expressions. The purpose of NL2KR-L is to learn the semantic meaning of each word in the lexicon based on a training set. Given the sentences and their semantic representations, Inverse-$\lambda$ [6] is used to extract the semantic meaning of a word within the given context. When Inverse-$\lambda$ is not enough to extract the meaning of the words, Generalization [7] is used to guess the meaning of the words. Ambiguity is solved by a Parameter Learning module which learns the weights of all possible meanings to a word and chooses the most probable one. After the training phase, words in the lexicon are augmented with new meanings extracted from the training set. In the translation phase, sentences are translated by a CCG parser. Same as NL2KR-L, Generalization is used to determine the meaning of unknown words. Experimental results show that NL2KR achieves high accuracy when applied to GeoQuery and Jobs datasets for question-answering.

In addition to CNL systems, current advances in ASP provide ways to solve more complicated knowledge representation problems in CNL. For instance, CR-Prolog [5] extends ASP with consistency-restoring rules (cr-rules), which can be used to specify exceptions. Once inconsistencies arise in the knowledge base, cr-rules are used to override the conclusions derived from default statements. This logical framework captures the characteristics of defeasible reasoning in natural languages. Another extension of ASP is EZCSP [2], which is designed to encode numerical information and reason about it efficiently. This feature can be applied to represent numerical information in natural languages and achieve high performance in reasoning. In addition, there is ASP{f} [3, 4], which augments EZCSP and can handle defaults and exceptions in ASP as well.
3 Goal of the Research

The first goal is to develop a paraconsistent logic that handles inconsistencies in CNL reasoning. Although there is a list of paraconsistent logics, e.g., [37], [10], and [9], they deal with inconsistencies from the philosophical or mathematical point of view. Other paraconsistent logics, such as [11] and [26], were developed for definite logic programs and cannot be easily applied to solving more complex CNL reasoning problems.

There is a list of desired properties the intended paraconsistent logical framework is supposed to have: First, the logic intends to identify the most likely cause of inconsistencies. Consider the knowledge base consisting of the following sentences: 1) Every actor is male, 2) Mary is a female, and 3) Mary is an actor. Apparently, the knowledge base is not consistent since Mary is a female but she is also an actor. There could be two explanations: one where Mary is not an actor and the other where Mary is not a female. Given that Mary is a female name, the former explanation is more reasonable than the latter one. To achieve this goal, it is required that the logic can select the most preferred models by taking into account some background knowledge. Second, in some cases, contrapositive inference is used in CNL reasoning but this is not always the case. Therefore, the logic intends to provide a mechanism to allow/inhibit contrapositive inference. Third, since if \( + \text{premise} + \) then \( + \text{conclusion} \) statements are used to derive new facts, it is necessary that the logical framework has a mechanism to decide whether or not to derive conclusions from inconsistent premises. Last, as closed world assumption [29] is used in databases, this is also useful for CNL reasoning. Therefore, the underlying logic should be able to ensure complete knowledge of information.

The second goal is to standardize logical representations of CNLs, such that they have more power to identify different variations of the same sentence and map them to the same logical form. As is discussed in the introduction, although simple forms of paraphrases of sentences can be identified by CNLs, they are still very limited. For instance, the sentence “Mary has a dog” and “Mary owns a dog” will be translated into two different logical forms in ACE. As a result, users may not get the expected answers when they compose question in a way that uses different terms as in the knowledge base. First, a list of standardized relations is required to be defined to achieve this goal. Second, methods should be proposed to extract the relations from CNL sentences by consulting their syntactic or semantic properties. Although there is a list of tools such as StanfordIE and Ollie for relation extractions, the number of pre-defined relations are very small. Although the structures of CNL sentences are more restricted as opposed to the ones StanfordIE [1] and Ollie [31] work on, the standardization intends to normalize all possible relations in logical representations instead of a few pre-defined relations such as location, founded_by, etc.

The third goal is to enable defeasible reasoning in CNLs. The previous section shows the limitations of [42] in handling defaults. That is, there can be only two levels of priorities among CNL sentences. To allow more than two levels of priorities for CNL sentences, to the best my knowledge, Logic Programming with Defaults and Argumentation Theories (LPDA) [44] can be considered as a good candidate framework with desirable features.

LPDA is based on the three-valued well-founded semantics [38]. It is a unifying defeasible reasoning framework that uses defaults and exceptions with prioritized rules, and argumentation theories. LPDA has two types of rules: strict and defeasible, where strict rules generate non-defeasible conclusions and defeasible rules generate defeasible conclusions that can be defeated by some exceptions. Each LPAD program is accompanied by an argumentation theory that specifies when a defeasible rule is defeated. A rule is defeated if it is refuted, rebutted, or disqualified. Generally, a rule is refuted if there is another rule that draws an
incompatible conclusion with higher priority. A rule is rebutted if there is another rule that
draws an incompatible conclusion and there is no way to resolve the conflict based on the
relative priorities. A rule is disqualified if it is cancelled, self-defeated, etc. Based on LPDA,
defeasible statements in CNL can be encoded by defeasible rules and their priorities can be
specified in argumentation theories.

Another challenge is identification of the priorities among CNL sentences. This can
be done either explicitly by user specifications or implicitly detected by some background
knowledge or natural language understanding methodologies.

4 Current State of Research

Reference [20] shows the current state of research. A new kind of paraconsistent logic was
developed to deal with inconsistencies in word puzzles, more generally, for translating CNL
sentences into logic. The logical framework is based on the well-known type of paraconsistent
logics, Annotated Predicate Calculus (APC) [26], but has a new kind of non-monotonic
semantics, called consistency preferred stable models. The language is a logic programming
subset of APC, denoted as $APC_{LP}$. $APC_{LP}$ can be isomorphically embedded in ASP
extended with a model preference framework, such as the Clingo [21] with its Asprin
extension [12]. It was proved in [20] that this embedding is one-to-one and preserves the
semantics.

Along with the logical framework, six principles were proposed to guide users to encode
CNL sentences in $APC_{LP}$. Each of the principles will be briefly described in the following:
Principle 1 guides users to encode an if + premise + then + conclusion sentence that can
perform contrapositive inference. Principle 2 describes the way to encode if + premise +
then + conclusion sentences such that it can allow/inhibit derivations of conclusions from
inconsistent premises. Principle 3 addresses the encoding of polar facts in CNL. For instance,
a person must be either a male or a female, but not both or unknown. When inconsistency
is possible, this principle ensures this requirement. Besides, if one of them is inconsistent
then the other is too. Inconsistent information is not created equal, as people have different
degrees of confidence in different pieces of information based on common sense knowledge.
For example, there is more confidence in that someone whom people barely know is a person
compared to the information about this person’s marital situation (e.g., whether a husband
exists). Principle 4 allows users to specify the degrees of confidence. As a result, when
there are multiple explanations for the cause of inconsistencies, Principle 4 will select the
most reasonable one by consulting the degrees specified. Principle 5 behaves like the closed
world assumption. It guides users to encode CNL sentences ensure complete knowledge of
information. Principle 6 captures the cardinality constraints in the presence of inconsistencies
in CNL sentences, e.g., a person holds exactly one job.

5 Preliminary results

The paraconsistent logical framework and the proposed principle mentioned in the previous
section have been applied to solve word puzzles, such as Jobs Puzzle [45] and Zebra Puzzle\(^2\)
with inconsistencies. Experiment results show that in the cases where there is no inconsistency,
$APC_{LP}$ can correctly compute the answer. In the cases of inconsistencies, $APC_{LP}$ can find

\(^2\) https://en.wikipedia.org/wiki/Zebra_Puzzle
the most likely cause of inconsistencies within the puzzle and give reasonable inference results. More detailed information can be found in [20].

6 Open Issues and Expected Achievements

The first issue is that current CNLs have limited power to recognize variations of a sentence and therefore might not always map sentences that express the same meaning to the same logical form. As the next step, it is intended to extend ACE to overcome this issue. ACE parser translates CNL sentences into DRS with pre-defined predicates [18] to represent the semantics of a sentence. This form of representation is simple and well-structured. It is intended to do post-processing based on the semantic representation in order to extract semantic relations standardized in ontologies, such as DBpedia and Wikidata. The second issue is to perform defeasible reasoning in CNLs. In order to detect the refutation relations between two sentences, it is expected to do the following: First, extend ACE to incorporate some background knowledge for primitive detection of sentence priorities. Second, design a user interface that allows users to make corrections. In addition, it is expected to extend current DRS representation to accommodate defeasible information, which will be eventually translated to an LPDA program for defeasible reasoning.

7 Conclusion

In this paper, it first gives an overview of the development of CNLs and discusses the limitations of current CNLs in the aspect of knowledge representation and reasoning. Then, it gives an outline of the research plan for solving these problems. This includes designing a paraconsistent logical framework for knowledge representation, empowering current CNLs to recognize variations of a sentence and perform defeasible reasoning. Next, it shows the current state of research – a powerful paraconsistent logical framework along with six principles derived from that for encoding CNL sentences. In addition, it shows the application of the current work to solving word puzzles with inconsistencies. Finally, it addresses some open issues and presents the plans for future achievements.
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Abstract
The basics of logic programming, as embodied by Prolog, are generally well-known in the programming language community. However, more advanced techniques, such as tabling, answer subsumption and probabilistic logic programming fail to attract the attention of a larger audience. The cause for the community’s seemingly limited interest lies with the presentation of these features: the literature frequently focuses on implementations and examples that do little to aid the understanding of non-experts in the field. The key point is that many of these advanced logic programming features can be characterised in more generally known, more accessible terms. In my research I try to reconcile these advanced concepts from logic programming (Tabling, Answer subsumption and probabilistic programming) with concepts from functional programming (effects, monads and applicative functors).
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1 Introduction
Logic programming is – or has the potential to be – one of the most declarative programming paradigms. In fact, the essentials of logic programming, are generally well-known in the programming language community, and almost every computer scientist has had some exposure to Prolog.

Unfortunately, more advanced features, or more recent advances in logic programming fail to attract the attention of a larger audience beyond the logic programming community. For instance, several Prolog systems, such as XSB [19], Yap [16], B-Prolog [26] and most recently SWI-Prolog [24], support a more advanced form of resolution, SLG-resolution, also called tabling. Sadly, this very useful technique is completely unfamiliar to most programming language researchers that are not active in logic programming. This sometimes leads to the technique being reinvented in some very specific setting, for example for parsing.

Similarly, probabilistic logic programming extends regular logical programming to the realm of probabilistic computation, while still retaining the basic logical semantics. For example, the ProbLog system [2] is a simple syntactic extension of Prolog, where Prolog clauses can be annotated with probabilities. Such a system admits declarative specification of many probabilistic problems. ProbLog additionally supports many powerful probabilistic inference modes. However, the larger probabilistic programming community remains ignorant of these features.

The cause for this apparently limited interest from the community lies with the presentation of these features: the literature frequently focuses on implementations and examples
that do little to aid the understanding of non-experts in the field. The key point is that many
of these advanced logic programming features can be characterised in more generally known,
more accessible terms. For example, the behaviour of logic programs is often formalised
by fixed points of functions. In particular, Van Emden’s concise and elegant fixed point
semantics for Prolog, is a prime example of this approach.

The benefits of adopting a more general, abstract presentation are mutual and twofold:
1. By recasting (advanced features of) logic programming in a more general light, a fair
comparison with similar functional systems becomes possible.
   For instance, functional logic programming systems claim to be more expressive than
   their logical counterparts. In a general framework, objective verification of such claims is
   possible, and moreover cross-pollination can proceed in a natural way.
2. The functional programming community has amassed a wealth of techniques that deal
   with and use non-standard control-flow. These now become readily available to the logic
   programmer. Recent examples of this are delimited control [3] and effect handlers [7, 15].
   Here the benefits are clearly mutual: Delimited control is applied to capture tabling in a
   functional context. As a side-effect tabling is reduced to its essence, which in turn enables
   a very compact (logic programming) implementation.

Currently, my research focuses on two main areas: probabilistic (functional & logic)
programming languages, and formalising tabling with answer subsumption for logic programs,
which is a more advanced version of tabling.

2 Background

2.1 Probabilistic Programming Languages

Probabilities are an indispensable tool for dealing with uncertainty in real-world scenarios.
They allow us to quantify missing information and thereby reason with incomplete knowledge.
This key insight is the root of many advances in artificial intelligence: from machine learning
and data mining, to natural language processing (NLP), information retrieval (IR) and
automated reasoning. Traditionally, probabilistic models and their inference routines are
tightly coupled in a single implementation, necessitating their re-implementation when the
same inference technique is used for a different model. Universal probabilistic programming
languages instead provide a generic platform to express probabilistic models and their
inference routines. For example, consider a simple ProbLog program that models a fair coin:

\[
\text{coin(c).} \\
0.5 :: \text{heads(X)} :- \text{coin(X)}. 
\]

The result of the query heads(X) is a probability distribution which is true (with X = c)
with probability 0.5.

Obviously, a single lingua franca for probabilistic programming enables much more efficient
communication and reuse of algorithms. However, in practice the probabilistic programming
landscape is highly fragmented due to the sheer number of incompatible probabilistic
programming languages. Often these languages belong to completely different paradigms, from
Object Oriented Programming (Microsoft’s Infer.NET [11]); Logic Programming (ProbLog [2],
PRISM [8]); Functional Programming (Church [5], Anglican [25]); and hybrid systems
(Factorie [10], Figaro [13]).

Thus, while probabilistic programming was originally intended to unify AI-discourse on
the subject, the lack of provisions for interoperability between the systems has only served
to divide it further.
Clearly, what is needed is a single theory or framework that explains the relative capabilities of the different systems. When two systems are equivalent (that is, they possess the same capabilities), it should be possible to translate one system into the other and vice-versa.

Recently there has been much interest, from both functional and logical communities in using monads to model the semantics of probabilistic programming languages [4, 14]. Monads are a concept from category-theory, an abstract branch of mathematics. Initially, Moggi [12] proposed them as a way to structure compositional denotational semantics of programs. This compositionality has proven incredibly useful for implementing side-effects in pure functional programming languages such as Haskell [22]. Monads (and other similar category-theoretic structures) may be precisely the tool that is needed to unite the disparate branches of probabilistic programming.

2.2 Tabling with Answer Subsumption

2.2.1 Tabling

Tabling [23, 19] is a well-known and extensively studied extension of standard Prolog. The main benefit of tabling is that it brings the behaviour of many logic programs in line with their standard logical semantics. In more practical terms, it frees the Prolog programmer from worrying about more operational concerns such as clause and goal ordering. Additionally, it can dramatically speed-up the execution of a program, in exchange for higher memory consumption. Tabling has been implemented in various Prolog systems such as XSB [19], Yap [16], B-Prolog [26] and SWI-Prolog [24].

Consider the following program defining a graph containing three nodes arranged in a cycle. The edges are modelled by the e/2-predicate, while p(X,Y) holds if there is a path between X and Y.

:- table p/2.
   e(1,2).
e(2,3).
e(3,1).

   p(X,Y) :- p(X,Z), e(Z,Y).
p(X,Y) :- e(X,Y).

The :-table p/2-directive indicates that tabled resolution should be used when evaluating p/2. Under normal Prolog execution, the order of the clauses would cause an infinite loop, while with tabled execution the program produces all possible combinations and then terminates. Note that termination cannot be achieved with regular execution, even if we permute the program’s clauses and bodies, since the graph contains a cycle. The technique is called tabling, because answers are stored in a data structure, called a table while the program is executed. In this fashion the Prolog system can keep track of the answers it has already seen.

2.2.2 Answer Subsumption and Tabling Modes

Some Prolog systems support an extension of tabling that we call Answer subsumption, using Swift and Warren’s nomenclature [18], often implemented as a set of tabling modes [6]. Answer subsumption, specifies how answers should be aggregated in the table. Subsumption refers to the fact that the original answers are replaced by their aggregates, that is, they are subsumed.
Consider the following program where we use answer subsumption to compute the length of the shortest path in a graph.

```prolog
:- table p(index,index,min).
e(1,2).
e(2,3).
e(3,1).
p(X,Y,1) :- e(X,Y).
p(X,Y,D) :- p(X,Z,D1),p(Z,Y,D2), D is D1 + D2.
```

The directive `:-table p(index,index,min)` specifies the tabling mode of each argument of the `p/3` predicate: the first two arguments serve as indexes into the table, while the final argument uses the `min` mode indicating that only the smallest answer must be retained. This means that if the table contains an answer `p(X,Y,D)` for any `X` and `Y` after the program has been executed, then `D` must be the length of the shortest path from `X` to `Y`. Instead of table modes, XSB uses lattice and partial order answer subsumption modes, which allow the user to specify an arbitrary predicate (subject to some mild conditions) to aggregate answers.

Using answer subsumption can yield very compact and efficient programs for optimisation problems, especially those that are instances of Dynamic Programming [6].

Unfortunately, none of the existing implementations that we are aware of are generally sound. Consider the following pure logic program:

```prolog
p(0). p(1).
p(2) :- p(X), X = 1.
p(3) :- p(X), X = 0.
```

The query `?-p(X)` has the finite set of answers `p(0),p(1),p(2),p(3)`, the largest of which is `p(3)`. However, XSB, Yap and B-Prolog all yield different (invalid) solutions when answer subsumption is used to obtain the maximal value. Both XSB and B-Prolog yield `X = 2`, with a maximum aggregation and max table mode respectively. Yap (also with max table mode) yields `X = 0; X = 1; X = 2`, every solution except the right one.

The problem is exacerbated by the fact that none of the systems formally define the semantics of answer subsumption. In a recent ICLP paper [20], we try to resolve this issue by giving a formal semantics for answer subsumption. We then examine under which conditions the systems are sound according to this semantics. Please see Section 3.1.1 for a short overview.

## 3 Objectives

The research mostly proceeds along two tracks: (1) we investigate the connection between functional programming and tabling with and without answer subsumption; (2) we investigate probabilistic logic programming – as embodied by the ProbLog system – from the functional perspective, in order to develop a general semantics for probabilistic programming languages. The semantics of probabilistic programs directly depends on the least-fixed point semantics mentioned above. Tabling approximates these semantics, and therefore frequently appears as an aspect of these probabilistic programming languages.
3.1 Current Status of the Research and Preliminary Results

3.1.1 Tabling with Sound Answer Subsumption

As mentioned in Section 2, Answer Subsumption, while very useful in practice, lacks a formally defined semantics, which hampers the user’s ability to reason about the behaviour of his or her programs. In fact, without a formal semantics, we are reduced to reasoning based on intuitive knowledge of the implementation of a particular system, which is distinctly unportable, and even less satisfying.

In very recent work [20], we have attempted to mitigate this problem by defining what we believe is an appropriate denotational semantics, based on least fixed points of monotone functions on complete lattices. A complete lattice is a partially ordered set (poset) \( \langle L, \leq_L \rangle \) such that every \( X \subseteq L \) has a least upper bound \( \bigvee X \), i.e.:

\[
\forall z \in L : \bigvee X \leq_L z \iff \forall x \in X : x \leq_L z.
\]

It is a well known result from lattice theory that least fixed points of monotone functions are guaranteed to exist. Our semantics is based on Van Emden’s well known least fixed point semantics, which uses an immediate consequence operator \( \hat{T}_P : \mathcal{P}(H_P) \rightarrow \mathcal{P}(H_P) \), where \( H_P \) is the Herbrand base, the set of all ground atoms of a program \( P \). Then the logical semantics (for definite programs, that is programs not containing negations) is given by its least fixed point, \( \text{lfp}(\hat{T}_P) \).

In our work, we define a similar operator \( \hat{T}_P : \mathcal{P}(H_P) \rightarrow \mathcal{P}(H_P) \), that takes answer subsumption into account. We do so by showing that most tabling modes can be modelled by a semi-lattice \( L \), with functions \( \eta : H_P \rightarrow L \) and \( \rho : L \rightarrow \mathcal{P}(H_P) \) to convert between ground atoms and \( L \). The semantics of a tabled logic program using answer subsumption is then given by

\[
\rho \left( \bigvee_{x \in \text{lfp}(\hat{T}_P)} \eta(x) \right).
\]

That is, we take the least fixed point of \( \hat{T}_P \), then convert this least fixed point to the lattice \( L \) where we aggregate it, and finally convert this aggregate to a set of ground atoms. It is important to note that we assume that the program is stratified, and \( \hat{T}_P \) is operating on a single stratum. The full details are beyond the scope of this text.

Finally, note that the semantics we have specified differs in an important way from actual subsumption implementations: this semantics only aggregates and subsumes answers after the least fixed point has been computed, while implementations generally execute subsumption in lock-step with the derivation of new answers.

In the paper we prove a theorem that specifies when an implementation is sound, i.e. when the difference alluded to above, does not produce different answers. Using the theorem requires that a programmer proves certain properties about their program, which may be difficult for realistically sized programs. Nevertheless, we believe this is an important first step towards formalisation of answer subsumption.

3.1.2 Fixing Non-determinism

In a recent paper [21] we reduce tabling (with and without answer subsumption) to its functional essence. Two key elements remain: recursion and non-determinism. This has the advantage, for instance, that this presentation is not muddled by answer variance: Prolog systems must avoid adding an answer if there is already a variant of the answer in the table.
Most languages don’t have unification (and therefore no notion of variance), thus answer variance is an irrelevant detail that can be ignored.

The contributions of this work are:

- We define a monadic model that captures both non-determinism and recursion. This yields a finite representation of recursive non-deterministic expressions. We use this representation as a light-weight (for the programmer) embedded Domain Specific Language to build non-deterministic expressions in Haskell.

- We give a denotational semantics of the model in terms of the least fixed point of a semantic function $R[\cdot]$. In fact, the semantics closely resembles the $T_P$ operator mentioned previously. The semantics is subsequently implemented as a Haskell function that interprets the model.

- We generalise the denotational semantics to arbitrary complete lattices. We illustrate the added power on a simple graph problem, which could not be solved with the more specific semantics. This new semantics corresponds to tabling with answer subsumption.

- We provide a set of benchmarks to demonstrate the expressivity of our approach and evaluate the performance of our implementation.

3.2 Open Issues and Expected Achievements

3.2.1 Automatic Verification of Sound Answer Subsumption

In the paper mentioned in Section 3.1.1, we define a high-level semantics for answer subsumption based on lattice theory. Then we generalise it to establish a correctness condition indicating when it is safe to use (greedy) answer subsumption implemented by most tabling systems. We show several examples where the existing implementations of answer subsumption fail that condition and derive an erroneous result.

This condition is sufficient, but not necessary: there exist programs that do not satisfy the condition, for which the greedy strategy nevertheless delivers correct results. Since we have not run across any non-contrived examples of such programs, we believe that this apparent lack of necessity is an artefact of our rather coarse semantics, which we intend to refine in the future.

The verification of correctness constitutes a non-trivial effort. Hence, manually proving the correctness condition for realistically sized programs could be unfeasible in practice. Ideally we would have an automated analysis that warns the programmer if it fails to establish the correctness condition.

One promising avenue of research is the fact that the program needs to be stratified, and the correctness condition need only hold for the stratum under consideration.

Currently the stratification is also rather coarse. A more fine-grained stratification should significantly reduce the work involved in proving the correctness condition. For automation purposes, abstract interpretation [1] could be used to statically inspect a program, or if we relax our requirements, a dynamic approach could be taken, that warns the programmer that the obtained answers are unreliable during or after the execution of the program.

3.2.2 Algebraic Structures for Probabilistic Programming

Within the functional programming community the use of monads for probabilistic programming is both pragmatic and more theoretical. On the one hand several people, e.g. Scibior et al. [17] have developed efficient monadic interfaces for well-known probabilistic inference algorithms. A functional programmer can then use these interfaces to model a
probabilistic problem monadically. On the other, there has been much research towards a measure theoretic formalisation of such monadic probabilistic programs [14].

However, little has been done into other more general algebraic structures related to monads. In particular, so called applicative functors or idioms [9] appear to model precisely those programs where the structure of the program is static, with respect to probabilistic choices that are made. This is especially relevant for probabilistic logic systems such as ProbLog, where the structure of the clauses is fixed. Moreover, as these structures are more restrictive, they may actually admit faster inference routines. Or conversely, ProbLog’s specialised inference may apply to probabilistic programming languages that have applicative structure. There are already some promising early results, for instance, it is clear that ProbLog programs exhibit applicative structure. However, the implications of these results are not yet fully understood, and are subject of ongoing research.
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Abstract

During the 20th century there has been an incredible progress in solving theoretically hard problems in practice. One of the most prominent examples is the DPLL algorithm and its derivatives to solve the Boolean satisfiability problem, which can handle instances with millions of variables and clauses in reasonable time, notwithstanding the theoretical difficulty of solving the problem.

Despite this progress, there are classes of problems that contain especially hard instances, which have remained open for decades despite their relative small size. One such class is the class of extremal problems, which typically involve finding a combinatorial object under some constraints (e.g., the search for Ramsey numbers). In recent years, a number of specialized methods have emerged to tackle extremal problems. Most of these methods are applied to a specific problem, despite the fact there is a great deal in common between different problems.

Following a meticulous examination of these methods, we would like to extend them to handle general extremal problems. Further more, we would like to offer ways to exploit the general structure of extremal problems in order to develop constraints and symmetry breaking techniques which will, hopefully, improve existing tools. The latter point is of immense importance in the context of extremal problems, which often hamper existing tools when there is a great deal of symmetry in the search space, or when not enough is known of the problem structure. For example, if a graph is a solution to a problem instance, in many cases any isomorphic graph will also be a solution. In such cases, existing methods can usually be applied only if the model excludes symmetries.
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1 Introduction

A Fundamental research topic in Computer Science is that of combinatorics. Specifically that of finite combinatorial objects, such as finite graphs, finite groups, and circuits. Many of the problem instances which arise in these fields tend to be theoretically intractable, though they are often solvable in practice.

However, among such instances, there are many small, yet notoriously difficult structures to “crack”: objects the understanding of which still eludes us in both theory and practice. Several prominent examples include: characterizing and finding Ramsey numbers [21], finding optimal size/depth sorting networks [16, 8], determining the complexity of XOR-AND circuits [1, 2, 23, 4], graph enumeration under constraints [17, 18] (e.g., limited girth, cuts, coloring, etc.) and forbidden-graph characteristics.
Broadly speaking: extremal combinatorics and extremal graph theory are the fields of research which examine finite combinatorial and graph problems the solutions of which usually have to satisfy some restrictions (such as the problems presented above). The problems associated with these fields are collectively referred to as extremal problems.

Historically, there are many techniques, which facilitate solving intractable (usually NP-Hard problem instances), in reasonable time. In recent years, two such techniques came to focus: constraint based techniques and iterative techniques. These techniques led to a plethora of constraints solvers [19, 14], SAT solvers [9, 22], graph iterators [17] and additional applications that can solve an abundance of theoretically hard problem instances in practical scenarios.

While these techniques can be extremely powerful, many times they are not enough to solve extremal problem instances on their own, evident by the lackluster progress with extremal problems. A prominent example comes from the search for Ramsey numbers – where only a handful of exact values are known for small instances [21]. Mathematician Paul Erdős was quoted as saying about the calculation of the Ramsey number $R(5, 5)$:

"Suppose aliens invade the earth and threaten to obliterate it in a year’s time unless human beings can find the Ramsey number for red five and blue five. We could marshal the world’s best minds and fastest computers, and within a year we could probably calculate the value. If the aliens demanded the Ramsey number for red six and blue six, however, we would have no choice but to launch a preemptive attack."

"Ramsey Theory" by Ronald L. Graham and Joel H. Spencer, Scientific American (July 1990), pp. 112–117

Since the introduction of Ramsey numbers in 1930, and twenty five years after the quotation above, the precise value of $R(5, 5)$ remains an open problem.

During the past few years, however, we are witnessing the rise of new methodologies, which enable us to better understand and solve extremal problems. Indeed, in the last two decades several prominent extremal problems, many of which have been open for over 50 years - were closed. Such problems include e.g, the computation of Ramsey numbers $R(4,3,3)$ [6], $R(4,5)$ [18], an improved lower bound for $R(4,8)$ [13], size optimal sorting networks for 9 and 10 inputs [5], depth optimal sorting networks for 17 inputs [3], improved lower bounds for circuit complexity of XOR-AND circuits for 5 and 7 inputs [4].

These new methodologies include on the one hand - improvements to existing techniques and theory of extremal problems, and on the other hand - the development of new, more sophisticated, albeit specific techniques aimed towards particular extremal problems. These techniques include e.g, SAT solving [9, 22], symmetry breaking [7, 15], abstraction [6], and parallelism [5]. Note that in many cases, extremal problems are NP-Hard, or $\Sigma_2^P$-Hard, which in part explains their difficulty.

During the past two years we have made contributions in the area of extremal combinatorial and graph problems. In particular in exploring extremal circuit problems (e.g, sorting networks and AND-XOR circuit complexity), and in the computation of multi-color Ramsey numbers. We propose to expand and generalize domain specific methods in order to solve general problems in the fields of extremal combinatorics and graph theory. Our initial goal is to expand on the techniques discussed in e.g [4, 15, 6, 5, 7, 20, 11, 10] in order to solve more difficult instances, and eventually develop generalized techniques which can be applied across extremal problems. Further more, we propose to exploit problem structure in order to employ optimized solving algorithms such as those discussed in [20].
Research Progress

Seminal to our work is the integration of two methods: (1) The Generate & Test method and (2) The Constrain & Generate method. With the generate and test method, one explicitly enumerates over all solutions, pruning undesired results, and checking each for a given property. Whereas with the constrain and generate approach, one typically encodes the problem for some general-purpose discrete satisfiability solver (i.e. SAT, integer programming, constraint programming), which does the enumeration implicitly, and outputs a result. One of the keys to our approach, is to combine these two methods. Using a generate and test algorithm to produce partial solutions, which are then encoded individually, and solved independently (and in parallel).

Moreover, in both the generate and test, and constrain and generate methods, structural knowledge of the problem as well as symmetry breaking techniques have been employed (e.g, [7, 15, 6]) to facilitate the search and limit the search space.

The following subsections present a short summary of work based on these methods. The first three present previously unknown results in the field of extremal problems, which rely on these methods, and the fourth subsection present a tool implemented to aid in the use of these methods.

2.1 Problem 1: Optimal Size Sorting Networks

In [5], we present a computer-assisted non-existence proof of 9-input sorting networks consisting of 24 comparators, thus showing that the 25-comparator sorting network found by Floyd in 1964 is optimal. As a corollary, the 29-comparator network found by Waksman in 1969 is also shown to be optimal for sorting 10 inputs. This proof employs three primary techniques that, although specific to sorting networks, also appear in some form in the problems discussed further in Sections 2.2 and 2.3.

2.2 Problem 2: Multi-Color Ramsey Number $R(4, 3, 3) = 30$

In [6], we present a computer-assisted non-existence proof of the multi-color Ramsey graph $(4, 3, 3)$ with 30 vertices, thus establishing that $R(4, 3, 3) = 30$. The problem of finding $R(4, 3, 3)$ has been characterized as the one with the best chances of being found “soon”. Nevertheless, the precise value of $R(4, 3, 3)$ has remained unknown for nearly 50 years. The proof employs two main techniques: abstraction and symmetry breaking, in order to first prune the search space and then split it into manageable pieces. Both techniques have a great deal in common with techniques explained in Section 2.1 and the ones discussed in Section 2.3. We believe that these techniques can either be generalized or integrated, as discussed in Section 3.

2.3 Problem 3: AND-XOR Circuit Complexity

In [4] we present a computer-assisted proof that a Boolean function on 7 inputs with multiplicative complexity of at least 7 exists. The multiplicative complexity of a function is a measure of its non-linearity, and is of particular interest in the fields of cryptographic cipher analysis, the study of hash functions, and the study of communication complexity of multiparty computations. The results presented in this chapter rely on examining the topologies of XOR-AND circuits, which are equivalent to Boolean functions, and eventually applying the pigeonhole principle to show that there must exist a function with multiplicative
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complexity of 7. Three primary techniques are described, that we believe may be explored further as discussed in Chapter 3.

### 2.4 pl-nauty & pl-gtools

In [12] we introduce the **pl-nauty** & the **pl-gtools** libraries, which integrate the **nauty** graph automorphism tool with Prolog, thereby allowing Logic Programming to interface with **nauty**. Adding the capabilities of **nauty** to Prolog combines the strength of the “generate and prune” approach that is commonly used in logic programming and constraint solving, with the ability to reduce symmetries while reasoning over graph objects. Moreover, it enables the integration of **nauty** in existing tool-chains, such as SAT-solvers or finite domain constraints compilers which exist for Prolog.

### 3 Future Work

We are currently looking into two generalizations of the problems presented in sections 2.1, 2.2, and 2.3.

#### 3.1 The Subsumption Problem

The subsumption problem is to determine whether given two sets $A, B \subseteq \{0, 1\}^n$, there exists a permutation $\pi: [n] \rightarrow [n]$ such that $\pi(A) \subseteq B$, where $\pi(A) = \{\pi(x): x \in A\}$.

The subsumption problem arises when solving the sorting network problem mentioned in section 2.1, and it has close ties to the sub-graph isomorphism problem. A better understanding of this problem will hopefully lead to a better algorithm for solving it. A generalized algorithm for subsumption may be used to generate arbitrary monotone Boolean functions, as well as allow the methods in [5] to be generalized for larger sizes of sorting networks.

We are currently exploring the structural information that can be obtained from $A$ and $B$ in order to perform a quicker subsumption test, much in the vein of **nauty**.

#### 3.2 Abstraction & Concretization for Coloring Problems

Many graph coloring problems are often given as a predicate $\varphi$ such that the free variables of $\varphi$ correspond to an adjacency matrix $A$ with domain $0 \cup [k]$, and a satisfying assignment to $\varphi(A)$ implies the sought after coloring. Such problems are often notoriously difficult to solve, such as the case with e.g, the Ramsey coloring problem, variations of the Latin square and magic square problems, multi-color n-queens and more.

**Definition 1** **(weak) isomorphism of graph colorings**. Let $(G, \kappa_1)$ and $(H, \kappa_2)$ be $k$-color graph colorings with $G = ([n], E_1)$ and $H = ([n], E_2)$. We say that $(G, \kappa_1)$ and $(H, \kappa_2)$ are weakly isomorphic, denoted $(G, \kappa_1) \approx (H, \kappa_2)$ if there exist permutations $\pi: [n] \rightarrow [n]$ and $\sigma: [k] \rightarrow [k]$ such that $(u, v) \in E_1 \iff (\pi(u), \pi(v)) \in E_2$ and $\kappa_1((u, v)) = \sigma((\kappa_2((\pi(u), \pi(v))))$. We extend the notation for the adjacency matrices of colorings and denote $A \approx B$ for the adjacency matrices $A, B$ of $(G, \kappa_1) \approx (H, \kappa_2)$.

A graph coloring problem is said to be $\approx$-closed (i.e, closed under $\approx$ relation) if the following definition hold:
Definition 2 ($\approx$-closed graph coloring problem). Let $\varphi$ a graph coloring problem. $\varphi$ is said to be $\approx$-closed if for all $(G_1, \kappa_1) \approx (G_2, \kappa_2)$ with adjacency matrices $A_1$ and $A_2$ respectively it holds that $\varphi(A_1) \iff \varphi(A_2)$. Alternatively:

$$(G_1, \kappa_1) \approx (G_2, \kappa_2) \iff (\varphi(A_1) \iff \varphi(A_2)).$$

In [6] we present the method of abstraction and concretization for graph coloring problems. Although this method was developed specifically to solve Ramsey instances, it may be applied to any graph coloring problem closed under the weak isomorphism property. The degree matrix of coloring $A$ is a matrix $M$ such that $M_{i,j}$ is the number of $j$ colored neighbour of node $i$. The abstraction of an adjacency matrix $A$ is the lexicographically sorted degree matrix $M$ of $A$, and denoted $\alpha(A)$, and that the concretization of $M$ are all the adjacency matrices whose abstraction is $M$, denoted $\gamma(M)$. Notice also that:

Lemma 3. $A \approx A'$ if and only if $\alpha(A) = \alpha(A')$.

Now, using observation 3, the search space of any graph coloring problem may be described in terms of the abstraction of degree matrices. The method then computes an over-approximation of possible solutions and uses that to guide the search for an actual solution (should one exists).

Notice that many classic coloring problems are closed under this relation e.g., Latin squares, Ramsey colorings, multi-colored n-queens. Therefore, it may be conceivable that the abstraction and concretization of graphs presented in [6], may be generalized for coloring problems which are $\approx$-closed.
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Abstract
Management of chronic diseases such as heart failure, diabetes, and chronic obstructive pulmonary disease (COPD) is a major problem in health care. A standard approach that the medical community has devised to manage widely prevalent chronic diseases such as chronic heart failure (CHF) is to have a committee of experts develop guidelines that all physicians should follow. These guidelines typically consist of a series of complex rules that make recommendations based on a patient’s information. Due to their complexity, often the guidelines are either ignored or not complied with at all, which can result in poor medical practices. It is not even clear whether it is humanly possible to follow these guidelines due to their length and complexity. In the case of CHF management, the guidelines run nearly 80 pages. In this paper we describe a physician-advisory system for CHF management that codes the entire set of clinical practice guidelines for CHF using answer set programming. Our approach is based on developing reasoning templates (that we call knowledge patterns) and using these patterns to systemically code the clinical guidelines for CHF as ASP rules. Use of the knowledge patterns greatly facilitates the development of our system. Given a patient’s medical information, our system generates a recommendation for treatment just as a human physician would, using the guidelines. Our system will work even in the presence of incomplete information. Our work makes two contributions: (i) it shows that highly complex guidelines can be successfully coded as ASP rules, and (ii) it develops a series of knowledge patterns that facilitate the coding of knowledge expressed in a natural language and that can be used for other application domains.
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1 Introduction and problem description

Chronic diseases are health conditions that can neither be prevented nor be cured but can only be managed. They have been the major consumer of health-care funds throughout the world. In America alone there are more than 133 million people – which is more than 40% of the U.S. population – who suffer from one or more chronic diseases [17]. In the U.S. they account for 81% of hospital admissions, 91% of prescriptions filled and 76% of all physician visits [1]. Though the list of chronic conditions is long, the top five conditions are: heart disease, cancers, stroke, chronic obstructive pulmonary disease (COPD) and diabetes.

In 2010, 68% of the healthcare spending – more than trillion dollars – went towards the treatment of chronic diseases [5]. The successful management of chronic diseases has two components: (i) self-management by the patients, and (ii) management by physicians while adhering to strict guidelines. The failure of either component will lead to the failure of the whole enterprise for the management of chronic diseases.
In our research, we focus on the second component of CHF management, namely, a Physician Advisory System. This system assists physicians in adhering to the guidelines for managing CHF. The CHF management guidelines are published by the American College of Cardiology Foundation (ACCF) and the American Heart Association (AHA). The most recent version is the 2013 ACCF/AHA Guideline for the Management of Heart Failure [18]. These guidelines were created by a committee of physicians based on thorough review of clinical evidence on heart failure management. They represent a consensus among the physicians on the appropriate treatment and management of heart failure [11]. Though evidence-based guidelines should be the basis for all disease management [6], physicians’ adherence to guidelines is very poor [4]. The major reasons for the failure of guideline implementation are lack of awareness, lack of familiarity, lack of motivation and external barriers. For 78% of clinical practice guidelines, more than 10% of the physicians are not aware of their existence. Even when the guidelines are readily accessible, the physicians are not familiar enough with the guidelines to apply them correctly. In all the physician surveys conducted, the lack of familiarity was more common than the lack of awareness [4].

One of the reasons for the lack of familiarity is that the guidelines can be quite complex, as in the case of CHF management. For example, more than 100 variables have been associated with mortality and re-hospitalization related to heart failure. In the 2013 ACCF/AHA Guideline for the Management of Heart Failure, the variables range from simple information like age and sex to sophisticated data like the patterns in electrocardiogram and history of CHF-related symptoms and diseases. To overcome the difficulties that physicians face in implementing the guidelines, we have developed a Physician Advisory System that automates the 2013 ACCF/AHA Guideline for the Management of Heart Failure. Our physician advisory system is able to give recommendations like a real human physician who is following the guidelines strictly, even under the condition of incomplete information about the patient. Our physician-advisory system for CHF management relies on answer set programming [9, 3] for coding the guidelines. The guideline rules are fairly complex and require the use of negation as failure, non-monotonic reasoning and reasoning with incomplete information. A fairly common situation in medicine is that a drug can only be recommended if its use is not contraindicated (i.e., the use of the drug will not have an adverse impact on that patient). Contraindication is naturally modeled via negation as failure. The ability of answer set programming to model defaults, exceptions, weak exceptions, preferences, etc., makes it ideally suited for coding these guidelines.

2 Background and overview of the existing literature

A large number of software systems have been designed to address CHF. However, none of them are designed to automatically advise physicians based on the ACCF/AHA guidelines. Chronic disease management systems designed thus far fall into seven categories [12]: accessibility, care management, point-of-care functions, decision support, patient self-management, population management, and reporting. The automation of these functionalities is certainly helpful in assisting health care providers with managing patients with chronic conditions, however, none of them cover what we have realized: a physician advisory system that automates the application of clinical practice guidelines.

The 2013 ACCF/AHA Guideline for the Management of Heart Failure is intended to assist healthcare providers in clinical decision making by describing a range of generally acceptable approaches for the management of chronic heart failure. The guideline is based on four progressive stages of heart failure. Stage A includes patients at risk of heart failure who
are asymptomatic and do not have structural heart disease. Stage B describes asymptomatic patients with structural heart diseases; it includes New York Heart Association (NYHA) class I, in which ordinary physical activity does not cause symptoms of heart failure. Stage C describes patients with structural heart disease who have prior or current symptoms of heart failure; it includes NYHA class I, II (slight limitation of physical activity), III (marked limitation of physical activity) and IV (unable to carry on any physical activity without symptoms of heart failure, or symptoms of heart failure at rest). Stage D describes patients with refractory heart failure who require specialized interventions; it includes NYHA class IV. Interventions at each stage are aimed at reducing risk factors (stage A), treating structural heart disease (stage B) and reducing morbidity and mortality (stages C and D) [18].

Traditional techniques such as logic programming (Prolog) and production systems (OPS5), or traditional expert system styled approaches will result in a far more complex system due to the inability of these systems to model negation as failure effectively [2]. Thus, coding our system in these formalisms would be a much more difficult and complex task. In contrast, the CHF guidelines can be coded in ASP very naturally (it took about 2 months to develop the first version of the system).

3 Goal of research

We selected Chronic Heart Failure (CHF) as our first chronic disease to build tools to manage. Chronic Heart Failure is the inability of the heart to pump properly; consequently, not enough oxygen-rich blood can be supplied to all parts of the body. This causes congestion of blood in the lungs, abdomen, legs, etc., causing uneasiness while carrying out any kind of physical activity. Our physician advisory system for CHF management codes all the knowledge in the 2013 ACCF/AHA Guideline for the Management of Heart Failure [18] as an answer set program. Our system is able to recommend treatments just like a human physician who is strictly following these guidelines. Additionally, our system is able to recommend treatments even when a patient’s information is incomplete. The input to our system is the patient’s information which includes demographics, history, daily symptoms, known risk factors, measurements as well as ACCF/AHA stage and NYHA class [18]. A physician uses our system by posing a query to it. Our system then processes the query by essentially simulating the thinking process of a CHF specialist (represented by the ACCF/AHA guideline).

To implement the CHF guidelines in ASP, we first extensively studied the guidelines to extract reasoning templates. These templates can be thought of as general knowledge patterns. These patterns were next deployed to code the CHF guideline rules. Our research makes two major contributions:

1. We develop a system that completely automates the entire set of guidelines for CHF management developed by the American College of Cardiology Foundation and American Heart Association. The system takes its input from (i) a patient’s electronic health record that includes demographic information, test results, etc., and (ii) a telemedicine system that provides data about vital signs (heart rate, blood pressure, weight, etc.). It then uses this information to recommend a treatment. The s(ASP) system also supports abduction, thus our system can also be used for abductive reasoning: a physician can, for example, figure out the symptoms that a particular patient must have in order for a given treatment to work.

2. We develop a set of general knowledge patterns that were used to realize our automated physician-advisory system and that can be helpful in translating rules expressed in a natural language into ASP for any application domain.
4 Current status of the research

4.1 Physician advisory system description

The physician-advisory system for CHF management has two major components, the rule database and the fact table. The rule database covers all the knowledge in 2013 ACCF/AHA Guideline for the Management of Heart Failure [18]. The fact table contains the relevant information of the patient with heart failure. The fact table is derived from a patient’s electronic health record and from a telemedicine system used to measure vital signs. The patient information consists mainly of: 5 pieces of demographics information, 8 measurements and 25 types of HF-related diseases and symptoms. Treatment recommendations returned by the system may include: 11 pharmaceutical treatments, 9 management objectives, and 4 device/surgery therapies.

Our system is designed for running on top of the s(ASP) system, a goal-directed, predicate ASP system that can be thought of as Prolog extended with negation based on the stable model semantics [14]. Because of the goal-directed nature of the system, only the particular treatments applicable to the patient are reported by the system. With minor changes, our system will also work with traditional SAT-based implementations such as CLASP [7, 8]. However, these systems will compute the entire model, so if there are multiple treatments for a given condition, they will all be included in the answer set (these differences between goal-directed and SAT-based solvers are explained in [13]).

4.2 Knowledge patterns in the guidelines for the management of heart failure

The ACCF/AHA guidelines are written in English and are quite complex. Our task was to code these guidelines in ASP. To simplify our task, we developed reasoning templates that we call knowledge patterns. These knowledge patterns are quite general and serve as solid building blocks for systematically translating the specifications written in English to ASP. While developing these knowledge patterns and coding them in ASP, certain facts had to be noted: (i) Multiple rules can lead to the recommendation of a treatment; (ii) Multiple rules can lead to contraindication of a treatment; (iii) A treatment cannot be recommended if at least one contraindication for that treatment is present; and, (iv) A given treatment recommendation can impact the recommendation and/or contraindication of other treatments.

Next, we present the most salient knowledge patterns that we have developed. Many of these patterns are straightforward, however, some of them, such as the concomitant choice rule, are intricate. We present these patterns at a high level and ignore non-essential details.

1. Aggressive Reasoning: The aggressive reasoning pattern can be stated as “take an action (e.g., recommend treatment) if there is a reason; no evidence of danger means there is no danger in taking that action”. The aggressive reasoning pattern is coded as follows:

\[
\text{recommendation(Choice) :- preconditions(Choice), not contraindication(Choice).}
\]

\[
\text{contraindication(Choice) :- dangers(Choice).}
\]

The code above makes use of negation as failure. If the contraindication of a choice cannot be proved, and the conditions for making the choice hold, then that choice is recommended. An example of this knowledge pattern can be found in [18]: “Digoxin can be beneficial in patients with HFrEF, unless contraindicated, to decrease hospitalizations for HF.”
2. Conservative Reasoning: This reasoning pattern is stated as “A reason for a recommendation is not enough; evidence that the recommendation is not harmful must be available”.

The conservative reasoning pattern is coded as follows:

\[
\text{recommendation}(\text{Choice}) :- \text{preconditions}(\text{Choice}), \\
\text{not contraindication}(\text{Choice}). \\
\text{contraindication}(\text{Choice}) :- \text{not } -\text{dangers}(\text{Choice}).
\]

This coding pattern requires evidence of the absence of danger. Without such evidence, the choice would be considered contraindicated. Note that the “-” operator indicates classical negation. An example of this knowledge pattern can be found in [18]: “In patients with structural cardiac abnormalities, including LV hypertrophy, in the absence of a history of MI or ACS, blood pressure should be controlled in accordance with clinical practice guidelines for hypertension to prevent symptomatic HF.”

3. Anti-recommendation: The anti-recommendation pattern is stated as “a choice can be prohibited if evidence of danger can be found”.

The coding pattern for the anti-recommendation is coded as follows:

\[
\text{contraindication}(\text{choice}) :- \text{dangers}(\text{Choice}).
\]

The code above specifies the conditions under which a choice will be ruled out (i.e., contraindicated). Note that for a choice to be made, both aggressive reasoning and conservative reasoning require that the contraindication of the choice be false. An example of this knowledge pattern can be found in [18]: “Anticoagulation is not recommended in patients with chronic HFREF without AF, a prior thromboembolic event, or a cardioembolic source.”

4. Preference: The preference pattern is stated as “use the second-line choice when the first-line choice is not available”. The preference pattern is coded as follows:

\[
\text{recommendation}(\text{First_choice}) :- \text{conditions_for_both_choices}, \\
\text{not contraindication}(\text{First_choice}). \\
\text{recommendation}(\text{Second_choice}) :- \text{conditions_for_both_choices}, \\
\text{contraindication}(\text{First_choice}), \\
\text{not contraindication}(\text{Second_choice}).
\]

This code chooses the treatment recommendation in the second choice only when the conditions are satisfied, the first choice is contraindicated, and there is no evidence preventing the use of second choice. An example of this knowledge pattern can be found in [18]: “ARBs are recommended in patients with HFREF with current or prior symptoms who are ACE inhibitor intolerant, unless contraindicated, to reduce morbidity and mortality.”

5. Concomitant Choice: The concomitant choice pattern is stated as “if a choice is made, some other choices are automatically in effect unless they are prohibited.” The concomitant pattern is coded as shown below:

\[
\text{recommendation}(\text{Trigger_choice}) :- \text{preconditions}(\text{Trigger_choice}), \\
\text{not contraindication}(\text{Trigger_choice}), \\
\text{not skip_concomitant_choice}(\text{Trigger_choice}). \\
\text{skip_concomitant_choice}(\text{Trigger_choice}) :- \\
\text{not recommendation}(\text{Concomitant_choice}),
\]
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The above code makes sure that a concomitant choice appears in all stable models containing the trigger choice, provided the concomitant choice is not prohibited. The trigger choice is always recommended along with the concomitant choice unless the concomitant choice is contraindicated. An example of this knowledge pattern can be found in [18]: “Diuretics should generally be combined with an ACE inhibitor, beta blocker, and aldosterone antagonist. Few patients with HF will be able to maintain target weight without the use of diuretics.”

6. Indispensable Choice: The indispensable choice pattern is stated as “if a choice is made, some other choices must also be made; if those choices can’t be made, then the first choice is revoked”. Note that choosing “Trigger_choice” forces “Indispensable_choice”. The indispensable choice pattern is coded as shown below:

```
recommendation(Trigger_choice) :- preconditions(Trigger_choice),
not contraindication(Trigger_choice),
not absent_indispensable_choice(Trigger_choice).
absent_indispensable_choice(Trigger_choice) :-
not recommendation(Indispensable_choice).
recommendation(Indispensable_choice) :- recommendation(Trigger_choice),
not contraindication(Indispensable_choice).
```

The above code makes sure that the trigger choice will always appear with the indispensable choice. If for some reason the indispensable choice cannot be made, then the trigger choice cannot be made either. An example of this knowledge pattern can be found in [18]: “In patients with a current or recent history of fluid retention, beta blockers should not be prescribed without diuretics”.

7. Incompatible Choice: The incompatibility pattern is stated as “some choices cannot be in effect at the same time”. The incompatible choice pattern is coded as shown below:

```
taboo_choice(Choice_1) :- recommendation(Choice_1) :-
recommendation(Choice_2),
..., conditions_for_choice_1,
recommendation(Choice_n),
not contraindication(Choice_1),
not taboo_choice(Choice_1).
taboo_choice(Choice_2) :- recommendation(Choice_2) :-
recommendation(Choice_1),
recommendation(Choice_3),
..., conditions_for_choice_2,
recommendation(Choice_n),
not contraindication(Choice_2),
not taboo_choice(Choice_2).
```

... 

```
taboo_choice(Choice_n) :- recommendation(Choice_n) :-
recommendation(Choice_1),
recommendation(Choice_2),
..., conditions_for_choice_n,
recommendation(Choice_n-1),
not contraindication(Choice_n),
not taboo_choice(Choice_n).
```
{accf_stage(c), hf_with_reduced_ef, history(standard_neurohormonal_antagonist_therapy),
 nyha_class(3), nyha_class_3_to_4, race(african_american), recommendation(hydralazine_and_isosorbide_dinitrate,class_1),
 not contraindication(hydralazine_and_isosorbide_dinitrate)}

Figure 1 Result of abductive reasoning in physician-advisory system for CHF management.

The above code makes sure that incompatible choices will not be made together. Note
that we did not use a simple constraint to implement this pattern. A constraint would kill
all stable models if each of the choices in question can be made. Our implementation, on
the other hand, will produce partial answer sets supporting the query, thanks to the goal-driven
mechanism of s(ASP) [14]. An example of this knowledge pattern can be found in [18]:
“Routine combined use of an ACE inhibitor, ARB, and aldosterone antagonist is potentially
harmful for patients with HFrEF.”

4.3 Abductive reasoning in the management of heart failure

Our system can also perform abductive reasoning thanks to the s(ASP) system’s support for
abduction [14]. Abductive reasoning is a form of logical inference where one attempts to
augment a theory with sufficient information to explain an observation (the augmentations
come from a set of predicates that are declared as abducibles). To illustrate, consider the
following two rules in the ACCF/AHA guideline [18]:

- Combination of hydralazine & isosorbide dinitrate is recommended to reduce morbidity
  & mortality for patients self-described as African Americans with NYHA class III-IV
  HFrEF receiving optimal therapy with ACE inhibitors & and beta blockers, unless
  contraindicated.

- Combination of hydralazine & isosorbide dinitrate should not be used for the treatment of
  HFrEF in patients who have no prior use of standard neurohormonal antagonist therapy.

Suppose we have an African American patient who is suffering from NYHA class III
HFrEF, but that is all we know about the patient. Since a hydralazine and isosorbide
dinitrate combination is highly effective in reducing the mortality of African Americans with
HFrEF, the physician might pose the following query:

?-recommendation((hydralazine_and_isosorbide_dinitrate), class_1)

to the s(ASP) system. The system would return the results shown in Figure 1.

Note that the system abduced two things: (i) a “history of standard neurohormonal
antagonist therapy”, and (ii) the absence of “contraindication of hydralazine and isosorbide
dinitrate”. This means in order for us to recommend hydralazine and isosorbide dinitrate
to the patient, they must have received standard neurohormonal antagonist therapy before.
Otherwise, hydralazine and isosorbide dinitrate would be contraindicated.

5 Preliminary results accomplished

Our system has been tested in-house and has shown accurate results that are compatible
with what a physician following the guidelines would conclude. A clinical trial is planned.

The input to the system is a patient’s information, including demographics, history,
daily symptoms, risks and measurements, as well as ACCF/AHA stage and NYHA class.
When queried for a treatment recommendation, our system is able to give recommendations
according to the guideline just as a physician would.
To illustrate how our system works, consider a female heart failure patient who is in ACCF/AHA stage C, belongs to NYHA class 3 and has been diagnosed as myocardial ischemia, atrial fibrillation, coronary artery disease. She also suffers from sleep apnea, fluid retention and hypertension. Her left ventricular ejection fraction (LVEF) is 35%. There is evidence that she has ischemic etiology of heart failure. Her electrocardiogram (ECG) has sinus rhythm and a left bundle branch block (LBBB) pattern with a QRS duration of 180ms. The blood test says her creatinine is 1.8 mg/dL and potassium is 4.9 mEg/L. She has a history of stroke. It has been 40 days since the acute myocardial infarction happened to her. Her doctor assessed that her expectation of survival is about 3 years.

The patient’s information derived from her electronic health record is coded as the facts shown in Figure 2. There are multiple treatments for this patient. Figure 3 shows some of the treatment recommendations our system infers once we give the query “recommendation(Treatment, Class)”. Each treatment recommendation (represented as a partial answer set) contains all of the predicates that must hold in order for the query to be successful. For instance, consider the recommendation of ace inhibitors as a treatment option (answer #2). Ace inhibitors are recommended because the patient is in ACCF/AHA Stage C, per the doctor’s assessment, and has heart failure with reduced ejection fraction condition. Proof of contraindication for ace inhibitors is absent as the patient does not have a history of angioedema (not history(angioedema)) and is not pregnant (not pregnancy). The system also gives us the concomitant treatments for ace inhibitors, namely, beta blockers and diuretics. It is worth mentioning that we used the aggressive reasoning pattern (see Section 4.2) when coding the rules of ace inhibitors.

Had we adopted the conservative reasoning pattern, ace inhibitors would not have been recommended unless we explicitly asserted -history(angioedema) and -pregnancy in the patient’s information (a definitive proof of the latter can be derived from patient’s age (78)).

Given that there may be multiple treatment options for a particular patient, the choice of a particular treatment will depend on the physician’s preference. Rules that capture a physician’s or a nurse’s preference can also be coded as answer set programs in our system.

While our testing indicates that the system works well and the results produced are consistent with what a physician may recommend, if they were to exactly follow the guidelines,
{ accf_stage(c), recommendation(sodium_restriction,class_2a), not contraindication(sodium_restriction) } Treatment = sodium_restriction, Class = class_2a

{ accf_stage(c), hf_with_reduced_ef, recommendation(ace_inhibitors,class_1), recommendation(beta_blockers,class_1), recommendation(diuretics,class_1), not contraindication(ace_inhibitors), not contraindication(beta_blockers), not contraindication(diuretics), not history(angioedema), not history(angioedema,recent), not history(angioedema,remote), not pregnancy } Treatment = ace_inhibitors, Class = class_1

![Figure 3](image)

Output of the physician-advisory system for CHF management.

a clinical trial is needed to truly validate our system, and is indeed planned. As mentioned earlier, our system can be used for abductive reasoning as well. Running the system in the abductive mode can allow a physician to try out what-if scenarios and to make sure that all the pre-conditions required for treatment are met.

6 Open issues and expected achievements

In this paper we report on our work on developing a ASP-based physician advisory system for managing CHF using a telemedicine platform. The system automates the rules laid out in the 2013 ACCF/AHA Guide for the Management of Heart Failure. It is able to take a patient’s data as input and produce treatment recommendations that strictly adhere to the guidelines. It can also be used by a physician to abduce symptoms and other conditions that must be met by a given treatment recommendation.

Our approach to developing the system was based on identifying knowledge patterns and using them as building blocks for constructing the ASP code. There are many ways to further extend our work that we plan to pursue in the future:

- Extending the system for comorbidities: We would like our system to handle comorbidities of heart failure [12]. A typical CHF patients suffers from other chronic ailments as well, i.e., CHF generally never occurs by itself.

- Performing clinical trials: our system has been tested in-house, however, we plan to compare the recommendations given by our system to the prescriptions by human cardiologists in a formal clinical trial to validate the effectiveness of our system.

- Integrating with EMRs and a Telemedicine Platform: Future work would include integrating our system with our telemedicine platform so that the input comes directly from the electronic medical record while vital signs are directly obtained from the patient through our telemedicine hardware and software [16, 15]. A user-friendly GUI will also be designed to make the system more usable.

- Adding justification to recommendations given by our system: Although the rationale behind a recommendation is shown in the partial answer set, it is hard to decipher it. We plan to augment s(ASP) [14] so that reasonably detailed justifications for a query are printed in a human-readable form.

- Formal Analysis: Conducting research to formally establish the correctness of our system.
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Abstract

The design of embedded systems is becoming continuously more complex such that the application of efficient high level design methods are crucial for competitive results regarding design time and performance. Recently, advances in Boolean constraint solvers for Answer Set Programming (ASP) allow for easy integration of background theories and more control over the solving process. The goal of this research is to leverage those advances for system level design space exploration while using specialized techniques from electronic design automation that drive new application-originated ideas for multi-objective combinatorial optimization.
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1 Introduction and problem description

Embedded computing systems are application-specific computers. They typically have to satisfy among others real-time, power, and area constraints while being at the same time reliable and cost efficient. These often conflicting design goals can only be met because each embedded computing system is designed for a specific and thus restricted set of applications. Examples of embedded computing systems can be found in smart phones, automation systems, automotive electronics, medical devices, industrial automation systems, train control systems, etc. However, increasing application complexity paired with increasingly complex computing platforms hamper good design decisions and, thus, the optimization of the final product. As a consequence, new tools and methodologies are required, which permit to automatically and effectively explore design options at system level. The goal of this research is to leverage advances in Boolean constraint technology for system level design space exploration. In turn, specialized techniques from electronic design automation drive new application-originated ideas into multi-objective combinatorial optimization.

2 Background and overview of the existing literature

2.1 Design Space Exploration (DSE) can be performed at various abstraction levels. The goal is always to identify an optimal implementation for the given set of applications. Depending on the level of abstraction, the considered applications can be as complex as a video decoder or as simple as a single logic
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operation. All possible implementations, also called design points, of the given applications define the design space, denoted by \( X \). The problem of DSE is twofold [17]: (1) How to evaluate the quality of a single design point and (2) how to cover the design space during exploration? Again, depending on the abstraction level, the implementation can be as complex as a heterogeneous many-core system or as simple as a single logic gate. Our research targets the electronic system level and assumes a top-down design methodology [14]. At this level, applications are typically of the complexity of video decoders and computing platforms are many-core systems.

Starting from a given set of applications, a computing platform has to be allocated and the applications have to be bound and scheduled onto the allocated hardware resources [42]. Each application is typically assumed to consist of communicating tasks. During allocation, processing and interconnection resources including memories are selected and configured. In general, the result is a heterogeneous many-core computing platform, consisting of software-programmable processors and hardware accelerators interconnected by a network equipped with a memory hierarchy. During binding, tasks are assigned to processors and hardware accelerators as well as variables are assigned to memory locations. Moreover, transactions are routed on the interconnection resources. This step is crucial as infeasible implementations can be generated by binding two communicating tasks to virtually unconnected resources. The set of feasible implementations is denoted by \( X_f \subseteq X \). Finally, scheduling resolves resource conflicts by precomputing either dedicated computing and communication times or priorities. According to the design decisions during allocation, binding, and scheduling, the set of applications can be refined. With respect to the resulting system decomposition, the design process can be continued at a lower level of abstraction [42]. The motivation for making as many decisions as possible during design time stems from the fact that embedded computing systems often have to guarantee many properties like safety, reliability, performance, etc. and, hence, demand for a high degree of predictability.

Depending on the made design decisions, the resulting system level implementations show different qualities. Typically, more than a single property is assessed to measure the quality of an implementation. Important properties are power and area consumption, throughput and response time, or mean time to failure. As an example, a video decoder implemented in a handheld system has to meet timing constraints in order to provide some quality of service, while simultaneously being power efficient. During DSE, appropriate evaluation methods have to be applied in order to estimate the quality (see below). Given a feasible implementation \( x \in X_f \), its quality can be represented by a vector, which is commonly referred to as quality vector \( f(x) \), where \( f(x) = (f_1(x), \ldots, f_k(x)) \) is a \( k \)-dimensional function consisting of \( k \) objective functions. Note that the notion of quality vectors, even if possible to compute, does not have any meaning for infeasible implementations.

Often several conflicting design goals are considered simultaneously. As a consequence, a set of Pareto-optimal solutions has to be found [36]. A solution is said to be Pareto-optimal, if it is not dominated by any other solution. For minimization problems and any two feasible implementations \( x_1, x_2 \in X_f \), we say (cf. [45]):

\[
\begin{align*}
    x_1 &\succ x_2 \quad (x_1 \text{ dominates } x_2) \quad \text{iff} \quad \forall i : f_i(x_1) \leq f_i(x_2) \land \exists i : f_i(x_1) < f_i(x_2) \\
    x_1 &\sim x_2 \quad (x_1 \text{ is indifferent to } x_2) \quad \text{iff} \quad \forall i : f_i(x_1) = f_i(x_2) \\
    x_1 &\parallel x_2 \quad (x_1 \text{ is incomparable to } x_2) \quad \text{iff} \quad \exists i,j : f_i(x_1) > f_i(x_2) \land f_j(x_1) < f_j(x_2).
\end{align*}
\]

This is illustrated in Figure 1(a): For design point \( x \), the regions containing other design points by which \( x \) is dominated, which are dominated by \( x \), and which are incomparable to \( x \) are shown. Typically, additional quality constraints \( g_i(x) \leq b_i \) are imposed on each
implementation. In Figure 1(b) maximum values for both objectives \( f_1 \) and \( f_2 \) are given. Feasible implementations in \( X_f \) obeying all \( m \) constraints \( g_1(x) \leq b_1, \ldots, g_m(x) \leq b_m \) are said to be \textit{valid}, i.e., \( X_v \subseteq X_f \). Among all valid implementations in \( X_v \), the non-dominated ones are called \textit{Pareto-optimal}. The set of Pareto-optimal implementations is denoted by \( X_p \subseteq X_v \). The Pareto-optimal front \( Y_p \) is given by their corresponding quality vectors, i.e., \( Y_p = \{ f(x) \mid x \in X_p \} \). Without loss of generality, only minimization problems are considered in the proposal at hand.

2.2 Covering the Design Space

Nearly all approaches to DSE at the electronic system level follow the commonly known \textit{Y-chart approach} \cite{24} to represent the design space. Prominent examples are DOL \cite{43}, Daedalus \cite{35}, openDF \cite{7}, Octopus \cite{5} and our approach SystemCoDesigner \cite{23}. The Y-chart methodology starts by defining the \textit{set of applications} and a \textit{target architecture template}. Next, all possible \textit{mappings} of tasks to resources in the target architecture template are defined. Such a \textit{specification} is often represented by a graph structure \cite{9}. Graph elements are annotated with implementation characteristics like task (worst case) execution times, required area, power, etc. These values are used by the objective functions and constraints to determine implementation properties. The values have to be provided in a preceding characterization phase \cite{19, 25}. With this information, the exploration can be performed automatically by selecting resources from the target architecture template and by selecting the actual binding of tasks \cite{9}. As state-of-the-art computing platforms are often heterogeneous many-core architectures including a Network-on-Chip (NoC) communication infrastructure, transaction routing is an additional complex synthesis task. A simple example is shown in Figure 2. The specification is shown in Figure 2(a). It consists of a task graph with three tasks (yellow circles) and a \( 3 \times 3 \) meshed NoC architecture template. The mapping options are shown as green dashed edges \( m_1 \) to \( m_9 \). Figure 2(b) shows one feasible implementation. All resources and their interconnects are allocated. Task \( t_1 \) is bound onto resource \( r_{1.1} \), \( t_2 \) onto \( r_{2.3} \), and \( t_3 \) onto \( r_{3.1} \). The transaction routing is shown by blue arrows.

The main benefit of the Y-chart approach is the opportunity to formulate the synthesis step as a selection problem \cite{20}. As a consequence, DSE can be formally specified as a multi-objective combinatorial optimization problem \cite{32}, or for short Multi-objective Optimization Problem (MOP). With this abstraction, different optimization strategies such as \textit{enumerative} optimization (e.g., exhaustive search), \textit{deterministic} optimization, (e.g., hill climbing or branch and bound), or \textit{stochastic} optimization, (e.g., simulated annealing, tabu search, or evolutionary algorithms) can be used to perform the search and, thus, to cover the design space.
Due to the sheer size of typical design spaces, enumerative approaches are prohibitive. On the other hand, deterministic approaches often fail in the presence of non-linear objective functions and constraints. Among the stochastic approaches, population-based optimization strategies often perform best in the presence of MOPs [11]. The reason lies in the simultaneous approximation of the entire Pareto front by the individuals in the population, which preserves diversity among solutions while simultaneously converging to the true Pareto front by constantly improving good solutions. Examples of population-based optimization strategies are particle swarm optimization, ant colony optimization, and evolutionary algorithms. In particular, Multi-Objective Evolutionary Algorithms (MOEAs) [11] have been successful in the DSE domain [40]. Especially elitist MOEAs, which store the best found solutions in an external archive, show good properties in converging to the Pareto front [27].

Beside these advantages, MOEAs suffer from similar problems as many other stochastic optimization strategies: in the presence of design spaces only containing few feasible solutions, MOEAs spend most of their computing time in finding feasible solutions instead of optimizing feasible ones [40]. As a consequence, exploration time is not used efficiently. Due to the combinatorial nature of the optimization problem, this drawback can be alleviated by incorporating symbolic methods into MOEAs. In that case, symbolic methods are applied to perform the actual synthesis step, i.e., allocation, binding, and scheduling, which guarantees that feasible implementations are found if they exist. As a consequence, the MOEA now can focus on the optimization of feasible implementations. The idea of using symbolic methods in system synthesis is not new. In [34], a symbolic hardware/software partitioning based on Integer Linear Programming (ILP) is proposed. A symbolic system synthesis approach based on Binary Decision Diagrams (BDD) is presented in [33]. [20] presents an encoding as Boolean satisfiability problem (SAT), which enables system synthesis by programs known as SAT solvers. For this purpose, all design decisions (allocation, binding, routing, scheduling) are represented by Boolean variables $z_i$. Linear (feasibility) constraints $h_1(z_1, \ldots, z_l) \leq c_1, \ldots, h_n(z_1, \ldots, z_l) \leq c_n$ ensure that satisfying assignments represent design decisions leading to feasible implementations $x = \psi(z_1, \ldots, z_l) \in X_f$, where $\psi$ is the decoding function that transforms a satisfying variable assignment into the corresponding feasible implementation. Nevertheless, all these approaches do not perform a Multi-Objective Optimization (MOO) as required by an unbiased DSE. An effective way to split the work among a SAT solver and the MOEA was presented in [31]: The MOEA triggers the SAT solver to generate a new satisfying assignment to the variables $z_i$ (which represents a feasible implementation $x$) if possible. Afterwards, the MOEA computes the quality vectors and
checks the quality constraints \( g_i(x) \leq b_i \). In all, the DSE can be modeled as an MOP:

\[
\begin{align*}
\min \quad & (f_1(\psi(z_1, \ldots, z_l)), \ldots, f_k(\psi(z_1, \ldots, z_l))) \\
\text{subject to} \quad & g_1(\psi(z_1, \ldots, z_l)) \leq b_1, \ldots, g_m(\psi(z_1, \ldots, z_l)) \leq b_m \\
& h_1(z_1, \ldots, z_l) \leq c_1, \ldots, h_n(z_1, \ldots, z_l) \leq c_n
\end{align*}
\]

Checked by the MOEA

In the following, we will use the terms \textit{quality constraints} and \textit{feasibility constraints} in order to distinguish both kinds of constraints \( g_i(\psi(z_1, \ldots, z_l)) \leq b_i \) and \( h_i(z_1, \ldots, z_l) \leq c_i \), respectively.

### 2.3 Decision Procedures

As system design problems are becoming more and more stringent, the identification of feasible implementations in \( X_f \) is gaining importance in DSE. The formulation of the underlying system synthesis task as a Boolean satisfiability problem increases the interest in techniques for finding satisfying variable assignments. SAT solvers have been successfully applied to system verification in the past. Their success is largely boosted by the significant progress in Boolean constraint technology, often performing successfully even on huge instances with millions of variables and clauses. Though rooted in the classical DPLL algorithm, modern SAT solvers are mostly based on \textit{Conflict-Driven Constraint Learning} (CDCL); see [8]. While both rely on unit propagation, CDCL basically extends DPLL by backjumping and constraint learning. Further essential supporting roles are played by dynamic conflict driven heuristics, lazy data structures, and restart policies (cf. [8]). Meanwhile, this advanced Boolean constraint technology is also used in many neighboring areas, like Maximum SAT (MAXSAT; [28]), Pseudo Boolean solving (PB; [38]), as well as Answer Set Programming (ASP; [4]).

A major weakness of the SAT-based approaches is, however, that reachability cannot be natively expressed. As a consequence, multi-hop communication has to be encoded as a sequence of communication steps, leading to unnecessarily huge (Pseudo-)Boolean formulas \( h_i(z_1, \ldots, z_l) \leq c_i \) and, thus, long solving times. This is especially true for computing platforms with many different routing options, as we have shown for meshed-based NoCs [2, 3]. An approach similar to that of SAT yet directly supporting reachability is \textit{Answer Set Programming}. ASP is an alternative approach to Boolean constraint solving tailored to knowledge representation and reasoning. As such, it combines a rich yet simple modeling language with advanced Boolean constraint technology. ASP’s first-order language does not only offer scalability in terms of modeling and maintenance but moreover provides advanced language constructs like cardinality and weight constraints as well as optimization constructs. As a consequence, ASP’s solving capacities do not only match the high performance of modern SAT solvers, but go well beyond clause-oriented satisfiability testing in integrating pseudo-Boolean constraints as well as optimization. The aforementioned representational edge of ASP over SAT is due a more stringent semantics that allows for more succinct Boolean problem representations [29]. Moreover, full-fledged ASP allows for solving all search problems in \( NP^{NP} \) in a uniform way. Given this expressiveness, it cannot only be used for computing feasible implementations in \( X_f \) but principally to even identify Pareto-optimal ones.

Finally, ASP solvers feature a whole spectrum of combinable reasoning modes surpassing satisfiability testing, among them, different forms of enumeration of solutions, intersection or union, as well as multi-criteria and -objective optimization. Notably, ASP supports polynomial space enumeration algorithms [12], which allows us to enumerate Pareto frontiers without risking an exponential blow-up in memory.
2.4 Evaluating Design Points

Independent of the selected optimization strategy, different design points can be constructed from the specification. Each of these solutions can be evaluated regarding feasibility and different objective functions. Important objective functions are power and area consumption, throughput and response time, or mean time to failure. In particular, assessing performance in terms of throughput and response time is often critical, as it is a foundation for determining other system properties like power efficiency and reliability. In our research, we are not going to develop new performance estimation methods. Instead, we rely on existing ones and focus on a different problem: After evaluating a single design point $x$, it is known whether it obeys the quality constraints $g_i(x) \leq b_i$. If so, the implementation is called valid, otherwise invalid. All the above presented DSE approaches suffer from poor solving times if only a small fraction of feasible solutions is valid, i.e., $|X_v| << |X_f|$. The reason lies in an insufficiently strong feedback to the stochastic optimization method. Often a weak feedback exists by punishing invalid solutions by assigning uncompetitive objective values to them. However, as a consequence, invalid solutions might still be revisited again and again. A better strategy is to incorporate knowledge about the validity into the search process. Ideally, the decision procedure is used for this purpose. For constraints, which could be represented as continuous programming models, the classical Benders’ decomposition [6] can be used. Benders’ decomposition is a common method for solving mixed logical linear problems, where Boolean indicator variables are used to link different constrained problems. Thus, huge propositional logic formulas can be avoided. However, embedded systems design usually relies on combinatorial optimization. In this case Logic-Based Benders Decomposition (LBBD) could be used instead [21]. Its application to system synthesis is shown first in [39].

As LBBD only allows to test complete and consistent assignments of indicator variables, inconsistencies in linked programming models are thus lazily detected. This is avoided by using Satisfiability Modulo Theories (SMT; [8]) solvers, which permit working on partial assignments of indicator variables. Hence, larger regions of inconsistent assignments can be pruned and the search process is accelerated. This, however, requires monotonic constraints [1]. Unfortunately, this is not the case in embedded systems design, e.g., adding tasks to a partial implementation might decrease the response time. SMT is widely accepted in the domain of hardware and software verification. In SMT solving, a formula is tested for satisfiability with respect to a given background theory, e.g., Linear Real Arithmetics [41], Equality and Uninterpreted Functions [10]. SMT solvers are today typically indirect solvers, i.e., they are traditionally combinations of SAT solvers with background theory solvers. The SAT solver controls the solving process and assigns values to regular Boolean as well as indicator variables in the background theory. The background solver afterwards tries to find a corresponding variable assignment in the background theory to match the assignment of indicator variables. If a conflict is detected in the background theory, the reason could be learned by the SAT solver via the indicator variables.

In [30], the usage of SMT solving in systems synthesis is shown. The authors use a latency computation as background theory and perform optimization by a branch and bound strategy incorporated into the SMT solver. The system model, however, is based on a simple application model and communication architecture. Moreover, the proposed optimization is only applicable to single-objective optimization problems. Another SMT-based approach

---

1 To be more precise, we consider Scenario-Aware Data Flow Graphs (SA-DFGs) [13] as application model of computation. For SA-SDFGs a performance analysis based on $(\max,+)$-algebra exists [15, 16].
to synthesis is proposed in [22]. The underlying platform is a time-triggered architecture. As background theory, the authors use linear arithmetics for adding worst-case execution times. Thus, they stick with linear (monotonic) quality constraints. It was shown in [37] how to use Modular Performance Analysis (MPA) [44] as background theory to test real-time constraints, and, hence, how to integrate non-monotonic quality constraint checking into a SAT-based symbolic synthesis approach. Another group shows in [26] how SMT-solving with MPA as background theory can be used to compute processor frequency settings to meet delay, buffer, and energy constraints.

2.5 Assessing Exploration Quality

When developing different optimization approaches, it becomes mandatory to define appropriate performance measures to compare these approaches. In MOO, there are two different goals which must be considered when assessing optimization strategies: (1) The convergence towards the true Pareto-optimal front and (2) the diversity of the found non-dominated solutions [11]. In [45], a framework for comparing different performance assessment methods for multi-objective optimizers is presented. As a key result, it has been shown that binary quality indicators have to be used in order to decide whether an approximation set computed by an optimization strategy is better than one computed by another optimization strategy.

One of the best known binary quality indicators is \( \epsilon \)-dominance [27]: A quality vector \( a \) is said to weakly \( \epsilon \)-dominate (in a minimization problem) a quality vector \( b \), denoted by \( a \succeq \epsilon b \), if and only if \( a \succeq \epsilon \cdot b \). By scaling quality vector \( b \) by a factor \( \epsilon \), quality vector \( a \) is superior to quality vector \( b \). Complementary to \( \epsilon \)-dominance, which is primarily used to measure convergence, we use entropy [18] to measure diversity and keep diversity high when selecting representative design points.

3 Goal of the research

The state-of-the-art section has presented in detail that today’s Design Space Exploration (DSE) approaches at the Electronic System Level (ESL) have the following drawbacks:

1. Often complex multi-hop communication is not supported. This neglects state-of-the-art computing platforms like many-core systems. Approaches that support multi-hop communication fail in the presence of computing platforms with many routing options, as can be typically found in Networks on Chip (NoCs).

2. Typically, no strong feedback from constraint checking to the optimization strategy exists. As a consequence, invalid solutions might be revisited again and again. This significantly lowers the exploration performance, which is particularly problematic when designs are becoming more stringent.

3. The specification of the target architecture template and all mapping options is a time consuming task. On the other hand, this specification allows to formulate the system synthesis problem as a selection problem and, thus, the automatic DSE.

From these shortcomings, we derive the following objectives from the perspective of electronic design automation:

O1: Accelerate DSE by integrating routing computation and dominance checking into the decision procedure.

O2: Extend the applicability of DSE at ESL by tightly incorporating non-monotonic quality constraint checking.

O3: Improve the usability of DSE at ESL by moving from selective methods to novel generative approaches.
From the viewpoint of Answer Set Programming (ASP), the general objective is to invent new solving strategies inspired from novel application-specific problems. More specifically, (i) the integration of application-specific knowledge and strategies into ASP solving should be improved and (ii) the applicability of ASP towards robust Multi-Objective Optimization (MOO) should be extended.

4 Current status and preliminary results of the research

Right now, the main focus is on exploring technologies and techniques to efficiently implement O1-O3. While no new publications have been made for Design Space Exploration specifically, the following contributions laid the groundwork for future applications:

**Theory Solving made easy with Clingo 5** by M. Gebser, R. Kaminski, B. Kaufmann, M. Ostrowski, T. Schaub, and P. Wanko to appear as Technical Communication in ICLP’16. The new theory framework in Clingo 5 allows for a tight coupling of decision procedures and efficient Boolean constraint solving. As an example, Difference Logic is implemented in the paper which is an efficient theory to implement temporal constraints which can be used to encode the scheduling needed in DSE.

**Computing Diverse Optimal Stable Models** by J. Romero, T. Schaub, and P. Wanko to appear as Technical Communication in ICLP’16. The paper introduces a system to pose queries over and enumerate diverse optimal solutions. This can be used for covering the Design Space and finding representative Pareto optimal solutions.

5 Open issues and expected achievements

We expect to achieve the following during our research:

1. ASP-Based Synthesis that includes Encodings for Many-Core Synthesis of Streaming Applications
2. Application-Specific Search and Enumeration Methods Based on ASP
3. Application-Specific Multi-Objective Optimization based on ASP
4. Application-Specific Theory Solving
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