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Preface

This volume contains the Technical Communications of the 33rd International Conference on Logic Programming (ICLP 2017), held in Melbourne, Australia, from the 28th of August to the 1st of September, 2017. Since the first conference held in Marseille in 1982, ICLP has been the premier international event for presenting research in logic programming. Contributions to ICLP are sought in all areas of logic programming, including:

- **Implementation** – Compilation, Virtual Machines, Parallelism, Constraint Handling Rules, Tabling.
- **Environments** – Program Analysis, Transformation, Validation, Verification, Debugging, Profiling, Testing.
- **Language Issues** – Concurrency, Objects, Coordination, Mobility, Higher Order, Types, Modes, Assertions, Programming Techniques.
- **Applications** – Databases, Big Data, Data Integration and Federation, Software Engineering, Natural Language Processing, Web and Semantic Web, Agents, Artificial Intelligence, Bioinformatics, and Education.

Three kinds of submissions were accepted:

- **Technical papers**, for technically sound, innovative ideas that can advance the state of logic programming.
- **Application papers**, that impact interesting application domains;
- **System and tool papers**, which emphasize novelty, practicality, usability, and availability of the systems and tools described.

This year, ICLP adopted the hybrid publication model used in all recent editions of the conference, with journal papers and Technical Communications (TCs), following a decision made in 2010 by the Association for Logic Programming. Papers of the highest quality were selected to be published as rapid publications in the journal of Theory and Practice of Logic Programming (TPLP), Cambridge University Press. The TCs comprise papers which the Program Committee judged of good quality but not yet of the standard required to be accepted and published in TPLP as well as dissertation project descriptions stemming from the Doctoral Program (DP) held with ICLP.

We received 55 full submissions for the main conference, the Program Committee recommended 13 to be accepted as TCs, of which 11 were materialized in this volume (2 were withdraw). The DP, with a separate Program Committee, received 4 submissions, all of which were accepted. All papers in this volume were presented in specific sessions of ICLP 2017. The best DP paper was given the opportunity to be presented in a slot of the main conference.

We are of course deeply indebted to both Program Committee members and external reviewers, as the conference would not have been possible without their dedicated, enthusiastic and outstanding work. The Program Committee members for ICLP and the DP were:
The external reviewers were:

Joaquin Arias  Georgios Karachalias  Javier Romero
Marc Bezem  Arash Karimi  Elmer Salazar
Bernhard Bliem  Michael Kifer  Vitor Santos Costa
Zhuo Chen  Ruben Lapauw  Lukas Schweizer
Jonnathan Cook  Thomas Linsbichler  Farhad Shakerin
Bernardo Cuteri  Fangfang Liu  Nada Sharaf
Fabio Aurelio D’Asaro  Yanhong A. Liu  Roni Stern
Ingmar Dasseville  Kyle Marple  Alwen Tiu
Besik Dundua  Michael Morak  Matthias van der Hallen
Andrea Formisano  Jose F. Morales  Alicia Villanueva
Michael Frank  Falco Nogatz  Yi Wang
Daniel Gall  Adrian Palacios  Philipp Wanko
Jianmin Ji  Le Thi Anh Thu Pham  Zhun Yang

We would also like to express our gratitude to the full ICLP 2017 organization committee, namely Maria Garcia de la Banda and Guido Tack, who acted as general chairs; Enrico Pontelli, who served as workshop chair; Tommaso Urli, who acted as publicity chair and designed the web pages; and, finally, Paul Fodor and Graeme Gange, who organized the programming contest.

Our gratitude must be extended to Torsten Schaub, who is serving in the role of President of the Association of Logic Programming (ALP), to all the members of the ALP Executive Committee and to Mirek Truszczyński, Editor-in-Chief of TPLP. Also, to the staff at Cambridge University Press, especially Richard Horley and Samira Ceccarelli, and to the
personnel at Schloss Dagstuhl-Leibniz Zentrum für Informatik, especially Marc Herbstritt, for their timely assistance. We would also like to thank the staff of the EasyChair conference management system for making the life of the Program Chairs easier. Thanks should go also to the authors of all submitted papers for their contribution to make ICLP alive and to the participants for making the event a meeting point for a fruitful exchange of ideas and feedback on recent developments.

Finally, we would like to thank our generous gold-tier sponsors – the Association for Logic Programming, the Association for Constraint Programming, the Monash University, the University of Melbourne, CSIRO Data61, COSYTEC and Satalia; our generous bronze-tier sponsors – Google; and our generous donors – the European Association for Artificial Intelligence, the International Journal of Artificial Intelligence, Springer, CompSustNet and Cosling.
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Abstract

Knowledge on the Web in a large part is stored in various semantic resources that formalize, represent and organize it differently. Combining information from several sources can improve results of tasks such as recognizing similarities among objects. In this paper, we propose a logic-based method for the problem of entity set expansion (ESE), i.e. extending a list of named entities given a set of seeds. This problem has relevant applications in the Information Extraction domain, specifically in automatic lexicon generation for dictionary-based annotating tools. Contrary to typical approaches in natural languages processing, based on co-occurrence statistics of words, we determine the common category of the seeds by analyzing the semantic relations of the objects the words represent. To do it, we integrate information from selected Web resources. We introduce a notion of an entity network that uniformly represents the combined knowledge and allow to reason over it. We show how to use the network to disambiguate word senses by relying on a concept of optimal common ancestor and how to discover similarities between two entities. Finally, we show how to expand a set of entities, by using answer set programming with external predicates.
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1 Introduction

The problem we study in this paper goes under the name of entity set expansion. Informally, given a set of words called seeds, the goal is to extend the original set with new words of the same “sort”. For example, starting from Rome and Budapest, one could expand these seeds with Amsterdam, Athens, Berlin, ..., Warsaw, and Zagreb, which are also capital cities of European Union member states. But is this the most appropriate way? In fact, an alternative expansion could be made by Amsterdam, Berlin, Dublin, ..., Paris, and Prague, which are...
also Europe’s capitals situated on rivers. Moreover, *Rome* is not only a ‘capital’, but also a ‘drama television series’, a ‘female deity’, and many other things, while *Budapest* is also a ‘film series’ and a ‘rock band’, apart from being a ‘capital’ too. Hence, which is the “best” common sort putting together the original words? Are they ‘capitals’ or ‘films’?

The problem of entity set expansion has been widely studied in the NLP community. Several approaches have been proposed, including *bootstrapping algorithms* [10, 13] that starting from a set of seed words, discover patterns in which they appear in a given corpus, then using those patterns find more examples and repeat the process until an end condition is met. The patterns are usually lexico-syntactic, but recently more advanced ways of characterizing the words in a category to be expanded have also been proposed, e.g. *word embeddings* [3, 6]. As far as the corpus is concerned, the great potential of the Web has been recognized and used to extend the set of seeds [4, 11, 9]. Nevertheless, there are several problems with existing approaches. First, the inherent limitation of statistical methods when analyzing the words, is that they do not take into consideration possible different senses of the same word, domain-specific exceptions etc., so methods that work well for generating general lexicons may fail for domains-specific dictionaries, when the meaning of words do not always agree with statistics [5]. Moreover, the intended categories is usually as simple as a ‘person’ or a ‘city’. We would like to go a step further and be able to discover more descriptive categories, by including the properties of the objects represented with the seeds.

To this end, we propose to use knowledge available on the Web, specifically, stored in selected *semantic resources* that represent semantics of objects, their categorization and relations with other objects. We want to use these resources to disambiguate word meanings and discover commonalities among objects represented with them. Once the common category is singled out, we want to utilize the Web-harvested knowledge, specifically stored in the hypernym database built automatically using Hearst-like patterns. This way, our approach combines structural knowledge from the semantic resources for analyzing and understanding objects, and Web-harvested knowledge to extend the set. We propose a model of an *entity network* that will allow to integrate information from several sources and reason over it. We also propose an implementation in answer set programming with external predicates to query semantic resources.

## 2 Semantic resources and entity networks

Currently, more and more machine-readable knowledge is available on the Web in a form of *semantic resources*, such as *WordNet* [7], *Wikidata* (http://wikidata.org), *BabelNet* [8] and *WebIsADatabase*[12]. These knowledge bases formalize and organize human knowledge about the world in different scope and manners, focus on various dimensions and areas.

To integrate knowledge from such resources, we propose a model that can uniformly represent information acquired from them. The basic notions we will use are *(semantic) entities* and an *(entity) network*. An entity is a pair $\epsilon = (id(\epsilon), names(\epsilon))$, where $id(\epsilon)$ is the identifier of $\epsilon$, and $names(\epsilon)$ is a set of (human readable) terms describing $\epsilon$. From a syntactic viewpoint, $id(\epsilon)$ is a set of strings of the form $src : code$ where $src$ identifies the semantic resource where $\epsilon$ is classified, and $code$ is the local identifier within source $src$, while $names(\epsilon)$ is a set of strings. For example, $\epsilon = (\{wn:08864547, wd:Q40, bn:00007266n\}, \{\text{Austria, Republic of Austria}\})$ is an entity representing the object in real world, the Republic of Austria, referred to in WordNet (abbreviation *wn* with identifier 08864547), Wikidata (abbreviated *wd* with item identifier Q40), and BabelNet (with synset identifier bn:00007266n).
From a semantic point of view, entities may refer to three different kinds of objects. Namely, they can either point to (i) individuals, called hereafter instances, such as in the previous example, where the entity denotes a particular country, or (ii) concepts that generalize a class of objects e.g., $\varepsilon = \{\{\text{wn:08562388, wd:Q6256, bm:00023235n}\}, \{\text{country}\}\}$ or to (iii) (semantic) relations that hold between two objects e.g., $\varepsilon = \{\{\text{wd:P31}\}, \{\text{instance of, is a, ...}\}\}$ or $\varepsilon = \{\{\text{wd:P131}\}, \{\text{is located in, ...}\}\}$ etc. For convenience, we group the entities representing instances and classes into one group, so-called (knowledge) units.

An (entity) network is a four-tuple $\mathcal{N} = \langle \text{Uni, Rel, Con, type} \rangle$ where: (i) $\text{Uni}$ is a set of knowledge units, both classes and instances; (ii) $\text{Rel}$ is a set of semantic relations; (iii) $\text{Con} \subseteq \text{Uni} \times \text{Uni}$ is a set of ordered pairs denoting that two units are connected via some (one or more) semantic relations; and (iv) $\text{type}: \text{Con} \rightarrow (2^{\text{Rel}} \setminus \emptyset)$ is a function that assigns to each connection a set of semantic relations.

To construct an entity network, one may start from either a set of words (i.e. raw strings) or a set of units. To this end, we use Answer Set Programming (ASP) [1] enriched with external predicates [2]. External predicates refer to functions (implemented separately) that encapsulate requests to semantic resources and acquire responses. It is easy to extend the current implementation with a new semantic resource: one needs only to add a new rule with an external predicate—a new (typically very simple) function, compatible with the resource’s API. In fact, all the rules that query external sources establish new connections and are of the general form: $\text{newCon}($InputUnit, OutputUnit $[,\text{optionalArg}]^*)$ :- unitID(InputUnit), &externalPredicate(InputUnit; OutputUnit) $[,\text{optionalRestriction}]^*$.

For example, given a set of seed words, each encoded with a logical fact $\text{seed}(\text{SeedWord})$, we use the following rules in ASP to establish connections $\text{senseOf}$ from a set of seed words $W$ to the first node of the network representing the meanings of words:

\[
\text{senseOf}(\text{SeedWord}, \text{SenseID}) :- \text{seed}(\text{SeedWord}), &\text{babelnetSense}(\text{SeedWord}; \text{SenseID}).
\]

Once we have the first units in the entity network, we can further expand the network with relations of the represented objects, such as hypernymy:

\[
\text{bnISA}(\text{ID}, \text{PID}, \text{PLv}) :- \text{babelnetID}(\text{ID}, \text{Lv}), &\text{babelnetISA}(\text{ID}; \text{PID}), \\
\text{babelnetDepth}(\text{BabelNetMax}), \text{Lv}<\text{BabelNetMax}, \text{PLv} = \text{Lv} +1.
\]

In this rule, the external predicate $&\text{babelnetISA}(\text{Input}; \text{Output})$ query BabelNet for hypernyms (superclasses) of the given input, and the optional restrictions set the limits on the number of applications of the rule.

3 Entity set expansion

Given the set $W$ of seeds, we solve ESE by performing three major steps described next.

First, we need to understand the objects represented by the seed words. To this end, we construct a network $\mathcal{N}_1$ from $W$ and expand the hypernymy relations via ASP as described above. From WordNet we acquire the taxonomy up to the most general concept: “entity”. From other sources, in which the taxonomy is not guaranteed to be acyclic, we get the hypernyms only up to some fixed level. The output of the expansion is a directed acyclic graph, in which we determine the “correct” meanings of the seed words by identifying the “optimal common ancestors” for $W$. Basically, we identify via ASP program with weak constraints minimum spanning subtrees in the graph, containing one meaning for each word and one common ancestor. The output of this step is a set of units $U$. 
Once we know the single optimal combination of word senses, we proceed to the phase of *category recognition*. In this step, we create a network $N_3$ starting from the above set of $U$. First, we determine the common supertypes by asking the semantic resources for hypernyms up to a given limit. Then, we expand the other semantic relations that connect $U$ to other objects. For each shared relation we obtain a set of units that are the *image* of the relation w.r.t. the seed units. If the set is a singleton, it means that the seed units are connected via the relation to the same unit. If it is not the case, then we treat the image set as the new set of seeds, for which we repeat the process of finding a common supertype and analyzing common relations (the iteration limit can be set). The output of this step is a sub-network $N_3$ that describes the common properties and will be used as “verifier” in the next step.

Finally, to discover new objects of the target category, we query the WebIsADatabase for instances of the common ancestors of the seeds, setting a threshold to filter out noisy results. The obtained set of new candidate instances is then evaluated against the properties discovered earlier. We check if they are hyponyms of one of the desired common ancestors, and if they share the relations discovered for the seed set.

## 4 Conclusion

The problem of entity set expansion is not a new topic. With our approach, we address the old problem in a modern semantic way. Instead of relying strictly on lexical level, we utilize the online *semantic resources*, that were not available before, to build a better representation, based on semantic relations. Our approach allows to leverage existing resources, and we believe that with the theoretical foundations and efficient ASP-based implementation of prototypes, that we already have, we can build, with further engineering effort, an integrated, configurable system.

## References
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Abstract

The PYGLAF reasoner takes advantage of circumscription to solve computational problems of abstract argumentation frameworks. In fact, many of these problems are reduced to circumscription by means of linear encodings, and a few others are solved by means of a sequence of calls to an oracle for circumscription. Within PYGLAF, Python is used to build the encodings and to control the execution of the external circumscription solver, which extends the SAT solver GLUCOSE and implements an algorithm based on unsatisfiable core analysis.
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1 Introduction

Circumscription [9] is a nonmonotonic logic formalizing common sense reasoning by means of a second order semantics, which essentially enforces to minimize the extension of some predicates. With a little abuse on the definition of circumscription, the minimization can be imposed on a set of literals, so that a set of negative literals can be used to encode a maximization objective function. Since many semantics of abstract argumentation frameworks are based on a preference relation that essentially amount to inclusion relationships, PYGLAF (http://alviano.com/software/pyglaf/) uses circumscription as a target language to solve computational problems of abstract argumentation frameworks.

PYGLAF is implemented in Python and uses CIRCUMSCRIPTINO [1], a circumscription solver extending the SAT solver GLUCOSE [7] with the unsatisfiable core based algorithm ONE [6] enhanced by reiterated progression shrinking [3], native support for cardinality constraints as in WASP [4, 5, 8], and polyspace model enumeration [2]. Linear reductions are used for all considered semantics. The communication between PYGLAF and CIRCUMSCRIPTINO is handled in the simplest possible way, that is, via stream processing. In fact, the communication is limited to a single invocation of the circumscription solver.

2 From Argumentation Frameworks to Circumscription

Let $\mathcal{A}$ be a fixed, countable set of atoms including $\bot$. A literal $\ell$ is an atom possibly preceded by the connective $\neg$. For a literal $\ell$, let $\overline{\ell}$ denote its complementary literal, that is, $p = \neg \overline{p}$ and $\overline{\overline{p}} = p$ for all $p \in \mathcal{A}$; for a set $L$ of literals, let $\mathcal{L} = \{\overline{\ell} \mid \ell \in L\}$. Formulas are defined as
The Pyglaf Argumentation Reasoner

usual by combining atoms and the connectives ¬, ∧, ∨, →, ↔. A theory \( T \) is a set of formulas including \( ¬\bot \); the set of atoms occurring in \( T \) is denoted by \( \text{atoms}(T) \). An assignment is a set \( A \) of literals such that \( A \cap \overline{A} = \emptyset \). An interpretation for a theory \( T \) is an assignment \( I \) such that \( (I \cup T) \cap A = \text{atoms}(T) \). Relation \( \models \) is defined as usual. \( I \) is a model of a theory \( T \) if \( I \models T \). Let \( \text{models}(T) \) denote the set of models of \( T \).

Circumscription applies to a theory \( T \) and a set \( P \) of literals subject to minimization. Formally, relation \( \leq^P \) is defined as follows: for \( I, J \) interpretations of \( T \), \( I \leq^P J \) if \( I \cap P \subseteq J \cap P \). \( I \in \text{models}(T) \) is a preferred model of \( T \) with respect to \( \leq^P \) if there is no \( J \in \text{models}(T) \) such that \( I \not\leq^P J \) and \( J \leq^P I \). Let \( \text{CIRC}(T, P) \) denote the set of preferred models of \( T \) with respect to \( \leq^P \).

An abstract argumentation framework (AF) is a directed graph \( G \) whose nodes \( \text{arg}(G) \) are arguments, and whose arcs \( \text{att}(G) \) represent an attack relation. An extension \( E \) is a set of arguments. The range of \( E \) in \( G \) is \( E^+_G := E \cup \{ x \mid \exists yx \in \text{att}(G) \text{ with } y \in E \} \). In the following, several AF semantics are characterized by means of circumscription.

For each argument \( x \), an atom \( a_x \) is possibly introduced to represent that \( x \) is attacked by some argument that belongs to the computed extension \( E \), and an atom \( r_x \) is possibly introduced to enforce that \( x \) belongs to the range \( E^+_G \):

\[
\text{attacked}(G) := \left\{ a_x \leftrightarrow \bigvee_{yx \in \text{att}(G)} y \mid x \in \text{arg}(G) \right\} \quad (1)
\]
\[
\text{range}(G) := \left\{ r_x \rightarrow x \lor \bigvee_{yx \in \text{att}(G)} y \mid x \in \text{arg}(G) \right\} \quad (2)
\]

The following set of formulas characterize semantics not based on preferences:

\[\text{conflict-free}(G) := \{ \neg \bot \} \cup \{ \neg x \lor \neg y \mid xy \in \text{att}(G) \} \quad (3)\]
\[\text{admissible}(G) := \text{conflict-free}(G) \cup \text{attacked}(G) \cup \{ x \rightarrow a_y \mid yx \in \text{att}(G) \} \quad (4)\]
\[\text{complete}(G) := \text{admissible}(G) \cup \left\{ \left( \bigwedge_{yx \in \text{att}(G)} a_y \right) \rightarrow x \mid x \in \text{arg}(G) \right\} \quad (5)\]
\[\text{stable}(G) := \text{complete}(G) \cup \text{range}(G) \cup \{ r_x \mid x \in \text{arg}(G) \} \quad (6)\]

Note that in (4) truth of an argument \( x \) implies that all arguments attacking \( x \) are actually attacked by some true argument. In (5), instead, whenever all attackers of an argument \( x \) are attacked by some true argument, argument \( x \) is forced to be true. Finally, in (6) all atoms of the form \( r_x \) are forced to be true, so that the range of the computed extension has to cover all arguments.

Below are several AF semantics with natural characterization in circumscription:

\[\text{co}(G) := \text{CIRC}((\text{complete}(G), \emptyset)) \quad (7)\]
\[\text{st}(G) := \text{CIRC}((\text{stable}(G), \emptyset)) \quad (8)\]
\[\text{gr}(G) := \text{CIRC}((\text{complete}(G), \text{arg}(G))) \quad (9)\]
\[\text{pr}(G) := \text{CIRC}((\text{complete}(G), \overline{\text{arg}(G)})) \quad (10)\]
\[\text{sst}(G) := \text{CIRC}((\text{complete}(G) \cup \text{range}(G), \{ \neg r_x \mid x \in \text{arg}(G) \})) \quad (11)\]
\[\text{sst}(G) := \text{CIRC}((\text{complete}(G) \cup \text{range}(G), \{ \neg r_x \mid x \in \text{arg}(G) \})) \quad (12)\]

All of the above semantics are supported by Pyglaf, which provides a uniform developing platform for reasoning on argumentation frameworks.
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Giovanni Amendola¹, Nicola Leone², Marco Manna³, and Pierfrancesco Veltri⁴

1 DEMACS, University of Calabria, Italy
amendola@mat.unical.it
2 DEMACS, University of Calabria, Italy
leone@mat.unical.it
3 DEMACS, University of Calabria, Italy
manna@mat.unical.it
4 DEMACS, University of Calabria, Italy
veltri@mat.unical.it

Abstract
In this paper we empower the ontology-based query answering framework with the ability to reason on the properties of “known” (non-anonymous) and anonymous individuals. To this end, we extend Datalog+/- with epistemic variables that range over “known” individuals only. The resulting framework, called datalog⁺⁻, offers good and novel knowledge representation capabilities, allowing for reasoning even on the anonymity of individuals. To guarantee effective computability, we define shyK, a decidable subclass of datalog⁺⁻, that fully generalizes (plain) Datalog, enhancing its knowledge modeling features without any computational overhead: OBQA for shyK keeps exactly the same (data and combined) complexity as for Datalog. To measure the expressiveness of shyK, we borrow the notion of uniform equivalence from answer set programming, and show that shyK is strictly more expressive than the DL ELHG. Interestingly, shyK keeps a lower complexity, compared to other Datalog+/- languages that can express this DL.

1 Introduction
In ontology-based query answering (OBQA), a user query \( q \) is evaluated over a logical theory consisting of an extensional database \( D \) paired with an ontology \( \Sigma \). This problem is attracting the increasing attention of scientists in various fields of Computer Science, ranging from artificial intelligence [3, 13, 17] to database theory [5, 18, 6] and logic [22, 4, 19]. In this context, Description Logics [2] and Datalog± [10] have been recognized as the two main families of formal knowledge representation languages to specify \( \Sigma \), while conjunctive queries represent the most common and studied formalism to express \( q \).

In this paper we concentrate on the Datalog± family whose intent is to collect all expressive extensions of Datalog which are based on existential quantification, equality-generating dependencies, negative constraints, negation, and disjunction. In particular, the

---
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“plus” symbol refers to any possible combination of these extensions, while the “minus” one imposes at least decidability, as already the presence of existential quantification alone makes OBQA undecidable in the general case [23, 9], also because the ontology universe may be enlarged with infinitely many “anonymous” individuals to satisfy existential rules.

Originally, this family was introduced with the aim of “closing the gap between the Semantic Web and databases” [11] to provide the Web of Data with scalable formalisms that can benefit from existing database technologies. And in fact it generalizes well-known subfamilies of Description Logics —such as $\mathcal{EL}$ [8] and $DL-Lite$ [1]— collecting the basic tractable languages for OBQA in the context of the Semantic Web and databases. Currently, Datalog$^\pm$ has evolved as a major paradigm and an active field of research. As a result, a number of syntactic properties that guarantee decidability by implicitly limiting the generation and the “interaction” among anonymous individuals have been single out: weak-acyclicity [16], guardedness [9], linearity [11], stickiness [12], and shyness [21].

## 2 Datalog$^\pm$ with epistemic variables

Following the Datalog$^\pm$ philosophy, on the one hand we extend the family with a novel knowledge representation feature that allows for consciously reasoning on the properties of “known” (non-anonymous) and anonymous individuals in different ways; on the other hand, we single out sufficient syntactic conditions to ensure decidability. More specifically, we start from a classical well-established setting introduced by [11], where an ontology $\Sigma$ is a set of Datalog$^\Delta$ (a.k.a. “existential”) rules of the form $\forall X \forall Y (\phi(X, Y) \rightarrow \exists Z p(X, Z))$, and a query $q(X)$ is an expression of the form $\exists Y (\phi(X, Y), \neg p_1(Z_1), \ldots, \neg p_k(Z_k))$, where symbol ‘$\neg$’ stands for default negation (a.k.a. negation as failure). Both in rules and queries, $\phi(X, Y)$ is a conjunction of atoms; also, $p(X, Z)$ and each $p_i(Z_i)$ are atoms (with $Z_i \subseteq X \cup Y$ required as standard “safety” condition). Then, we enhance the framework with epistemic variables (denoted by $\hat{X}, \hat{Y}, \hat{Z}, \ldots$) that complement standard variables (denoted by $X, Y, Z, \ldots$) adding some interesting modeling capabilities. We call Datalog$^{\Delta, \kappa}$ the resulting language. Roughly, epistemic variables range over “known” (non-anonymous) individuals only; while standard variables range over all individuals.

Consider for example the database $D = \{person(john), person(tim), hasFather(john, tim)\}$, and the Datalog$^{\Delta, \kappa}$ ontology $\Sigma$ consisting of the following rules:

\[
\begin{align*}
\text{person}(X) & \rightarrow \exists Y \ hasFather(X, Y) \quad (\rho_1) \\
hasFather(X, \hat{Y}) & \rightarrow hasKnownFather(X) \quad (\rho_2)
\end{align*}
\]

The first rule states that every person has a father (note that the father is guaranteed to exist, even if he could be an unknown individual); while the second, using the epistemic variable $\hat{Y}$, specifies the persons who have a known father. From $\rho_1$ we derive that also $\text{tim}$ has a father, but his identity is not known. (Technically, this is represented by some fact $\text{hasFather}(\text{tim}, \eta)$ where $\eta$ is a term not occurring in the ontology domain, namely an “anonymous” individual or a “null” in the database terminology.) From $\rho_2$, $\text{hasKnownFather}(\text{john})$ is derived, while $\text{hasKnownFather}(\text{tim})$ is not derived as $\hat{Y}$ ranges over the ontology domain $\{\text{john}, \text{tim}\}$. Let us now consider the query:

\[
q(X) = \exists Y \ hasFather(X, Y), \neg hasKnownFather(X),
\]

which asks for those people whose father is not known. By evaluating $q$ over $D \cup \Sigma$, we get the answer $X = \text{tim}$, as expected since the identity of tim’s father is not known; while the father of john is known.
G. Amendola, M. Manna, N. Leone, and P. Veltri

Roughly, epistemic variables behave as the operator $K$ already in use in Description Logics [14]. In this context, expression $KC$ is interpreted as the set of individuals on the ontology domain that are instances of the concept $C$ in all models, or equivalently the “known” objects which are instances of $C$. For example, the inclusion axiom $KC \sqsubseteq D$ of Description Logics can be expressed via the datalog$^{+$,K} rule $C(\tilde{X}) \rightarrow D(\tilde{X})$.

3 A decidable and expressive language: shyK

Besides enhancing the KR features of the framework, we want to ensure decidable query answering. To this end, we single out a datalog$^{+$,K}$ language called shyK. Intuitively, consider a database $D$, a shyK ontology $\Sigma$, and a chase step $(\rho, h)(I) = I'$ employed in the construction of chase$(D, \Sigma)$ (for more details on the chase procedure, see [20]). The syntactic properties underlying shyK guarantee that: (1) if a standard variable $X$ occurs in two different atoms of the body of $\rho$, then $h(X)$ is a constant; and (2) if two different standard variables $X$ and $Y$ occur both in the head of $\rho$ and in two different atoms of the body of $\rho$, then $h(X) = h(Y)$ implies $h(X)$ is a constant.

We reduce the evaluation of conjunctive queries over shyK ontologies to the evaluation of conjunctive queries over shy ontologies.

$\blacktriangleright$ Theorem 1. $qeval$ for conjunctive queries over shyK ontologies is: (i) ExpTime-complete in combined complexity, and (ii) PTime-complete in data complexity.

To measure the expressiveness of shyK we compare it with the DL $\mathcal{ELH}$. More precisely, consider an ontology $\Sigma$. We say that an ontology $\Sigma'$ is equivalent to $\Sigma$ if, for each database $D$ over $R(\Sigma)$, it holds that chase$(D, \Sigma')|_{R(\Sigma)} = chase(D, \Sigma)$. Hence, a class $C_1$ is strictly more expressive than $C_2$ if (i) for each $\Sigma \in C_2$ there is $\Sigma' \in C_1$ being equivalent to $\Sigma$, and (ii) for some $\Sigma \in C_1$ there is no $\Sigma' \in C_2$ being equivalent to $\Sigma$.

We show that shyK is strictly more expressive than $\mathcal{ELH}$. In particular, we provide a polynomial-time transformation that maps each $\mathcal{ELH}$ ontology to an equivalent shyK one. Since the reduction is polynomial, this also shows that $\mathcal{ELH}$ is no more succinct than shyK.

$\blacktriangleright$ Theorem 2. shyK is strictly more expressive than $\mathcal{ELH}$.

4 Conclusion

In conclusion, we extend datalog rules to deal with both epistemic variables and existential quantification. The resulting framework offers good and novel knowledge representation capabilities, allowing for reasoning even on the anonymity of individuals. We define shyK, a datalog$^{+$,K}$ language that supports epistemic variables, fully generalizes datalog, and that guarantees the decidability of OBQA for conjunctive queries with epistemic variables. Finally, to measure the expressive power of shyK, we borrow the notion of uniform equivalence from answer set programming [15]. Then, we compare shyK with the well-known Description Logic $\mathcal{ELH}$ [7, 8], showing that shyK is strictly more expressive than $\mathcal{ELH}$. Interestingly, shyK keeps a lower computational complexity, compared to other Datalog$^+$ languages that can express this Description Logic (namely guarded and its extensions).
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Abstract

Time-wise knowledge is relevant in knowledge graphs as the majority facts are true in some time period, for instance, (Barack Obama, president of, USA, 2009, 2017). Consequently, temporal information extraction and temporal scoping of facts in knowledge graphs have been a focus of recent research. Due to this, a number of temporal knowledge graphs have become available such as YAGO and Wikidata. In addition, since the temporal facts are obtained from open text, they can be weighted, i.e., the extraction tools assign each fact with a confidence score indicating how likely that fact is to be true. Temporal facts coupled with confidence scores result in a probabilistic temporal knowledge graph. In such a graph, probabilistic query evaluation (marginal inference) and computing most probable explanations (MPE inference) are fundamental problems. In addition, in these problems temporal coalescing, an important research in temporal databases, is very challenging. In this work, we study these problems by using probabilistic programming. We report experimental results comparing the efficiency of several state-of-the-art systems.
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1 Introduction

The advance of open information extraction and data mining have guided the automatic construction and completion of big knowledge graphs (\(\text{kg}\)s). This is often done by crawling the web and extracting facts and relations using machine learning techniques, for instance NELL [4]. Some of the \(\text{kg}\)s contain high quality, human curated facts for instance YAGO [20], Wikidata [30], DBpedia [1] and some contain probabilistic facts for instance Google’s Knowledge Vault [10], NELL, DeepDive [27], ReVerb [15], and ProbKB [6]. Additionally, present-day knowledge graphs contain partially temporally annotated facts.

Time-wise knowledge can be found from patient and employee histories to event and streaming data. For instance, the fact that Barack Obama was the president of USA is valid only from 2009 to 2017. When such facts are derived via machine learning techniques, they are produced with some degree confidence indicating how likely they are to be true. We refer to knowledge graphs (\(\text{kg}\)s) that contain temporally annotated probabilistic facts as \textit{probabilistic temporal knowledge graphs}. The emergence of such \(\text{kg}\)s poses new challenges in probabilistic reasoning. In this respect, recently, Markov logic networks (MLNs) is used for conflict resolution in uncertain temporal \(\text{kg}\)s [5]. In particular, the authors investigate maximum a-posteriori inference (MAP–computing the most probable temporal KG) for debugging noisy temporal data. This problem is known to be intractable. On the other hand, the main focus of this work is to investigate marginal inference (computing the probabilities
of queries) through the use of ProbLog (a probabilistic programming language). Moreover, we leverage a tractable rule language called probabilistic soft logic for computing most probable explanations (MPE) for probabilistic temporal KGs.

In parallel with fact and relation extraction, schema induction and rule learning have been widely investigated [7, 25, 26]. Most rule learning systems, such as AIME+ [16], SHERLOCK [26], and ProbFOIL [25], produce weighted Horn rules that can be encoded into ProbLog and probabilistic soft logic (PSL). Besides such rules can be conveniently temporalized to take into account the temporal scope of facts. Thereby, alleviating the notoriously difficult problem of temporal rule learning. As an example consider a probabilistic Horn rule which represents “a person lives in the same place where the company she works for is located”:

\[
0.5 :: \text{livesin}(x, z) :- \text{worksfor}(x, y), \text{locatedin}(y, z).
\]

This rule can be temporalized as:

\[
0.5 :: \text{livesin}(x, z, t, t') :- \text{worksfor}(x, y, t_b, t_e), \text{locatedin}(y, z, t_b', t_e'), \text{overlaps}(t_b, t_e, t_b', t_e'),
\]

where the \text{overlaps} tests if there is an overlap between the intervals \([t_b, t_e]\) and \([t_b', t_e']\) and \([t, t'] = [t_b, t_e] \cap [t_b', t_e']\). ProbLog is equipped with built-in predicates that allow to represent the predicate \text{overlaps}, this permits us to perform inference in temporal knowledge graphs where inference rules often contain arithmetic predicates to determine temporal overlap. Similarly, PSL provides a programming interface for creating user defined functions.

A relevant problem in probabilistic temporal KGs is \textit{temporal coalescing}. Temporal coalescing is the process of merging facts with identical non-temporal arguments and adjacent or overlapping time-intervals. This problem has been thoroughly investigated in the database community in a non-probabilistic setting (look for instance [3]). In this paper we investigate two approaches for coalescing probabilistic temporal facts. Overall, the contributions of this paper are the following: (i) we study temporal coalescing in a probabilistic setting and propose efficient algorithms, (ii) we provide coalescing-based query rewriting for marginal and MPE inference tasks, and (iii) we perform extensive experimental analysis over the Wikidata KG.

Outline. The paper is organized as follows. Next, we briefly introduce ProbLog, PSL and knowledge graphs. In Section 3, we present temporal coalescing of KGs. Section 4 describes representation of probabilistic temporal KGs in ProbLog. We briefly outline temporal KGs in probabilistic soft logic (Section 5). In Section 6, we evaluate our approach using Wikidata and four state-of-the-art systems. We review related work in Section 7 and provide conclusion in Section 8.

2 Background

2.1 ProbLog

ProbLog is a probabilistic extension of Prolog [22]. A ProbLog program consists of a set of definite clauses with their corresponding probabilities. The probability of a clause indicates the likelihood of that clause, i.e., it is a measure of how likely the clause is to hold or be true. Given a ProbLog program \(T = \{p_1 :: c_1, \ldots, p_n :: c_n\}\), each ground \(c_i\) (a clause with no variables) is called a fact. Facts allow us to represent triples of a KG and definite clauses enable to encode background knowledge or schema of a KG. A ProbLog program \(T = \{p_1 :: c_1, \ldots, p_n :: c_n\}\) defines a probability distribution over ground logic programs

\footnote{Often first order Horn rules are produced by inductive logic programming and machine learning techniques.}
\( L \subseteq L_T = \{c_1, \ldots, c_n\} \) of \( T \):

\[
P(L|T) = \prod_{c_i \in L} p_i \prod_{c_i \in L \setminus L} (1 - p_i)
\]

### 2.1.1 Marginal query

An important problem in ProbLog is computing the probability of a query (known as the success probability). The probability of a query \( q \) over a ProbLog program \( T \) is obtained as:

\[
P(q|T) = \sum_{L \subseteq L_T} P(q|L)P(L|T)
\]

where \( \theta \) denotes a possible substitution for \( q \). \( P(q|T) \) is the probability that \( q \) is provable over the distribution of logic programs of \( T \). In this paper, we make use of ProbLog to compute the marginal probabilities of temporal queries over probabilistic temporal KGs. Another important problem in ProbLog is computing the most probable explanation of a set of facts.

### 2.1.2 MPE inference

MPE inference is the task of finding the most likely interpretation (joint state) of all non-evidence facts \( NE \) given some evidence facts \( E \), i.e., \( \arg\max_{ne} P(NE = ne | E = e) \). MPE inference in a probabilistic temporal KG corresponds to computing the most probable temporal KG with the highest probability. Another Horn-based probabilistic logic programming language is PSL. MPE inference in PSL is known to be tractable.

### 2.2 Probabilistic Soft Logic

Probabilistic Soft Logic (PSL) uses first-order logic to specify templates for Hinge-Loss Markov Random Fields (HR-MRFs) [2]. A PSL knowledge base KB contains a set of formulae \( \{(F_i, w_i)\} \), where \( F_i \) is a disjunction of literals (an atom or its negation) and \( w_i \in \mathbb{R}_{\geq 0} \) is a real-valued weight. A formula \( F_i \) is called hard (resp. soft) if its weight \( w_i = \infty \) (resp. \( w_i \in \mathbb{R}_{>0} \)). A hard formula must be true in all the possible worlds of the KB. To avoid confusion (and perform experimental comparison of ProbLog and PSL over the same dataset) of probabilities in ProbLog and weights in PSL, we assume that the weights in PSL are between 0 and 1. A PSL formula is written as: \( H_1 \lor \cdots \lor H_m \leftarrow B_1 \land \cdots \land B_n \), where \( H_1, \ldots, H_m \) are predicates in the head and \( B_1, \ldots, B_n \) are predicates in the body of the rule. PSL defines a probability distribution over all possible interpretations \( I \) of all ground atoms. The probability density function for \( I \) is defined as:

\[
f(I) = Z^{-1}\exp[-\sum_{r \in R} w_r(d_r(I))^p]; \quad z = \int \exp[-\sum_{r \in R} w_r(d_r(I))^p],
\]

where \( R \) denotes the set of ground formulas; \( w_r \) denotes the weight of rule \( r \); \( Z \) is the normalization constant; \( p \) provides two different loss functions: linear \( (p = 1) \) and quadratic \( (p = 2) \), the choice of a loss function depends on the application\(^2\); \( d_r(I) \) is \( r \)'s distance to

\(^2\) The “linear loss function chooses interpretations that completely satisfy one rule at the expense of higher distance from satisfaction for conflicting rules, whereas the quadratic loss function favors interpretations that satisfy all rules to some degree” [2].
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satisfaction under the interpretation \( I \), \( d_r(I) = \max\{0, I(r_{\text{body}}) - I(r_{\text{head}})\} \), which is defined using Lukasiewicz’s relaxation of Boolean operators \( \land, \lor, \) and \( \neg \):

\[
\begin{align*}
I : b_i \to [0, 1] & \quad I(b_i \land b_j) = \max\{0, I(b_i) + I(b_j) - 1\} \\
I(\neg b_i) = 1 - I(b_i) & \quad I(b_i \lor b_j) = \min\{I(b_i) + I(b_j), 1\}
\end{align*}
\]

The most important inference problem in PSL is MPE inference.

2.2.1 MPE inference

A most probable explanation query corresponds to the problem of finding a most probable state of a probabilistic KB. Formally, MPE inference is the task of computing \( P(y|x) \) the most probable assignment for a set of variables \( y \) given observations \( x \): \( \text{argmax}_y P(y|x) \). This problem is known to be tractable. Hence, it allows to perform MPE inference efficiently in probabilistic temporal KGs.

2.3 Knowledge Graphs

A knowledge graph is a set of triples that can be encoded in the W3C standard RDF data model [19]. Let \( I \) and \( L \) be two disjoint sets denoting the set of IRIs (identifying resources) and literals (character strings or some other type of data), respectively. We abbreviate the union of these sets \( (I \cup L) \) as \( \mathbb{L} \). A triple of the form \((s, r, o)\) is an RDF triple\(^3\): \( s \) is the subject, \( r \) is the predicate, and \( o \) is the object of the triple. Each triple can be thought of as an edge between the subject and the object labeled by the predicate; hence a set of RDF triples is referred to as an RDF graph. We use the term knowledge graph loosely to refer to an RDF graph. Automatic extraction of facts produces highly calibrated probabilistic annotations for the facts. Additionally, some of these facts can be timestamped with time intervals. Knowledge graphs that contain such facts are called probabilistic temporal KGs.

2.3.1 Probabilistic Temporal Knowledge Graphs

A temporal knowledge graph is obtained by labeling triples in the graph with a temporal element [18]. The temporal element represents the time period in which a triple is valid, i.e., the valid time of the triple. We consider a discrete time domain \( T \) as a linearly ordered finite sequence of time points; for instance, days, minutes, or milliseconds. The finite domain assumption ensures that there are finitely many possible worlds in ProbLog and Probabilistic Soft Logic (see discussion in subsequent sections). A time interval is an ordered pair \([t_b, t_e]\) of time points, with \( t_b \leq t_e \) and \( t_b, t_e \in T \), which denotes the closed interval from \( t_b \) to \( t_e \). We will work with the interval-based temporal domain to define our data model.

**Definition 1** (Temporal KG). A temporal KG is a KG where some facts \( g_i = (s, r, o) \) in the graph have a valid time \([t_b, t_e]\), i.e., \( g_i = (s, r, o, t_b, t_e) \). We refer to \( g_i \) as a temporal fact.

For a temporal KG \( G \), its snapshot at time \( t \) is the graph \( G(t) \) (the non-temporal KG): \( G(t) = \{(s, r, o) \mid (s, r, o, t, t) \in G\} \). The KG associated with a temporal KG, denoted \( u(G) \), is \( \bigcup_t G(t) \), the union of the graphs \( G(t) \). We define temporal entailment as follows. For temporal

---

\(^3\) We do not consider blank nodes.

\(^4\) It is possible to extend to other interval-based representations such as \([t_b, t_e]\), left-closed, right-open interval.
KGs $G_1$ and $G_2$, $G_1 \models_t G_2$ if $G_1(t) \models G_2(t)$ for each $t$; $\models_t$ denotes temporal entailment [18] and $\models$ is the standard RDF entailment [19]. An extension of temporal KGs with uncertainty is studied in [5]. The authors leverage Markov logic networks to provide semantics. In this paper, we employ ProbLog and Probabilistic soft logic (PSL) for representation and reasoning tasks.

**Definition 2 (Probabilistic temporal KG).** A probabilistic temporal knowledge graph is a tuple $K = (G, F)$ with $G = \{(g_1, p_1), \ldots, (g_n, p_n)\}$ a temporal KG where each temporal fact $g_i \in G$ is labeled with a probability $p_i$; and $F = \{(f_1, p_1), \ldots, (f_m, p_m)\}$ is a finite set of first order logic formulas representing background knowledge or schema and $p_i$ denotes the probability of clause $f_i$.

In this paper, we restrict $F$ to be Horn clauses that express temporal inference rules and use the Problog syntax to represent them (discussed in the next section).

**Example 3.** Consider the following probabilistic temporal KG representing Michael Jordan’s playing career:

\[
(g_1) \quad (\text{MichaelJordan}, \text{playsfor}, \text{ChicagoBulls, 1984, 1993}) \quad 0.99 \\
(g_2) \quad (\text{MichaelJordan}, \text{playsfor}, \text{WashingtonWizards, 2001, 2003}) \quad 0.7 \\
(g_3) \quad (\text{ChicagoBulls, locatedin}, \text{Chicago, 1966, now}) \quad 1.0
\]

The time point **now** denotes the current time instant or until changed from temporal databases. The temporal fact $g_3$ represents the fact that “the basketball team Chicago Bulls is located in the Chicago city from 1966 until now”.

**Temporalizing inference rules.** Knowledge graphs often contain background knowledge to control and manage the quality of data and query answers. These background knowledge can be captured by first order logic. However, most rule extraction systems produce Horn rules (that we call inference rules), for instance, the SHERLOCK system [26] and ontological pathfinding (OP) [7] efficiently learn several thousands of first order Horn rules. Horn clauses are expressive enough to represent complex schema axioms (background knowledge). The extraction of Horn rules with temporal constraints is notoriously difficult and has been afforded limited attention from the research community. However, the majority of the rules produced by rule learning systems can be converted into temporal rules by using the following: (i) add two variables $t_b$ and $t_e$ that represent time points of intervals to each predicate (i.e., $r(x, y)$ becomes $r(x, y, t_b, t_e)$) and (ii) if the number of predicates in the body is more than one, introduce an arithmetic predicate which is used to test temporal overlap (i.e., $r_1(x, z) : - r_1(x, y) \land r_2(y, z)$ becomes $r_3(x, z, t, t') : - r_1(x, y, t_b, t_e) \land r_2(y, z, t'_b, t'_e) \land \text{overlaps}(t_b, t_e, t'_b, t'_e)$ where $[t, t'] = [t_b, t_e] \cap [t'_b, t'_e]$). We refer to this process as temporalizing inference rules.

## 3 Coalescing Probabilistic Temporal Knowledge Graphs

Coalescing is a technique used in temporal databases for duplicate elimination [9, 3]. Coalescing has a number of advantages: reduces the size of the probabilistic temporal KG, avoids incorrect answers in query evaluation. For instance, consider the query ‘did Michael Jordan play for Chicago bulls from 1984 to 1996?’ on the temporal facts of Fig. 1 before coalescing. The result is no, however, the same query on the coalesced fact (brown part of the figure), returns yes. Uncoalesced facts can arise in various cases: during query evaluation via projection or union operations, by not enforcing coalescing in update or insertion operations,
and through information extraction from diverse sources or accuracy of the extractor. In this section, we discuss temporal coalescing of KGs, in the next section, we address coalescing for query evaluation.

A temporal knowledge graph $G$ is called duplicate-free, if for all pairs of facts $p(s, o, t_b, t_e), p(s, o, t'_b, t'_e) \in G$, it holds that: $[t_b, t_e] \cap [t'_b, t'_e] = \emptyset$. In other words, if the non-temporal terms of two temporal facts are the same, then their temporal terms must be disjoint (non-overlapping). Temporal coalescing is the process of merging facts with identical non-temporal arguments and adjacent or overlapping time-intervals. Often, a temporal database is assumed to be duplicate-free and coalescing is done by merging the time intervals of facts with the same non-temporal arguments. However, in a probabilistic setting, to perform coalescing is not straightforward because it is not clear what the probability of the new (coalesced) fact should be and it could be dependent of the application. Performing coalescing on a probabilistic temporal knowledge graph removes duplicates.

\begin{definition}[Coalescing] Formally, two probabilistic temporal facts $p_1:: r(s, o, t_b, t_e)$, $p_2:: r'(s', o', t'_b, t'_e)$ can be coalesced if $s = s'$, $r = r'$, $o = o'$ and the overlap of $[t_b, t_e]$ and $[t'_b, t'_e]$ is non-empty. The probability of the coalesced fact $p_3:: r(s, o, [t, t'])$ with $[t, t'] = [t_b, t_e] \cup [t'_b, t'_e]$ is computed using Table 1.
\end{definition}

**Rule-based coalescing.** One approach to coalescing is to use the following rule-based technique. In order to coalesce all the facts of a probabilistic temporal KG, we can construct Horn rules for each relation in the KG. Thus, in ProbLog, rule-based coalescing can be done as follows: for each relation $r_i$ in a probabilistic temporal KG $K$, use the following rule:

$r_i(x, y, t, t') := r_i(x, y, t_b, t_e), r_i(x, y, t'_b, t'_e), t \text{ is } \min(t_b, t'_b), t' \text{ is } \max(t_e, t'_e), t_b \leq t'_e, t'_b \leq t_e.$

The expression $t_b \leq t'_b, t'_b \leq t_e$ tests temporal overlap of the intervals $[t_b, t_e]$ and $[t'_b, t'_e]$. Besides, is, $\min$, and $\max$ are built-in predicates representing assignment, minimum, and maximum functions respectively. The probability of the coalesced facts is the product when done in ProbLog, however, this can be replaced by using Table 1 (to compute probabilities). This approach uses one rule for each relation. If a KG has 80000 relations, we need the same number of coalescing rules to coalesce the KG. Hence, this operation can be very expensive, however, it is done only once. Furthermore, this operation can be done more efficiently outside the ProbLog setting.

**Example 5.** Consider coalescing the probabilistic temporal facts shown in Figure 1 using the rule-based approach. This operation merges the two facts into one with the probability of the new fact being the product of the two.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Coalescing probabilistic temporal facts.}
\end{figure}
Table 1 Computing probabilities of coalesced facts based on Allen’s interval relations. The computation holds for the inverse relations. $g_{new}$ is obtained by merging (taking the union) of the intervals of the two facts and $p_{new} = p_1 + p_2 - p_1 \times p_2$, based on the product rule of probability.

<table>
<thead>
<tr>
<th>Interval relation</th>
<th>Temporal facts</th>
<th>Coalesced fact</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equal</td>
<td>$(g_1, p_1)$</td>
<td>$(g_1, \max(p_1, p_2))$</td>
</tr>
<tr>
<td></td>
<td>$(g_2, p_2)$</td>
<td></td>
</tr>
<tr>
<td>During</td>
<td>$(g_1, p_1)$</td>
<td>$(g_2, p_2)$</td>
</tr>
<tr>
<td></td>
<td>$(g_2, p_2)$</td>
<td></td>
</tr>
<tr>
<td>Starts</td>
<td>$(g_1, p_1)$</td>
<td>$(g_2, p_2)$</td>
</tr>
<tr>
<td></td>
<td>$(g_2, p_2)$</td>
<td></td>
</tr>
<tr>
<td>Finishes</td>
<td>$(g_1, p_1)$</td>
<td>$(g_2, p_2)$</td>
</tr>
<tr>
<td></td>
<td>$(g_2, p_2)$</td>
<td></td>
</tr>
<tr>
<td>overlaps</td>
<td>$(g_1, p_1)$</td>
<td>$(g_{new}, p_{new})$</td>
</tr>
<tr>
<td></td>
<td>$(g_2, p_2)$</td>
<td></td>
</tr>
<tr>
<td>Meets</td>
<td>$(g_1, p_1)$</td>
<td>$(g_{new}, p_{new})$</td>
</tr>
<tr>
<td></td>
<td>$(g_2, p_2)$</td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>$(g_1, p_1)$</td>
<td>${}$</td>
</tr>
<tr>
<td></td>
<td>$(g_2, p_2)$</td>
<td></td>
</tr>
</tbody>
</table>

Algorithmic coalescing. Another approach for coalescing probabilistic temporal facts is based on the following. In short, the algorithm continues as follows: for each relation $r$ search all temporal facts with the same non-temporal $(s, r, o)$ elements, order these facts according to their time period, for overlapping time periods build the maximum time period (union of time periods), delete the temporal facts whose time periods are contained in the maximum time period, and finally assign probability to the coalesced temporal facts using Table 1. There are two important tasks in probabilistic temporal KGs: marginal and MPE inference. In order to perform these reasoning, we use ProbLog.

4 ProbLog-based Representation of Probabilistic Temporal KGs

In order to compute the probabilities of temporal queries, we represent probabilistic temporal KGs in ProbLog. This can be done by introducing a predicate for each temporal fact. To elaborate, we use a simple correspondence between temporal facts $(s, r, o, t_b, t_e)$ and ProbLog predicates of the form $r(s, o, t_b, t_e)$ such that $s, r, o, t_b,$ and $t_e$ are temporal KG symbols. Thus, whenever a temporal fact $(s, r, o, t_b, t_e)$ is satisfied, the corresponding predicate $r(s, o, t_b, t_e)$ is satisfied and the converse also holds. More formally, given a probabilistic temporal KG $K = (G, F)$ with $G = \{(g_1, p_1), \ldots, (g_n, p_n)\}$ and $F = \{(f_1, p_1), \ldots, (f_m, p_m)\}$, a ProbLog representation $K_p$ of $K$ is obtained as follows: (i) replace each probabilistic temporal fact $(g_i = (s, r, o, t_b, t_e), p_i)$ with $p_i : r(s, o, t_b, t_e) \in G_p$, and (ii) replace each Horn formula $(f_j, p_j)$ with $p_j : f_j \in F_p$ where $p_j \in (0, 1]$. Thus, $K_p = (G_p, F_p)$ is a ProbLog program with $G_p$ being facts and $F_p$ is a set of definite clauses.
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Example 6. Consider the following temporal ProbLog kg $K_p = (G_p, F_p)$ based on Wikidata\(^5\), $G_p$ contains the facts $g_1$–$g_6$ obtained by translating the temporal facts $g_1$–$g_3$ of Example 3 into ProbLog. $F_p$ contains the formulas $f_1$–$f_3$ shown below. The formula $f_1$ expresses the fact that if someone plays for (resp. works for, resp. coaches) a club located in a city over an overlapping period of time, then that person likely lives in the same city as where the club is located. $f_2$ represents if a person plays for a team and that the team participates in a league over an overlapping period of time, then that person plays in that league. Finally, $f_3$ is used to express disjointness of temporal relations, to be precise, a person cannot play (resp. work, resp. coach) for two different teams at the same time.

\[
\begin{align*}
(f_1) & \quad 0.5 :: \text{livesin}(x, z, t, t') \ :- \ \text{playsfor/worksfor/coaches}(x, y, t_0, t_e), \text{locatedin}(y, z, t_0', t_e'), \\
& \quad \quad \quad t = \max(t_0, t_0'), t' = \min(t_0', t_e'), t \leq t'. \\
(f_2) & \quad 0.7 :: \text{playsInLeague}(x, z, t, t') \ :- \ \text{playsfor}(x, y, t_0, t_e), \text{teamPlaysInLeague}(y, z, t_0', t_e'), \\
& \quad \quad \quad t = \max(t_0, t_0'), t' = \min(t_0', t_e'), t \leq t'. \\
(f_3) & \quad 0.9 :: \text{false} :- \ \text{playsfor/worksfor/coach}(x, y, t_0, t_e), \text{playsfor/worksfor/coach}(x, z, t_0, t_e), \\
& \quad \quad \quad y \neq z, t = \max(t_0, t_e'), t' = \min(t_0', t_e'), t \leq t'. \\
(g_4) & \quad 0.99 :: \text{playsfor}(\text{MichaelJordan, ChicagoBulls, 1984, 1993}) \\
(g_5) & \quad 0.7 :: \text{playsfor}(\text{MichaelJordan, WashingtonWizards, 2001, 2003}) \\
(g_6) & \quad 1.0 :: \text{locatedin}(\text{ChicagoBulls, Chicago, 1966, now})
\end{align*}
\]

In $f_1$–$f_3$, max and min are ProbLog built-in predicates, is an assignment operator. The arithmetic expression $t = \max(t_0, t_e'), t' = \min(t_0', t_e'), t \leq t'$ tests if there is an overlap between the intervals $[t_0, t_e]$ and $[t_0', t_e']$.

The semantics of probabilistic temporal kg in ProbLog can be given in terms of Herbrand interpretations. Let C be the set of IRIs and Literals that appear in some probabilistic temporal kg $K = (G, F)$ and let $K_p = (G_p, F_p)$ be its ProbLog representation, the Herbrand base of $F_p$ can be constructed by replacing all the variables in $F_p$ with the constants in C. For a finite set C and a set of time points T, each temporal fact in $K_p$ can be mapped, using a substitution $\theta$, into a subset of the Herbrand base of F with respect to C and T. A Herbrand interpretation is a subset of the Herbrand base. A Herbrand interpretation $I$ is a Herbrand model of $F_p$ iff it satisfies all groundings of the formulas in $F_p$. As in ProbLog, since the schema $F_p = \{p_i :: f_i\}$ of $K_p$ is fixed and there is a one-to-one mapping between ground $f_i$ clauses and Herbrand interpretations, a probabilistic temporal kg also defines a probability distribution over its Herbrand interpretations \[^{22}\]. The probabilities of the facts and Horn rules determine a probability distribution in ProbLog. Formally, given a probabilistic temporal kg $K = (G, F)$ and some $K' = (G', F')$ over the same set of constants (IRIs, literals and time points) such that $K' \subseteq K$, we have the following:

\[
P(K'|K) = \prod_{g_i \in G' \cup F' \models I \models \theta} p_i \prod_{g_i \in G \setminus G'} (1 - p_i),
\]

where $G' \cup F' \models I \models g_i$ is temporal entailment at time point $t$.

4.1 Marginal Inference

An important task in probabilistic knowledge bases is computing the probability of a set of facts, i.e., given a query $q$ and a kg $K$, marginal inference computes the probability of the answers of $q$ over $K$. In this paper, we study temporal conjunctive queries. A temporal conjunctive query is a conjunction of a set of temporal facts.

\(^5\) https://www.wikidata.org/
Definition 7. A temporal conjunctive query $q$ is a Horn formula of the form $q := g_1, \ldots, g_n$ where $g_i = r(X_i, Y_i, t_b, t_e)$ is a temporal predicate with $X_i$ and $Y_i$ being temporal variables or constants; and $t_b$, $t_e$ are time points or variables. Given a temporal ProbLog $kg$ $K_p = (G_p, F_p)$ and a query $q$ over $K_p$, the marginal probability of $q$ is obtained by:

$$P(q|K_p) = \sum_{K' \subseteq K_p} P(q|K') \cdot P(K'|K_p).$$

Example 8. Consider the following queries on the temporal facts (before coalescing) of Example 5:

1. How long is Michael Jordan’s playing career? $q(t_b, t_e) := \text{playsfor}(\text{Michael Jordan}, Y, t_b, t_e).$

2. Select the teams that Michael Jordan owns and played for since 1995.

$q(Y) := \text{playsfor}(\text{Michael Jordan}, Y, t_b, t_e), \text{owns}(\text{Michael Jordan}, Y, t'_b, t'_e)).$

In probabilistic databases and statistical relational learning, often the probabilities of queries are computed by grounding, i.e., by replacing all the variables in the queries using constants in the database. The grounding is used to generate a propositional sentence (lineage of a query) for exact inference or a graphical model for approximate computation. Similarly, temporal conjunctive queries can be grounded by evaluating queries using the techniques from temporal databases and instantiating the variables in the queries using their answers. This results in a set of ground queries, the probability of which can be computed using ProbLog. Instead, in this paper, we evaluate temporal conjunctive queries by rewriting them in ProbLog. Temporal conjunctive queries require checking interval intersection to determine the overlap of intervals in the query predicates. In order to do this, we rewrite queries. Here, we consider only the following case and leave out the rest as a future work.

One predicate query: queries that contain only a single temporal predicate (when the size of the body of the query is one), i.e., $q(W) := r(X, Y, t_b, t_e)$, with $W \subseteq \{X, Y\}$. Here, we consider the rewriting of queries with non-temporal variable projections. Hence, $q$ can be rewritten $q_r(W)$ by using a self join (by rewriting the same predicate with different temporal variables) as shown below:

$$q(W) := r(X, Y, t_b, t_e)$$

$$q_r(W) := r(X, Y, t_b, t_e), r(X, Y, t'_b, t'_e), \text{overlaps}(t_b, t_e, t'_b, t'_e).$$

$$\text{overlaps}(t_b, t_e, t'_b, t'_e) := t_b \leq t'_e, t'_b \leq t_e.$$

We use the predicate $\text{overlaps}()$ to check if the intersection of the intervals is non-empty.

4.2 MPE inference

In addition to marginal inference, we can compute most probable explanations over temporal ProbLog $kg$s. MPE queries are one of the most important tasks in probabilistic reasoning. These queries are useful for computing the most probable temporal $kg$ of a probabilistic temporal $kg$. Formally, given a rewritten temporal conjunctive query $q$, some evidence $e$ (set of temporal facts), and a temporal ProbLog $kg$ $K_p = (G_p, F_p)$, the most likely temporal $kg$ of $q$ is obtained by: $\text{argmax}_q P(q|e)$.

5 Probabilistic Temporal KGs in PSL

Since PSL like ProbLog uses Horn clauses to model KBs, we present a compact description of probabilistic temporal KGs in PSL. On the other hand, ProbLog is based on Sato’s
distributional semantics and PSL is defined over hinge-loss Markov random fields. A PSL knowledge base consists of a set of (weighted) Horn rules and a set of soft evidence facts. Soft refers to probabilities. Note that while in PSL the weight of the rules can be a positive real number, in this paper, we assume the weights to be between 0 and 1. This weight conversion can be done, for instance, by the Logit function. We make this assumption in order to perform experiments on the same datasets for ProbLog and PSL.

A temporal PSL knowledge graph \( K_{psl} = (G_{psl}, F_{psl}) \) contains a set of (temporal) facts \( G_{psl} = \{ (g_1, w_1), \ldots, (g_n, w_n) \} \) and a set of (temporal) inference rules \( F_{psl} = \{ (F_1, w_1), \ldots, (F_m, w_m) \} \). Given a temporal PSL knowledge graph \( K_{psl} \), and a set of deduction rules \( F_{psl} \), the semantics of \( K_{psl} \) is given based on a probability density function. Formally, for a given \( K_{psl} \) and some \( K'_{psl} \) over the same signature, the probability density function \( P(K'_{psl}) \) is given by:

\[
P(K'_{psl}) = \begin{cases} 
Z^{-1} \exp \left[ \sum_{(g_i, w_i) \in G: K'_{psl} \models g_i} w_i(d_{g_i}(K'_{psl}))^p \right] & \text{if } K'_{psl} \models K_{psl} \\
0 & \text{otherwise}
\end{cases}
\]

where \( Z \) is the normalization constant of the probability density function \( P \); \( w_i \) is the weight of the temporal fact \( g_i \); \( d_{g_i}(K'_{psl}) \) is the distance to satisfaction of \( g_i \) in \( K'_{psl} \); and \( p \) is a loss function. Note that in MPE inference \( Z \) is not computed. The most relevant reasoning task in PSL is MPE inference which is defined in the same way as in ProbLog.

6 Experiments

We conducted two different experiments: (i) marginal inference and (ii) MPE inference. For both experiments, we carried out performance test in terms of running times by comparing four state-of-the-art solvers. We ran the experiments on a 2GHz 24-core processor with 386GB of RAM running Debian 8.

- **Tools.** We used four different tools for our experiments: ProbLog, PSL, Tuffy [23], and TuffyLite [21]. Tuffy and TuffyLite are based on Markov logic networks (MLNs – attaches weights to first order formulas). For marginal inference experiments, we employ ProbLog, Tuffy, and TuffyLite whereas for MPE inference, we use PSL and ProbLog. Note that PSL does not support marginal inference.

- **Temporal rules.** We designed 40 different temporal inference rules (definite clauses) based on the fluents (time-varying relations) in Wikidata.

- **Evidence.** We used as evidence different size fragments of Wikidata knowledge graph. In particular, we extract a part of the KG that contains structured temporal information (obtained from various sources using open information extraction). We extracted over 6.3 million temporal facts from Wikidata. We extracted temporal facts for various fluent relations including: playsFor, educatedAt, memberOf, occupation, spouse, and so on.

6.1 Marginal Temporal Query Evaluation

In this experiment, we test the scalability of marginal temporal query evaluation. We carried out the experiments using ProbLog, Tuffy, and TuffyLite. We found out that Tuffy and TuffyLite hardly scale when the size (arity) of the predicates is 3 or more (we stopped the execution after one hour timeout). On one occasion, while running Tuffy on Wikidata, we
noticed that its grounded database is 400GB large, thereby our execution eventually ran out of memory. To elaborate, the ground size in Tuffy and TuffyLite can be extremely large, for instance, for a test data size of 75 temporal facts and 40 inference rules, the grounding database contains 4,112,784 tuples. Comparatively, ProbLog uses a different grounding technique that reduces that ground size reasonably. Therefore, it is recommended to use ProbLog for marginal inference tasks in probabilistic temporal KGs when the background knowledge (inference rules) can be expressed as Horn rules. The results of the experiment are shown in Fig. 2. The reported runtimes are averaged over 5 runs for all of the solvers. As it can be seen in Fig. 2(a), due to scalability, we could only test Tuffy and TuffyLite over 10 to 100 facts. While the runtime of ProbLog increases linearly with data, the runtime of Tuffy and TuffyLite is nonlinear; it increases sharply as the size of data increases. If the inference rules of a knowledge graph can be expressed by Horn rules, then it is advisable to use ProbLog because it scales much better than Markov logic solvers (Tuffy and TuffyLite). On the other hand, if expressivity is required at the expense of scalability, Tuffy and TuffyLite can be chosen. In Fig. 2(b), we report the runtimes of marginal inference for ProbLog on large datasets ($\times 10^4$ magnitude).

6.2 MPE Inference

In this experiment, we compare the running times of ProbLog and PSL on different data sizes. Due to intractability of inference in Markov logic, we exclude Tuffy and TuffyLite. The runtimes, averaged over 5 runs, are reported in Fig. 3. As can be seen, ProbLog is faster than PSL. In addition, while the runtime of ProbLog increases linearly with respect to the dataset size, the runtime of PSL does not increase linearly with respect to the size of the input data. This is due to each added incorrect temporal fact might be involved in a conflict resulting in a non trivial optimization problem. Furthermore, contrary to PSL, ProbLog handles well the temporal predicates that are used to test the overlap of temporal intervals.

7 Related Work

*Temporal databases.* Temporal databases have been extensively studied (see surveys [24, 28]). However, relatively few works exist on probabilistic temporal databases [11, 8]. A relational database is used to model and query temporal data, integrity constraints and deduction rules
can also be specified [11]. However, these rules must be deterministic (unweighted) unlike what we do here. On the otherhand, contrary to this study where we use the valid time model, uncertain spatio-temporal databases focus on stochastically modelling trajectories through space and time (see [14] for instance).

Query evaluation in probabilistic databases is an active area of research [17, 31, 7, 29, 12]. With respect to temporal query evaluation over a probabilistic temporal knowledge base, to the best of our knowledge, there are two important studies [5] and [11]. While the former focuses on MPE inference, we study here marginal inference and deal with the problem of temporal coalescing. The later deals with marginal inference, the difference with this work are the following: (i) we consider weighted inference rules and constraints, (ii) we propose coalescing for temporal KGs, and (iii) we introduce rewriting for the coalescing of queries. In another study [13], the authors proposed an approach for resolving temporal conflicts in RDF knowledge bases. The idea is to use first-order logic Horn formulas with temporal predicates to express temporal and non-temporal constraints. However, these approaches are limited to a small set of temporal patterns and only allow for uncertainty in facts. Moreover, extending KGs using open domain information extraction, will often also lead to uncertainty about the correctness of schema information; a large variety of temporal inference rules and constraints, some of which will be domain specific, can also be the subject of uncertainty. Finally, Chen and Wang [6] debug erroneous facts by using a set of functional constraints although they do not deal with numerical and temporal facts at the same time.

8 Conclusion

Temporal reasoning is indispensable as advances in open information extraction has guided the automatic construction of temporal knowledge graphs. To perform temporal reasoning, one has to take care of the temporal scopes of facts. In addition, coalescing is necessary to prohibit errors and compact query answers. In this work, we addressed these issues. We provided theoretical as well as experimental results based on ProbLog and PSL.

A possible line of future work is to address scalability issues for ProbLog and PSL. Besides, coalescing needs to be addressed for other query operators such as union, negation, and selection.
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Abstract
This paper presents pl-cliquer, a Prolog interface to the cliquer tool for the maximum clique problem. Using pl-cliquer facilitates a programming style that allows logic programs to integrate with other tools such as: Boolean satisfiability solvers, finite domain constraint solvers, and graph isomorphism tools. We illustrate this programming style to solve the Graph Coloring problem, applying a symmetry break that derives from finding a maximum clique in the input graph. We present an experimentation of the resulting Graph Coloring solver on two benchmarks, one from the graph coloring community and the other from the examination timetabling community. The implementation of pl-cliquer consists of two components: A lightweight C interface, connecting cliquer’s C library and Prolog, and a Prolog module which loads the library. The complete tool is available as a SWI-Prolog module.
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Keywords and phrases Logic Programming, Constraints, Maximum Clique
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1 Introduction

The maximum clique problem, which is about finding the largest set of pairwise adjacent vertices in a graph, has been studied extensively both in theory [18, 10, 16, 2, 3, 14, 15, 5, 33] and in practice [29, 28, 19, 6, 7]. Several tools have been developed recently, which tackle the maximum clique problem [28, 21, 20, 29]. One of these tools is cliquer [27], which uses an exact branch-and-bound algorithm in the search for maximum cliques. cliquer consists of a collection of C routines, which can be compiled to either a standalone executable or a shared library.

* Supported by the Israel Science Foundation grant 182/13 and by the Lynn and William Frankel Center for Computer Science
The maximum clique problem is related to several other well-known graph problems. The chromatic number of any graph is bound from below by its maximum clique size, and the chromatic number of perfect graphs is identical to its maximum clique size. The size of the largest independent set in any graph \( G \) is identical to the size of the maximum clique in the complement graph of \( G \) (i.e., the graph in which \( u \) and \( v \) are adjacent if and only if they are not adjacent in \( G \)). The fast detection of cliques may also assist in the search for Ramsey graphs, which are characterized by their clique sizes. Further applications of maximum cliques can be found in bioinformatics (e.g., to infer evolutionary trees [11] and predict protein structures [32]), and in the analysis of random processes, where maximum cliques are sought in a dependency graph [13].

Integrating a (maximum) clique finding tool into a Logic Programming tool-chain has the potential to benefit search when solving hard graph problems. Such a tool can be used, for example, as a preprocessing step for instances of the graph coloring problem. After preprocessing, instances are processed by a constraint solver, or a SAT solver to find a solution. Moreover, using a tool-chain fitted for Prolog leads to new logic programming styles, such as those presented in [9], which integrates SAT solvers with Prolog, or [12] which integrates the nauty graph automorphism library with Prolog.

In this paper we demonstrate how a maximum clique tool can be integrated with Prolog, resulting in a library for SWI-Prolog [34] containing predicates that find maximum cliques in graphs. Moreover, we demonstrate how this library is integrated with an entire tool-chain written for Prolog. This tool-chain includes a collection of problem solving tools such as SAT and CSP solvers (e.g., [9]), finite-domain constraint compilers (e.g., [25, 26]), as well as a collection of additional symmetry breaking predicates which allow us to detect and prune equivalent solutions. We also observe that our tool-chain, augmented by cliquer, is competitive for graph coloring with results reported in the literature, and in some cases obtains previously unreported solutions.

The rest of this paper is structured as follows. Section 2 introduces the basic definitions and notations used throughout. Section 3 describes and illustrates the use of the pl-cliquer interface. Section 4 introduces the graph coloring problem, as well as a graph coloring solver, which is extended with optimizations based on the identification of a maximum clique. This example demonstrates how pl-cliquer augments an existing tool-chain. Section 5 defines the exam timetabling problem, as an application of the graph coloring problem. Sections 4 and 5 also present selected results of an experimentation using the standard graph coloring and exam timetabling benchmarks. Section 6 contains some technical details on pl-cliquer, and Section 7 concludes. Appendices A and B present results on the full benchmarks.

2 Preliminaries

A graph \( G = (V, E) \) consists of a set of vertices \( V = [n] = \{1, \ldots, n\} \) and a set of edges \( E \subseteq V \times V \). In the context of the tools that we present in this paper, it is natural to consider only simple graphs. Meaning, we assume that graphs are undirected, and there are no self loops or multiple edges. The degree of a vertex \( v \in V \) is denoted by \( \deg(v) \) and it is equal to the number of neighbors \( v \) has. The maximum degree of a graph \( G = (V, E) \) is denoted \( \Delta(G) \) and it is equal to the maximum over all vertex degrees. In this paper we represent graphs as Boolean adjacency matrices, a list of \( N \) length-\( N \) lists. We also make use of the DIMACS file format for graph representation, which contains the line \( e_{i,j} \) for every edge \( (i,j) \) of the graph, such that \( i < j \).

A function \( w : V \to \mathbb{N} \setminus \{0\} \), which assigns positive weights to the vertices of the graph is called a positive weight function. As an abuse of notation, we denote the weight of a set of
vertices \( U \subseteq V \) by \( w(U) = \sum_{u \in U} w(u) \). For the sake of simplicity, throughout this paper, we assume that vertex weights are 1, thereby identifying the weight of \( U \) with its size.

A clique \( C \subseteq V \) of \( G = (V,E) \) is a set of vertices that are pairwise connected, meaning that if \( u,v \in C \) then \( (u,v) \in E \). If \( |C| = k \) we call \( C \) a \( k \)-clique. The clique number of a graph \( G \) is denoted \( \omega(G) \) and is the number of vertices in a largest clique of \( G \). A clique \( C \subseteq V \) such that \( |C| = \omega(G) \) is called a maximum clique. The max-clique problem is about finding a maximum clique in a given graph \( G \). The max-weighted-clique problem is about finding a clique \( C \subseteq V \) such that the weight of \( C \) is maximal. The max-clique problem is known to be NP-Hard [18].

A vertex \( k \)-coloring of a graph \( G = (V,E) \), for \( k \in \mathbb{N} \), is a mapping \( c: V \to [k] \) ([\( k \) = \{ 1, \ldots, k \}) such that \( (u,v) \in E \) implies that \( c(u) \neq c(v) \). The chromatic number of a graph \( G \) is denoted \( \chi(G) \) and it is the smallest number \( k \) such that the vertices of \( G \) are \( k \)-colorable. The graph coloring problem is about finding a \( k \)-coloring of a given graph \( G \). The minimum graph coloring problem is about finding a \( k \)-coloring of a given graph \( G \) such that \( k = \chi(G) \). The graph coloring problem is known to be NP-Complete, and the minimum graph coloring problem is NP-Hard [18].

3 Interfacing Prolog with cliquer’s C library

The pl-cliquer interface is implemented using the foreign language interface of SWI-Prolog [34]. The C library of cliquer is linked against corresponding C code written for Prolog, which contains the low-level Prolog predicates connecting cliquer with Prolog. These low-level predicates are wrapped by a Prolog module, which extends their functionality and provides five high-level predicates. The five high-level predicates, available through the module are:

1. graph_read_dimacs_file/5
2. clique_find_single/4
3. clique_find_multi/5
4. clique_find_n_sols/6
5. clique_print_all/6

In the following we describe these in more detail and present several usage examples.

3.1 The clique_read_dimacs_file/5 predicate

The call graph_read_dimacs_file(DIMACS, NVert, Weights, Matrix, Options) applies to convert a graph represented in the standard DIMACS format to a Prolog representation as a Boolean adjacency matrix (list of lists). Figure 1 illustrates an example graph with seven vertices, its DIMACS representation, and its corresponding adjacency matrix. If the DIMACS representation resides in the file example.dimacs then the following call:

```prolog
?- graph_read_dimacs_file('example.dimacs', NVert, Weights, Matrix, []).
```

Matrix = [[0,1,1,1,1,0,0],
[1,0,1,0,0,1,0],
[1,1,0,1,0,1,0],
[1,1,1,0,0,1,0],
[1,0,0,0,0,1,0],
[0,0,1,1,1,0,0],
[0,1,0,0,0,0,0]],
NVert = 7,
Weights = [1,1,1,1,1,1,1]
will bind (as indicated) the variable \texttt{Matrix} to the matrix depicted also on the right of Figure 1, the variable \texttt{NVert} to the number of vertices in the graph, i.e., 7, and the variable \texttt{Weights} to a list of ones (since the vertices of this graph are without weights). The last argument (an empty list in the example) specifies a list of options which may contain the options \texttt{edge(Value)} and \texttt{non_edge(Non)}. These respectively determine the symbols used to represent edges and non-edges in the adjacency matrix \texttt{Matrix}. The empty list indicates default settings. By default, edges are represented by the symbol 1 and non-edges by the symbol 0.

### 3.2 The \texttt{clique_find_single/4} predicate

The \texttt{clique_find_single/4} predicate provides an interface to the \texttt{cliquer} routine by the same name. It finds a single clique in the input graph. The predicate takes the form \texttt{clique_find_single(NVert, Graph, Clique, Options)}. The first argument indicates the number of vertices in the graph, the second argument is an adjacency matrix representing the graph, and the third argument is the output clique. The last argument is a list of options which fine-tune the behavior of \texttt{pl-cliquer}, constraining the size and weight of the sought after clique.

\textbf{Options} may include \texttt{min_weight(Min)} and \texttt{max_weight(Max)} limiting the clique weight to be between \texttt{Min} and \texttt{Max}. In order to obtain a maximum clique (which is the default behavior) both \texttt{Min} and \texttt{Max} should be 0. Other options are \texttt{maximal(Maximal)}, where \texttt{Maximal} is a Boolean specifying whether only maximal cliques should be found, \texttt{static_ordering(Order)} where \texttt{Order} is a permutation of \{ 1...n \} specifying the order in which the \texttt{n} vertices of the graph are backtracked over by \texttt{cliquer}'s algorithm. The option \texttt{weights(Weights)} specifies a list of \texttt{n Weights} associated with the \texttt{n} vertices of the graph (by default all weights are 1). The empty list indicates default settings.

For example, calling \texttt{clique_find_single(NVert, Graph, Clique, Options)} with the graph from Figure 1, unifies \texttt{Clique} with the vertices \{1,2,3,4\}, which are easily verified as the maximum clique. Notice that during the runtime of \texttt{cliquer} additional information is printed to screen, which indicates the current workload and the maximal clique found so far.
?- Graph = [[0,1,1,1,0,0], [1,0,1,0,1,0], [1,0,1,0,1,0], ...],
clique_find_single(7, Graph, Clique, []).

2/7 (max 1) 0.00 s (0.00 s/round)
4/7 (max 2) 0.00 s (0.00 s/round)
5/7 (max 3) 0.00 s (0.00 s/round)
7/7 (max 4) 0.00 s (0.00 s/round)
size=4 (max 7) 0 1 2 3

Graph = [[0, 1, 1, 1, 0, 0] | ... ],
Clique = [1, 2, 3, 4].

3.3 The clique_find_n_sols/6 predicate

The call clique_find_n_sols(MaxSols, NVert, Graph, Sols, Total, Opts) allows to find several cliques in the input graph. The first argument, MaxSols, indicates the maximal number of cliques to be found. The second argument NVert indicates the number of vertices in the graph, and third argument is an adjacency matrix representing the graph. The fourth argument Sols, is unified with the cliques that are found in the graph, and the fifth argument is unified with the number of cliques found. The last argument is the option list, which is identical to the one for clique_find_single/4.

For example, calling clique_find_n_sols/6, with the graph from Figure 1, with options indicating that at most ten cliques of weight 3 and 4 should be found, also indicating these cliques may not be maximal – returns a result that implies that six such cliques exist, five cliques of weight 3 and one clique of weight 4, and they are: 

\[[1, 2, 3], [2, 3, 4], [1, 2, 3, 4], [1, 3, 4], [1, 2, 4], [3, 4, 6]\].

?- Graph = [[0,1,1,1,0,0], [1,0,1,0,1,0], [1,0,1,0,1,0], ... ],
   NVert = 7, MaxSols = 10,
   Options = [min_weight(3), max_weight(4), maximal(false)],
   clique_find_n_sols(MaxSols, NVert, Graph, Sols, Total, Options).

Graph = [[0, 1, 1, 1, 0, 0] | ... ],
Sols = [[1, 2, 3], [2, 3, 4], [1, 2, 3, 4], [1, 3, 4], [1, 2, 4], [3, 4, 6]],
Total = 6.

3.4 The clique_find_multi/5 predicate

The clique_find_multi/5 is similar in nature to clique_find_n_sols/6, except that it backtracks over the cliques that are found instead of collecting them in a list. This predicate takes the form clique_find_multi(MaxSols, NVert, Graph, Sol, Opts), with parameters identical in description to those of clique_find_n_sols/6 except that Sol will be unified with a single clique, which will change upon backtracking.

For example, calling clique_find_multi/5, with the graph from Figure 1, and options indicating that at most three cliques with weights between 3 and 4 should be found, such that these cliques may not be maximal – the call returns a result that implies that at least three such cliques exist: two cliques of weight 3 and one clique of weight 4, and they are: [1, 2, 3], [2, 3, 4] and [1, 2, 3, 4].
?- Graph = [[0,1,1,1,0,0], [1,0,1,0,0,1] | ... ],
    NVert = 7, MaxSols = 3,
    Options = [min_weight(3), max_weight(4), maximal(false)],
    clique_find_multi(MaxSols, NVert, Graph, Sol, Total, Options).

Graph = [[0, 1, 1, 1, 0, 0] | ... ],
Sol = [1, 2, 3] ;
Sol = [2, 3, 4] ;
Sol = [1, 2, 3, 4] ;
false.

3.5 The `clique_print_all/6` predicate

The `clique_print_all/6` predicate is primarily intended for debugging and exploring, and it will print all the cliques of a graph which comply to certain constraints. The predicate takes the form `clique_print_all(NVert, Min, Max, Maximal, Graph, Total)`. For example, the following call to `clique_print_all/6` will print all of the cliques in the example graph of Figure 1, which contain at least two vertices and at most three vertices, and unify `Total` with the total number of lines printed.

?- NVert = 7, Min = 2, Max = 3, Maximal = false,
    Graph = [[0,1,1,1,0,0],
             [1,0,1,0,0,1],
             [1,1,0,0,1,0],
             [1,1,0,0,1,0],
             [1,0,0,0,0,1],
             [0,0,1,1,1,0],
             [0,1,0,0,0,0]],
    clique_print_all(NVert, Min, Max, Maximal, Graph, Total).

[1, 2]
[2, 3]
[1, 2, 3]
[1, 3]
[3, 4]
[2, 3, 4]
[1, 3, 4]
[2, 4]
[1, 2, 4]
[1, 4]
[1, 5]
[5, 6]
[4, 6]
[3, 4, 6]
[3, 6]
[2, 7]
Total = 16.

The predicate `clique_print_all/6` does not print out the graph, or the edge list. This is because in many cases, the graph is very large, and printing these details provides no constructive effect. Moreover, while the list of edges is available to `cliquer` when parsing the graph, it is not available to the interface of `pl-cliquer`. Nevertheless, one may extract a list of graph edges using an auxiliary predicate included with the `pl-cliquer` source code.
4 Solving the Graph Coloring Problem

The graph coloring problem has been studied vigorously, for both theoretical and practical purposes. Some of the real world applications of the graph coloring problem include: timetabling problems (e.g., [22]), frequency assignment (e.g., [1]) and register allocation (e.g., [8]). We demonstrate, using a logic program tool-chain augmented by \texttt{pl-cliquer}, a solution for the graph (vertex) coloring problem, with an application for the minimum examination timetabling schedule problem. We demonstrate how \texttt{pl-cliquer} integrates with an existing tool-chain, all specified as part of the Prolog programming process. We compare our graph coloring application to previous work using to two standard benchmark sets [7, 17], one from the graph coloring community, and the other from the exam timetabling community.

In the graph coloring problem we are given a graph $G=([n], E)$ and a natural number $k > 0$, and we seek a labeling $c: [n] \rightarrow [k]$ of the graph vertices such that $(i, j) \in E \Rightarrow c(i) \neq c(j)$. In the minimum graph coloring problem, we seek the smallest $k$ for which such a labeling exists. Both the graph coloring problem and the minimum graph coloring problem are known to be NP-Hard [18].

In practical scenarios, solving the graph coloring problem has often involved formulating it as an integer linear program [4] or as a constraint model [31]. We solve the graph coloring problem by modeling it using a constraint language and then applying the finite-domain constraint compiler \texttt{BEE} [25, 26], which stands for Ben-Gurion University Equi-propagation Encoder (written in Prolog), to encode it to an instance of Boolean satisfiability which is then solved using an underlying SAT solver (through its Prolog interface [9]). In the configuration for this paper we use CryptoMiniSAT v2.5.1 as the underlying SAT solver.

When describing our approach we distinguish between the constraint model for the decision problem: given a graph $G$ and a number $k$ — does there exist a vertex coloring with at most $k$ colors? and the optimization problem — given a graph $G$ what is the smallest number $k$ for which there exists a vertex coloring with at most $k$ colors? To model the optimization problem we apply the minimization option of the \texttt{BEE} solver which incrementally refines the number $k$ for which the corresponding decision problem has a solution. The remainder of this section focuses on implementing the graph coloring decision problem, on which we later perform the minimization.

4.1 The Constraint Model for Graph Coloring

The basic constraint model is straightforward: for a graph $G = (V, E)$ and a given number (of colors) $k$, each vertex $u \in V$ is affiliated with a finite domain integer variable $I_u$ taking a value in the range $[1, \ldots, k]$ representing its color. For each edge $(u, v) \in E$, a constraint $I_u \neq I_v$ is added to the model, forcing distinct colors between adjacent vertices.

The following \texttt{graphColoring/3} predicate lists the high level Prolog code which implements this encoding for the graph coloring problem. Given a Boolean adjacency matrix $M$ for a graph with $N$ vertices, we represent a coloring of that graph as a list of $N$ values, such that the value in position $I$ of the list is the color of vertex $I$. The \texttt{graphColoring/3} predicate takes the following form: \texttt{graphColoring(Graph, KColors, Coloring)}. The first parameter is the adjacency matrix for the graph to be colored, the second parameter is the number of colors, and the last parameter will be unified with the coloring.

The call in the first line of the definition of \texttt{graphColoring/3} generates a constraint model that is satisfiable if and only if \texttt{Graph} has a coloring with \texttt{KColors} colors. It also generates a \texttt{Map} which relates the integer variables (the colors per vertex) with their Boolean
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<table>
<thead>
<tr>
<th>% Initial Coloring</th>
<th>% Different Colors</th>
</tr>
</thead>
<tbody>
<tr>
<td>[A,B,C,D,E,F,G]</td>
<td>int_neq(A,B)</td>
</tr>
<tr>
<td></td>
<td>int_neq(A,C)</td>
</tr>
<tr>
<td>% Coloring Declaration</td>
<td></td>
</tr>
<tr>
<td>new_int(A,1,5)</td>
<td>int_neq(A,D)</td>
</tr>
<tr>
<td>new_int(B,1,5)</td>
<td>int_neq(A,E)</td>
</tr>
<tr>
<td>new_int(C,1,5)</td>
<td>int_neq(B,C)</td>
</tr>
<tr>
<td>new_int(D,1,5)</td>
<td>int_neq(B,D)</td>
</tr>
<tr>
<td>new_int(E,1,5)</td>
<td>int_neq(B,G)</td>
</tr>
<tr>
<td>new_int(F,1,5)</td>
<td>int_neq(C,D)</td>
</tr>
<tr>
<td>new_int(G,1,5)</td>
<td>int_neq(C,F)</td>
</tr>
<tr>
<td></td>
<td>int_neq(D,F)</td>
</tr>
<tr>
<td></td>
<td>int_neq(E,F)</td>
</tr>
</tbody>
</table>

**Figure 2** Example of the constraint model for the graph in Figure 1.

(bit-blasted) representation. The second line is a call to BEE which compiles the constraint model to CNF, and the third line contains a call to the underlying SAT solver. The last line of `graphColoring/3` translates the coloring from BEE's (bit-blasted) representation of integers to that of Prolog.

```
graphColoring(Graph, KColors, Coloring) :-
    encode(coloring(Graph, KColors), Map, Constr),
    bCompile(Constr, CNF),
    sat(CNF),
    decode(Map, Coloring).
```

As an example, consider the graph in Figure 1. A call to `graphColoring(Graph, 5, Coloring)` would result in finding a coloring of that graph with 5 colors, and unifying `Coloring` with it. The first line of `graphColoring/3` will generate the constraint model, the second and third lines will compile and solve it. Figure 2 illustrates the constraint model for the example graph in Figure 1. The left column details the initial (unknown) coloring generated by the encoding process, as well as the variable declarations, and the right column lists the constraints forbidding adjacent vertices from having the same color. After solving the problem, in line 4 of `graphColoring/3` the coloring is translated back to Prolog values, and `Coloring` is unified with \([1,2,3,4,5,1,3]\), for example.

### 4.2 Throwing pl-cliquer into the mix

It is often the case that fast detection and iteration of cliques can be used to simplify and break symmetries in graph related problems [33, 6, 24]. In the case of graph coloring, when coloring the graph \(G = (V,E)\), a clique \(C \subseteq V\) must correspond to a set of vertices which are labeled by different colors, since \(C\) contains a set of mutually adjacent vertices. Given a clique \(C \subseteq V\) of the graph, it is possible to arbitrarily label the vertices of \(C\) with \(|C|\) different colors, thereby breaking symmetries and establishing a lower bound on \(\chi(G)\).

The following `graphColoring/3` predicate is augmented with a preprocessing step which applies `pl-cliquer` in order to find a maximum clique of the input graph. This clique is passed to the encoder, to be used by it during the generation of the constraint model. The first and second lines of the predicate find a maximum clique in `Graph` and unify it with `MaxClique`. The remaining lines of code follow the same outline as in `graphColoring/3` described in Section 4.1, with the exception that `MaxClique` is taken into account as part of the encoding process.
% Partial Coloring % Different Colors
[1,2,3,4,E,F,G] int_neq(1,E)
int_neq(2,G)
% Coloring Declaration int_neq(3,F)
new_int(E,1,5) int_neq(4,F)
new_int(F,1,5) int_neq(E,F)
new_int(G,1,5)

Figure 3 Example of the constraint model for the graph in Figure 1 with a partial coloring.

graphColoring(Graph, KColors, Coloring) :-
  length(Graph, NVert),
  clique_find_single(NVert, Graph, MaxClique, []),
  encode(coloring(Graph, KColors, MaxClique), Map, Constr),
  bCompile(Constr, CNF),
  sat(CNF),
  decode(Map, Coloring).

The encoding process initially assigns colors \{1,\ldots,|\text{MaxClique}|\} to the vertices of \text{MaxClique}. The remaining vertices are associated with finite-domain variables taking values between \{1,\ldots,\text{KColor}\}, representing their color. Finally, constraints are added which prevent adjacent vertices from sharing a color.

As an example, consider the graph in Figure 1. A call to the augmented predicate \text{graphColoring(Graph, 5, Coloring)} would result in finding a coloring of that graph with 5 colors, and unifying \text{Coloring} with it. The first line of \text{graphColoring/3} determines the number of vertices in the graph. The second line of \text{graphColoring/3} finds a maximum clique and unifies \text{MaxClique} with a list of its vertices. For example, given the graph in Figure 1, the solver might unify \text{MaxClique} with \[1,2,3,4\]. The third line generates the constraint model, and the fourth line compiles the constraint model to CNF. The fifth line calls a SAT solver and the sixth line translates the result to Prolog values, resulting in either a coloring for the graph, or an unsatisfiable result, implying the graph can not be colored by \text{KColor} colors. Notice that since the maximum clique is known, the encoding process may introduce a partial coloring of the graph, which substantially reduces the constraint model, because constraints involving clique vertices may now be omitted. Figure 3 illustrates the constraint model for the example graph in Figure 1. The left column details the partial coloring generated by the encoding process, as well as the variable declarations, and the right column lists the constraints forbidding adjacent vertices from having the same color.

4.3 Additional Optimizations & Results

In this section we mention additional optimizations that can be made, when solving the graph coloring problem, given that the maximum clique of the graph is known. So far, the graph coloring solver is composed of: (1) a preprocessing step which embeds the colors of a maximum clique, and (2) a constraint model which is translated to CNF and solved by a SAT solver. In addition to (1) and (2), we have also implemented, as a secondary preprocessing step, the optimizations discussed in [23]. These optimizations reduce symmetries, as well as the instance size leading to an improved constraint model. Once solved, the improved model is passed through a postprocessing step, also described in [23] in order to obtain the final coloring. For the sake of brevity, we refer the interested reader to the relevant paper [23] for a complete description of the optimizations. We tested this method on the DIMACS coloring instances, which were introduced in the Second DIMACS Implementation Challenge [17].
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Table 1 Satisfiable Dimacs Instances Results.

<table>
<thead>
<tr>
<th>Instance</th>
<th>$k$</th>
<th>with cliquer</th>
<th>without cliquer</th>
</tr>
</thead>
<tbody>
<tr>
<td>anna.col</td>
<td>11</td>
<td>0.02 sat(BEE)</td>
<td>0.06 sat</td>
</tr>
<tr>
<td>david.col</td>
<td>11</td>
<td>0.02 sat(BEE)</td>
<td>0.05 sat</td>
</tr>
<tr>
<td>DSJC125.1.col</td>
<td>15</td>
<td>0.06 sat</td>
<td>0.03 sat</td>
</tr>
<tr>
<td>DSJR500.1.col</td>
<td>12</td>
<td>0.07 sat</td>
<td>0.31 sat</td>
</tr>
<tr>
<td>DSJR500.5.col</td>
<td>122</td>
<td>4661.28 memory</td>
<td>∞ memory</td>
</tr>
<tr>
<td>fpsol2.1.col</td>
<td>65</td>
<td>0.03 sat(BEE)</td>
<td>4.13 sat</td>
</tr>
<tr>
<td>fpsol2.2.col</td>
<td>30</td>
<td>0.07 sat</td>
<td>1.31 sat</td>
</tr>
<tr>
<td>fpsol2.3.col</td>
<td>30</td>
<td>0.07 sat</td>
<td>1.31 sat</td>
</tr>
<tr>
<td>games120.col</td>
<td>9</td>
<td>0.05 sat</td>
<td>0.07 sat</td>
</tr>
<tr>
<td>luck.col</td>
<td>11</td>
<td>0.02 sat(BEE)</td>
<td>0.04 sat</td>
</tr>
<tr>
<td>initbx.1.1.col</td>
<td>54</td>
<td>0.12 sat</td>
<td>4.38 sat</td>
</tr>
<tr>
<td>initbx.1.2.col</td>
<td>31</td>
<td>0.3 sat</td>
<td>2.03 sat</td>
</tr>
<tr>
<td>initbx.1.3.col</td>
<td>31</td>
<td>0.33 sat</td>
<td>2.2 sat</td>
</tr>
<tr>
<td>jean.col</td>
<td>10</td>
<td>0.02 sat(BEE)</td>
<td>0.03 sat</td>
</tr>
<tr>
<td>le450_15a.col</td>
<td>15</td>
<td>1.6 sat</td>
<td>0.78 sat</td>
</tr>
<tr>
<td>le450_15b.col</td>
<td>15</td>
<td>0.76 sat</td>
<td>0.68 sat</td>
</tr>
<tr>
<td>le450_25a.col</td>
<td>25</td>
<td>0.57 sat</td>
<td>1.12 sat</td>
</tr>
<tr>
<td>le450_25b.col</td>
<td>25</td>
<td>0.7 sat</td>
<td>1.13 sat</td>
</tr>
<tr>
<td>le450_5a.col</td>
<td>5</td>
<td>0.18 sat</td>
<td>0.22 sat</td>
</tr>
<tr>
<td>le450_5b.col</td>
<td>5</td>
<td>0.18 sat</td>
<td>0.23 sat</td>
</tr>
<tr>
<td>le450_5c.col</td>
<td>5</td>
<td>0.26 sat</td>
<td>0.36 sat</td>
</tr>
<tr>
<td>le450_5d.col</td>
<td>5</td>
<td>0.27 sat</td>
<td>0.34 sat</td>
</tr>
<tr>
<td>miles1000.col</td>
<td>42</td>
<td>0.02 sat(BEE)</td>
<td>1.29 sat</td>
</tr>
<tr>
<td>miles1500.col</td>
<td>73</td>
<td>0.02 sat(BEE)</td>
<td>3.83 sat</td>
</tr>
<tr>
<td>miles2500.col</td>
<td>8</td>
<td>0.02 sat(BEE)</td>
<td>0.04 sat</td>
</tr>
<tr>
<td>miles5000.col</td>
<td>20</td>
<td>0.02 sat(BEE)</td>
<td>0.23 sat</td>
</tr>
<tr>
<td>miles7500.col</td>
<td>31</td>
<td>0.03 sat</td>
<td>0.69 sat</td>
</tr>
<tr>
<td>mulsol.1.1.col</td>
<td>49</td>
<td>0.02 sat(BEE)</td>
<td>0.98 sat</td>
</tr>
<tr>
<td>mulsol.1.2.col</td>
<td>31</td>
<td>0.13 sat</td>
<td>0.62 sat</td>
</tr>
<tr>
<td>mulsol.1.3.col</td>
<td>31</td>
<td>0.13 sat</td>
<td>0.64 sat</td>
</tr>
<tr>
<td>mulsol.1.4.col</td>
<td>31</td>
<td>0.14 sat</td>
<td>0.64 sat</td>
</tr>
<tr>
<td>mulsol.1.5.col</td>
<td>31</td>
<td>0.14 sat</td>
<td>0.63 sat</td>
</tr>
<tr>
<td>mycieh3.col</td>
<td>4</td>
<td>0.03 sat</td>
<td>0.01 sat</td>
</tr>
<tr>
<td>mycieh4.col</td>
<td>5</td>
<td>0.03 sat</td>
<td>0.01 sat</td>
</tr>
<tr>
<td>mycieh5.col</td>
<td>6</td>
<td>0.03 sat</td>
<td>0.01 sat</td>
</tr>
<tr>
<td>mycieh6.col</td>
<td>7</td>
<td>0.04 sat</td>
<td>0.04 sat</td>
</tr>
<tr>
<td>mycieh7.col</td>
<td>8</td>
<td>0.09 sat</td>
<td>0.11 sat</td>
</tr>
<tr>
<td>queen5_5.col</td>
<td>5</td>
<td>0.03 sat</td>
<td>0.01 sat</td>
</tr>
<tr>
<td>queen6_6.col</td>
<td>7</td>
<td>0.03 sat</td>
<td>0.04 sat</td>
</tr>
<tr>
<td>queen7_7.col</td>
<td>7</td>
<td>0.04 sat</td>
<td>0.04 sat</td>
</tr>
<tr>
<td>queen8_12.col</td>
<td>12</td>
<td>0.1 sat</td>
<td>0.15 sat</td>
</tr>
<tr>
<td>queen8_8.col</td>
<td>9</td>
<td>0.92 sat</td>
<td>0.24 sat</td>
</tr>
<tr>
<td>queen9_9.col</td>
<td>10</td>
<td>6.98 sat</td>
<td>14.42 sat</td>
</tr>
<tr>
<td>queen10_10.col</td>
<td>11</td>
<td>21638.0 sat</td>
<td>21684.2 sat</td>
</tr>
<tr>
<td>school1.col</td>
<td>14</td>
<td>66.91 sat</td>
<td>1.34 sat</td>
</tr>
<tr>
<td>school1_nsh.col</td>
<td>14</td>
<td>27.08 sat</td>
<td>1.06 sat</td>
</tr>
<tr>
<td>zeroin.1.1.col</td>
<td>49</td>
<td>0.02 sat(BEE)</td>
<td>1.05 sat</td>
</tr>
<tr>
<td>zeroin.1.2.col</td>
<td>30</td>
<td>0.03 sat</td>
<td>0.56 sat</td>
</tr>
<tr>
<td>zeroin.1.3.col</td>
<td>30</td>
<td>0.03 sat</td>
<td>0.56 sat</td>
</tr>
</tbody>
</table>

Selected results for this set of benchmarks are given in Tables 1 and 2, a more complete set of results can be found in (B).

Table 1 compares solving times for the satisfiable instances of the DIMACS benchmarks with and without our augmented tool-chain. Table 2 similarly compares the solving times of the unsatisfiable instances. Both tables share the same structure: the first column lists the instance name and the second column lists the coloring size we seek. In Table 1 these values $k$ correspond to the best known colorings described in the literature [23, 24]. In Table 2 these correspond to corresponding values $k - 1$, the largest values for which there does not exist a coloring. The third and fifth columns detail the solving times with and without our augmented tool-chain, and the fourth and sixth columns detail the means by which the instance was solved. The means by which an instance was solved may be one of the following: (a) sat(BEE) – which means that BEE solved the constraints without calling the
SAT solver, or (b) sat – which means that the SAT solver was called, or (c) unsat – which means the SAT solver was called and returned with an unsatisfiable result, or (d) unsat(BEE) – meaning that the BEE constraint compiler determined during its compilation stages that the instance is unsatisfiable, or (e) unsat(cliquer) – meaning that cliquer determined that the instance is unsatisfiable, or (f) memory – meaning that the computer ran out of memory while solving this instance, or (g) timeout – meaning that the computation for this instance did not terminate within 24 hours. All times are listed in seconds.

Table 1 illustrates that little improvement is gained from using cliquer when solving satisfiable instances with $k = \chi(G)$. In fact, solving times substantially increase for three satisfiable instances when cliquer is applied as part of a preprocessing step. Table 2 illustrates that when cliquer is incorporated to solve unsatisfiable instances where $k = \chi(G)$...
Table 3 Satisfiable Toronto Instances Results.

<table>
<thead>
<tr>
<th>Instance</th>
<th>k (lit)</th>
<th>with cliquer</th>
<th>without cliquer</th>
</tr>
</thead>
<tbody>
<tr>
<td>hec-s-92</td>
<td>17 (17)</td>
<td>0.08 sat</td>
<td>0.17 sat</td>
</tr>
<tr>
<td>sta-f-83</td>
<td>13 (13)</td>
<td>0.03 sat</td>
<td>0.15 sat</td>
</tr>
<tr>
<td>yor-f-83</td>
<td>18 (19)</td>
<td>0.46 sat</td>
<td>0.93 sat</td>
</tr>
<tr>
<td>ute-s-92</td>
<td>10 (10)</td>
<td>0.16 sat</td>
<td>0.13 sat</td>
</tr>
<tr>
<td>ear-f-83</td>
<td>22 (22)</td>
<td>0.3 sat</td>
<td>0.62 sat</td>
</tr>
<tr>
<td>tre-s-92</td>
<td>20 (20)</td>
<td>0.51 sat</td>
<td>1.023 sat</td>
</tr>
<tr>
<td>lse-f-91</td>
<td>17 (17)</td>
<td>0.13 sat</td>
<td>0.62 sat</td>
</tr>
<tr>
<td>kfu-s-93</td>
<td>19 (19)</td>
<td>0.4 sat</td>
<td>0.98 sat</td>
</tr>
<tr>
<td>rye-s-93</td>
<td>21 (21)</td>
<td>0.61 sat</td>
<td>1.67 sat</td>
</tr>
<tr>
<td>car-f-92</td>
<td>27 (28)</td>
<td>2.08 sat</td>
<td>6.95 sat</td>
</tr>
<tr>
<td>uta-s-92</td>
<td>29 (30)</td>
<td>3.7 sat</td>
<td>4.45 sat</td>
</tr>
<tr>
<td>car-s-91</td>
<td>27 (27)</td>
<td>1580.47 sat</td>
<td>∞ timeout</td>
</tr>
<tr>
<td>pur-s-93</td>
<td>31 (36)</td>
<td>6.71 sat</td>
<td>32.03 sat</td>
</tr>
</tbody>
</table>

\(\chi(G) - 1\), solving times are considerably improved, often making the difference between being able to determine a result or not.

5 Exam Timetabling: An Application of Graph Coloring

The examination timetabling problem is about scheduling exams to a set of sequential timeslots, in such a way that conflicting exams are not scheduled to the same timeslot. An instance of the examination timetabling problem specifies \(n\), the total number of exams, a set \(D \subseteq [n] \times [n]\) of conflicting exams, in such a way that conflicts are symmetric (i.e., \((i,j) \in D \iff (j,i) \in D\)), as well as a number of timeslots, \(m\). We seek to find a legal schedule of size \(m\), which is a tuple \(S = \langle t_1, \ldots, t_n \rangle\) describing a mapping from exams to timeslots such that \(t_i\) is the timeslot of exam \(i\). Each timeslot takes a value in the set \(\{1, \ldots, m\}\), and for every pair of conflicting exams \(i\) and \(j\) — the exams are not scheduled to the same timeslot (i.e., \(t_i \neq t_j\)).

The examination timetabling problem is reducible to the graph coloring problem by considering the conflict graph derived from the problem instance. This is the graph with vertices corresponding to courses and edges induced by the constraint set \(D\) such that \((i,j)\) is an edge of the graph if and only if \((i,j) \in D\). If the graph is \(m\)-colorable, then the coloring can be taken to be a legal schedule of size \(m\).

In the minimum examination timetabling problem, we seek the minimum \(m\) for which there exists a legal schedule. The minimum examination timetabling problem is equivalently reducible to the minimum graph-coloring problem.

We tested our approach on the Toronto timetabling instances, which were introduced by Carter et al., [7]. Selected results for this set of benchmarks are given in Tables 3 and 4, the complete set of results can be found in Appendix A Table 3 lists instances for which satisfiable results were found, illustrating the coloring size that was found using our augmented tool-chain. The table follows the same description as that of Table 1, except that the second column lists the optimal coloring size we found as well as the best known coloring we found in literature [30]. Table 4 lists the corresponding unsatisfiable instances which prove that the colorings found in Table 3 are optimal. The columns of this table follow the same description as those of Table 2.

Table 3 illustrates the improvement gained by using cliquer when solving satisfiable instances. The table lists four instances for which the best known colorings are improved, while colorings for the remaining instances match the best known results from literature. Moreover, Table 4 illustrates that when cliquer is incorporated to solve unsatisfiable instances, solving
Table 4 Unsatisfiable Toronto Instances Results.

<table>
<thead>
<tr>
<th>Instance</th>
<th>k (lit)</th>
<th>with cliquer</th>
<th>without cliquer</th>
</tr>
</thead>
<tbody>
<tr>
<td>hec-s-92</td>
<td>16</td>
<td>0.01 unsat(cliquer)</td>
<td>37.36.02 unsat</td>
</tr>
<tr>
<td>sta-f-83</td>
<td>12</td>
<td>0.01 unsat(cliquer)</td>
<td>37.36.14 unsat</td>
</tr>
<tr>
<td>yor-f-83</td>
<td>17</td>
<td>0.01 unsat(cliquer)</td>
<td>∞ timeout</td>
</tr>
<tr>
<td>ues-s-92</td>
<td>9</td>
<td>0.1 unsat(cliquer)</td>
<td>6.65 unsat</td>
</tr>
<tr>
<td>ear-f-83</td>
<td>21</td>
<td>0.24 unsat</td>
<td>∞ timeout</td>
</tr>
<tr>
<td>tres-s-92</td>
<td>19</td>
<td>0.01 unsat(cliquer)</td>
<td>∞ timeout</td>
</tr>
<tr>
<td>lsc-f-91</td>
<td>16</td>
<td>0.01 unsat(cliquer)</td>
<td>3718.11 unsat</td>
</tr>
<tr>
<td>kfu-s-93</td>
<td>18</td>
<td>0.02 unsat(cliquer)</td>
<td>∞ timeout</td>
</tr>
<tr>
<td>rye-s-93</td>
<td>20</td>
<td>0.03 unsat(cliquer)</td>
<td>∞ timeout</td>
</tr>
<tr>
<td>car-f-92</td>
<td>26</td>
<td>50.2 unsat</td>
<td>∞ timeout</td>
</tr>
<tr>
<td>car-s-91</td>
<td>26</td>
<td>∞ timeout</td>
<td>∞ timeout</td>
</tr>
<tr>
<td>uta-s-92</td>
<td>28</td>
<td>8.18 unsat</td>
<td>∞ timeout</td>
</tr>
<tr>
<td>pur-s-93</td>
<td>30</td>
<td>4.71 unsat</td>
<td>∞ timeout</td>
</tr>
</tbody>
</table>

Times are considerably improved, often making the difference between solvable and unsolvable instances. Also notice that, to the best of our knowledge, the chromatic numbers of Toronto instances were not previously reported in the literature [30].

6 Technical Details

The package containing pl-cliquer is available for download from the pl-cliquer homepage at: https://www.cs.bgu.ac.il/~frankm/plcliquer/. The package contains a README file, which contains usage and installation instructions, as well as an examples directory containing the examples discussed in this paper. The C code for pl-cliquer may be found in the src directory. Also in the src directory are the module files for pl-cliquer.

pl-cliquer was compiled and tested on Debian Linux and Ubuntu Linux using the 7.x.x branch of SWI-Prolog. Note that pl-cliquer should compile and run on any architecture where cliquer will compile and run.

7 Conclusions

We have presented, and made available, a Prolog interface to the core components of the cliquer clique-finding tool [27]. The principle contribution of this paper is in the utility of the tool which we expect to be widely used. The tool provides a “drop in” clique finding utility, through which Prolog programs which address graph related problems may apply cliquer natively, through Prolog, as part of the solving process. Cliques may be generated, subject to programmer selected constraints on size, maximality etc., and may be generated deterministically or non-deterministically. Additionally, we illustrate in Prolog the standard approach to implement a graph coloring solver. The experiments we report on indicate that our tool-chain, augmented with pl-cliquer, is on par with results reported in the literature [30, 23, 24].
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Tables 5 and 6 describe in more detail the results obtained for satisfiable and unsatisfiable instances of the Toronto benchmarks respectively. The first column lists the instance name, the second column lists the best coloring found as well as the previously best known coloring from literature [30], the third column lists the time it took cliquer to find a maximum clique in the graph, the fourth column lists the time it took BEE to compile the constraints to CNF, The fifth and sixth column detail the size of the CNF in terms of clauses and number of variables, the seventh column lists the time it took the SAT solver to obtain a result, and the last column detail the reason for that result. The values in column seven are the same as the status column of Table 1.
### Table 5 Satisfiable Toronto Instances Results.

<table>
<thead>
<tr>
<th>Instance</th>
<th>k (lit)</th>
<th>cliquer</th>
<th>BEE</th>
<th>#clauses</th>
<th>#vars</th>
<th>sat</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>hcs-s-92</td>
<td>17 (17)</td>
<td>0.01</td>
<td>0.05</td>
<td>6601</td>
<td>590</td>
<td>0.02</td>
<td>sat</td>
</tr>
<tr>
<td>sta-f-83</td>
<td>13 (13)</td>
<td>0.01</td>
<td>0.01</td>
<td>735</td>
<td>175</td>
<td>0.01</td>
<td>sat</td>
</tr>
<tr>
<td>yor-f-83</td>
<td>18 (19)</td>
<td>0.01</td>
<td>0.37</td>
<td>37569</td>
<td>1812</td>
<td>0.08</td>
<td>sat</td>
</tr>
<tr>
<td>ute-s-92</td>
<td>10 (10)</td>
<td>0.1</td>
<td>0.04</td>
<td>9100</td>
<td>770</td>
<td>0.02</td>
<td>sat</td>
</tr>
<tr>
<td>ear-f-83</td>
<td>22 (22)</td>
<td>0.01</td>
<td>0.22</td>
<td>23159</td>
<td>1639</td>
<td>0.07</td>
<td>sat</td>
</tr>
<tr>
<td>tre-s-92</td>
<td>20 (20)</td>
<td>0.01</td>
<td>0.36</td>
<td>55756</td>
<td>2881</td>
<td>0.14</td>
<td>sat</td>
</tr>
<tr>
<td>lse-f-91</td>
<td>17 (17)</td>
<td>0.01</td>
<td>0.1</td>
<td>17478</td>
<td>1418</td>
<td>0.02</td>
<td>sat</td>
</tr>
<tr>
<td>kfu-s-93</td>
<td>19 (19)</td>
<td>0.02</td>
<td>0.23</td>
<td>48300</td>
<td>2807</td>
<td>0.15</td>
<td>sat</td>
</tr>
<tr>
<td>rye-s-93</td>
<td>21 (21)</td>
<td>0.03</td>
<td>0.42</td>
<td>69838</td>
<td>4160</td>
<td>0.16</td>
<td>sat</td>
</tr>
<tr>
<td>car-f-92</td>
<td>27 (28)</td>
<td>0.2</td>
<td>1.15</td>
<td>179749</td>
<td>7634</td>
<td>0.73</td>
<td>sat</td>
</tr>
<tr>
<td>uta-s-92</td>
<td>29 (30)</td>
<td>0.1</td>
<td>2.1</td>
<td>338007</td>
<td>11490</td>
<td>1.5</td>
<td>sat</td>
</tr>
<tr>
<td>car-s-91</td>
<td>27 (27)</td>
<td>0.06</td>
<td>1.93</td>
<td>407155</td>
<td>12672</td>
<td>1578.48</td>
<td>sat</td>
</tr>
<tr>
<td>pur-s-93</td>
<td>31 (36)</td>
<td>0.5</td>
<td>2.85</td>
<td>1098306</td>
<td>39613</td>
<td>3.36</td>
<td>sat</td>
</tr>
</tbody>
</table>

### Table 6 Unsatisfiable Toronto Instances Results.

<table>
<thead>
<tr>
<th>Instance</th>
<th>k (lit)</th>
<th>cliquer</th>
<th>BEE</th>
<th>#clauses</th>
<th>#vars</th>
<th>sat</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>hcs-s-92</td>
<td>16</td>
<td>0.01</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>sta-f-83</td>
<td>12</td>
<td>0.01</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>yor-f-83</td>
<td>17</td>
<td>0.01</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>ute-s-92</td>
<td>9</td>
<td>0.1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>ear-f-83</td>
<td>21</td>
<td>0.01</td>
<td>0.2</td>
<td>13841</td>
<td>1210</td>
<td>0.03</td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>tre-s-92</td>
<td>19</td>
<td>0.01</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>lse-f-91</td>
<td>16</td>
<td>0.01</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>kfu-s-93</td>
<td>18</td>
<td>0.02</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>rye-s-93</td>
<td>20</td>
<td>0.03</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>car-s-91</td>
<td>26</td>
<td>0.2</td>
<td>1.12</td>
<td>159981</td>
<td>7138</td>
<td>48.88</td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>car-s-91</td>
<td>26</td>
<td>0.06</td>
<td>1.09</td>
<td>373479</td>
<td>12053</td>
<td>timeout</td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>uta-s-92</td>
<td>28</td>
<td>0.1</td>
<td>1.5</td>
<td>310668</td>
<td>10933</td>
<td>6.58</td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>pur-s-93</td>
<td>30</td>
<td>0.5</td>
<td>2.77</td>
<td>1005456</td>
<td>37849</td>
<td>1.44</td>
<td>unsat(cliquer)</td>
</tr>
</tbody>
</table>

### B Dimacs Instances

Tables 7 and 8 describe in more detail the results obtained for satisfiable and unsatisfiable instances of the DIMACS benchmarks respectively. The tables description follows the description of Tables 5 and 6.
### Table 7 Satisfiable Dimacs Instances Results.

<table>
<thead>
<tr>
<th>Instance</th>
<th>$k$</th>
<th>cliquer</th>
<th>BEE</th>
<th>#clauses</th>
<th>#vars</th>
<th>sat</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>anna.col</td>
<td>11</td>
<td>0.01</td>
<td>0.01</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>sat(BEE)</td>
</tr>
<tr>
<td>david.col</td>
<td>11</td>
<td>0.01</td>
<td>0.01</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>sat(BEE)</td>
</tr>
<tr>
<td>DSIC125.1.col</td>
<td>5</td>
<td>0.01</td>
<td>0.02</td>
<td>4017</td>
<td>553</td>
<td>0.03</td>
<td>sat(BEE)</td>
</tr>
<tr>
<td>DSIC500.1.col</td>
<td>12</td>
<td>0.02</td>
<td>0.02</td>
<td>14928</td>
<td>1209</td>
<td>0.03</td>
<td>sat</td>
</tr>
<tr>
<td>DSIC500.5.col</td>
<td>122</td>
<td>4661.28</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>memory</td>
</tr>
<tr>
<td>fpsol2.1.col</td>
<td>45</td>
<td>0.02</td>
<td>0.01</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>sat(BEE)</td>
</tr>
<tr>
<td>fpsol2.2.col</td>
<td>30</td>
<td>0.02</td>
<td>0.04</td>
<td>9654</td>
<td>894</td>
<td>0.01</td>
<td>sat</td>
</tr>
<tr>
<td>fpsol2.3.col</td>
<td>30</td>
<td>0.02</td>
<td>0.04</td>
<td>9654</td>
<td>894</td>
<td>0.01</td>
<td>sat</td>
</tr>
<tr>
<td>games120.col</td>
<td>9</td>
<td>0.01</td>
<td>0.03</td>
<td>8820</td>
<td>1051</td>
<td>0.01</td>
<td>sat</td>
</tr>
<tr>
<td>huck.col</td>
<td>11</td>
<td>0.01</td>
<td>0.01</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>sat(BEE)</td>
</tr>
<tr>
<td>initx.i1.col</td>
<td>54</td>
<td>0.05</td>
<td>0.05</td>
<td>17248</td>
<td>1192</td>
<td>0.02</td>
<td>sat</td>
</tr>
<tr>
<td>initx.i2.col</td>
<td>31</td>
<td>0.05</td>
<td>0.13</td>
<td>103315</td>
<td>3705</td>
<td>0.12</td>
<td>sat</td>
</tr>
<tr>
<td>initx.i3.col</td>
<td>31</td>
<td>0.05</td>
<td>0.15</td>
<td>103315</td>
<td>3705</td>
<td>0.13</td>
<td>sat</td>
</tr>
<tr>
<td>jean.col</td>
<td>10</td>
<td>0.01</td>
<td>0.01</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>sat(BEE)</td>
</tr>
<tr>
<td>le50_15a.col</td>
<td>15</td>
<td>0.02</td>
<td>0.34</td>
<td>127561</td>
<td>6102</td>
<td>1.24</td>
<td>sat</td>
</tr>
<tr>
<td>le50_15b.col</td>
<td>15</td>
<td>0.02</td>
<td>0.32</td>
<td>117393</td>
<td>5879</td>
<td>0.42</td>
<td>sat</td>
</tr>
<tr>
<td>le50_25a.col</td>
<td>25</td>
<td>0.02</td>
<td>0.33</td>
<td>155049</td>
<td>6290</td>
<td>0.22</td>
<td>sat</td>
</tr>
<tr>
<td>le50_25b.col</td>
<td>25</td>
<td>0.02</td>
<td>0.34</td>
<td>190394</td>
<td>7420</td>
<td>0.33</td>
<td>sat</td>
</tr>
<tr>
<td>le50_5a.col</td>
<td>5</td>
<td>0.01</td>
<td>0.12</td>
<td>29092</td>
<td>2088</td>
<td>0.05</td>
<td>sat</td>
</tr>
<tr>
<td>le50_5b.col</td>
<td>5</td>
<td>0.01</td>
<td>0.11</td>
<td>30023</td>
<td>2117</td>
<td>0.06</td>
<td>sat</td>
</tr>
<tr>
<td>le50_5c.col</td>
<td>5</td>
<td>0.01</td>
<td>0.19</td>
<td>42630</td>
<td>1992</td>
<td>0.06</td>
<td>sat</td>
</tr>
<tr>
<td>le50_5d.col</td>
<td>5</td>
<td>0.01</td>
<td>0.19</td>
<td>44927</td>
<td>2051</td>
<td>0.07</td>
<td>sat</td>
</tr>
<tr>
<td>miles1000.col</td>
<td>42</td>
<td>0.01</td>
<td>0.01</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>sat(BEE)</td>
</tr>
<tr>
<td>miles1500.col</td>
<td>73</td>
<td>0.01</td>
<td>0.01</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>sat(BEE)</td>
</tr>
<tr>
<td>miles250.col</td>
<td>8</td>
<td>0.01</td>
<td>0.01</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>sat(BEE)</td>
</tr>
<tr>
<td>miles500.col</td>
<td>20</td>
<td>0.01</td>
<td>0.01</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>sat(BEE)</td>
</tr>
<tr>
<td>miles750.col</td>
<td>31</td>
<td>0.01</td>
<td>0.01</td>
<td>15</td>
<td>7</td>
<td>0.01</td>
<td>sat</td>
</tr>
<tr>
<td>mulsol1.1.col</td>
<td>49</td>
<td>0.01</td>
<td>0.01</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>sat(BEE)</td>
</tr>
<tr>
<td>mulsol1.2.col</td>
<td>31</td>
<td>0.01</td>
<td>0.06</td>
<td>41878</td>
<td>1574</td>
<td>0.06</td>
<td>sat</td>
</tr>
<tr>
<td>mulsol1.3.col</td>
<td>31</td>
<td>0.01</td>
<td>0.06</td>
<td>41878</td>
<td>1574</td>
<td>0.06</td>
<td>sat</td>
</tr>
<tr>
<td>mulsol1.4.col</td>
<td>31</td>
<td>0.01</td>
<td>0.06</td>
<td>44293</td>
<td>1642</td>
<td>0.07</td>
<td>sat</td>
</tr>
<tr>
<td>mulsol1.5.col</td>
<td>31</td>
<td>0.01</td>
<td>0.06</td>
<td>43402</td>
<td>1608</td>
<td>0.07</td>
<td>sat</td>
</tr>
<tr>
<td>myciel3.col</td>
<td>4</td>
<td>0.01</td>
<td>0.01</td>
<td>83</td>
<td>30</td>
<td>0.01</td>
<td>sat</td>
</tr>
<tr>
<td>myciel4.col</td>
<td>5</td>
<td>0.01</td>
<td>0.01</td>
<td>393</td>
<td>91</td>
<td>0.01</td>
<td>sat</td>
</tr>
<tr>
<td>myciel5.col</td>
<td>6</td>
<td>0.01</td>
<td>0.01</td>
<td>1570</td>
<td>240</td>
<td>0.01</td>
<td>sat</td>
</tr>
<tr>
<td>myciel6.col</td>
<td>7</td>
<td>0.01</td>
<td>0.02</td>
<td>5736</td>
<td>589</td>
<td>0.01</td>
<td>sat</td>
</tr>
<tr>
<td>myciel7.col</td>
<td>8</td>
<td>0.01</td>
<td>0.06</td>
<td>19929</td>
<td>1386</td>
<td>0.02</td>
<td>sat</td>
</tr>
<tr>
<td>queen5.5.col</td>
<td>5</td>
<td>0.01</td>
<td>0.01</td>
<td>266</td>
<td>31</td>
<td>0.01</td>
<td>sat</td>
</tr>
<tr>
<td>queen6.6.col</td>
<td>7</td>
<td>0.01</td>
<td>0.01</td>
<td>1584</td>
<td>138</td>
<td>0.01</td>
<td>sat</td>
</tr>
<tr>
<td>queen7.7.col</td>
<td>7</td>
<td>0.01</td>
<td>0.02</td>
<td>2566</td>
<td>192</td>
<td>0.01</td>
<td>sat</td>
</tr>
<tr>
<td>queen8.12.col</td>
<td>12</td>
<td>0.01</td>
<td>0.07</td>
<td>19816</td>
<td>872</td>
<td>0.02</td>
<td>sat</td>
</tr>
<tr>
<td>queen8.8.col</td>
<td>9</td>
<td>0.01</td>
<td>0.03</td>
<td>7314</td>
<td>380</td>
<td>0.88</td>
<td>sat</td>
</tr>
<tr>
<td>queen9.9.col</td>
<td>10</td>
<td>0.01</td>
<td>0.06</td>
<td>12026</td>
<td>547</td>
<td>6.91</td>
<td>sat</td>
</tr>
<tr>
<td>queen10.10.col</td>
<td>11</td>
<td>0.01</td>
<td>0.09</td>
<td>21322</td>
<td>856</td>
<td>21637.9</td>
<td>sat</td>
</tr>
<tr>
<td>school1.col</td>
<td>14</td>
<td>66.39</td>
<td>0.51</td>
<td>42</td>
<td>16</td>
<td>0.01</td>
<td>sat</td>
</tr>
<tr>
<td>school1_msh.col</td>
<td>14</td>
<td>26.64</td>
<td>0.47</td>
<td>107</td>
<td>34</td>
<td>0.01</td>
<td>sat</td>
</tr>
<tr>
<td>zeroin.i1.col</td>
<td>49</td>
<td>0.01</td>
<td>0.01</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>sat(BEE)</td>
</tr>
<tr>
<td>zeroin.i2.col</td>
<td>30</td>
<td>0.01</td>
<td>0.01</td>
<td>734</td>
<td>139</td>
<td>0.01</td>
<td>sat</td>
</tr>
<tr>
<td>zeroin.i3.col</td>
<td>30</td>
<td>0.01</td>
<td>0.01</td>
<td>734</td>
<td>139</td>
<td>0.01</td>
<td>sat</td>
</tr>
</tbody>
</table>
Table 8 Unsatisfiable Dimacs Instances Results.

<table>
<thead>
<tr>
<th>Instance</th>
<th>$k$</th>
<th>cliquer</th>
<th>BEE</th>
<th>#clauses</th>
<th>#vars</th>
<th>sat</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>anna.col</td>
<td>10</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>david.col</td>
<td>10</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>DSJC125.1.col</td>
<td>4</td>
<td>0.01 0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(BEE)</td>
</tr>
<tr>
<td>DSJR500.1.col</td>
<td>11</td>
<td>0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>DSJR500.5.col</td>
<td>121</td>
<td>4597.34</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>fpsol2.i.1.col</td>
<td>64</td>
<td>0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>fpsol2.i.2.col</td>
<td>29</td>
<td>0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>fpsol2.i.3.col</td>
<td>29</td>
<td>0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>games120.col</td>
<td>8</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>buck.col</td>
<td>10</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>inithx.i.1.col</td>
<td>53</td>
<td>0.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>inithx.i.2.col</td>
<td>30</td>
<td>0.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>inithx.i.3.col</td>
<td>30</td>
<td>0.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>jean.col</td>
<td>9</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>le450_15a.col</td>
<td>14</td>
<td>0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>le450_15b.col</td>
<td>14</td>
<td>0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>le450_25a.col</td>
<td>24</td>
<td>0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>le450_25b.col</td>
<td>24</td>
<td>0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>le450_5a.col</td>
<td>4</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>le450_5b.col</td>
<td>4</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>le450_5c.col</td>
<td>4</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>le450_5d.col</td>
<td>4</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>miles1000.col</td>
<td>41</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>miles1500.col</td>
<td>72</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>miles2500.col</td>
<td>7</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>miles5000.col</td>
<td>19</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>miles7500.col</td>
<td>30</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>mulsol.i.1.col</td>
<td>48</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>mulsol.i.2.col</td>
<td>30</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>mulsol.i.3.col</td>
<td>30</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>mulsol.i.4.col</td>
<td>30</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>mulsol.i.5.col</td>
<td>30</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>myciel3.col</td>
<td>3</td>
<td>0.01 0.01</td>
<td>37</td>
<td>15</td>
<td>0.01</td>
<td>unsat</td>
<td></td>
</tr>
<tr>
<td>myciel4.col</td>
<td>4</td>
<td>0.01 0.01</td>
<td>267</td>
<td>70</td>
<td>0.01</td>
<td>unsat</td>
<td></td>
</tr>
<tr>
<td>myciel5.col</td>
<td>5</td>
<td>0.01 0.01</td>
<td>1170</td>
<td>195</td>
<td>0.85</td>
<td>unsat</td>
<td></td>
</tr>
<tr>
<td>myciel6.col</td>
<td>6</td>
<td>0.01 0.01</td>
<td>4548</td>
<td>496</td>
<td>22970.47</td>
<td>unsat</td>
<td></td>
</tr>
<tr>
<td>myciel7.col</td>
<td>7</td>
<td>0.01 0.06</td>
<td>16499</td>
<td>1197</td>
<td>∞</td>
<td>timeout</td>
<td></td>
</tr>
<tr>
<td>queen5_5.col</td>
<td>4</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>queen5_6.col</td>
<td>6</td>
<td>0.01 0.01</td>
<td>1070</td>
<td>108</td>
<td>0.01</td>
<td>unsat</td>
<td></td>
</tr>
<tr>
<td>queen5_7.col</td>
<td>6</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>queen8_12.col</td>
<td>11</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>queen8_8.col</td>
<td>8</td>
<td>0.01 0.04</td>
<td>5838</td>
<td>324</td>
<td>15.88</td>
<td>unsat</td>
<td></td>
</tr>
<tr>
<td>queen10_9.col</td>
<td>11</td>
<td>0.02 0.06</td>
<td>9859</td>
<td>474</td>
<td>2295.86</td>
<td>unsat</td>
<td></td>
</tr>
<tr>
<td>queen10_10.col</td>
<td>10</td>
<td>0.01 0.08</td>
<td>18110</td>
<td>716</td>
<td>∞</td>
<td>timeout</td>
<td></td>
</tr>
<tr>
<td>school1.col</td>
<td>13</td>
<td>66.39</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>school1_nsh.col</td>
<td>13</td>
<td>26.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>zeron.i.1.col</td>
<td>48</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>zeron.i.2.col</td>
<td>29</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
<tr>
<td>zeron.i.3.col</td>
<td>29</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unsat(cliquer)</td>
</tr>
</tbody>
</table>
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Abstract
Semantic versioning is a principle to associate version numbers to different software releases in a meaningful manner. The correct use of version numbers is important in software package systems where packages depend on other packages with specific releases. When patch or minor version numbers are incremented, the API is unchanged or extended, respectively, but the semantics of the operations should not be affected (apart from bug fixes). Although many software package management systems assumes this principle, they do not check it or perform only simple syntactic signature checks. In this paper we show that more substantive and fully automatic checks are possible for declarative languages. We extend a package manager for the functional logic language Curry with features to check the semantic equivalence of two different versions of a software package. For this purpose, we combine CurryCheck, a tool for automated property testing, with program analysis techniques in order to ensure the termination of the checker even in case of possibly non-terminating operations defined in some package. As a result, we obtain a software package manager which checks semantic versioning and, thus, supports a reliable and also specification-based development of software packages.

1 Motivation
Contemporary software systems are complex and based on many components. To structure such systems and support the re-use of components in different software systems, software packages with well-defined APIs (application programming interfaces) are used. A software package consists of one or more modules and is used as a building block of a larger system. Hence, a software system or even a complex package depends on other packages. Since packages develop over time, e.g., new functionality is added, more efficient implementations are developed, or the usage of operations (i.e., the API) is changed, it is important to use appropriate versions of packages. Finding them and manage these dependencies is often called “dependency hell.” As a solution to this problem, package managers use version numbers associated to package releases and allow to express such dependencies as relations on version numbers.

Semantic versioning is a recommendation to associate meaningful version numbers to software packages. In the semantic versioning standard, each version number consists of a major, minor, and patch number, separated by dots, and an optional pre-release specifier.

1 http://www.semver.org
consisting of alphanumeric characters and hyphens appended with a hyphen (and optional build metadata, which we do not consider here). For instance, 0.1.2 and 1.2.3-alpha.2 are valid version numbers. Furthermore, an ordering is defined on version numbers where major, minor, and patch numbers are compared in lexicographic order and pre-releases are considered unstable so that they are smaller than their non-pre-release versions. For instance, 0.1.1 < 0.1.2 < 0.3.1 < 1.1.2-alpha < 1.1.2. Furthermore, semantic versioning requires that the major version number is incremented when the API functionality of a package is changed, the minor version number is incremented when new API functionality is added and existing API operations are backward compatible, and the patch version number is incremented when the API functionality is unchanged (only bug fixes, code refactorings, code improvements, etc).

The advantage of semantic versioning is an increased flexibility to choose packages when building larger software systems. For instance, if package A requires some functionality which has been introduced in version 2.3.1 of package B, one can specify that A depends on B in a version greater than or equal to 2.3.1 but less than 3.0.0. Thanks to semantics versioning, a package manager can choose newer versions of B (as long as they are smaller than 3.0.0), when they become available, in order to build A without dependency problems.

However, semantic versioning requires the semantic compatibility of two packages with identical major version numbers (apart from new operations or operations with bug fixes). Since this property is obviously undecidable in general, the developer is responsible for this semantic compatibility so that this is not checked in contemporary package management systems. Improving this situation is the objective of the work described in this paper. Due to the absence of side effects in declarative (functional, logic) programming languages, one can easily write repeatable test suites. Tests parameterized over some arguments are also called properties. Property-based testing automates the checking of properties by random or systematic generation of test inputs. It has been introduced with the QuickCheck tool [12] for the functional language Haskell and adapted to other languages, like PrologCheck [2] for Prolog, PropEr [26] for the concurrent functional language Erlang, or EasyCheck [11] and CurryCheck [17] for the functional logic language Curry.

In order to check the semantic equivalence of a unary operation \( f \) defined in versions \( v_1 \) and \( v_2 \) of some package, a first approach is renaming the definitions of \( f \) in these packages to \( f_{v_1} \) and \( f_{v_2} \), respectively, and checking the property \( \forall x. f_{v_1}(x) = f_{v_2}(x) \), which is called computed result equivalence in [9]. Ideally, one should prove this property. Since fully automatic proof techniques are available only for limited domains, we propose to use property-based testing instead. Although this method is incomplete in general, in practice it is quite successful if the generated input data is well distributed (which is a goal of all property-based test tools). Unfortunately, the brute-force testing of the equivalence of all operations, as described above, does not yield an automatic checker for semantic versioning, since it might not terminate if some operations are non-terminating. Moreover, declarative languages like Haskell or Curry are based on lazy evaluation to enable optimal computations and modularity by stream-based programming [20]. Hence, operations might also compute infinite results that cannot be compared in a finite amount of time. Therefore, we propose to combine property-based testing with program analysis techniques in order to ensure the termination of property testing. In general, operations which might not terminate are excluded from equivalence checking. In

\[2\] This property is a necessary but not sufficient condition to ensure semantic equivalence in functional logic programs [7]. Since we do not intend to provide a faithful method for semantic versioning checking but use a testing-based approach to detect inconsistencies, we use this simplified property.
order to check operations which compute infinite data structures, e.g., stream generators, we analyze the “productivity” of these operations, i.e., a property which ensures that partial results are produced after a finite amount of time, and check finite approximations of their results.

In order to use these ideas in practice, we integrated this kind of semantic versioning checking into CPM [25], a new package management system for the functional logic language Curry. In this way, we obtain a software package manager which checks semantic versioning and, thus, supports a reliable and also specification-based development of software packages.

This paper is structured as follows. In the next section we briefly survey functional logic programming and features of Curry. Sections 3 and 4 discuss the main features of property-based testing and the Curry package manager CPM. The integration of semantic versioning checking into CPM is shown in Section 5. The techniques to check also possibly non-terminating operations are introduced in Section 6 and their implementation is discussed in Section 7. Before we conclude, we show in Section 8 an important application of our approach: the specification-based development of software systems.

2 Functional Logic Programming and Curry

In this section we briefly review some features of functional logic programming and Curry that are relevant for this paper. More details can be found in surveys on functional logic programming [6, 16] and in the language report [19].

Functional logic languages [6, 16] integrate the most important features of functional and logic languages in order to provide a variety of programming concepts. They support functional programming concepts like higher-order functions and lazy evaluation as well as logic programming concepts like non-deterministic search and computing with partial information. The declarative multi-paradigm language Curry [19] is a functional logic language with advanced programming concepts.

The syntax of Curry is close to Haskell [27], i.e., type variables and names of defined operations usually start with lowercase letters and the names of type and data constructors start with an uppercase letter. \( \alpha \rightarrow \beta \) denotes the type of all functions mapping elements of type \( \alpha \) into elements of type \( \beta \) (where \( \beta \) can also be a functional type, i.e., functional types are “curried”). The application of an operation \( f \) to \( e \) is denoted by juxtaposition (“\( f e \)”).

In addition to Haskell, Curry allows free (logic) variables in rules and initial expressions. Function calls with free variables are evaluated by a possibly non-deterministic instantiation of demanded arguments.

▶ Example 1. The following simple program shows the functional and logic features of Curry. It defines the well-known list concatenation and an operation that returns some element of a list having at least two occurrences:

\[
(\oplus) :: [\alpha] \rightarrow [\alpha] \rightarrow [\alpha]
\]

\[
\begin{align*}
\text{someDup} & :: [\alpha] \rightarrow \alpha \\
[] \oplus ys & = ys \\
(x:xs) \oplus ys & = x : (xs \oplus ys) \\
\text{someDup} xs & | xs == _ \oplus [x] \oplus _ \oplus [x] \oplus _
\end{align*}
\]

Since “\( \oplus \)” can be called with free variables in arguments, the condition in the rule of \( \text{someDup} \) is solved by instantiating \( x \) and the anonymous free variables “\( _ \)” to appropriate values (i.e., expressions without defined functions) before reducing the function calls. This corresponds to narrowing [28], but Curry narrows with possibly non-most-general unifiers to ensure the optimality of computations [3]. Curry is a non-strict language, i.e., derivation steps are performed at outermost positions, which supports computations with infinite data structures [20]. We do not recapitulate the details of the operational semantics which can be
found in [1]. When we later consider evaluations of expressions, we denote by “\(\rightarrow\)” the one step outermost derivation relation and by “\(\ast \rightarrow\)” its reflexive-transitive closure.

Note that someDup is a non-deterministic operation since it might deliver more than one result for a given argument, e.g., the evaluation of someDup \([1,2,2,1]\) yields the values 1 and 2. Non-deterministic operations, which can formally be interpreted as mappings from values into sets of values [14], are an important feature of contemporary functional logic languages. Hence, Curry has also a predefined choice operation:

\[
\begin{align*}
x ? _ &= x \\
_ ? y &= y
\end{align*}
\]

Thus, the expression “0 ? 1” evaluates to 0 and 1 with the value non-deterministically chosen.

A functional pattern [4] is a pattern in the left-hand side of a rule containing defined operations (and not only data constructors and variables). Such a pattern abbreviates the set of all standard patterns to which the functional pattern can be evaluated (by narrowing). For instance, we can rewrite the definition of someDup as

\[
\text{someDup } (_++[x]++_++[x]++) = x
\]

Functional patterns are a powerful feature to express arbitrary selections in tree structures, e.g., as shown for processing XML documents in [15].

Curry has also features which are useful for application programming, like set functions [5] to encapsulate non-deterministic computations, default rules [8] to deal with partially specified operations and negation, and standard features from functional programming, like modules or monadic I/O. Other features are explained when they are used in the following.

3 Property-based Testing and CurryCheck

Property-based testing is a useful technique to improve the reliability of software packages. Basically, properties are Boolean expressions parameterized over input data. Concrete input data is automatically generated by property-based test tools which evaluate the properties on these inputs. For instance, QuickCheck [12], PropEr [26], or PrologCheck [2] generate test inputs in a random manner, whereas SmallCheck [29], GAST [21], or EasyCheck [11] perform a systematic enumeration of test inputs so that, for finite input domains, they can actually verify properties.

CurryCheck [17] is a property-based test tool for Curry which automates the test process. CurryCheck is based on EasyCheck and extracts and tests all properties contained in a source program. A property is a top-level entity with result type Prop and an arbitrary number of inputs. For instance, if we add to the program of Example 1 the property

\[
\text{concIsAssoc :: } [\text{Int}] \rightarrow [\text{Int}] \rightarrow [\text{Int}] \rightarrow \text{Prop} \\
\text{concIsAssoc } xs \ ys \ zs = (xs++ys)++zs -\equiv- xs++(ys++zs)
\]

and run CurryCheck on this program, the associativity property of list concatenation is tested by systematically enumerating lists of integers for the variables \(xs\), \(ys\), and \(zs\). The property “\(-\equiv-\)” has the type \(a \rightarrow a \rightarrow \text{Prop}\) and is satisfied if both arguments have a single identical value.

To check laws involving non-deterministic operations, one can use the property “\(<\sim>\)” which is satisfied if both arguments have identical result sets. For instance, consider the following definition of a permutation of a list (which exploits a functional pattern to select some element in the argument list):
The requirement that permutations do not change the list length can be expressed by the property

\[
\text{permLength } xs = \text{length (perm } xs \text{)} \leftrightarrow \text{length } xs
\]

Since the left argument of “\(<\sim>\)” evaluates to many (identical) values, the set-based interpretation of “\(<\sim>\)” is relevant here. This is reasonable since, from a declarative programming point of view, it is irrelevant how often some result is computed.

Now consider an alternative definition of permutations which non-deterministically inserts the first element into a permutation of the remaining elements:

\[
\text{permIns } [] = []
\]

\[
\text{permIns } (x:xs) = \text{insert } x \ (\text{permIns } xs)
\]

\[
\text{insert } x \ (xs++ys) = xs++[x]++ys
\]

In order to check whether both definitions of permutations compute identical results, we (successfully) test the following property:

\[
\text{permSameAsPermIns } xs = \text{perm } xs \leftrightarrow \text{permIns } xs
\]

---

**4 CPM: The Curry Package Manager**

The Curry Package Manager CPM\(^3\) [25] is a tool to distribute and install Curry software packages and manage version dependencies between them. Essentially, a package consists of one or more Curry modules and a package specification, a file in JSON format containing the package’s metadata. Beyond some standard fields, like author, name, or synopsis, the metadata of each package contains the version number of the package (in semantic versioning format, see above) and a list of dependency constraints. A dependency constraint consists of the name of another package and a disjunction of conjunctions of version relations, which are comparison operators (\(<\), \(\leq\), \(>\), \(\geq\), \(=\)) together with a version number. Conjunctions are separated by commas, and disjunctions are separated by \(||\). Hence, the dependency constraint

\[
"B" : "\geq 2.0.0, < 3.0.0 \mid\mid > 4.1.0"
\]

expresses the requirement that the current package depends on package B with major version 2 or in a version greater than 4.1.0.

CPM has various commands to manage the set of all packages and install and upgrade individual packages. CPM uses a central index of all known packages and their versions. A user can download a local copy of this index and also add other local packages and versions to this index. To install a package, CPM tries to resolve all dependency constraints of the current package and all dependent packages. This is a classic constraint satisfaction problem and CPM uses a lazy functional approach based on [24] to solve all dependency constraints and find appropriate package versions. If there is a solution to these constraints, CPM automatically installs all required packages. If there are several possible versions of some

\(^3\) [http://curry-language.org/tools/cpm](http://curry-language.org/tools/cpm)
package to install, CPM uses the newest one. CPM also supports upgrading packages, i.e., to replace already installed packages by newer versions, if possible. The details of these processes are outside the scope of this paper and are described in [25].

CPM adheres to the semantic versioning standard as sketched in Section 1. Thus, if there are two versions of a package with identical major version numbers, they should have compatible APIs, i.e., all public data types and operations in the exported modules\(^4\) occurring in both package versions must have identical type signatures and behavior, and new public operations can be added only if the minor version number is increased. CPM supports the automated checking of this principle by the \texttt{diff} command. For instance, to compare the current package to a previous version 1.2.4 of the same package, a package developer can invoke the command

\[
\texttt{> cpm diff 1.2.4}
\]

This starts a complex comparison process which is described in the next section. Depending on the outcome of this API comparison, the current package can be added to the central CPM index.

5 **Semantic Versioning Checking**

Semantic versioning checking is the process to compare the APIs of two versions of some package and report possible violations according to the semantic versioning standard. In our context, the API of a package is the set of all public data types and operations occurring in the exported modules of this package. To accomplish this task, the semantic versioning checker integrated in CPM performs the following steps:

1. The signatures of all API data types and operations occurring in both packages are compared. If there are any syntactic differences and the major version numbers of the packages are identical, a violation is reported.
2. If there is some API entity \(f\) occurring in version \(a_1.b_1.c_1\) but not in version \(a_2.b_2.c_2\), then a violation is reported if \(a_1\) and \(a_2\) are identical but \(b_1\) is not greater than \(b_2\).
3. If the major version numbers of the packages are identical, then, for all API operations occurring in both package versions, the behavior of both versions of such an operation is compared (see below for more details about this comparison). If any difference is detected, a violation is reported.

To compare the behavior of some operation \(f\) defined in versions \(v_1\) and \(v_2\) of some package, the code of both packages is copied and all modules of these packages (and all packages on which these packages depend) are renamed with the version number as a prefix. For instance, a module \(\text{Mod}\) occurring in package version 1.2.3 is copied and renamed into module \(V_{1.2.3}\_\text{Mod}\). Thus, if there is a unary operation \(f\) occurring in module \(\text{Mod}\) in package versions 1.2.3 and 1.2.4 to compare, one can access both versions of this operation by the qualified name \(V_{1.2.3}\_\text{Mod}.f\) and \(V_{1.2.4}\_\text{Mod}.f\). After copying all modules, CPM generates a new “comparison” module which contains the following code:

\[
\text{import qualified V}_{1.2.3}\_\text{Mod}
\text{import qualified V}_{1.2.4}\_\text{Mod}

\text{check}\_\text{Mod}\_f\ x = V_{1.2.3}\_\text{Mod}.f\ x \leftrightarrow V_{1.2.4}\_\text{Mod}.f\ x
\]

\(^4\) A package specification can also declare a subset of all modules as “exported” so that only operations in these modules can be used by other packages. If this is not explicitly declared, all modules of the package are considered as exported.
If this is passed to CurryCheck and the property is satisfied for all generated test inputs, we have some confidence about the semantic equivalence of \( f \) in both packages (although full confidence requires the proof of a more complex property \([7, 9]\)). This approach works under the following assumptions:

1. The input and result types of \( V_{1\,2\,3\_\text{Mod}}.f \) and \( V_{1\,2\,4\_\text{Mod}}.f \) are identical.
2. The operations to be compared are terminating on all input values.

Since these conditions might not be satisfied in practice, we develop (partial) solutions to it. To see an example where the first condition is not satisfied, consider the following excerpt of the library `Day` dealing with weekdays:

```haskell
data Weekday = Monday | Tuesday | ... | Sunday

nextDay :: Weekday \rightarrow Weekday
...
```

Since the type `Weekday` is locally defined, copying and renaming two versions of this library for semantic versioning checking results in two different `Weekday` types so that both versions of `nextDay` have incompatible argument and result types. Thus, to generate a property to compare both versions, CPM generates a bijective mapping between both renamed types:

```haskell
\text{t\_Weekday} :: V_{1\,2\,4\_\text{Day}}.Weekday \rightarrow V_{1\,2\,3\_\text{Day}}.Weekday
\text{t\_Weekday} V_{1\,2\,4\_\text{Day}}.Monday = V_{1\,2\,3\_\text{Day}}.Monday
\text{t\_Weekday} V_{1\,2\,4\_\text{Day}}.Tuesday = V_{1\,2\,3\_\text{Day}}.Tuesday
...
```

This mapping must exist (otherwise, semantic versioning is syntactically violated) and it allows to compare both versions of `nextDay` with the following property:

```haskell
\text{check\_Day\_nextDay} :: V_{1\,2\,4\_\text{Day}}.Weekday \rightarrow \text{Prop}
\text{check\_Day\_nextDay} x = \text{t\_Weekday} (V_{1\,2\,4\_\text{Day}}.nextDay x)
\leftrightarrow V_{1\,2\,3\_\text{Day}}.nextDay (\text{t\_Weekday} x)
```

If our second assumption (termination of the operations to be compared) is not satisfied, the behavior checker might not terminate. Obviously, this should be avoided. Therefore, we analyze the operations to be compared before the comparison properties are generated. As a simple approach, one can approximate the termination behavior of these operations, e.g., by comparing the argument sizes in recursive calls \([22]\). For this purpose, we used the Curry analysis framework CASS \([18]\) to implement a simple termination analysis which checks the arguments of direct recursive calls of an operation. If all these calls contain at least one syntactically smaller argument (since we consider only algebraic data types for this purpose, there are no infinite chains of size-decreasing values) and all dependent operations are terminating, the operation is classified as terminating. We can use this analysis to check only those operations which are definitely terminating and emit warnings about the remaining unchecked operations. Although there are many opportunities to improve the termination analyzer, it can only approximate the termination property. Therefore, CPM also accepts specific pragmas where the programmer can annotate operations as terminating. For instance, CPM will consider the following operation as terminating and, thus, includes it in semantic versioning checking:

```haskell
{-# TERMINATE #-}
\text{mcCarthy} :: \text{Int} \rightarrow \text{Int}
\text{mcCarthy} n = \text{if} n \leq 100 \text{ then } \text{mcCarthy} (\text{mcCarthy} (n+1))
\text{else} n-10
```
Although this is reasonable to increase the number of operations considered in semantic versioning checking, an important class of operations is still excluded: operations that are intentionally non-terminating since they generate infinite data structures. A method to check such operations will be presented in the next section.

### 6 Checking Non-terminating Operations

It is well-known that lazy evaluation is a useful programming feature to increase modularity by separating producers and consumers of data [20]. Typically, data producers are operations which generate infinite structures, like the following operations which generate infinite lists of ascending integers starting from the argument:

$$\text{ints} :: \text{Int} \rightarrow \text{[Int]} \quad \text{ints} n = n : \text{ints} (n+1)$$

$$\text{ints2} :: \text{Int} \rightarrow \text{[Int]} \quad \text{ints2} n = n : \text{ints2} (n+2)$$

Although these operations compute infinite lists of a different shape, this difference cannot be detected by the property

$$\text{checkInts} x = \text{ints} x \leftrightarrow \text{ints2} x$$

due to its non-termination. Since such operations are actually used in non-strict languages, semantic versioning checking should be supported for them in some way.

How can we state that \text{ints} and \text{ints2} have a different behavior? If we consider the computed result equivalence of operations introduced in Sect. 1, there is no difference since neither \text{ints} nor \text{ints2} evaluate to some value (an expression without operation symbols). Therefore, a simple strategy like running CurryCheck with a time limit would not show any difference in the values computed by \text{ints} nor \text{ints2}. We need another way to compare the behavior of these operations. Thus, we use a more general notion of equivalence of operations in non-strict functional logic languages proposed in [7], also called “contextual equivalence” in [9]. It expresses the idea that two operations are equivalent if they can be replaced by each other in any context without changing the produced values.

▶ Definition 2 (Equivalent operations [7]). Let $f_1, f_2$ be operations of the same type. $f_1$ is equivalent to $f_2$ iff, for any expression $E_1$ and value $v$, $E_1$ evaluates to $v$ iff $E_2$ evaluates to $v$, where $E_2$ is obtained from $E_1$ by replacing any occurrence of $f_1$ with $f_2$.

Since equivalence in this sense implies computed result equivalence, counter-examples found by the method introduced in Sect. 5 are also counter-examples to the equivalence of operations. Moreover, \text{ints} and \text{ints2} are not equivalent w.r.t. Def. 2: $\text{head} (\text{tail} (\text{ints} 0))$ evaluates to 1 but $\text{head} (\text{tail} (\text{ints2} 0))$ evaluates to 2. To detect such differences, we put the operations into some context where only a finite outermost part is computed. In our example, we define an operation that limits the length of a list. Since the length should be limited with non-negative numbers, we define Peano numbers with the constructors $\text{Z}(ero)$ and $\text{S}(uccessor)$:

$$\text{data Nat} = \text{Z} \mid \text{S Nat}$$

We limit potentially infinite lists to some length provided as a \text{Nat} argument:

$$\text{limitList} :: \text{Nat} \rightarrow \text{[Int]} \rightarrow \text{[Int]}$$

$$\text{limitList} \text{ Z} \_ = \_$$

$$\text{limitList} \text{ (S n)} \_ = \_$$

$$\text{limitList} \text{ (S n)} (x:xs) = x : \text{limitList} n xs$$

Now we can check the observable equivalence of \text{ints} and \text{ints2} by the following property:
CurryCheck finds a counter-example for the input arguments \( n=(S\ (S\ Z)) \) and \( x=1 \).

Since the list length limit is an input parameter to the property, this property is sufficient to detect observable differences between such infinite lists. A formal result about the soundness and completeness of limited property checking will be presented below. Before we have to discuss some conditions required for this method.

In order to ensure the termination of property checking, a depth restriction is not sufficient in general. For instance, when checking the equivalence of the operations

\[
\text{loop } n = \text{loop } (n+1) \quad \text{loop2 } n = \text{loop2 } (n+2)
\]

a depth limit would not avoid the non-terminating evaluations of \( \text{loop} \) and \( \text{loop2} \). This is due to the fact that the evaluation of these operations do not produce a constructor-rooted term after finitely many steps. To exclude this kind of operations, we define the class of productive operations (for the sake of simplicity, we consider unary operations only, but all definitions and results can be extended to operations with more than one argument):

**Definition 3 (Productive operations).** An operation \( f \) is called \textit{root-productive} if, for all values \( t \), there is no infinite derivation

\[
f \ t \rightarrow e_1 \rightarrow e_2 \rightarrow \cdots
\]

where each \( e_i \) is operation-rooted. An operation \( f \) is called \textit{productive} if it is root-productive and, for all values \( t \) and derivations \( f \ t \rightarrow^* e \), all operations in \( e \) are productive.

For instance, \( \text{loop} \) and \( \text{loop2} \) are not productive whereas \( \text{ints} \) and \( \text{ints2} \) are productive (remember that \( \rightarrow^* \) denotes the outermost reduction relation of Curry). Obviously, terminating operations are productive but not vice versa.

If all operations in an expression are productive and we limit the result depth of evaluating this expression, as done in the property \( \text{limitCheckInts} \) above, all evaluations are terminating. Thus, if we restrict semantic versioning checking to productive operations and limit the depth of the results, it is always terminating. To formalize this method, we define a limit operation for some data type \( \tau \) as follows (for the sake of simplicity, we consider monomorphic data types here; the extension to polymorphic type constructors will be discussed later):

**Definition 4 (Limit operation).** Let \( \tau \) be some type defined by

\[
\text{data } \tau = C_1 \ \tau_{11} \ldots \tau_{1n_1} | \ldots | C_k \ \tau_{k1} \ldots \tau_{kn_k}
\]

Then the \textit{limit operation} for type \( \tau \) is defined as follows:

\[
\text{limit} \quad :: \quad \text{Nat } \rightarrow \tau \rightarrow \tau
\]

\[
\text{limit } n \ (C_1 \ x_1 \ldots x_{n_1}) = C_1 \ (\text{limit} \ n_1 \ x_1) \ldots (\text{limit} \ n_{n_1} \ x_{n_1})
\]

The operation \( \text{limitList} \) defined above is an example of a limit operation for lists of integers. The definition assumes that there is always a ground value \( c_\tau \) (i.e., a constructor term without variables like a constant) of type \( \tau \). This assumption might not be satisfied for data types that do not have finite values, as
In this case, there is no ground value which can be used as a result of \texttt{limitByteStream Z _}. However, we could extend this data type with a new constant

\begin{verbatim}
data ByteStream = Cons Byte ByteStream | EmptyByteStream
\end{verbatim}

and define

\begin{verbatim}
limitByteStream Z _ = EmptyByteStream
\end{verbatim}

Note that this data type extension is similarly to the representation of failures when compiling functional logic programs into purely functional programs \cite{10} so that it does not change the set of computed values.

The termination of semantic versioning checking with limit operations for productive operations is a consequence of the following result:

\textbf{Proposition 5.} Let \( \texttt{limit} \tau \) be a limit operation, \( n \) some \texttt{Nat} value, and \( e \) an expression of type \( \tau \) which contains only productive operations. Then all derivations of \( (\texttt{limit} \tau n e) \) are finite.

Now we can state the soundness and completeness of checking the equivalence of operations with limit operations. Soundness means that every counter-example found by limited equivalence checking shows that the considered operations are not equivalent:

\textbf{Proposition 6 (Soundness of limited equivalence checking).} Let \( f_1 \) and \( f_2 \) be operations of type \( \tau \rightarrow \tau' \) and \( \texttt{limit} \tau' \) be a limit operation for type \( \tau' \). If there are values \( n, x, y \) such that \( \texttt{limit} \tau' n (f_1 x) \) evaluates to \( y \) but \( \texttt{limit} \tau' n (f_2 x) \) does not evaluate to \( y \), then \( f_1 \) and \( f_2 \) are not equivalent.

Completeness of equivalence checking with limit operations means that one can always find a counter-example for non-equivalent operations (if we search long enough for appropriate inputs). However, this is not the case in general due to partially defined operations. For instance, consider a slightly modified variant of the \texttt{ints} operations where the generated lists also include elements \texttt{head []} whose evaluation leads to a failure:

\begin{verbatim}
fints n = head [] : n : fints (n+1) fints2 n = head [] : n : fints2 (n+2)
\end{verbatim}

Since the evaluation of \( (\texttt{limitList} n \texttt{fints}) \) fails and does not produce any value for non-zero \( n \), a counter-example to the equivalence of \texttt{fints} and \texttt{fints2} is not generated. Fortunately, generators of infinite structures are in practical programs totally defined, i.e., reducible on all ground constructor terms. For such operations, completeness is ensured:

\textbf{Proposition 7 (Completeness of limited equivalence checking).} Let \( f_1 \) and \( f_2 \) be totally defined operations of type \( \tau \rightarrow \tau' \) and \( \texttt{limit} \tau' \) be a limit operation for type \( \tau' \). If \( f_1 \) and \( f_2 \) are not equivalent, then there are values \( n, x, y \) such that \( \texttt{limit} \tau' n (f_1 x) \) evaluates to \( y \) but \( \texttt{limit} \tau' n (f_2 x) \) does not evaluate to \( y \).

\section{Implementation of Semantic Versioning Checking}

Based on the observations discussed so far, we can construct a fully automatic tool for semantic versioning checking as follows. Instead of comparing all operations of two versions, which might not terminate, we consider the following operations:
1. Terminating operations: Since their evaluations are finite on all input values, one can check their behavior on given inputs by comparing the sets of their result values (using the property “<~>” of CurryCheck).

2. Productive operations: Since they might produce infinite data structures, their result values cannot be fully compared. Instead, one can check their behavior on given inputs by comparing the results obtained by applying some limit operation to them.

By Propositions 6 and 7, this is a sound and complete method for equivalence checking for totally defined operations. The method is still applicable to partial operations but then it is not ensured that counter-examples are found. On the other hand, every implementation has to limit the number of test inputs to a finite set. Therefore, the theoretical incompleteness of property testing for partially defined operation does not cause a problem in practice.

From a practical point of view, it is more relevant to ensure the termination of the checking tool. This requires to approximate the termination and productivity properties of operations and the generation of limit operations for data types. First, we consider the latter (easier) requirement.

We have already seen the definition of limit operations for monomorphic types like list of integers. This scheme can be extended to polymorphic data types: in this case, we pass limit operations for the polymorphic argument types which are applied to polymorphic arguments. For instance, a limit operation for polymorphic lists can be defined as follows:

```haskell
limitList :: (Nat → a → a) → Nat → [a] → [a]
limitList la Z _ = []
limitList la (S n) [] = []
limitList la (S n) (x:xs) = la n x : limitList la n xs
```

CPM generates limit operations according to this scheme for all result types of productive operations.

Since termination and productivity are undecidable properties, we approximate these properties with a program analysis and use the Curry analysis framework CASS [18] to implement this analysis. For termination, the size-change principle [22] is a reasonable framework. We implemented only a simplified version of it where all directly recursive calls must have decreasing arguments. Although this is not as powerful as the general framework, it is a good starting to implement our approach. Of course, one can make the termination analysis more precise by implementing sophisticated termination methods or use, if free variables occur in right-hand sides, specific termination methods for functional logic programming [23].

The approximation of productivity is less explored than termination. A notion of productivity has been investigated in the area of term rewriting systems (TRSs), e.g., [13, 30]. However, the focus is different there. Productivity in TRS means that there is some reduction sequence that produces an outermost constructor in finitely many steps, whereas productivity in our sense means that all outermost reduction sequences cannot go on forever without producing outermost constructors, which is important to ensure the termination of our checking procedure (see Prop. 5). This difference becomes relevant for non-deterministic computations where it is not sufficient for our purpose that some computation branch produces constructors. Furthermore, terminating operations are always productive in our sense.

We approximate productivity by considering the top-level operation calls (tlo) of some operation. For each operation \( f \), the set \( tlo(f) \) is defined by (we denote by \( \bar{\sigma} \) a sequence of
objects $o_1 \ldots o_n$:

$$tlo(f) = \{ g \mid \exists \text{values } \overline{t}, \overline{s} \text{ and some derivation } f \xrightarrow{\sim} g \overline{s}\}$$

Similarly, we define the set $tlc(f)$ of top-level calls inside constructors as all operations occurring outermost in a constructor derived from a call to $f$. For instance, $tlo(ints) = \emptyset$ and $tlc(ints) = \{ ints \}$. These sets can be over-approximated by a fixpoint computation on the program rules. Then we classify an operation $f$ as productive if

1. $f \not\in tlo(f)$,
2. all operations in $tlo(f)$ and $tlc(f)$ are productive, and
3. all other operations which might occur in derivations of $f$ are terminating.

Hence, the operation ints is productive (note that no other operation occur in a derivation of ints) whereas loop is not productive (since it violates the first requirement). Productive operations occurring in arguments of other operations lead to non-productive operations. To understand this strong requirement, consider the following operation (the standard operation filter removes all elements in the second argument list which do not satisfy the predicate provided in the first argument):

```
natsWith p = filter p (ints 0)
```

Although ints is productive, the productivity of natsWith depends on the value of its argument: if the argument is the predicate (>0), it always produces outermost constructors, but if the argument is the predicate (<0), it loops without producing any constructor. One might improve our weak but safe approximation for particular cases, but our current approximation is still useful in practice. If this approximation does not classify an operation as productive, the package developer can add a pragma to tell CPM that an operation is productive. For instance, one can compute the list of all prime numbers by the sieve of Eratosthenes, but the productivity depends on the fact that there are infinitely many prime numbers. Hence, Euclid would add the following pragma:

```
{-# PRODUCTIVE #-}
primes = sieve (ints 2)
where sieve (p:xs) = p : sieve (filter (\x \rightarrow \text{mod } x p > 0) xs)
```

The effectiveness of the termination and productivity analysis depends on the programs under consideration. In order to evaluate our approach, we applied our analysis to the largest library available in Curry distributions: the standard prelude which contains the definitions of operations that are available to any Curry program. The prelude defines 126 operations (plus 30 I/O actions which are excluded from automated property checking due to the problem of guessing appropriate input values like file names, see also [17]). Our analysis shows that 112 operations are terminating, 11 operations are productive, and the remaining three operations might be non-terminating so that they should not be checked. A closer look at the latter operations shows that one operation is actually non-terminating (the prelude operation until which implements a loop which might not terminate), whereas two other are actually terminating but use other productive operations so that their termination cannot be shown by our criteria. Nevertheless, the precision is encouraging and there are non-terminating but productive operations that can be checked thanks to our techniques.

Note that our approach to equivalence checking for non-terminating operations is also applicable to non-deterministic operations. For instance, if we define lists of ascending integers in a non-deterministic manner by

```
ndints n = n : (ndints (n+1) ? (n+1) : ndints (n+2))
```
then our check with limit operations succeeds: although \texttt{ndints} non-deterministically evaluates to several infinite lists, all of them are identical to the list computed by \texttt{ints}.

The inclusion of non-determinism is relevant for packages that use logic programming features. Apart from this, it is also useful to support specification-based software development as discussed in the following section.

If a previous version of the package contains a bug in the implementation of some operation, it is meaningless to compare the operation of the current version against the previous version. For this purpose, there is a pragma to tell CPM to drop the checking of some operation:

\begin{verbatim}
{-# NOCOMPARE #-}
f ... = ...code with bug fixes...
\end{verbatim}

If the current version is accepted to the CPM repository, this annotation should be removed.

\section{Specification-based Software Development}

The advantage of using functional logic languages like Curry as a wide-spectrum language for software development is discussed in \cite{7}. There it is shown that functional logic programming features are useful to write comprehensive, executable specifications as well as more efficient implementations. Since specifications as well as implementations are written in the same language, specifications can be used as run-time assertions for implementations or their equivalence can be statically checked by property testing \cite{17}. For this purpose, \cite{7} proposed to define the specification of some operation $f$ by some operation with the name $f'spec$. CurryCheck uses this name convention for generating and testing equivalence properties.

With the use of packages, one can structure this development process even better. The idea is to write the specification of the operations to be developed in a first version of a package, i.e., the package $n.0.0$ (where $n$ is a major version number) contains the specification. For instance, if we want to develop a package \texttt{sort} with sorting operations, we could define a specification of sorting a list in version $1.0.0$ by

\begin{verbatim}
sort (xs++[x,y]++ys) | x>y = sort (xs++[y,x]++ys)
sort'default xs = xs
\end{verbatim}

In the first rule, a functional pattern is used to select some arbitrary pair of elements that are swapped to improve the ordering of the list. The second default rule \cite{8} is applicable when the first rule cannot be applied, i.e., when all elements are in the correct order.

Note that this specification is non-deterministic, i.e., its execution might return a sorted list more than one time. However, this is not relevant if we use it for semantic versioning checking since there we compare the result sets of two versions of an operation. Thus, if we implement a deterministic and more efficient sorting operation in version $1.0.1$ of the package \texttt{sort}, we can use the semantic versioning checker to automatically test the new implementation against its specification.

\section{Conclusions and Related Work}

We have presented, to the best of our knowledge, the first semantic versioning checker that is integrated in a software package manager. In order to make the checking process fully automatic, it is necessary to ensure the termination of the checker. Therefore, the checker analyzes the termination and productivity behavior of all operations and generates appropriate properties that will be tested by CurryCheck. With these methods, most operations can be automatically checked, even operations which produce infinite data structures. Since the
checker can only approximate the run-time behavior of operations, a package developer can also insert annotations to increase the number of checked operations.

We developed this framework for the functional logic programming language Curry, but most of the ideas can also be transferred to other declarative (purely functional or purely logic) languages. Nevertheless, the use of Curry also supports the specification-based development of software since specifications can often be adequately expressed in a non-deterministic way.

Although semantic versioning is recommended in many package managers and used in software projects, there are almost no tools to help the developer to check semantic properties of different package versions. An exception is the Elm package manager\(^5\) which performs semantic versioning checks based on purely syntactic API comparisons. Thus, it can not detect semantic differences when API types are unchanged, like replacing a decrement by an increment operation.

We have demonstrated that declarative programming in combination with property testing tools is a good basis for this task. Hence, all kinds of languages with property testing tools are appropriate for this technique, e.g., Haskell with QuickCheck \([12]\), Prolog with PrologCheck \([2]\), or Erlang with PropEr \([26]\). For a fully automatic tool that can be integrated into the infrastructure of package managers, it is important to ensure the termination of the checking process. For this purpose, one needs methods to ensure the termination of the programs under consideration. For non-strict languages, one should also provide methods to compare operations which produce infinite structures. For this purpose, we defined the notion of productive operations and a method to approximate this property. One can find similar notions in term rewriting systems (e.g., \([30, 13]\)) but with a slightly different focus.

For future work, we plan to integrate better techniques for termination checking, since this would enlarge the class of checked operations. Furthermore, it would be interesting to add methods for equivalence checking without property testing. An obvious method is to check the structural equivalence of program code. This is useful for operations which are unchanged or only reformatted in two versions of a package. One might also use an abstract semantics to infer equivalences in functional logic programs, as done in \([9]\). Another idea is to combine property testing with theorem proving to develop and store proofs of properties. Initial ideas are supported by CurryCheck \([17]\) but their integration for semantic versioning checking has to be explored.
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Abstract

The paper describes an application of logic programming to story understanding. Substantial work in this direction has been done by Erik Mueller, who focused on texts about stereotypical activities (or scripts), in particular restaurant stories. His system performed well, but could not understand texts describing exceptional scenarios. We propose addressing this problem by using a theory of intentions developed by Blount, Gelfond, and Balduccini. We present a methodology in which we model scripts as activities and employ the concept of an intentional agent to reason about both normal and exceptional scenarios.
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1 Overview

This paper describes an application of Answer Set Prolog [3] and its extension [1] to the understanding of narratives. According to Schank and Abelson [7], stories frequently narrate episodes related to stereotypical activities – sequences of actions normally performed in a certain order by one or more actors, according to cultural conventions. An example of a stereotypical activity is dining in a restaurant with table service. A story mentioning a stereotypical activity is not required to state explicitly all of the actions that are part of it, as it is assumed that readers are capable of filling in the blanks with their own commonsense knowledge about the activity [7]. Consider, for instance, the following narrative:

► Example 1. Nicole went to a vegetarian restaurant. She ordered lentil soup. The waitress set the soup in the middle of the table. Nicole enjoyed the soup. She left the restaurant.

Norms indicate that customers do not seat themselves when there is table service, but rather wait to be seated by a waiter; they are also expected to pay for their meal. Readers are supposed to know these conventions, and thus such information is missing from the text.

Schank and Abelson [7] introduced the concept of a script to model stereotypical activities: a fixed sequence of actions that are always executed in a specific order. Following these ideas, Erik Mueller conducted substantial work on narratives about stereotypical activities.
He focused on restaurant stories [5] and news about terrorist incidents [4]. In the former, Mueller developed a system that can take as an input a text about a restaurant episode, process it using information extraction techniques, and demonstrate an understanding of the narrative by answering questions whose answers are not necessarily explicitly stated in the text. The system had a good accuracy but the rigidity of scripts did not allow for the correct processing of scenarios describing exceptions (e.g., waiter bringing a wrong dish). To be able to handle such scenarios, all possible exceptions of a script would have to be foreseen and encoded as new scripts by a knowledge engineer, which is an important hurdle.

In this paper, we propose a new representation methodology and reasoning approach, which makes it possible to answer, in both normal and exception scenarios, questions about events that did or did not take place. We overcome limitations in Mueller’s work by abandoning the rigid script-based approach. Instead, we view characters in stories about stereotypical activities (e.g., the customer, waiter, and cook in a restaurant scenario), as BDI agents that intend to perform some actions in order to achieve certain goals, but may not always need to/ be able to perform these actions as soon as intended. It was instrumental for our purpose to use a theory of intentions developed by Blount et al. [2] that introduces the concept of an activity – a triple consisting of the activity’s name, a goal, and the plan aimed at achieving it. An activity (or rather its plan) may be divided into sub-activities with their own sub-goals. In our work, each character role that is relevant to a stereotypical activity had its own activity. For instance, for the customer role in a restaurant episode, we created an activity named \( c\_act(C, R, W, F) \), read as “customer \( C \) goes to restaurant \( R \) where s/he communicates to waiter \( W \) an order for food \( F \)”.

The plan for this activity is the sequence

\[
\begin{align*}
\text{enter}(C, R), & \quad \text{lead_to}(W, C, t), \quad \text{sit}(C), \quad c\_subact\_1(C, F, W), \quad \text{eat}(C, F), \\
& \quad c\_subact\_2(C, W), \quad \text{stand\_up}(C), \quad \text{move}(C, t, \text{entrance}), \quad \text{leave}(C)
\end{align*}
\]

in which \( t \) stands for the customer’s table. The activity’s goal is \( \text{satiated\_and\_out}(C) \).

Modeling the customer’s activity as a nested one with sub-activities allowed reasoning about a larger number of exceptional scenarios compared to its formalization as a flat activity, for instance Example 2. We introduced two sub-activities: \( c\_subact\_1(C, F, W) \) – “\( C \) consults the menu and communicates an order for food \( F \) to \( W \)” and \( c\_subact\_2(C, W) \) – “\( C \) asks \( W \) for the bill and pays for it.” In Example 2, Nicole does not execute the actions in \( c\_subact\_2 \) as the goal of this sub-activity, being done with payment, is already satisfied as the meal is on the house. Instead, she performs the next action in the overall activity: \( \text{stand\_up} \).

\begin{itemize}
\item \textbf{Example 2 (Serenity).} Nicole went to a vegetarian restaurant. She ordered lentil soup. When the waitress brought her the soup, she told her that it was on the house.
\end{itemize}

Activities were encoded in Answer Set Prolog via rules like:

\[
\begin{align*}
\text{activity}(c\_act(C, R, W, F)) & \leftarrow \text{customer}(C), \text{restaurant}(R), \text{waiter}(W), \text{food}(F). \\
\text{comp}(c\_act(C, R, W, F), 1, \text{enter}(C, R)) & \leftarrow \text{activity}(c\_act(C, R, W, F)). \\
\text{length}(c\_act(C, R, W, F), 9) & \leftarrow \text{activity}(c\_act(C, R, W, F)). \\
\text{goal}(c\_act(C, R, W, F), \text{satiated\_and\_out}(C)) & \leftarrow \text{activity}(c\_act(C, R, W, F)).
\end{align*}
\]

Blount et al. also introduced an architecture (\( \mathcal{A}\mathcal{I}\mathcal{A} \)) of an intentional agent, an agent that obeys his intentions. According to \( \mathcal{A}\mathcal{I}\mathcal{A} \), at each time step, the agent observes the world, explains observations incompatible with its expectations (diagnosis), and determines what action to execute next (planning). \( \mathcal{A}\mathcal{I}\mathcal{A} \) models the control strategy of an agent capable of reasoning about a wide variety of scenarios, including the serendipitous achievement of its goal by exogenous actions as in Example 2 or the realization that an ongoing activity is...
As a consequence, we adapted parts of the AIA architecture to suit our purposes. Stories about stereotypical activities do not mention all actions that occur, as they rely on the reader’s background knowledge. As a result, the reader needs to fill the story timeline with new time points (and thus construct what we call a reasoning time line) to accommodate physical and mental actions not mentioned in the text. We complemented the reasoning module adapted from AIA with reasoning rules below, in which we denote story vs. reasoning time steps by predicates story_step and step, resp., and introduce predicate map(s, i) to say that story step s is mapped into reasoning time step i:

\begin{align*}
&\text{1} \text{\{map}(S, I) : \text{step}(I)\} \text{\{map}(S, I)). \\
&\neg \text{map}(S, I) \iff \text{map}(S_1, I_1), S < S_1, I \geq I_1, \text{story_step}(S), \text{step}(I).
\end{align*}

Observations about the occurrence of actions and values of fluents mentioned in the text, recorded using predicates st_hpd and st_obs, are translated into observations on the reasoning time line via rules of the type:

\begin{align*}
&\text{hpd}(A, V, I) \iff \text{st_hpd}(A, V, S), \text{map}(S, I).
\end{align*}

A reader may be asked questions about the story. We support yes/no, when, who, and where questions related to events. A question is represented by an atom question(q), where q is a term encoding the question, e.g., query_occur(A) (“did action A occur?”), query_when(A) (“when did A occur?”). Answers are encoded by atoms answer(q, a), where a is the answer. For example, answer(occur(pay(nicole, b)), yes) states that the answer to question “Did Nicole pay the bill?” is yes. A positive answer about the occurrence of a specific event is encoded by the rule:

\begin{align*}
&\text{answer}(\text{query_occur}(A), \text{yes}) \iff \text{physical_action}(A), \text{step}(I), \text{occurs}(A, I).
\end{align*}

Answering a definite “no” requires ensuring that the action did not happen at any step:

\begin{align*}
&\text{maybe}(A) \iff \text{physical_action}(A), \text{step}(I), \text{not} \text{\{occurs}(A, I). \\
&\text{answer}(\text{query_occur}(A), \text{no}) \iff \text{physical_action}(A), \text{step}(I), \\
&\text{not} \text{answer}(\text{query_occur}(A), \text{yes}), \text{not} \text{maybe}(A).
\end{align*}

While we exemplified and tested our methodology on restaurant scenarios, our approach is equally applicable to other stereotypical activities. The main task for a new stereotypical activity is defining the different activities, including goals, for each relevant character role. Part of this process can be automated by starting from a rigid and centralized script learned in an unsupervised manner (e.g., [6]). Determining (sub-)goals and splitting activities into sub-activities is a more challenging problem, which deserves substantial attention.
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Abstract

Events have effects on properties of the world; they initiate or terminate these properties at a given point in time. Reasoning about events and their effects comes naturally to us and appears to be simple, but it is actually quite difficult for a machine to work out the relationships between events and their effects. Traditionally, effect axioms are assumed to be given for a particular domain and are then used for event recognition. We show how we can automatically learn the structure of effect axioms from example interpretations in the form of short dialogue sequences and use the resulting axioms in a probabilistic version of the Event Calculus for query answering. Our approach is novel, since it can deal with uncertainty in the recognition of events as well as with uncertainty in the relationship between events and their effects. The suggested probabilistic Event Calculus dialect directly subsumes the logic-based dialect and can be used for exact as well as for inexact inference.
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1 Introduction

The Event Calculus [9] is a logic language for representing events and their effects and provides a logical foundation for a number of reasoning tasks [13, 24]. Over the years, different versions of the Event Calculus have been successfully used in various application domains; amongst them for temporal database updates, for robot perception and for natural language understanding [12, 13]. However, many event recognition scenarios exhibit a significant amount of uncertainty, since a system may not be able to detect all events reliably and the effects of events may not always be known in advance. In order to deal with uncertainty, we have to extend the logic-based Event Calculus with probabilistic reasoning capabilities and try to learn the effects of events from example interpretations. Effect axioms are important in the context of the Event Calculus, since they specify which properties are initiated or terminated when a particular event occurs at a given point in time.

Recently, the combination of logic programming and probability under the distribution semantics [5, 23] has proven to be useful for building rich representations of domains consisting of individuals and uncertain relations between these individuals. These representations can be learned in an efficient way and used to carry out inference. The distribution semantics underlies a number of probabilistic logic languages such as PRISM [23], Independent Choice Logic [14, 15], Logic Programs with Annotated Disjunctions [27], P-log [1], and ProbLog [4, 6]. Since these languages have the same formal foundation, there exist linear transformations between them that preserve their semantics [20].
In this paper, we investigate how the language of Logic Programs with Annotated Disjunctions (LPAD) and its implementation in the cplint framework of programs for reasoning with probabilistic logic programs [22] can be used to learn the structure of probabilistic effect axioms for a dialect of the Event Calculus.

Recently, Skarlatidis and colleagues introduced two probabilistic dialects of the Event Calculus for event recognition, in particular for the detection of short-term activities in video frames. Their first dialect, Prob-EC [25], is based on probabilistic logic programming [8] and handles noise in the input data. Input events are assumed to be independent and are associated with detection probabilities. Their second dialect, MLN-EC [26], is based on Markov logic networks [16] and does not make any independence assumption of input events. Our probabilistic dialect of the Event Calculus is related to Prob-EC in the sense that it is based on the distribution semantics. However, we focus in our work not only on the processing of uncertain events but also on the learning of the structure and parameters of effect axioms from example interpretations, an issue that has not been addressed by Skarlatidis and colleagues.

The rest of this paper is structured as follows: In Section 2, we introduce our dialect of the logic-based Event Calculus, followed by a brief introduction to probabilistic logic programming in Section 3. In Section 4, we reformulate the logic-based Event Calculus as a probabilistic logic program where the events and the effect axioms are annotated with probabilities. In Section 5, we discuss how we can learn the structure of these effect axioms from positive and negative interpretations that are available in the form of short dialogue sequences. In Section 6, we present our experiments and show that the proposed probabilistic dialect is an elaboration-tolerant version of the logic-based Event Calculus. In Section 7, we summarise the advantages of our approach and present our conclusion.

2 The Event Calculus

The original logic-based Event Calculus as introduced by [9] is a logic programming formalism for representing the effects of events on properties. The basic ontology of the Event Calculus consists of events, fluents, and time points. An event represents an action that may occur in the world; for example, a person who is arriving in the kitchen. A fluent represents a time-varying property that might be the effect of an event; for example, a person who is located in the kitchen (after arriving in the kitchen). A time point represents an instant of time and indicates when an event happens or when a fluent holds; for example, Sunday, 19-Feb-17, 23:59:00, UTC-12. In the following discussion we introduce the axioms of our dialect of the Simple Event Calculus (SEC) [24]. These axioms are implemented as Prolog clauses and displayed in Listing 1.

<table>
<thead>
<tr>
<th>Listing 1 The Simple Event Calculus (SEC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>holds_at(fluent:F, tp:T) :- % SEC1</td>
</tr>
<tr>
<td>initially(fluent:F),</td>
</tr>
<tr>
<td>+ clipped(tp:0, fluent:F, tp:T).</td>
</tr>
<tr>
<td>holds_at(fluent:F, tp:T2) :- % SEC2</td>
</tr>
<tr>
<td>initiated_at(fluent:F, tp:T1),</td>
</tr>
<tr>
<td>T1 &lt; T2,</td>
</tr>
<tr>
<td>+ clipped(tp:T1, fluent:F, tp:T2).</td>
</tr>
</tbody>
</table>

1 In the following we use integers instead of POSIX time to save space in the paper.
clipped(tp:T1, fluent:F, tp:T3) :-    terminated_at(fluent:F, tp:T2), T1 < T2, T2 < T3. % SEC3

initiated_at([fluent:located, pers:A, loc:B], tp:C) :-  happens_at([event:arrive, pers:A, loc:B], tp:C). % EAX1

terminated_at([fluent:located, pers:A, loc:D], tp:C) :-  happens_at([event:arrive, pers:A, loc:B], tp:C), B \= D. % EAX2

initially([fluent:located, pers:bob, loc:garden]). % SCO1

happens_at([event:arrive, pers:bob, loc:kitchen], tp:3). % SCO2

happens_at([event:arrive, pers:bob, loc:garage], tp:5). % SCO3

Axiom SEC1 specifies that a fluent F initially holds at time point T1, if it held at time point 0, and has not been terminated between these two time points. Axiom SEC2 specifies that a fluent F holds at time point T2, if the fluent has been initiated at some time point T1, which is before T2 and has not been clipped between T1 and T2. Axiom SEC3 states that a fluent F has been clipped between time point T1 and T3, if the fluent has been terminated at a time point T2 and this time point is between T1 and T3. Note that according to these domain-independent axioms (SEC1–SEC3), a fluent does not hold at the time of the event that initiates it but at the time of the event that terminates it.

Events have effects on properties of the world; they initiate and terminate these properties at a given point in time. These effects can be described by domain-dependent effect axioms. For example, the positive effect axiom EAX1 in Listing 1 specifies that the fluent with the name located involving a person A and a location B is initiated after the time point C, if an event occurs at a time point C where the person A arrives at the location B. The negative effect axiom EAX2 in Listing 1 specifies that the fluent with the name located involving a person A and a location D is terminated after the time point C, if an event occurs at a time point C where the person A arrives at a location B that is different from location D. Finally, a scenario (SCO1–SCO3) is required where the initial state of the world (SCO1) is described as well as a sequence of events (SCO2 and SCO3) that occur at subsequent time points.

This setting allows us to investigate which fluents hold at a given point in time. The logic-based SEC assumes that the effect axioms are known in advance and that there is no uncertainty in the relationships between events and effects and in the recognition of events. In the following, we assume that the effect axioms are unknown and need to be learned first from example interpretations and that the recognition of events that occur in the real world can be noisy. During the learning process, the structure of the effect axioms will be generated automatically and the resulting axioms will be annotated with probabilities. These probabilistic effect axioms can then be processed with a version of the SEC that is based on a probabilistic logic programming language which supports probabilistic reasoning.

### 3 Probabilistic Logic Programs (PLP)

One of most successful approaches to Probabilistic Logic Programs (PLP) is based on the distribution semantics [23]. Under the distribution semantics a probabilistic logic program defines a probability distribution over a set of normal logic programs (called worlds). The
probability of a query is then obtained from the joint distribution of the query and the worlds by marginalization.

While the distribution semantics underlies a number of different probabilistic languages (see [20] for an overview), Logic Programs with Annotated Disjunctions (LPAD) [27] offer the most general syntax of this family of languages. An LPAD $P$ consists of a set of annotated disjunctive clauses $C_i$ of the form:

$$h_1 : \alpha_1; \ldots; h_n : \alpha_n \leftarrow b_1, \ldots, b_m,$$

where $h_i$ are logical atoms, $\alpha_i$ are real numbers, each of them standing for a probability in the interval $[0, 1]$ such that the sum of all $\alpha_i$ is 1, and $b_i$ are logical literals (incl. negation as failure). The set of elements $h_i : \alpha_i$ form the head of a clause and the set of elements $b_i$ the body. Disjunction in the head is represented by a semicolon and the atoms in the head are separated by a colon from their probabilities. Note that if $n = 1$ and $\alpha_1 = 1$, then a clause corresponds to a normal clause and the annotation can be omitted. Note also that if the sum of all $\alpha_i$ is smaller than 1, then an additional disjunct null is assumed with probability $1 - \sum \alpha_i$. If the body of a clause is empty, then it can be omitted.

The semantics of an LPAD $P$ is defined via its grounding. The grounding of $P$ is obtained by replacing the variables of each clause $C$ with the terms of the Herbrand universe $H_U(P)$ [10]. Each of these ground clauses represents a probabilistic choice between a number of non-disjunctive clauses. By selecting a head atom for each ground clause of an LPAD, we get an instance of a normal logic program. Each selection has its own probability assigned to it and the product of these probabilities induces the probability of a program instance, assuming independence among the choices made for each clause. All instances of an LPAD together define a probability distribution over a set of interpretations of the program. The probability of a particular interpretation $I$ is then the sum of the probability of all instances for which $I$ is a model (see [27] for details).

### 4 The Simple Event Calculus as a PLP

We can reformulate the logic-based SEC as a PLP and process it with the help of the PITA library [18] that runs in SWI Prolog\(^2\). PITA computes the probability of a query from an LPAD program by transforming the program into a normal program that contains calls to manipulate Binary Decision Diagrams as auxiliary data structures and is evaluated by Prolog. PITA was compared with ProbLog [4] and found to be fast and scalable [17]. Alternatively, we can use MCINTYRE [19], if exact inference in PITA gets too expensive. MCINTYRE performs approximate inference using Monte Carlo sampling. Both PITA and MCINTYRE are part of the cplint framework\(^3\) for reasoning with probabilistic logic programs.

In contrast to the logic-based dialect of the SEC, we have to load the pita (or mcintyre) library first, initialise it with a corresponding directive and enclose the LPAD clauses for the SEC in additional directives that mark the start and end of the program as illustrated in Listing 2:

```
::= use_module(library(pita)).
::= pita.
```

\(^2\) http://www.swi-prolog.org
\(^3\) https://github.com/friguzzi/cplint
The domain-independent clauses for the probabilistic version of the SEC are the same (SEC1–SEC3) as those of the logic-based version introduced in Listing 1. The probabilistic effect axioms that we are going to learn (see Section 5) have the same basic form as the axioms EAX1 and EAX2, but they are additionally annotated with probabilities and contain special conditions in the body of the clauses to guarantee that all variables in the head of a clause are range restricted; otherwise the distribution semantics is not well-defined for an LPAD program. In our case, the annotated effect axioms look as illustrated in Listing 3:

```
:- begin_lpad.

% The SEC with probabilistic events and probabilistic effect
% axioms goes here.

:- end_lpad.
```

Here, the value 0.66 stands for the probability of the clause to be true and the value 0.34 for the probability of the clause to be false. Note that the predicate location/1 in the body of the second clause restricts the range of the variable D in the head of the clause. That means we have to make sure – as we will see in Section 5.2 – that facts for the locations are available in the background knowledge for the LPAD program that is used to learn the structure of these axioms.

In order to deal with uncertainty in the initial setting and the recognition of events, we can also add probabilities to the facts that describe the scenario (SCO1–SCO3); for example, to the facts SCO2 and SCO3 that describe the events as shown in Listing 4:

```

Listing 4 Events with Probabilities

happens_at([event:arrive, pers:bob, loc:kitchen], tp:3):0.95;"":0.05.

happens_at([event:arrive, pers:bob, loc:garage], tp:5):0.99;"":0.01.
```

If the annotation of the probability is omitted in a clause, then its value is implicitly 1. As we will see in Section 6, the probabilistic version of the SEC without annotated probabilities behaves exactly like the logic-based version of the SEC. In this respect, the probabilistic version of the SEC can be considered as an elaboration-tolerant extension of the logic-based version, since all modifications that are required for building the resulting probabilistic logic program are additive.

## 5 Learning the Structure of Effect Axioms

To learn the structure of effect axioms from positive and negative interpretations, we use a separate LPAD program together with SLIPCOVER [3], an algorithm for learning the structure and parameters of probabilistic logic programs. SLIPCOVER takes as input a set of example interpretations and a language bias that indicates which predicates are target. These interpretations must contain positive and negative examples for all predicates that
may appear in the head of a clause. SLIPCOVER learns the structure of effect axioms by first performing a beam search in the space of probabilistic clauses and then a greedy search in the space of theories. The first search step starts from a set of bottom clauses, aims at finding a set of promising clauses, and looks for good refinements of these clauses in terms of the log-likelihood of the data. The second search step starts with an empty theory and tries to add each clause for a target predicate to that theory. After each addition, the log-likelihood of the data is computed as the score of the new theory. If the value of the new theory is better than the value of the previous theory, then the clause is kept in the theory, otherwise the clause is discarded. Finally, SLIPCOVER completes a theory consisting of target predicates by adding the body predicates to the clauses and performs parameter learning on the resulting theory (for details see [3]).

Note that the refinements during this process are scored by estimating the log-likelihood of the data by running a small number of iterations of EMBLEM [2], an implementation of expectation-maximization for learning parameters that computes expectations directly on Binary Decision Diagrams.

---

**Listing 5** LPAD Program for Learning the Structure of Effect Axioms with SLIPCOVER

```lpad
:- use_module(library(slipcover)). % 1.1
:- sc. % 1.2
:- set_sc(max_var, 4). % 1.3
:- set_sc(megaex_bottom, 3). % 1.4
:- set_sc(depth_bound, false). % 1.5
:- set_sc(neg_ex, given). % 1.6
:- begin_bg. % 2.1
location([loc: bathroom]). % 2.2
location([loc: kitchen]). % 2.3
location([loc: living_room]). % 2.4
:- end_bg. % 2.5
output(initiated_at/2). % 3.1
input(happens_at/2). % 3.2
modeh(*, initiated_at([fluent:-#fl, pers:+pers, loc:+loc], % 3.3
tp:+tp)).
modeb(*, happens_at([event:-#ev, pers:+pers, loc:+loc], % 3.4
tp:+tp)).
determination(initiated_at/2, happens_at/2). % 3.5

initiated_at(ID, [fluent:F2, pers:P, loc:L2], tp:T2) :- % 4.1
  holds_at(ID, [fluent:F1, pers:P, loc:L1], tp:T1),
  happens_at(ID, [event:E, pers:P, loc:L2], tp:T2),
  T1 < T2,
  holds_at(ID, [fluent:F2, pers:P, loc:L2], tp:T3),
  T2 < T3.

neg(initiated_at(ID, [fluent:F2, pers:P, loc:L2], tp:T2)) :- % 4.2
  holds_at(ID, [fluent:F1, pers:P, loc:L1], tp:T1),
  happens_at(ID, [event:E, pers:P, loc:L2], tp:T2),
  T1 < T2,
  neg(holds_at(ID, [fluent:F2, pers:P, loc:L2], tp:T3)),
  T2 < T3.
```
In our case, the LPAD program for structure learning consists of five parts: (1) a preamble, (2) background knowledge for type definitions, (3) language bias information, (4) clauses for finding examples, and (5) example interpretations (= models). In the following subsections, we discuss these parts in more detail.

5.1 Preamble

In the preamble of the program, the SLIPCOVER library is loaded (1.1) and initialised (1.2), and the relevant parameters are set (1.3-1.6). In our case, these parameters are: the maximum number of distinct variables that can occur in a clause to be learned (1.3); the number of examples on which to build the bottom clauses (1.4); the depth of the derivation which is unbound in our case, and therefore \texttt{false} (1.5); and the availability of negative examples in the interpretations (1.6).

5.2 Background Knowledge

The background knowledge specifies the kind of knowledge that is valid for all interpretations of a clause. This knowledge is enclosed in a begin directive (2.1) and an end directive (2.5). In our case, it contains type definitions for different locations (2.2-2.4) that are required to restrict the range of variables in the clauses to be learned. These are predicates that may be used for constructing the body of a clause. As we will see in Section 5.5, these type definitions are automatically derived from the same dialogue sequences that are used to construct the example interpretations.

5.3 Language Bias Information

The language bias specifies the accepted structure of the clauses to be learned and helps to guide the construction of the refinements for the resulting theory. The language bias is
expressed in terms of: (a) predicate declarations, (b) mode declarations, (c) type specifications, and (d) determination statements.

(a) **Predicate declarations** take the form of output predicates (3.1) or input predicates (3.2). Output predicates are declared as output/1 and specify those predicates whose atoms one intends to predict. Input predicates are declared as input/1 and specify those predicates whose atoms one is not interested in predicting but which should occur in the body of a hypothesized clause.

(b) **Mode declarations** are used to guide the process of constructing a generalisation from example interpretations and to constrain the search space for the resulting clauses. We distinguish between head mode declarations (3.3) and body mode declarations (3.4). A head mode declaration (modeh\((n,\ atom)\)) specifies the atoms that can occur in the head of a clause and a body mode declaration (modeb\((n,\ atom)\)) those atoms that can occur in the body of a clause. The argument \(n\), the recall, is either an integer \((n \geq 1)\) or an asterisk (*) and indicates how many atoms for the predicate specification are retained in the bottom clause during a saturation step. The asterisk stands for all those atoms that are found; otherwise the indicated number of atoms is randomly chosen.

(c) **Type specifications** have, in our case, the form +type, -type, or -#type, and specify that the argument should be either an input variable (+) of that type, an output variable (-) of that type, or a constant (-#) of that type. For example, the argument of the form -#fl in the head mode declaration of (3.3) stands for the name of a fluent, and the argument of the form -#ev in the body mode declaration of (3.4) stands for the name of an event, and symbols prefixed with + and - for input and output variables.

(d) **Determination statements** such as (3.5) are required by SLIPCOVER and declare which predicates can occur in the body of a particular clause.

In addition to the specification of the language bias for the positive effect axiom (initiated_at/2) in Listing 5, we present below in Listing 6 the specification for the negative effect axiom (terminated_at/2), since the successful construction of this negative effect axiom depends on some important additions:

**Listing 6 Negative Effect Axiom**

```plaintext
output (terminated_at /2).
input (happens_at /2)

modeh(*, terminated_at ([fluent: -#fl, pers: +pers, loc: +loc2], tp: +tp)).
modeb(*, happens_at ([event: -#ev, pers: +pers, loc: -loc1], tp: +tp)).
modeb(*, location ([loc: +loc2])).
determination (terminated_at /2, happens_at /2).
determination (terminated_at /2, location /1).

lookahead_cons_var (location ([loc: _L2]), [happens_at ([event: _E, pers: _P, loc: _L1], tp: _T)]).
lookahead_cons_var (happens_at ([event: _E, pers: _P, loc: _L1], tp: _T), [location ([loc: _L2])]).
```

Here, the two determination statements indicate that the predicate happens_at/2 as well as the predicate location/1 can appear in the body of the negative effect axiom. Additionally, we have to specify a lookahead that enforces that whenever one of these two predicates is added to the body of the clause during refinement, then also the other predicate needs to be added to that body.
5.4 Program Clauses for Finding Examples

The program clauses for finding examples (4.1 + 4.2) in Listing 5 contain those predicates that are used during search. These clauses are not part of the background knowledge and therefore contain an additional argument \((\text{ID})\) that is used to identify the relevant example interpretations (models). We encode the search for finding examples intensionally as the clauses in Listing 5 illustrate. This representation completes the interpretations by generating positive and negative examples for the positive effect axiom (\text{initiated\_at/2}) using the predefined predicate \text{neg/1} in the clause (4.2). To complete our discussion, we show below in Listing 7 the clauses for finding examples for the negative effect axiom (\text{terminated\_at/2}):

```
Listing 7 Finding Negative Effect Axiom

\[
\text{terminated\_at}(\text{ID}, [\text{fluent:F1, pers:P, loc:L1}], \text{tp:T2}) :-
\text{holds\_at}(\text{ID}, [\text{fluent:F1, pers:P, loc:L1}], \text{tp:T1}),
\text{happens\_at}(\text{ID}, [\text{event:E, pers:P, loc:L2}], \text{tp:T2}),
\text{T1 < T2},
\text{holds\_at}(\text{ID}, [\text{fluent:F2, pers:P, loc:L2}], \text{tp:T3}),
\text{T2 < T3}.
\]

\[
\text{neg(terminated\_at}(\text{ID}, [\text{fluent:F1, pers:P, loc:L1}], \text{tp:T2})) :-
\text{holds\_at}(\text{ID}, [\text{fluent:F1, pers:P, loc:L1}], \text{tp:T1}),
\text{happens\_at}(\text{ID}, [\text{event:E, pers:P, loc:L2}], \text{tp:T2}),
\text{T1 < T2},
\text{neg(holds\_at}(\text{ID}, [\text{fluent:F2, pers:P, loc:L2}], \text{tp:T3})),
\text{T2 < T3}.
\]
```

The interesting thing to note here is that the variable \(L1\) for the location becomes available via the example interpretation, but the predicate \text{location/1} that is used to restrict the range of this variable comes from the background information and is enforced via the lookahead predicate discussed in the previous section.

5.5 Example Interpretations

In our case the example interpretations (5.1-5.3) in Listing 5 are derived from short dialogue sequences. We experimented with dialogue sequences consisting of a state sentence, followed by an event sentence, followed by a question that results in a positive or negative answer. These dialogue sequences are similar to the data used in the dialogue-based language learning dataset [28], and look in our case as follows:

S.1.1 Mary is located in the bathroom.
S.1.2 Mary arrives in the kitchen.
S.1.3 Where is Mary?
S.1.4 In the kitchen.

S.2.1 Emma is located in the living room.
S.2.2 Emma arrives in the bathroom.
S.2.3 Is Emma in the bathroom?
S.2.4 No.

These dialogues are parsed into dependency structures and automatically translated into the corresponding Event Calculus representation. For this purpose, we used the Stanford Parser [11] that generates for each sentence (or answer fragment) a dependency structure.
This dependency structure is then translated with the help of a simple ontology into the corresponding Event Calculus notation. The ontology contains, among other things, the information that Mary is a person and that a bathroom is a location. The dialogue sequence S.1.1-S.1.4, for example, is first translated into four dependency structures as illustrated on the left-hand side of Listing 8:

For example, the dependency structure D.1.1 for the sentence S.1.1 is translated into a \textit{holds\_at/2} predicate, since the sentence describes a fluent. The translation of the dependency structure D.1.2 for sentence S.1.2 results in a \textit{happens\_at/2} predicate, since the sentence describes an event. Finally, the translation of the two dependency structures D.1.3 + D.1.4 for the question-answer pair in S.1.3 + S.1.4 introduce a positive \textit{holds\_at/2} predicate, since the question and the answer together confirm that a particular fluent holds. Note that this dialogue sequence is also used to derive together with the help of the ontology the factual information that bathroom and kitchen are locations.

In our LPAD program for structure learning in Listing 5, the derived example interpretations (5.1-5.3) are initiated by predicates of the form \textit{begin(model(<name>))} and terminated by predicates of the form \textit{end(model(<name>))} and the relevant background information is added to the background section (2.1-2.5) of the program.

Note that each example interpretation may contain an additional fact of the form \textit{prob(P)} that assigns a probability \(p\) to the interpretation. This probability may be used to reflect the confidence of the parser in a particular interpretation. If this probability is omitted, then the probability of each interpretation is considered equal to \(1/n\) where \(n\) is the total number of interpretations (for details see [22]).
Finally, we have to specify how the example interpretations are divided in folds for training (5.4), before we can perform parameter learning on the training fold as illustrated in (5.5).

6 Experiments

In order to get more realistic probabilities for the effect axioms that we discussed in this paper, we learned the structure of these axioms with the help of 50 example dialogues. This resulted in the following probabilities for the two effect axioms as shown in Listing 9:

\[
\begin{align*}
\text{initiated}_\text{at}(\text{flu: located, pers:A, loc:B, tp:C}) & : 0.87, \\
\text{happens}_\text{at}(\text{event: arrive, pers:A, loc:B, tp:C}) & : 0.13.
\end{align*}
\]

\[
\begin{align*}
\text{terminated}_\text{at}(\text{flu: located, pers:A, loc:D, tp:C}) & : 0.87, \\
\text{happens}_\text{at}(\text{event: arrive, pers:A, loc:B, tp:C}), \\
\text{location}(\text{loc:D}).
\end{align*}
\]

We used the same domain-independent axioms (SEC1-SEC3) for our experiments as in the logic-based version of the SEC in Listing 1, but added the following background axioms in Listing 10 to the probabilistic version of the program to deal with the range requirement for variables of the learned clauses under the distribution semantics:

\[
\begin{align*}
\text{location}(\text{loc: garage}). \\
\text{location}(\text{loc: garden}). \\
\text{location}(\text{loc: kitchen}).
\end{align*}
\]

To test the probabilistic dialect of the SEC, we conducted three experiments using PITA and MCINTYRE for reasoning and the queries shown in Listing 11 + 12. In the first experiment A, we removed all probabilities from the axioms and executed the queries; in the second experiment B, we used the effect axioms annotated with the learned probabilities to answer the queries; and finally in the third experiment C, we used the annotated effect axioms together with probabilities for noisy event occurrences and executed the queries. We then run the same three experiments using MCINTYRE and sampled the answer for each query 100 times. This sampling process returns the estimated probability that a sample is true (i.e., that a sample succeeds).

\[
\begin{align*}
\text{test_ec_pita}(\text{Num}, [P1, P2, P3, P4, P5, P6, P7]) & : - \\
\text{prob}(\text{hold: at}(\text{flu: located, pers: bob, loc: garden}, \text{tp: 1}) & : P1), \\
\text{prob}(\text{hold: at}(\text{flu: located, pers: bob, loc: garden}, \text{tp: 2}) & : P2), \\
\text{prob}(\text{hold: at}(\text{flu: located, pers: bob, loc: kitchen}, \text{tp: 3}) & : P3), \\
\text{prob}(\text{hold: at}(\text{flu: located, pers: bob, loc: kitchen}, \text{tp: 4}) & : P4), \\
\text{prob}(\text{hold: at}(\text{flu: located, pers: bob, loc: kitchen}, \text{tp: 5}) & : P5), \\
\text{prob}(\text{hold: at}(\text{flu: located, pers: bob, loc: garage}, \text{tp: 5}) & : P6), \\
\text{prob}(\text{hold: at}(\text{flu: located, pers: bob, loc: garage}, \text{tp: 6}) & : P7).
\end{align*}
\]

\[
\begin{align*}
\text{test_ec_mcintyre}(P1, P2, P3, P4, P5, P6, P7) & : - \\
\text{mc_sample}(\text{hold: at}(\text{flu: located, pers: bob, loc: garden}, \text{tp: 1}), \\
100, P1).
\end{align*}
\]
for the first experiment, we removed the probabilities of the learned effect axioms and automatically combined them with the domain-independent axioms (SEC1-SEC3) and the axioms of the original scenario (SCO1-SCO3), and then executed the queries in Listing 11 and 12 using the two inference modules PITA (P) and MCINTYRE (M). This resulted in the following answers:

(P) Probs = [1.0, 1.0, 0.0, 1.0, 1.0, 0.0, 1.0]
(M) Probs = [1.0, 1.0, 0.0, 1.0, 1.0, 0.0, 1.0]

Here the value 1.0 stands for "true" and the value 0.0 for "false" and the answers are the same as we get for the logic-based version of the SEC. Note that by definition a fluent does not hold at the time point of the event that initiates it; therefore, the probability for the answer of the third query and the sixth query in Listing 11 + 12 is 0.0.

6.2 Experiment B

In this experiment, we used the probabilistic effect axioms that we learned with the help of our 50 training examples. This gives the following results for our test queries:

(P) Probs = [1.0, 1.0, 0.0, 0.87, 0.87, 0.0, 0.87]
(M) Probs = [1.0, 1.0, 0.0, 0.85, 0.91, 0.0, 0.87]

Note that the first three answers and the sixth answer are the same as before, answer four, five and seven show the probabilistic effect axioms at work. Since MCINTYRE uses inexact inference and relies on sampling, the results for each run show some variation. We observe a standard deviation of about 0.034 for the relevant answers when we run each query ten times and use 100 samples for each query (see Listing 12).

6.3 Experiment C

For our third experiment, we used again the probabilistic effect axioms and added probabilities to the events to deal with a situation where we have noise in the recognition of events:

happens_at([event: arrive, pers: bob, loc: kitchen], tp: 3): 0.95; "": 0.05.
happens_at([event: arrive, pers: bob, loc: garage], tp: 5): 0.99; "": 0.01.

Running our test queries under these uncertain conditions gives the following results:
As expected, uncertainty in event recognition lowers the probability for the relevant answers, and there is of course some variation under inexact inference for each run.

7 Conclusion

In this paper we showed how we can automatically learn the structure and parameters of probabilistic effect axioms for the Simple Event Calculus (SEC) from positive and negative example interpretations stated as short dialogue sequences in natural language. We used the cplint framework for this task that provides libraries for structure and parameter learning and for answering queries with exact and inexact inference. The example dialogues that are used for learning the structure of the probabilistic logic program are parsed into dependency structures and then further translated into the Event Calculus notation with the help of a simple ontology. The novelty of our approach is that we can not only process uncertainty in event recognition but also learn the structure of effect axioms and combine these two sources of uncertainty to successfully answer queries under this probabilistic setting. Interestingly, our extension of the logic-based version of the SEC is completely elaboration-tolerant in the sense that the probabilistic version fully includes the logic-based version. This makes it possible to use the probabilistic version of the SEC in the traditional way as well as when we have to deal with uncertainty in the observed world. In the future, we would like to extend the probabilistic version of the SEC to deal – among other things – with concurrent actions and continuous change.

Acknowledgements. I would like to thank Fabrizio Riguzzi for his valuable help with the implementation of the algorithm for learning the effect axioms.
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Abstract

Flexibility in term creation and manipulation in dynamic languages can threaten safety of data processing. To counter this issue expensive run-time checks are often added to programs to ensure safety of operations, yet they incur impractically high overheads. While such overheads can be greatly reduced with static analysis, the gains depend strongly on the quality of the information inferred.

We propose a technique for improving term shape inference during static program analysis, that exploits term visibility rules of the underlying module system. We also describe an improved run-time checking approach that takes advantage of the proposed mechanisms to achieve large reductions in overhead. While the approach is general and system-independent, we present and evaluate it for concreteness in the context of the Ciao assertion language and combined static/dynamic checking framework. One of its benefits is that it does not introduce the need to switch the language to (static) type systems, which is known to change the semantics in languages like Prolog, while allowing for reductions in overhead closer to those of static languages.
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1 Brief Overview

Modular programming has become widely adopted due to the benefits it provides in code reuse and for structuring data flow between program components. A tightly related concept is the principle of information hiding that allows concealing the concrete implementation details behind a well-defined interface and thus allows for cleaner abstractions. In different
Towards Run-time Checks Simplification via Term Hiding

Programming languages these concepts are implemented in different ways, some examples being the encapsulation mechanism of classes adopted in object-oriented programming and opaque data types. In the (constraint) logic programming context, most mature language implementations incorporate module systems, which are either predicate-based (where predicate symbol visibility is controlled by the module import-export rules but functor symbols are public) or atom-based (where both predicate and functor symbol visibility is controlled by the module import-export rules).

We propose a hybrid predicate-based module system [2] that offers an optional hiding mechanism for selected functor symbols, providing more fine-grained term visibility control. The proposed module system is still strict in the sense that it disallows breaking predicate or term visibility rules by bypassing the module interfaces. The hiding mechanism allows programmers to restrict the visibility of some terms to the module where they are defined, thus both making the concrete implementation details opaque to other modules and providing guarantees that all data terms with such shapes may only be constructed by the predicates of that particular module. Our motivation comes from the reusable library scenario, i.e., the case of analyzing, verifying, and compiling a library for general use, without access to the client code or analysis information on it. This includes for example the important case of servers accessed via remote procedure calls.

The need for mechanisms for controlling term visibility is in particular prominent in the context of assuring safety of data access and manipulation in untyped programming languages. One of the most attractive features of untyped languages for programmers is the flexibility they offer in term creation and manipulation. However, with such power comes the responsibility of ensuring correctness in the manipulation of data, and this is specially relevant when data can come from unknown clients. A popular solution for ensuring safety is to enhance the language with optional assertions that allow specifying correctness conditions both at the public module interface and for the private internal module routines [1]. These assertions can be checked dynamically by adding run-time checks to the program, but this can also introduce overheads that are in many cases impractical. Such overheads can be greatly reduced with static analysis, but the gains then depend strongly on the quality of the analysis information inferred. Unfortunately, in the reusable library setting shape/type analyses are necessarily imprecise, since in this context the unknown clients can fake data that is really intended to be internal to the library. Ensuring safety then requires sanitizing input data with potentially expensive run-time checks.

In order to reduce the checking cost, we present a technique that, using the combination of term hiding and the strict visibility rules in the module system, enhances the inference of shape information during static program analysis. By restricting some functors to the scope of a module it becomes possible to reason statically about whether the data shapes that are built with these functors are hidden and visible to the other modules with respect to the module interface. We will further refer to all possible terms that may exist outside a module as its escaping terms. In [2] we provide an algorithm to compute an over-approximation of the set of all escaping terms from a module for a given set of functor hiding declarations.

Example 1. Let point/1 be a hidden functor in a module m1 that exports a single predicate p/1 which constructs a term point(1):

\[
\text{:- module(m1, [p/1]). \hfill \% module interface}
\]

\[
\text{:- hide point/1. \hfill \% hidden functor}
\]

\[
\text{p(A) :- A = point(B), B = 1.}
\]

There is no success substitution for p/1 where variables can be bound to some point(\_\_) more general than point(1). The same applies to any possible substitution in any derivation
in programs that are composed with this module. Without term hiding, this is impossible to ensure (without client knowledge) since any module could define any point(_) terms (e.g., point([_,_]), point(coord(_,_,_))). In this simplified example point(1) is the escaping term of module m1.

Note that hidden functor symbols are essential to reason compositionally about the flow of data in a program composed of reusable libraries. This is analogous to the reasoning about the semantics of the predicates in a module, which requires the predicate symbols to be local. The information about escaping terms obtained by the static analysis can then be used to replace the original run-time checks with their optimized versions while preserving the safety guarantees the original checks provide. These optimized, or shallow versions of properties are weakened forms that are semantically equivalent to the original ones in the context of the possible program executions, and are cheaper to execute (e.g., requiring asymptotically fewer steps). Shallow run-time checking consists in using shallow versions of properties in the run-time checks for the calls across module boundaries.

Example 2. Assume that the set of escaping terms of m contains point(1) and it does not contain the more general point(_). Consider the property intpoint(point(X)) :- int(X).

Checking intpoint(A) at any program point outside m must check first that A is instantiated to point(X) and that X is instantiated to an integer (int(X)). However, the escaping terms show that it is not possible for a variable to be bound to point(X) without X=1. Thus, the latter check is redundant. We can compute the optimized – or shallow – version of intpoint/1 in the context of all execution points external to m as intpoint(point(_)).

Note that since the argument(s) inside, e.g., the first level of a term can be arbitrarily large the savings from this technique can also be unbounded. In our work we show experimentally that for practical programs and settings, thanks to the term creation safety guarantees provided by the module system, it is possible to reduce the run-time overhead for the calls across module boundaries by several orders of magnitude. Together, the combination of these techniques with traditional static analysis brings improvements in the number and cost of the run-time checks that allow providing equivalent guarantees to those of statically-typed approaches, at similar run-time cost, but without imposing on programs the restrictions of being well typed.

For concreteness, we use in this work the relevant parts of the Ciao system [1]: the module system, the assertion language – which allows providing optional program specifications with various kinds of information, such as modes, (regular) types, or non-determinism –, and the verification framework, that combines static and dynamic checking. However, our results are general and can be applied to other languages.
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Abstract

We take a fresh, “clean-room” look at implementing Prolog by deriving its translation to an executable representation and its execution algorithm from a simple Horn Clause meta-interpreter.

The resulting design has some interesting properties. The heap representation of terms and the abstract machine instruction encodings are the same. No dedicated code area is used as the code is placed directly on the heap. Unification and indexing operations are orthogonal. Filtering of matching clauses happens without building new structures on the heap. Variables in function and predicate symbol positions are handled with no performance penalty. A simple English-like syntax is used as an intermediate representation for clauses and goals and the same simple syntax can be used by programmers directly as an alternative to classic Prolog syntax. Solutions of (multiple) logic engines are exposed as answer streams that can be combined through typical functional programming patterns, with flexibility to stop, resume, encapsulate and interleave executions. Performance of a basic interpreter implementing our design is within a factor of 2 of a highly optimized compiled WAM-based system using the same host language.

To help placing our design on the fairly rich map of Prolog systems, we discuss similarities to existing Prolog abstract machines, with emphasis on separating necessary commonalities from arbitrary implementation choices.
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1 Introduction

Forgetting how to implement a Prolog system is as hard as learning how to build one. While contaminated with episodic memories acquired through the not so few Prolog systems that we have built in the past [17, 15, 14, 16], a fresh, “clean-room” attempt is described here to reinvent a Prolog machine by deriving it from the intuitions gleaned from the execution algorithm of a simplified two-clause meta-interpreter.

But why would one do this, when more than three decades of Prolog implementation seem to have fully saturated the search space of available implementation choices? Some of the details will unfold as our story progresses through the next sections, but an important reason is that we felt that existing systems, while possibly peeking out in terms of performance [5, 3, 11, 6, 24] or overall environment convenience and system usability [22, 3, 6], have left interesting implementation choices unexplored. Another reason is that the natural chain of concepts leading the execution mechanism of SLD-resolution to an efficient low-level implementation has stayed often in a “no-man’s land” between theoretical work exploring
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the foundations of logic programming languages and implementation work focussed mostly on refining the gold standard set by the Warren Abstract machine [21, 1, 19]. While comparisons to WAM-based systems abound to help placing in context the alternatives we propose, the paper can also be seen as a self-contained shortcut allowing a “hitchhiker” to Prolog implementation to get the core of an efficient-enough Prolog system up and running in a few days. However, given the space constraints of the paper, our step-by-step derivation process will leave out some routine elements well-known to people modestly familiar with prolog implementation.

The resulting design, implemented in an easily translatable to C subset of Java, around 1000 lines, is available at http://www.cse.unt.edu/~tarau/research/2016/prologEngine.zip. We refer to it for details that space constraints will force us to summarize or omit. More intuitions and background, for the reader less familiar with Prolog implementation, are available as the recording https://www.youtube.com/watch?v=SRYAm8iQSw&list=PLJq5XDLJkib2h2f0bomdFRZrQeJg4UIW of our VMSS’2016 invited tutorial.

It covers only Horn-Clause Prolog, as this is usually a good first step to evaluate the basic implementation choices and performance characteristics of a Prolog Machine. It does not cover orthogonal implementation issues like garbage collection, unification of cyclical terms, constraints, tabling, built-ins or host language interface, as our focus is on the inner workings of the Prolog machine seen as an unification+backtracking+indexing engine.

We will start by sketching here some features that are not typically shared with most existing Prolog systems:

- a shared representation of executable code and terms on the heap
- a simple English-like intermediate representation used as our “assembler language”
- the packaging of solutions as answer streams
- the decoupling of indexing and unification instructions
- interpreted, but fast-enough execution.

The paper is organized as follows. Section 2 derives (informally) the main lines of our design from a simple Horn Clause meta-interpreter and an equational representation of Prolog terms. Section 3 describes an execution-ready heap representation of Prolog clauses that also serves as instruction set for our abstract machine. Section 4 explains the execution algorithm seen as iterated unfolding of the first goal in the body of a clause, the generation of answer streams and the main run-time data structures. Section 5 overviews a generic indexing mechanism, orthogonal to the unification-based execution algorithm, designed as an add-on to the iterated unfolding interpreter loop. Section 6 shows some preliminary performance results. Section 7 overviews related work. Section 8 concludes the paper.

2 Distilling the “essence” of Prolog’s execution algorithm

When seen through the eyes of a meta-interpreter for the Horn Clause subset of Prolog, the execution algorithm is astonishingly simple. We will next expand step-by-step the intuitions behind its implicit operations and derive an equational form that we will use to guide subsequent refinements into a self-contained interpreter.

2.1 Our starting point: a simplified Horn Clause meta-interpreter

We will start by inventing a simpler meta-interpreter than the usual one, with a bit of help from a convenient clause representation. The meta-interpreter metaint/1 uses a (difference)-list view of prolog clauses.
Clauses are represented as facts of the form cls/2 with the first argument representing the head of the clause followed by a (possibly empty) list of body goals and terminated with a variable returned also as the second argument of cls/2.

```prolog
cls([add(0,X,X)\n    |Tail],Tail).
cls([\n    add(s(X),Y,s(Z)), add(X,Y,Z)\n    |Tail],Tail).
cls([\n    goal(R), add(s(s(0)),s(s(0)),R)\n    |Tail],Tail).
```

The actual content of the clauses, that we will use as our running example is marked with %1, %2 and %3. As one can verify with any Prolog system, it runs as expected when computing the successor arithmetic equivalent of $2 + 2 = 4$.

```
?- metaint([goal(R)]).
R = s(s(s(s(0)))) .
```

### 2.2 The equational form of terms and clauses

This flattened form of Prolog clauses is well-known. We will use the term equation to denote an unification step, typically between a variable and a compound term or constant. An equation like

$$T = \text{add}(s(X),Y,s(Z))$$

can be rewritten as a conjunction of 3 equations as follows

$$T = \text{add}(SX,Y,SZ), SX = s(X), SZ = s(Z)$$

When applying this to a clause like

```
C = [\text{add}(s(X),Y,s(Z)), \text{add}(X,Y,Z)]
```

it can be transformed to a conjunction derived from each member of the list

```
C = [H,B], H = \text{add}(SX,Y,SZ), SX = s(X), SZ = s(Z), B = \text{add}(X,Y,Z)
```

The list of variables ([H,B] in this case) can be seen as a toplevel skeleton abstracting away the main components of a Horn clause: the variable referencing the head followed by 0 or more references to the elements of the conjunction forming the body of the clause. One can see that a Prolog clause can be decomposed into a sequence of such equations, which, if executed as unification steps, build back the representation of the clause.

### 2.3 The “English-like equivalent” of the equational form

As the recursive tree structure of a Prolog term has been flattened, it makes sense to express it as an equivalent “controlled natural language” sentence. Note that we use here “natural
language" with a grain of salt, as we are talking about a severely restricted form of controlled English.

```
add SX Y SZ if SX holds s X and SZ holds s Z and add X Y Z.
```

Note that we keep the Prolog convention for the uppercase (or “_”) as the fist character of variable names and the correspondence between the keywords “if” and “and” to Prolog’s “:-” clause neck and “,” conjunction symbols. Note also the correspondence between the keyword “holds” and the use of Prolog’s “=” to express a unification operation between a variable and a flattened Prolog term. The toplevel skeleton of the clause can be kept implicit as it is easily recoverable.

We can consider this syntax our “assembler language” to be read in directly by the loader of a runtime system, as well as the virtual machine code generated by a simple compiler translating Prolog clauses to it. A tokenizer splitting into words sentences delimited by “.” is all that is needed to complete a parser for this restricted English-style “assembler language”.

### 2.4 A small expressiveness lift: allowing variables in function and predicate symbol positions

Let us observe right away that our flat natural syntax allows the use of variables in function and predicate symbol position as in

```
Someone likes beer if Someone likes fries and Someone drinks alcohol.
```

corresponding to a Prolog syntax involving variables in predicate positions as in

```
Someone(likes, beer):-Someone(likes, fries),Someone(drinks, alcohol).
```

This suggests dropping this Prolog restriction for a form of higher order syntax with a first order semantics giving to our intermediate language a (touch of) the capabilities of HiLog [4]. While this example can be seen as an indirect way to support the use if likes as an infix operator the use in

```
call(Operation,10,20,Result)
```

as

```
Operation 10 20 Result
```

hinds about more interesting uses, with Operation working as a variable in predicate symbol position.

An easy way to make precise the semantics of such programs, is to think about them as a single freshly named conventional Prolog predicate for each arity, with a first argument denoting the name of the predicate, a variable standing for it, or standing for a compound term. This is basically the same semantics as Hilog, [4], known to be translatable to equivalent first order programs.

As a convenient notational improvement, we can instruct our parser to expand

```
Xs lists a b c
```

to

```
Xs holds list a _0 and _0 holds list b _1 and _1 holds list c nil
```

with the new keywords “list” representing the list constructor and “nil” representing the empty list.
3 The heap representation as the executable code

Derived from the equational representation of Prolog terms, our natural language form of the clauses is ready to leave Prolog for a conventional implementation language that does not provide, like our two clause meta-interpreter did, unification, recursion and backtracking for free. It is basically an array representation with variables on the left side of our equations turned into array indices pointing to compound terms at higher addresses in the same array.

For convenience to both the readers and the writer of this paper, we have picked a subset of Java, trivially translatable to C that does not make use of object oriented features, while benefitting from simplicity of automated memory management and safety coming from things like polymorphic types and index checking.

3.1 The tag system

We will instruct our tokenizer to recognize variables, symbols and (small) integers as primitive data types. As we develop a Java-based interpreter, we represent our Prolog terms top-down (as first described in [8]). Java’s primitive int type is used for tagged words.

We will instruct our parser to extract as much information as possible by marking each word with a relevant tag (that will also be seen as a WAM-like instruction by the execution algorithm). We will use the following 3-bit tags:

- V=0 marking the first occurrence of a variable in a clause
- U=1 marking a second, third etc. occurrence of a variable
- R=2 marking a reference to an array slice representing a subterm
- C=3 marking the index in the symbol table of a constant (identifier or any other data object not fitting in a word)
- N=4 marking a small integer
- A=5 marking the arity of the array slice holding a flattened term (of size 1 + the number of arguments, to also make room for the “function symbol” - that could be an atom or a variable)

To ensure fast inlining in a language like Java we make most of our methods final private static - with similar annotations available in C. For clarity, we omit these annotations from our code snippets. To emulate the existence of distinct types for tagged words and their content we flip the sign when tagging and untagging:

```java
int tag(int tag, int word) {return -((word << 3) + tag);}

int detag(int word) {return -word >> 3;}

int tagOf(int word) {return -word & 7;}
```

The minus sign marking word is meant to trigger an index error at the smallest mis-step when a method would confuse an address use and a value use of an int. The same technique would help catching such errors in C. As the cost of this operation is virtually 0, it is not worth making it a debug-only option.

Note that we will ensure that the Java compiler does as much inline expansion as possible by coding in a “C-friendly” style, avoiding inheritance and declaring most methods as static, private and final.

1 In a C implementation one might want to choose long long instead of int to take advantage of the 64 bit address space.
3.2 The top-down representation of terms

Our top-down representation of Prolog terms closely follows our natural language-style assembler language syntax. After the clause

\[\text{add}(s(X), Y, s(Z)) :- \text{add}(X, Y, Z).\]

compiles to

\[\text{add } _0 \text{ Y } _1 \text{ and } _0 \text{ holds } s \text{ X } \text{ and } _1 \text{ holds } s \text{ Z if add } X \text{ Y } Z .\]

it is represented on the heap (starting in this case at address 5 and shown here marked with lower case tags and colons) as follows:

\[\begin{array}{ccccccc}
5 & a:4 & c: \text{add} & 7 & r:10 & 8 & v:8 & 9 & r:13 & 10 & a:2 & 11 & c:s & 12 & v:12 \\
\end{array}\]

Note the distinct tags of first occurrences (tagged “v:" ) and subsequent occurrences of variables (tagged “u:" ). References (tagged “r:" ) always point to arrays starting with their length marked with tag “a:" . As length information in kept in a separate word, cells tagged as array length contain the arity of the corresponding function symbol incremented by 1.

The skeleton of the clause in the previous example is

\[r:5 \text{ :- } [r:16]\]

as the head of this clause starts at address 5 and its (one-element) body follows at address 16.

3.3 Clauses as descriptors of heap cells

The parser places the cells composing a clause directly to the heap, creating a prototype clause directly usable for its execution at runtime. At the same time, a descriptor (defined by the small class *Clause*) is created and collected to the array called “*clauses*” by the parser. An object of type *Clause* (that one would mimic with a *struct* in *C*), contains the following fields:

- **int base**: the base of the heap where the cells for the clause start
- **int len**: the length of the code of the clause i.e., number of the heap cells the clause occupies
- **int neck**: the length of the head and thus the offset where the first body element starts (or the end of the clause if none)
- **int[] gs**: the toplevel skeleton of a clause containing references to the location of its head and then body elements
- **int[] xs**: the index vector containing dereferenced constants, numbers or array sizes as extracted from the outermost term of the head of the clause, with 0 values marking variable positions.

As a side note, this is not a structure-sharing representation, as at runtime the heap representation of the clauses will be copied via a fast relocation algorithm.

4 Execution as iterated clause unfolding

As the meta-interpreter in section 2 shows it, Prolog’s execution algorithm can be seen as iterated unfolding of a goal with heads of matching clauses. If unification is successful, we extend the list of goals with the elements of the body of the clause, to be solved first. Thus, indexing, meant to speed-up the selection of matching clauses, is orthogonal to the core
unification and goal reduction algorithm. Given also that we do not assume anymore that predicate symbols are non-variables, it makes sense to design indexing as a distinct algorithm, while ensuring that there’s a convenient way to plug it in as a refinement of our iterated unfolding mechanism.

4.1 Unification, trailing and pre-unification clause filtering

In a way similar to the WAM’s unification instructions, our relatively rich tag system reduces significantly the need to call the full unification algorithm. If one ignores the WAM’s indexing instructions and avoids implementing an AND-stack by binarization [18] or by placing terms directly on the heap, the remaining unification instructions can be seen as closely corresponding to the tags of the cells on the heap, identified in our case with the “code” segment of the clauses.

We will look first at some low-level aspects of unification, that tend to be among the most frequently called operations of a Prolog machine.

4.1.1 Dereferencing

The function deref walks, as usual in a Prolog implementation, through variable references. We ensure that the compiler can inline it, and inline as well the functions isVAR and getRef that it calls, with final declarations. We put here their “low-level” code snippets (most likely well-known to experienced Prolog implementors) as they are in the “innermost loop” of the system.

```c
int deref(int x) {
    while (isVAR(x)) {
        int r = getRef(x);
        if (r == x) break;
        x = r;
    }
    return x;
}

boolean isVAR(int x) {return tagOf(x) < 2;}
int getRef(int x) {return heap[detag(x)];}
```

4.1.2 The pre-unification step: detecting matching clauses without copying to the heap

Independently of indexing, one can filter matching clauses by comparing the outermost array of the current goal with the outermost array of a clause head.

Interestingly, as a prototype of each clause is already placed on the heap at loading and linking time, one could tentatively unify it with the goal and then undo the bindings. On success, one would then redo the unification while progressively copying to the heap the subterms of the head that need to be newly created.

But even better, we can emulate WAM’s registers as a copy of the outermost array of the goal element we are working with, holding dereferenced elements in it.

This “register”-array can be used to reject clauses that mismatch it in positions holding symbols, numbers or references to array-lengths. We can use for this the prototype of a clause
head without starting to place new terms on the heap. At the same time, dereferencing is avoided when working with material from the heap-represented clauses, as our tags will tell us that first occurrences of variables do not need it at all, and that other variable-to-variable-references need it exactly once as a `getRef` step.

### 4.1.3 Unification

As we have unfolded to registers the outermost array of the current goal (corresponding to a predicate’s arguments) we will start by unifying them, when needed, with the corresponding arguments of a matching clause. A dynamically growing and shrinking `int` stack is used to emulate recursion by the otherwise standard unification algorithm. Given that we actually start by unifying the arguments of the outermost terms we split our algorithm in two methods, `unify_args` and `unify` that take turns pushing tasks on the stack and popping them off as they explore the structure of the two Prolog terms.

### 4.1.4 Trailing

As usual, variables at higher addresses are bound to those at lower addresses on the heap and after binding, variables are trailed when lower than the heap level corresponding to the current goal.

### 4.2 Fast linear term relocation

While the WAM’s instructions (that need as well to be decoded by an interpreter loop in non-native implementations) spend effort on deciding which (new) terms are created on the heap (“write” mode) and which (old) terms are reused from below (“read” mode), we bet instead on a very fast relocation loop that speculatively places the clause head (including its subterms) on the heap. This “single instruction multiple data” operation would likely benefit from parallel execution simply by the presence of multiple arithmetic units in modern CPUs, or even more significantly, via a CUDA or OpenCL GPU implementation, especially if copies are speculatively created in parallel, based on predicted future uses.

As our variable and reference codes that need relocation ($V, U, R$) are 0, 1 and 2, we ensure that the `relocate` method is inlined by the Java compiler by defining it “static private final”. Similar inlining would occur in today’s C compilers.

```java
int relocate(int b, int cell) {
    return tagOf(cell) < 3 ? cell + b : cell;
}
```

Note that we compute the relocation offset ahead of time, once we know the difference between its source and its target, i.e., when the process for selecting matching clauses starts. To relocate a slice `<from,to>` from our prototype clause, placed on the heap ahead of time by the parser, we use another potentially inlinable method, `pushCells`:

```java
void pushCells(int b, int from, int to, int base) {
    ensureSize(to - from);
    for (int i = from; i < to; i++) {
        push(relocate(b, heap[base + i]));
    }
}
```
As our heap is a dynamic array, we check ahead of time if it would overflow with \texttt{ensureSize} to avoid testing if expansion is needed for each cell.

New terms are built on the heap by the relocation loop in two stages: first the clause head (including its subterms) and then, if unification succeeds, also the body. The method \texttt{pushHead} copies and relocates the head of clause at (precomputed) offset \(b\) from the prototype clause on the heap to the higher area where it is ready for unification with the current goal.

\begin{verbatim}
int pushHead(int b, Clause C) {
    pushCells(b, 0, C.neck, C.base);
    int head = C.gs[0];
    return relocate(b, head);
}
\end{verbatim}

As the code reuse coming from distinguishing between a “read” and a “write” mode during head-unification only increases heap usage by a small percentage (as most clauses are rather body heavy than head-heavy) we trade it for copying the complete head.

On the other hand, we only copy the body once unification succeeds, by calling the method \texttt{pushBody} that also relies on the precomputed relocation offset \(b\).

\begin{verbatim}
int[] pushBody(int b, int head, Clause C) {
    pushCells(b, C.neck, C.len, C.base);
    int l = C.gs.length;
    int[] gs = new int[l];
    gs[0] = head;
    for (int k = 1; k < l; k++) {
        int cell = C.gs[k];
        gs[k] = relocate(b, cell);
    }
    return gs;
}
\end{verbatim}

Note also that we relocate the skeleton \(gs\) starting with the address of the first goal so it is ready to be merged in the immutable list of goals. At the end, an interesting assertion holds: \textit{the heap is a stream of successive clauses connected among them by variable bindings}. And one can devise a mechanism where, based on profiling, these contiguous heap slices, corresponding to clauses, are created in advance, speculatively, on separate threads.

While we have not implemented it yet, we mention here an \textit{alternative algorithm}, that like the WAM, only creates new terms originating form the head of the clause when needed, while also ensuring that term creation happens all at once, and only if full unification succeeds.

We start with the pre-unification matching, followed on success with full unification, but happening on the \textit{prototype of the clause} located at a lower address on the heap. We take care to trail \textit{every} variable binding. Then we scan the trail and handle the following two situations:

1. if a variable located in the prototype clause area points to a goal already on the heap we collect it for future unbinding, as we want to clear the prototype from all bindings, for reuse
2. if the binding comes from the goals already on the heap, above the prototype clauses area, we copy to the heap the subterm it points to, relocate the variable to point to it, while making sure to collect the variable for later placement on the trail as now it will point upwards.

An interesting aspect of this alternative is that one mimics Prolog’s resolution step on the pre-built prototype and it trades some extra work on the trail, in exchange for less work and some space efficiency on the heap.
4.3 Stretching out the Spine: the immutable goal stack

A Spine can be seen as a runtime abstraction of a Clause instance, collecting the information needed for the execution of the goals originating from it. Implemented as the small methodless Spine class, it declares the following fields:

- int hd: head of the clause
- int base: base of the heap where the clause starts
- IntList gs: immutable list of the locations of the goal elements accumulated by unfolding clauses so far
- int ttop: top of the trail as it was when this clause got unified
- int k: index of the last clause the top goal of the Spine has tried to match so far
- int[] regs: dereferenced goal registers
- int[] xs: index elements based on regs

Like the meta-interpreter we have started with, a spine extends the goal stack with the contribution of a given clause’s body. Note that (most of the) goal elements on this immutable list are shared among alternative branches. In a way, the illusion that the complete goal stack is local to each Spine instance is helpful as it matches the way they look in our simplified meta-interpreter from section 2, but has virtually no space overhead compared to a global procedurally managed goal stack as most of its (immutable) tail is safely shared among Spines.

4.4 The interpreter loop: yielding an answer and ready to resume

Our main interpreter loop starts from a Spine and works through a stream of answers, returned to the caller one at a time, until the spines stack is empty, when it returns null, signaling that no more answers are available.

```java
Spine yield() {  
    while (!spines.isEmpty()) {  
        Spine G = spines.peek();  
        if (hasClauses(G)) {  
            if (hasGoals(G)) {  
                Spine C = unfold(G);  
                if (C != null) {  
                    if (!hasGoals(C)) return C; // return answer  
                    else spines.push(C);  
                } else popSpine(); // no matches  
            } else unwindTrail(G.ttop); // no more goals in G  
            else popSpine(); // no clauses left  
        }  
        return null;  
    }  
}
```

The active component of a Spine is the topmost goal in the immutable goal stack gs contained in the Spine.

When no goals are left to solve, a computed answer is yield, encapsulated in a Spine that can be used by the caller to resume execution.

When there are no more matching clauses for a given goal, the topmost Spine is popped off. An empty Spine stack indicates the end of the execution signaled to the caller by returning null.

A key element in the interpreter loop is to ensure that after an Engine yields an answer, it can, if asked to, resume execution and work on computing more answers.
To achieve this, the class `Engine` defines in the method `ask()`. A variable “query” of type `Spine`, contains the top of the trail as it was before evaluation of the last goal, up to where bindings of the variables will have to be undone, before resuming execution. It also unpacks the actual answer term (by calling the method `exportTerm`) to a tree representation of a term, consisting of recursively embedded arrays hosting as leaves, an external representation of symbols, numbers and variables.

```java
Object ask() {
    query = yield();
    if (null == query) return null;
    int res = answer(query.ttop).hd;
    Object R = exportTerm(res);
    unwindTrail(query.ttop);
    return R;
}
```

### 4.5 Playing with answer streams

We model our answer streams to match Java 8’s stream API [9], although as a more expressive alternative (interactors), that made it in our Prolog implementations starting with [13], can be considered instead.

A reason for choosing the Java 8 stream API is that it allows elegant embedding in cluster and cloud configurations using high-level functional programming constructs like `map`, `fold` and `filter` as well as automatic parallelization of complex data-flows as provided by frameworks like Apache Flink.

To encapsulate our answer streams in a Java 8 stream, a special iterator-like interface called `Spliterator` is used [9]. The work is done by the `tryAdvance` method which yields answers while they are not equal to null, and terminates the stream otherwise.

```java
public boolean tryAdvance(Consumer<Object> action) {
    Object R = ask();
    boolean ok = null != R;
    if (ok) action.accept(R);
    return ok;
}
```

Three more methods are required by the interface, mostly to specify when to stop the stream and that the stream is ordered and sequential.

```java
public Spliterator<Object> trySplit() {
    return null; // nothing to do here as we do not want to split our answer stream
}

public int characteristics() {
    return (Spliterator.ORDERED | Spliterator.NONNULL) & ~Spliterator.SIZED;
}

public long estimateSize() {
    return Long.MAX_VALUE;
}

public boolean tryAdvance(Consumer<Object> action) {
    Object R = ask();
    boolean ok = null != R;
    ```
Once the Spliterator interface is implemented, the stream of answers encapsulating this engine is created with second argument false, specifying that it is not a parallel stream.

```java
public Stream<Object> stream() {return StreamSupport.stream(this, false);}
```

## 5 Multi-argument indexing: a modular add-on

The indexing algorithm is designed as an independent add-on to be plugged into the main Prolog engine. For each argument position in the head of a clause (up to a maximum that can be specified by the programmer) it associates to each indexable element (symbol, number or arity) the set of clauses where the indexable element occurs in that argument position. For deep indexing, the argument position can be generalized to be the integer sequence defining the path leading to the indexable element in a compound term. The clauses having variables in an indexed argument position are also collected in a separate set for each argument position.

Sets of clause numbers associated to each (tagged) indexable element are supported by an IntMap implemented as a fast int-to-int hash table (using linear probing). An IntMap is associated to each indexable element by a HashMap. The HashMaps are placed into an array indexed by the argument position to which they apply. When looking for the clauses matching an element of the list of goals to solve, for an indexing element \(x\) occurring in position \(i\), we fetch the set \(C_{x,i}\) of clauses associated to it. If \(V_i\) denotes the set of clauses having variables in position \(i\), then any of them can also unify with our goal element. Thus, we would need to compute the union of the sets \(C_{x,i}\) and \(V_i\) for each position \(i\), and then intersect them to obtain the set of matching clauses. We will not actually compute the unions, however. Instead, for each element of the set of clauses corresponding to the “predicate name” (position 0), we retain only those which are either in \(C_{x,0}\) or in \(V_0\) for each \(i > 0\). We do the same for each element for the set \(V_0\) of clauses having variables in predicate positions (if any). Finally, we sort the resulting set of clause numbers and hand it over to the main Prolog engine for unification and possible unfolding in case of success.

Two interesting special cases can benefit from custom variants of the algorithm.

For very small programs or programs having predicates with fewer clauses than the bit size of a long (64), the IntMap can be collapse to a long made to work as a bit set. Alternatively, given our fast pre-unification filtering one can bypass indexing altogether, below a threshold.

For very large programs challenging overall memory capacity, a more compact sparse bit set implementation like [23] or a Bloom filter-based set [2] would replace our IntMap-based set, except for the first “predicate name” position, needed to enumerate the potential matches. In this case, the probability of false positives can be fine-tuned as needed, while keeping in mind that false positives will be anyway quickly eliminated by our pre-unification head-matching step. Finally, especially for very large programs, one might want to compute the set of matching clauses lazily, using the Java 8 streams API [9].

Implementation of indexing for large fact databases is a combination of ordered set intersection and lazy execution as provided by the Java 8 stream API. The intersection of the sets of clauses associated (via LinkedHashSets, to preserve order) to each argument position (or more generally a path to a deeper indexable component) is implemented as a stream filtering operation. As sizes of matching sets are known in advance, the initial stream
Table 1 Timings and number of logical inferences (as counted by SWI-Prolog) on 4 small Prolog programs.

<table>
<thead>
<tr>
<th>System</th>
<th>11 queens</th>
<th>perms of 11 + nrev</th>
<th>sudoku 4x4</th>
<th>metaint perms</th>
</tr>
</thead>
<tbody>
<tr>
<td>our interpreter</td>
<td>5.710s</td>
<td>5.622s</td>
<td>3.500s</td>
<td>16.556s</td>
</tr>
<tr>
<td>Lean Prolog</td>
<td>3.991s</td>
<td>5.780s</td>
<td>3.270s</td>
<td>11.559s</td>
</tr>
<tr>
<td>Styla</td>
<td>13.164s</td>
<td>14.069s</td>
<td>22.196s</td>
<td>37.800s</td>
</tr>
<tr>
<td>SWI-Prolog</td>
<td>1.835s</td>
<td>2.620s</td>
<td>1.336s</td>
<td>4.872s</td>
</tr>
<tr>
<td>LIPS</td>
<td>7,278,988</td>
<td>7,128,483</td>
<td>9,261,376</td>
<td>6,651,000</td>
</tr>
</tbody>
</table>

is created from the smallest set of matching clauses, which is then filtered with the others ordered by size. As stream specifications are mainly promises to perform operations when needed, clauses are extracted from the intersection one at a time and then passed to the logic engine for pre-unification and eventual heap construction and full unification. It also makes sense to speed-up these operations by declaring the streams parallel.

6 Some basic performance tests

We prototyped our design as a small, slightly more than 1000 lines of generously commented Java program. However, as a more natural target for a system developed around it would use C, we have stayed away from Java’s object oriented features by using a large Engine class hosting all the data areas and a few small classes like Clause and Spine that can be easily mapped to C structs. While implemented as an interpreter, our preliminary tests (Table 1) indicate, somewhat surprisingly, that performance is close, (within a factor of 2) to our Java-based systems like Jinni and Lean Prolog that use a (fairly optimized) WAM-based instruction set and a factor of 2-4 from C-based SWI-Prolog. While this an order of magnitude slower than today’s C based Prologs the “apples-to-apples” comparison with our fast WAM-based Prolog implemented in the same language - Java - is a more accurate indication that this lightweight interpreter design is actually quite fast and likely to be within a factor of 2 to 3 of today’s optimized WAM-based Prologs if implemented in C. The program 11 queens computes (without printing them out) all the solutions of the 11-queens problem. Sudoku 4x4 does the same for a reduced Sudoku solver and perms of 11+nrev computes the unique permutation that is equal to the reversed sequence of numbers computed by the naive reverse predicate. The fourth program, metaint perms is a variant of the second program, run this time via the two clause meta-interpreter that we have started from, in section 2, to derive our execution algorithm.

For a more conclusive performance comparison, future work is planned on first deriving a WAM-like compiled instruction set from our interpreter. Also, we expect that a C-based system, even if kept as an interpreter, is likely to boost performance slightly above slower compiled systems like SWI-Prolog, from which our Java-based interpreter is within a factor of 2-4 on the Horn Clause subset, for small programs.

7 Related work

The closest Prolog implementation is our own Styla system [16], a Scala-based interpreter, itself a derivative of our Java-based Kernel Prolog [15] system. They both use a clause unfolding interpreter along the lines of [12], but contrary to our current design, they rely heavily on high-level features of the implementation language, including an object-oriented
term hierarchy and a unification algorithm distributed over various term sub-types. First-class, “resumable” Prolog engines have been present in our systems since [13] and there’s some renewed interest in them (as reflected by a few dozen recent messages in comp.lang.prolog in September 2015) as well as in a similar, thread-based model used in SWI-Prolog’s Pengines [7].

Locating function symbols and arity in separate words is different to the typical “symbol+arity” used in most other Prolog systems we are aware of. The translation from HiLog [4] to a first order form, using apply/N predicates, is similar to our natural language assembler, where (unnamed) arrays of various lengths are essentially the same thing as HiLog’s apply/N predicate wrappers. Consequently, work on a first-order semantics for HiLog [4] also covers our natural assembler programs.

There are some clear commonalities with the WAM [1] and more closely with the BinWAM variant of it [17] where transformation to binary clauses implicitly emulates a form of goal stacking. In a way, we also end up emulating something close to the WAM’s registers that are saved in our Spine stack, itself playing a role similar to the WAM’s OR-stack. Placing them on a stack, rather than mapping them to a register vector, is also similar to B-Prolog’s stack frame-based representation [24].

The major commonality with the BinWAM [17], not present in the WAM, is that the implicit goal-stacking of the BinWAM is replaced here with an explicit and immutable goal stack seen as present in each Spine. As most (except the few topmost) goal elements are shared among Spines, the overall time and space costs are comparable with a mutable goal stack managed by saving in our Spines pointers to its top. Another commonality with a BinWAM-optimization (as implemented in BinProlog) is that arguments placed in registers are dereferenced once and then matched against several clause candidates. On the other hand, the WAMs instruction set ensures subterms are only built on the heap as needed, while our interpreter tries instead to eliminate up front the non-matching clauses by borrowing pre-unification information from a prototype clause at a lower heap location before unification is called. On unification success, the complete body of the clause is relocated, and, as this heap-to-heap copy is quite fast, we do not get a significant performance hit as a result. Thus, some of the unexplored implementation choices that materialized through our “from scratch” design steps result in comparable performance, while staying intuitively closer to the view offered by the two clause meta-interpreter, that we have started with in section 2.

Another feature not present in typical WAM-based Prolog systems, is the decoupling of indexing and unification instructions, although one might argue that the same philosophy is motivating the just-in-time indexing schemes of YAP [5] and SWI-Prolog [22] and the user defined indexing of [20]. In fact, when generalized to arbitrary paths, reaching constants occurring deep in a term, our indexing algorithm has more in common with the ones used in theorem proving systems like [10], than with the WAM’s tightly interleaved indexing instructions [1]. We believe that besides separating naturally independent concerns, decoupling indexing favors deployment scenarios where the Prolog code is distributed on a cluster or cloud, and fetched as needed. In this case, indexing might need to happen at a different site than the one where the call is made.

8 Conclusions

We hope that by trying to forget as much as we could about the long polished art of Prolog implementation, we have obtained a genuinely more intuitive view of Prolog’s execution algorithm. By deriving our Prolog machine as naively as possible, from a two line meta-interpreter, we have captured the necessary step-by-step transformations that one needs to implement in a procedural language that mimics it.
In the process, we have lifted some restrictions on Prolog syntax, like the need for the function or predicate symbol to be a constant, and we have decoupled the indexing algorithm from the main execution mechanism of our Prolog machine. We have also proposed a natural language style, human readable intermediate language that can be loaded directly by the runtime system using a minimalistic tokenizer and parser. The code and the heap representation became one and the same. And the interpreter based on our design was able to get close enough (within a factor of two but often less) to optimized compiled code as shown by our preliminary performance tests. With only slightly more than 1000 lines of Java code, we believe that future ports of this design can help with the embedding of logic programming languages as lightweight software or hardware components.
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Abstract

The multi-agent pathfinding (MAPF) problem has attracted considerable attention because of its relation to practical applications. The majority of solutions for MAPF are algorithmic. Recently, declarative solutions that reduce MAPF to encodings for off-the-shelf solvers have achieved remarkable success. We present a constraint-based declarative model for MAPF, together with its implementation in Picat, which uses SAT and MIP. We consider both the makespan and the sum-of-costs objectives, and propose a preprocessing technique for improving the performance of the model. Experimental results show that the implementation using SAT is highly competitive. We also analyze the high performance of the SAT solution by relating it to the SAT encoding algorithms that are used in the Picat compiler.
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1 Brief Overview

The multi-agent pathfinding (MAPF) problem amounts to finding a plan for agents to move within a graph from their starting locations to their destinations, such that no agents collide with each other at any time. While MAPF can be solved suboptimally in polynomial time [4], the optimization version with the objective of minimizing the makespan or the sum-of-costs is NP-hard [9, 13]. MAPF has been intensively studied, because the problem occurs in various forms in practical applications, such as robotics and games [1, 7], and the problem also provides a platform for studying search algorithms [6, 8, 12].

Recently, studies of MAPF have proposed using declarative models that rely on off-the-shelf solvers to find solutions. These solvers include CSP (Constraint Satisfaction Problems) [5], SAT (Satisfiability) [10, 11], ASP (Answer Set Programming) [2], and MIP (Mixed Integer Programming) [14]. Declarative models are easy to implement and maintain, can easily be altered for other variants, and are amenable to new domain-specific constraints. SAT-based MAPF solutions are especially promising; they have been shown to be competitive with some well-designed heuristic search algorithms [11].

All of the constraint-based models follow the planning-as-satisfiability approach [3], which finds a sequence of states of a bounded length, where the first state corresponds to the initial state, the last state satisfies the goal condition, and each pair of successive states constitutes a valid action. An efficient declarative solution requires a good model of variables and constraints, a fast solver, and a decent encoding of the model for the solver.
MAPF in Picat

We give a constraint-based declarative model for MAPF. The model is very natural; it uses a Boolean variable to indicate whether an agent occupies a vertex of the graph in a state, and uses constraints to ensure the validity of all of the states and state transitions. The basic model minimizes the makespan objective. This model is easily extended to deal with the sum-of-costs objective. We adapt a preprocessing technique for eliminating some of the variables in the model that can never be set to 1. The model is implemented in Picat [15], a general-purpose language that provides several tools for modeling and solving combinatorial problems. Experiments with the SAT and MIP modules show that the SAT solution is more competitive than the MIP solution. A comparison with ASP also reveals the high performance of the SAT solution. We also analyze the performance of the SAT solution by relating it to the encoding algorithms used in the Picat SAT compiler.

References

Treewidth in Non-Ground Answer Set Solving and Alliance Problems in Graphs

Bernhard Bliem

TU Wien, Vienna, Austria
bliem@dbai.tuwien.ac.at

Abstract

To solve hard problems efficiently via answer set programming (ASP), a promising approach is to take advantage of the fact that real-world instances of many hard problems exhibit small treewidth. Algorithms that exploit this have already been proposed – however, they suffer from enormous overhead. In the thesis, we present improvements in the algorithmic methodology for leveraging bounded treewidth that are especially targeted toward problems involving subset minimization. This can be useful for many problems at the second level of the polynomial hierarchy like solving disjunctive ground ASP. Moreover, we define classes of non-ground ASP programs such that grounding such a program together with input facts does not lead to an excessive increase in treewidth of the resulting ground program when compared to the treewidth of the input. This allows ASP users to take advantage of the fact that state-of-the-art ASP solvers perform better on ground programs of small treewidth. Finally, we resolve several open questions on the complexity of alliance problems in graphs. In particular, we settle the long-standing open questions of the complexity of the Secure Set problem and whether the Defensive Alliance problem is fixed-parameter tractable when parameterized by treewidth.
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1 Introduction

The problem solving paradigm Answer Set Programming (ASP) [12, 30, 46, 45] has become quite popular for tackling computationally hard problems. It offers its users a very convenient declarative language that allows for succinct specifications, and there are highly efficient systems available [32, 31, 29, 2, 3, 44, 4, 51, 23].

Although ASP systems have made huge advances in performance, they still struggle with several tough problems. This is not always just an issue of computational complexity in the classical sense. Interestingly, ASP systems may perform quite well in practice on one problem whereas the performance on another problem of the same complexity can be significantly worse. Often classical complexity theory is thus only of limited help to explain ASP solving performance in practice. In such cases, it may be insightful to consider the parameterized complexity of the problems [20, 28, 17, 48]. This theoretical framework investigates the complexity of a problem not only in terms of the input size, but also of other parameters.

In this work, we are particularly interested in the effect of the structural parameter treewidth [50] on the performance of ASP solvers. Intuitively, the smaller the treewidth
of a graph, the closer the graph resembles a tree. It is well-known that many graph problems become easy if we restrict the input to trees and it has turned out that for many important problems this even holds for the more general class of instances of bounded treewidth [5]. Luckily, it has been observed that real-world instances usually exhibit small treewidth [10, 52, 41]. Moreover, treewidth is not only relevant for graph problems. It can also be applied to instances of all kinds of problems by choosing a suitable representation of the instance as a graph. For instance, treewidth has also been considered for constraint satisfaction problems [19], where it is known under the name of “induced width” and is crucial for the performance of a technique called bucket elimination [18].

There have already been some investigations concerning treewidth and ground ASP (i.e., ASP programs without variables, also known as propositional programs) [34, 49, 26]. An important result is the algorithm from [39] for deciding whether a ground ASP program has a solution in linear time on instances of bounded treewidth. This algorithm employs a technique called dynamic programming on tree decompositions, which is very common for algorithms that exploit small treewidth. The algorithm from [39] has also been implemented and proposed as an alternative solver for ground ASP [47]. For certain problems, this dynamic-programming-based solver was able to outperform state-of-the-art ASP solvers if the instances had a very small treewidth and the sizes of the instances were very large.

Although the encouraging results from [47] confirmed that small treewidth can be successfully exploited for ASP solving in experimental settings, the restrictions on problems and instances that make this approach perform well were still too severe for most practical applications. The main obstacles that prevented this approach from being useful for a broad range of applications were the facts that, on the one hand, the naive dynamic programming approach involves an enormous overhead (especially in terms of memory) and, on the other hand, state-of-the-art ASP solvers often perform so well that the theoretical superiority of the dynamic programming algorithm only pays off for instances of tremendous size. In fact, experiments in [7] indicated that state-of-the-art ASP solvers are “sensitive” to the treewidth of their input in the sense that smaller treewidth strongly correlates with higher solving performance.

These issues hint at interesting research challenges. In particular, two approaches seem promising for successfully exploiting small treewidth for ASP solving in practice:

- The first research challenge is to improve the dynamic-programming-based methodology in order to avoid some of its overhead and redundant computations.

For solving ground ASP, these issues are especially severe compared to other problems because the corresponding computational problems are even harder than NP under standard complexity-theoretic assumptions. (In fact, deciding whether a ground ASP program with disjunctions has an answer set is at the second level of the polynomial hierarchy.) This high complexity of ground ASP is mirrored in the dynamic programming algorithm [39], which uses brute force to first of all find all models of all parts of the decomposed program, and it subsequently uses brute force again for each such partial model to find all potential counterexamples that may cause the candidate to be discarded.

This pattern also frequently occurs in dynamic programming algorithms for other problems that search for solutions satisfying some form of subset minimality. Besides ground ASP, this is the case, for instance, for the problem of finding subset-minimal models of a propositional formula. In general, problems involving subset-minimization are quite common in AI, and dynamic programming algorithms have been proposed for, e.g., circumscription, abduction or abstract argumentation (see [38, 35, 21]). Such algorithms typically store a great number of redundant objects because the subsets that may invalidate
a solution candidate are themselves solution candidates. Moreover, the specifications of such algorithms themselves contain redundancies because the potential counterexamples are usually manipulated in almost the same way as the solution candidates.

The second research challenge is to solve ASP by not doing dynamic programming at all but instead exploiting small treewidth implicitly by relying on the assumption that state-of-the-art solvers perform better when given ground programs of small treewidth (as indicated by the experiments in [7]).

Since problems are usually encoded in non-ground ASP, here the research objective is to investigate which non-ground encoding techniques significantly blow up the treewidth of the grounding when compared to the treewidth of the input facts.

In addition to leveraging treewidth for ASP solving, we are interested in several variants of a graph problem called Secure Set [13]. It belongs to the class of so-called alliance problems [42, 24, 53], which are problems that ask for groups of vertices that help each other out in a certain way. Practical applications of alliance problems include finding groups of websites that form communities [27] or distributing resources in a computer network in such a way that simultaneous requests can be satisfied [36]. Intuitively, a set $S$ of vertices in a graph is secure if every subset of $S$ has as least as many neighbors in $S$ as neighbors not in $S$. The Secure Set problem asks whether a given graph contains a secure set at most of a certain size.

The reason why we are concerned with Secure Set is that this problem has quite interesting properties, especially for ASP researchers: Attempts of encoding this problem in ASP have resulted in very involved specifications indicating that Secure Set may require the full expressive power of ASP [1]. However, it is unfortunately unclear whether this is really necessary because its complexity has still remained unresolved although the problem has been introduced already in 2007 [13].

One of the variants of Secure Set that we consider in the proposed thesis is the Defensive Alliance problem [42, 43]. This problem has received quite some attention in the literature [24]. It is known to be NP-complete, but its complexity when parameterized by treewidth has remained open.

## 2 Background

We assume some familiarity with ASP; introductions can be found in [12, 30, 46, 45]. In the thesis, we study both ground ASP programs, i.e., programs without variables, but also programs utilizing the full ASP language as described in the ASP-Core-2 specification [14]. In particular, we include weak constraints and aggregates.

We only outline the syntax of a simplified version of non-ground ASP. For details and semantics, we refer to the standard [14]. An ASP program consists of rules of the following form:

$$h_1 \mid \ldots \mid h_k : - p_1, \ldots, p_\ell, \text{not } n_1, \ldots, \text{not } n_m.$$  

The head of a rule $r$ is the set denoted by $H(r) = \{h_1, \ldots, h_k\}$, the positive body of $r$ is the set $B^+(r) = \{p_1, \ldots, p_\ell\}$, and the negative body of $r$ is the set $B^-(r) = \{n_1, \ldots, n_m\}$. All elements of these sets are called atoms. An atom is either a predicate atom or an aggregate atom. Predicate atoms have the form $p(t_1, \ldots, t_j)$, where $p$ is a predicate and $t_1, \ldots, t_j$ are terms, that is, constants or variables. A predicate is called extensional in a program $\Pi$ if it only occurs in rule bodies of $\Pi$. An atom is called extensional in $\Pi$ if it is a predicate atom over an extensional predicate. We omit a definition of aggregate atoms but only mention
that they allow us to, e.g., compute a sum of integers or count the cardinality of a set. For
details, we refer to [14]. In addition to rules as defined above, we allow for weak constraints,
which are special kinds of rules and have the following form:

\[ \neg p_1, \ldots, \neg p_t, \not n_1, \ldots, \not n_m, [w, t_1, \ldots, t_q] \]

The intuition is that if an answer set violates a ground instantiation of such a weak constraint,
then this incurs a penalty of \( w \) to the cost of the solution. (Without the terms \( t_1, \ldots, t_k \),
each weight \( w \) would in fact only be counted once in the cost of a solution, hence \( t_1, \ldots, t_k \)
can be specified for counting the same weight multiple times.) Again, we omit details and refer to [14] instead.

To solve a non-ground ASP program, ASP systems usually first invoke a grounder that
transforms a program into a set of ground rules. The answer sets of the original program are
the stable models (as defined in [33]) of the resulting ground program.

A “naive” grounder blindly instantiates variables by all possible ground terms. Grounders
in practice, on the other hand, employ sophisticated techniques in order to keep the resulting
ground program as small as possible. As these techniques differ between systems, we define
a simplified notion of grounding that is easier to study. For a meaningful investigation of the
relationship between the treewidth of the input and the treewidth of the grounding, we need
to assume that the grounder still performs some basic simplifications. These simplifications
are so basic that they can be assumed to be implemented by all reasonable grounders. The
intuition is that a rule from the “naive” grounding is omitted in our grounding whenever its
positive body contains an atom that cannot possibly be derived.

\begin{definition}
Let \( \Pi \) be a non-ground ASP program, let \( \Pi^+ \) denote the positive program
obtained from \( \Pi \) by removing all negated atoms and replacing disjunctions with conjunctions
(i.e., splitting disjunctive into normal rules), and let \( M^+ \) be the unique minimal model of \( \Pi^+ \).
The \textit{grounding} of \( \Pi \), denoted by \( \text{gr}(\Pi) \), is such that, for every substitution \( s \)
from variables to constants, \( s(\text{gr}(\Pi)) \subseteq M^+ \).
\end{definition}

In our work, we are interested in the treewidth of ground ASP programs. For this, we
represent programs as graphs as follows.

\begin{definition}
The \textit{primal graph} of a ground ASP program \( \Pi \) is an undirected graph whose
vertices are the atoms in \( \Pi \) and there is an edge between two atoms if they appear together
in a rule in \( \Pi \). The \textit{treewidth} of a ground ASP program \( \Pi \) is the treewidth of its primal
graph.
\end{definition}

Deciding whether a disjunctive ground ASP program has a stable model is \( \Sigma^P_3 \)-complete in
general [22], and it can be done in linear time for ground programs of bounded treewidth [34].
Treewidth is an important parameter studied in the context of \textit{parameterized complexity theory}. Here, decision problems consist not only of an instance and a yes-no question, but
additionally of a parameter of the instance. For introductions, we refer to [20, 28, 17, 48].
The central notion of tractability is called \textit{fixed-parameter tractability}.

\begin{definition}
A problem is \textit{fixed-parameter tractable} (FPT) w.r.t. a parameter \( k \) of the
instances if it admits an algorithm that runs in time \( O(f(k) \cdot n^c) \), where \( f \) is an arbitrary
computable function that only depends on \( k \), \( n \) is the input size and \( c \) is an arbitrary constant.
We call such an algorithm an \textit{FPT algorithm}.
\end{definition}

Note that the factor \( f(k) \) in this running time may be exponential in the parameter \( k \), but
if \( k \) is bounded by a constant, then the algorithm runs in polynomial time. Importantly,
the degree \( c \) of the polynomial must be a constant and may not depend on the parameter,
otherwise the algorithm is not considered FPT.
Dynamic programming on tree decompositions is perhaps the most common technique for obtaining FPT algorithms when the parameter is treewidth. It is employed in the algorithm for solving ground ASP in [39], for instance. The basic idea is the following: Given a graph \( G \), a tree decomposition of \( G \) is a tree whose nodes correspond to subgraphs of \( G \) according to certain conditions. If the treewidth of a graph is bounded by a constant, then we can find (in linear time) a tree decomposition whose nodes correspond to subgraphs of constant size [11]. We can then solve many problems by first applying brute force at each subgraph in order to solve a subproblem corresponding to this subgraph and then trying to combine the obtained partial solutions. Due to the bound on the treewidth, we can afford this brute force approach because each of the considered subgraphs has bounded size. Formal definitions and examples of this technique can be found in, e.g., [48].

We now define secure sets in graphs [13]. For this, we use the notation \( N_G[S] \) to denote the closed neighborhood of a subset \( S \) of the vertices of a graph \( G \); that is, \( N_G[S] \) contains the vertices in \( S \) itself and the vertices that are adjacent to an element of \( S \).

Definition 4. Let \( G \) be a graph and \( S \) be a subset of its vertices. We call \( S \) secure in \( G \) if \( |N_G[X] \cap S| \geq |N_G[X] \setminus S| \) holds for every \( X \subseteq S \).

Intuitively, we can regard a neighbor of \( X \) as a “good” neighbor if it is also in \( S \), and as a “bad” neighbor otherwise. Now \( X \) is a counterexample to \( S \) being secure if \( X \) has more bad neighbors than good ones.

3 Contributions

Our contributions can be arranged in three groups: First, we present improvements in the dynamic programming methodology; second, we define non-ground ASP classes that can be shown to preserve bounded treewidth of the input in grounding; third, we provide complexity results and algorithms for alliance problems in graphs.

3.1 Improvements in the Dynamic Programming Methodology

We present an improved dynamic programming methodology for problems that involve subset minimization. Specifically, for any problem \( P \) whose solutions are exactly the subset-minimal solutions of some base problem \( B \), we formalize how a dynamic programming algorithm for \( B \) can automatically be transformed into a dynamic programming algorithm for \( P \). We prove that the resulting algorithm runs in linear time on instances of bounded treewidth if the base algorithm does. Moreover, we prove that the resulting algorithm is correct if the base algorithm is correct and, intuitively, it only computes partial solutions that do not “revoke decisions” made by associated partial solutions further down in the tree decomposition. The resulting algorithm has two advantages compared to solving \( P \) directly in a naive way: first, it is usually easier to specify because we only need to design an algorithm for the base problem and need not care about subset minimization; second, it is potentially more efficient because it stores fewer redundant items.

Indeed, this methodology has been empirically shown to lead to significant performance benefits for several problems [6]. An improved version of the classical dynamic programming algorithm for ground ASP has been implemented using these ideas [25] and proved to be significantly more efficient than the algorithm from [39]. Our result formalizes the common scheme that underlies these algorithms. We thus provide a formal framework that makes it possible to transfer the mentioned optimizations easily to other problems. Thereby we make the impressive performance benefits that have been reported in [6, 25] accessible to
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Listing 1 A guarded ASP encoding for checking whether a given set \( S \) (declared using predicate \( s \)) is secure in a given graph (declared using predicates \( v \) and \( e \)). The guards of rules are underlined.

\[
\begin{align*}
\text{% Guess a subset } X \text{ of } S. \\
x(S) \mid nx(S) & :- s(S). \\
\text{% Neighbors of } X \text{ are ’good’ if they are in } S, \text{ otherwise they are ’bad’}. \\
\text{neighbor}(V) & :- x(X), e(X,V). \\
\text{neighbor}(X) & :- x(X), v(X). \\
\text{good}(V) & :- \text{neighbor}(V), s(V). \\
\text{bad}(V) & :- \text{neighbor}(V), \neg s(V). \\
\text{% If } X \text{ has more bad neighbors than good ones, } S \text{ is not secure}. \\
& \text{We use the following weak constraints to determine this by summing up.} \\
& :- v(V), \text{good}(V). [1,V] \text{ % Add 1 for each good neighbor.} \\
& :- v(V), \text{bad}(V). [-1,V] \text{ % Subtract 1 for each bad neighbor.}
\end{align*}
\]

algorithm designers working on related problems. This is primarily useful for problems on the second level of the polynomial hierarchy as subset minimization is a recurring theme in many such problems.

3.2 Non-Ground ASP Classes that Preserve Bounded Treewidth

We define non-ground ASP classes for which grounding, according to Definition 1, preserves bounded treewidth of the input. By restricting the syntax of non-ground ASP, we define two classes of programs called guarded and connection-guarded programs [7]. Guarded programs guarantee that the treewidth of any fixed program after grounding stays small whenever the treewidth of the input facts is small. We formally prove this property and show that, despite their restrictions, guarded programs can still express problems that are complete for the second level of the polynomial hierarchy.

Connection-guarded programs are even more expressive than guarded programs. We show that the treewidth of any fixed connection-guarded program after grounding is small whenever the treewidth and the maximum degree of (a graph representation of) the input facts is small.

These results bring us closer to the goal of implicitly taking advantage of the apparent sensitivity to treewidth exhibited by modern ASP solvers because they give us insight into what happens to the treewidth of the input during grounding. Thus, by writing a program in guarded ASP, we can be sure that the grounder does not destroy the property of bounded treewidth. In the case of connection-guarded ASP, the same holds for the combination of treewidth and maximum degree.

Example 5. The ASP encoding in Listing 1 can be used for deciding whether a given set \( S \) of vertices is secure in a given graph \( G \). It guesses a subset \( X \) of \( S \) and uses weak constraints in such a way that the cost of each answer set is exactly \(|N_G[X] \cap S| - |N_G[X] \setminus S|\). If there is a subset of \( S \) that has more “bad” neighbors than “good” ones, then the program has an answer set with negative cost. The solutions of a program with weak constraints are those answer sets that minimize the cost incurred by violated weak constraints. We can thus decide whether \( S \) is secure by checking if this minimum value is negative.

The program in Listing 1 is guarded, which means that, for each rule \( r \), all variables of \( r \) occur together in a single extensional atom of \( B^+(r) \) that we call the guard of \( r \). Note that, alternatively, it is also possible to check whether a set of vertices is secure without using weak constraints. For instance, we can replace the weak constraints by the “hard” constraint...
\(:= \sum \{ 1, G : \text{good}(G); -1, B : \text{bad}(B) \} \geq 0\). The resulting program has an answer set if and only if \(S\) is not secure. However, the new constraint is not guarded. This means that the original program in Listing 1 generally leads to groundings of much lower treewidth and can thus be expected to perform better. Indeed, the ground instantiation of the new hard constraint would contain a linear number of atoms. Thus, the primal graph of the grounding would contain a clique of linear size and thus have linear treewidth even if the treewidth of input graphs is bounded by a constant.

In the thesis, we also present a complexity analysis of computational problems corresponding to these classes when the parameter is the treewidth of the input, the maximum degree of the input, or the combination of both. The results of this analysis show that, for any fixed guarded ASP program, answer set solving is FPT when parameterized by the treewidth of the input; moreover, for any fixed connection-guarded ASP program, answer set solving is FPT when parameterized by the combination of treewidth and maximum degree. This is not obvious because our ASP classes support weak constraints and aggregates, which are not accounted for in the FPT algorithms [39, 25] for ground ASP. Furthermore, we prove hardness results showing that for connection-guarded ASP programs both the treewidth and the maximum degree must be bounded for obtaining fixed-parameter tractability. We do this by presenting a connection-guarded ASP encoding of a problem that is \(\text{NP}\)-hard even if the treewidth of the instances is fixed and by presenting a guarded encoding of a problem that is \(\Sigma^P_2\)-hard even if the degree of the instances is fixed.

As a side-product of these investigations, we obtain metatheorems for proving FPT results. That is, our results on guarded ASP allow us to prove that a problem is FPT when parameterized by treewidth by simply expressing the problem in guarded ASP. We compare this metatheorem to the common approach of proving fixed-parameter tractability by expressing a problem in monadic second-order logic and invoking the well-known theorem by Courcelle [15, 16]. Similarly, we can prove that a problem is FPT when parameterized by the combination of treewidth and maximum degree by expressing the problem in connection-guarded ASP. This result is appealing because we are not aware of any metatheorems that allow us to obtain FPT results for the combination of treewidth and degree as the parameter.

### 3.3 Alliance Problems in Graphs

We perform a complexity analysis of alliance problems in graphs, both in the classical setting and when parameterized by treewidth. First, we settle the complexity of the Secure Set problem by proving that the problem, along with several variants, is \(\Sigma^P_2\)-complete (that is, at the second level of the polynomial hierarchy).

Next we turn to the complexity of Secure Set and Defensive Alliance when the problems are parameterized by treewidth. We illustrate the use of our ASP classes as FPT classification tools by presenting simple encodings for alliance problems in graphs. By encoding the \(\text{NP}\)-complete Defensive Alliance problem in connection-guarded ASP, we easily obtain the already known result that the problem is FPT when parameterized by the combination of treewidth and maximum degree. More importantly, we obtain the new result that the \(\text{co-NP}\)-complete problem of deciding whether a given set is secure in a graph is FPT for the parameter treewidth by encoding the problem in guarded ASP.

We also give several negative results. We prove that both Defensive Alliance and Secure Set, as well as several problem variants, are not FPT when parameterized by treewidth (under commonly held complexity-theoretic assumptions). These questions have been open since the problems have been introduced in 2002 and 2007, respectively. They have explicitly been stated as open problems in [40] (for Defensive Alliance) and in [37] (for Secure Set).
Despite the parameterized hardness of Secure Set, we can give at least a slightly positive result: We show that the Secure Set problem can still be solved in polynomial time for instances of bounded treewidth although the degree of the polynomial depends on the treewidth.

4 Current Status

The largest part of the research for the proposed thesis has already been done and is in the process of being integrated and written down. Most of the results have been published in conference proceedings and journals:

- The work on improving the dynamic programming methodology for problems involving subset minimization has been published in [6].

- The class of connection-guarded ASP programs, which preserves bounded treewidth of the input in grounding whenever the maximum degree is also bounded has been published in [7]. That paper neither contained the thorough complexity analysis performed in the proposed thesis nor the work on the class of guarded programs, which may be attractive because this class does not require the degree of input graphs to be bounded.

- The $\Sigma^p_2$-completeness result of the Secure Set problem has been published in [9]. An extended version [8], which is currently under review for a journal, additionally contains the parameterized complexity results. The proposed thesis extends this by results on the parameterized complexity of the Defensive Alliance problem as well.

5 Open Issues

The proposed thesis opens up several possibilities for future research:

- The class of connection-guarded ASP programs may be of interest for algorithmic purposes because it allows us to classify a problem as FPT when parameterized by treewidth plus degree. A common technique for classifying problems parameterized by treewidth as FPT is expressing them in monadic second-order logic (MSO). Our result may lead to an extension of MSO that can be used for classifying problems as FPT when the parameter is treewidth + degree.

- From a more practical perspective, it is promising to look closely into what ASP solvers and in particular their heuristics are doing when they are presented with a grounding of small treewidth. This could provide us insight into why state-of-the-art ASP solvers perform better on instances of small treewidth even though they do not “consciously” exploit this fact. With the gained understanding, we may be able to improve their performance by explicitly taking information from a tree decomposition into account during solving. This could perhaps lead to a hybrid ASP solving approach that uses classical conflict-driven clause learning in combination with techniques based on tree decompositions.

- We showed that Secure Set is not FPT when parameterized by treewidth (unless the class W[1] is equal to FPT). It would be interesting to study which additional restrictions beside bounded treewidth need to be imposed on Secure Set instances to achieve fixed-parameter tractability. In particular, we do not know whether it becomes FPT when additionally the degree is bounded.

- Regarding our polynomial-time algorithm for Secure Set on instances of bounded treewidth, it would be interesting to study if this result can be extended to instances of bounded clique-width, a parameter related to treewidth.
Moreover, we have not considered a problem that is closely related to DEFENSIVE ALLIANCE, namely OFFENSIVE ALLIANCE. Possibly some of our techniques can also be applied to obtain complexity results for this problem.

DEFENSIVE ALLIANCE differs from SECURE SET in the size of the subsets of solution candidates that need to be checked. For future work it would be interesting to study the complexity of a problem that generalizes both of them, where the size of the subsets is a parameter.

Finally, for the parameterized hardness results that we obtained we do not have corresponding membership results. This is an obvious task for future work.

Acknowledgements. The proposed thesis was supervised by Stefan Woltran and is based on publications with significant contributions by Günther Charwat, Markus Hecher, Marius Moldovan and Michael Morak.
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Abstract

Controlled Natural Languages (CNLs) are efficient languages for knowledge acquisition and reasoning. They are designed as a subset of natural languages with restricted grammar while being highly expressive. CNLs are designed to be automatically translated into logical representations, which can be fed into rule engines for query and reasoning. In this work, we build a knowledge acquisition machine, called KAM, that extends Attempto Controlled English (ACE) and achieves three goals. First, KAM can identify CNL sentences that correspond to the same logical representation but expressed in various syntactical forms. Second, KAM provides a graphical user interface (GUI) that allows users to disambiguate the knowledge acquired from text and incorporates user feedback to improve knowledge acquisition quality. Third, KAM uses a paraconsistent logical framework to encode CNL sentences in order to achieve reasoning in the presence of inconsistent knowledge.
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1 Introduction

Much of human knowledge can be represented as rules and facts, which can be used by rule engines (e.g., XSB [22], Clingo [9], IDP [5]) to conduct formal logical reasoning in order to derive new conclusions, answer questions, or explain the validity of true statements. However, rules and facts extracted from human knowledge can be very complex in the real world. This will demand domain experts to spend a lot of time on understanding the rule systems in order to write logical rules. CNLs emerge as better knowledge acquisition systems over rule systems in that they can acquire knowledge from text and represent the text in logical forms for reasoning. CNLs are designed based on natural languages, but with restricted grammar to avoid ambiguities while being highly expressive. Representative languages include ACE [7], Processable English (PENG) [24], BioQuery-CNL [6]. In general, CNL systems provide a GUI for user to enter CNL text. The language parser checks the grammar of the text and sends back suggestions for correction to the user. CNL text is then mapped into the corresponding logic programs based on the syntax and semantics of the underlying rule engine in order to perform question answering tasks.

Though the aforementioned systems have good intent of design, we found that there are several limitations in current CNL systems. First, they have limited ability to identify sentences that express the same meaning but in various syntactical forms. For instance,
ACE translates sentences Mary owns a car and Mary is the owner of a car into two different logical representations. As a result, if the first sentence is entered into the knowledge base, the reasoner will fail to answer the question who is the owner of a car. However, in the real world, it is very common that the user writes questions in a different way from the author who composes the knowledge base. Second, current CNL systems do not accept inconsistent knowledge to occur. In other words, once inconsistent information is found, the underlying rule engine will break and not be able to conduct any inference tasks. In our view, inconsistency is very likely to happen when the knowledge base is formed by merging multiple resources together. Hence, it is useful to design a paraconsistent logical framework that can reason in the presence of inconsistent knowledge. Third, there is no way for the user to edit or audit the acquired knowledge. CNL systems are not guaranteed to always return the user-expected results. As a result, it is necessary to provide a mechanism for the user to edit the acquired knowledge as opposed to re-write sentences many times in order to meet the requirement.

In this work, we design a knowledge acquisition system, KAM, that achieves three goals. First, KAM performs deep semantic analysis of English sentences and maps sentences that express the same meaning via different syntactic forms to the same standard logical representations. Second, KAM performs valid logical inferences based on the facts and rules extracted from English sentences and achieves inconsistency-tolerance for query answering. Third, KAM builds an environment to assist users with entering and disambiguating English texts. In the following parts, Section 2 shows the background knowledge of the natural language processing tools KAM uses in the knowledge acquisition process, Section 3 describes the architecture of the system, Section 4 shows the current state of research and discusses some open issues, and Section 5 concludes the paper.

2 Background

In this section, we provide the background of linguistic databases, semantic relation extraction, and word similarity measures in the field of natural language processing in order to help readers understand KAM better.

2.1 Linguistic Databases

KAM uses a lexical database, BabelNet, and a frame-relation database, FrameNet, in the process of knowledge acquisition. A lexical database is a database of words. It contains the information of part-of-speech, word sense, synset and semantic relations of words. WordNet [19] is one of the famous linguistic databases, where each word is defined with a list of word senses. Words that share similar meanings are grouped as a synset. Synsets are connected by semantic relations. For instance, the hypernym relation says that one synset is a more general concept of the other, i.e., human is the hypernym of homo sapiens. WordNet is rich in word knowledge, but it does not have enough information about named entities we encounter in every life or some specialized fields. DBPedia [1], WikiData [27], and YAGO [25] are databases of entities, where each is defined with a set of properties and the relations with other entities or with some pre-defined ontological classes. However, there is no link between an entity in an entity database like DBPedia and a concept in WordNet. As a result, there is no way to find the semantic relation between a name entity and a concept in WordNet, which is useful in many cases. BabelNet solves this problem by integrating multiple knowledge bases, including WordNet, DBPedia, Wikidata, etc. Besides, it automatically finds the mapping across different knowledge bases and therefore bridges the gap between concepts and entities.
FrameNet is a database representing entity relations using frames. A frame consists of a set of frame elements and lexical units. A frame element denotes an entity that serves a particular semantic role in a frame relation. Frame elements are frame-specific. Therefore, they are not shared among frames. A lexical unit indicates a target word in a sentence that triggers a frame relation. For example, the sentence Mary works for IBM as an engineer semantically entails the Being_Employed frame relation, where work is the lexical unit and Mary, IBM, and engineer represent the Employee, Employer, and Position frame elements respectively. In FrameNet, each lexical unit is associated with a set of valence patterns and exemplar sentences. Valence patterns show the grammatical functions [13] of each frame element with respect to the lexical unit. For the above sentence, Mary is the external of work, and IBM and engineer are the dependent of the prepositional modifiers of work. Exemplar sentences are the sample English sentences that realize the valence patterns.

In addition to FrameNet, VerbNet [23] and PropBank [14] are also databases of entity relations. VerbNet and PropBank are purely verb-oriented. Therefore, they cannot recognize noun-, adjective-, or adverb-triggered relations. Besides, since VerbNet and PropBank group verbs based on the syntactic patterns of verbs with respect to the entities, verbs that belong to the same class may not represent the same meaning. The advantage of VerbNet over FrameNet is that VerbNet assigns a WordNet synset ID to each verb. Additionally, it defines an ontology that defines the semantic restrictions for entities that can serve particular semantic roles in an entity relation. In KAM, we use FrameNet augmented with BabelNet synset IDs for each frame element and lexical unit.

2.2 Semantic Relation Extraction

Semantic relation extraction tools analyze the semantics of English sentences and extract their entailed relations. Representative tools include Ollie [18], Stanford Relation Extractor [26], LCC [16], SEMAFOR [4], and LTH [12]. Ollie is a relation extractor that extracts triples representing binary relations based on open domains. Stanford Relation Extractor and LCC, on the other hand, can only extract from a fixed set of relations. Although Ollie is flexible at extracting relations, it cannot standardize triples that represent the same semantic relation. Stanford Relation Extractor and LCC are better at relation standardization, but can work with a limited number of relations.

Compared with the aforementioned tools, SEMAFOR and LTH are FrameNet-based semantic parsers that aim to identify a large number of relations and achieve standardization. Basically, they use machine learning algorithms to train the model based on the exemplar sentences in FrameNet. Based on our empirical study, SEMAFOR and LTH do not perform well enough for knowledge acquisition. Recall the sentence Mary works for IBM as an engineer from the previous section. SEMAFOR extracts two frames: one is usefulness frame triggered by work, where Mary and for IBM represent the entity and purpose frame elements respectively; the other one is People_by_vocation frame triggered by engineer, with no frame elements attached. The first one is wrong because for in this context does not express the purpose meaning. Although the second frame is correct, it does not find who holds this vocation.

In our analysis of FrameNet 1.6 data, 70.2% valence patterns have only one exemplar sentence and 12.8% valence patterns have two exemplar sentences. However, there are also valence patterns with more than 100 exemplar sentences. An uneven distribution of the exemplar sentences per valence pattern will result in an imprecise estimation of model parameters. In addition, frame elements do not have semantic restrictions, which are useful in practical cases. For instance, comparing sentences Mary has a full-time job and Mary
has a well-paid job, both full-time and well-paid are adjective modifiers of job. But, they are classified as two different frame elements: Contract-basis and Compensation respectively. Without any semantic constraints, we cannot distinguish these two frame elements based on their syntactical context.

### 2.3 Semantic Similarity

Semantic similarity measures the semantic closeness between a pair of synsets. In general, there are three classes of methods to compute semantic scores. The first class measures the text similarity of the glosses of between two synsets, where a gloss refers to the English description of the meaning of a word. The representative method includes Lesk [2], where the semantic score is calculated based on the degree of overlapping information between their glosses. The second class measures the distance of the synsets in WordNet. In WordNet, a synset is connected by some semantic edges (i.e., hypernym, hyponym). A simple and intuitively way to measure the semantic similarity is to compute the shortest path between two synsets in WordNet. Therefore, synsets with shorter path lengths have stronger semantic connections. Representative methods include wup [28], lch [15], jcn [11], lin [17], res [21], hso [10]. Recently, with the advancement of machine learning, we can represent a synset by a vector of arbitrary dimensions, where the synset vector is obtained by training a large set of corpus. The representative method includes NASARI [3]. Based on the vector representations of synsets, we can measure the semantic similarity by computing the cosine similarity, weighted overlaps [20] of the vectors. In KAM, we use the NASARI approach. For one thing, NASARI dataset is based on BabelNet, which is more up-to-date than WordNet. Second, NASARI approach shows better performance based on the experimental results shown in [3].

### 3 KAM Framework

KAM consists of two parts: supervised knowledge annotation and knowledge acquisition. Supervised knowledge annotation is designed to create a Prolog knowledge base that represents an augmented version of FrameNet data. Basically, the knowledge base includes the logical representations of frames, frame elements, lexical units, and valence patterns. Besides, each frame element is assigned with a list of BabelNet synsets that capture its definition. Users can also add new frames to the knowledge base. The Prolog knowledge base is used in knowledge acquisition, where we provide a tool that achieves the following:

1. run deep semantic analysis of controlled English text in order to ensure that different sentences that express the same meaning are mapped to the same logical representations.
2. perform valid logical inferences based on the facts and rules extracted from English sentences and achieve inconsistency-tolerance in the process of knowledge acquisition.
3. allow the user to enter controlled English text, disambiguate acquired knowledge, and perform question answering tasks

#### 3.1 Preliminaries

First, we give a brief overview of KAM’s language parser, Attempto Parsing Engine (APE), which is based on ACE grammar\(^1\). APE translates CNL sentences into a Discourse Representation Structure (DRS)\(^2\), which captures the semantic meaning of the sentences. A

---

DRS uses six pre-defined predicates to represent the semantics of a word in a sentence, including object, property, relation, modifier_adv, modifier_pp, has_part, query, and predicate predicates. For instance, the sentence *A man enters a door with a card* is represented as

```
object(A,man,countable,na,eq,1)
object(B,door,countable,na,eq,1)
object(C,card,countable,na,eq,1)
predicate(D,enter,A,B)
modifier_pp(D,with,C)
```

where the object-predicate denotes the head word of a noun phrase, the predicate-predicate represents an action, and the modifier_pp signifies a prepositional modifier to the action.

We define the semantic relation between two predicates as a dependency path that connects these two predicates via a list of variables and intermediate predicates. For the above example, man is the subject of the enter action. The semantic relation is represented as

```
predicate(D,enter,A,B) -> A -> object(A,man,countable,na,eq,1)
```

There can be more than one dependency paths that connect two predicates. For the rest of this section, we will only consider the shortest dependency path.

### 3.2 Supervised Knowledge Annotation

Figure 1 shows the architecture of supervised knowledge annotation. The GUI provides an environment for the user to annotate FrameNet frames and query BabelNet. Given a frame, the user is required to disambiguate each frame element name by assigning a BabelNet synset to it. For instance, in Being_Employed frame, Position is assigned with the synset bn:00010073n (a job in an organization) and Employee is assigned with the synset bn:00030618n (a person who is hired to perform a job). The annotated frame and frame elements are mapped into Prolog representation by LFrame Generator as

```
frame_def(Frame_Name,[
    frame_element(Frame_Element_Name, BabelNet_SID)|...])
```

Next, the user annotates each lexical unit and its exemplar sentences. Given that FrameNet exemplar sentences are written in normal English, some may not be parsed by APE. Therefore, the user needs to manually rephrase each exemplar sentence according to ACE grammar.
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Besides, the user marks the lexical unit and frame elements of a sentence. The annotated lexical units and exemplar sentences are mapped into Prolog representation by LVP Extractor as

\[
lvp(Lexical\_Unit,\ Frame\_Name,\ \langle\ \lgf(Frame\_Element\_1,Dependency\_Path\_1)|...\rangle)
\]

where it extracts dependency paths that represent the semantic relations between a lexical unit and the frame elements.

LFrame Engine uses the \texttt{frame\_def} and \texttt{lvp} predicates to extract frame relations and identify frame elements from CNL sentences. Specifically, LFrame Engine applies the \texttt{lvp} to each word of a sentence to extract potential frames and frame elements, denoted as

\[
frame(Frame\_Name,[\ frame\_element(Frame\_Element\_Name,Val)|...])
\]

3.3 Knowledge Acquisition

Figure 2 shows the process of translating a CNL sentence into its logical form. First, APE parses the input sentence and generates the DRS and part-of-speech of each word. Second, KAM queries BabelNet and gets the synsets each word belongs to. In parallel, LFrame Engine extracts the candidate frames and frame elements from the DRS.

Next, for each candidate frame relation, KAM disambiguates the word sense of each frame element based on the frame element name. Recall from the previous subsection, each frame element name is assigned with a BabelNet synset ID that captures its definition. Here, KAM uses NASARI database to measure the semantic similarity between each synset the frame element belongs to and the frame element name. KAM chooses the synset with the highest semantic similarity score as the word sense of the frame element. The sum of the semantic scores of each frame element is defined as the score of the extracted frame relation. Finally, KAM ranks the candidate frames based on their scores. For example, given the sentence \textit{There is a person who works in London}, LFrame Engine finds three candidate frame relations:

\[
frame(Being\_Employed,[frame\_element(Employee,\ person),\ frame\_element(Employer,\ London)])
\]

\[
frame(Being\_Employed,[frame\_element(Employee,\ person),\ frame\_element(Position,\ London)])
\]

\[
frame(Being\_Employed,[frame\_element(Employee,\ person),\ frame\_element(Place,\ London)])
\]
KAM computes the semantic similarity scores between person and Employee (resp. London and Employer, London and Position, and London and Place) in order to disambiguate the word sense of person and London in each frame. In this case, the third frame has the highest score where person is assigned with BabelNet synset bn:00046516n (a human being) and London is assigned with bn:00013179n (the capital and largest city of England). KAM shows the ranked results to the user and asks the user to choose the one which is consistent with his/her understanding. Given that NASARI uses a statical approach to measure the semantic similarities, there could be errors in the computation. KAM allows the user to audit the result. The feedback will be recorded in order to improve the quality of semantic similarity measures in the next run.

3.4 Logical Representation

KAM represents the semantics of the frame relations in a paraconsistent logical framework, Annotated Predicate Calculus (APC) [8]. APC is a paraconsistent logical framework that deals with inconsistency. The syntax is the same as FOL except for atomic formulas of the form \( p : s \), where \( p \) is an FOL atomic formula and \( s \) is a truth annotation. Truth annotations come from an arbitrary upper the Belnap’s semilattice with four truth values: \( \perp, t, f, \top \) where \( \perp \leq f \leq \top \) and \( \perp \leq t \leq \top \). Here, \( t \) and \( f \) denote a predicate is true and false respectively. \( \perp \) denotes a predicate is neither true or false. \( \top \) denotes a predicate is both true and false, which causes an inconsistency. APC is based on stable model semantics and the models are computed on Clingo. Further details of APC and its applications in natural language understanding can be found in [8]. The advantage APC provides over Answer Set Programming (ASP) systems and first-order logic is that APC allows inference in the presence of inconsistent knowledge. Besides, it captures a lot of complex features in natural language, e.g., negation, numerical constraints, reasoning by cases. For the previous sentence

There is a person who works in London

its encoding is

\[
\begin{align*}
\text{frame(being_employed, #1) : t.} \\
\text{frame_element(#1, employee, #2) : t.} \\
\text{frame_element(#1, place, #3) : t.} \\
\text{object(#2, person, bn:00046516n) : t.} \\
\text{object(#3, london, bn:00013179n) : t.}
\end{align*}
\]

where \( t \) is a truth annotation in APC, \( #1, #2, \) and \( #3 \) are skolemized constants, \( bn:00046516n \) and \( bn:00013179n \) refer to BabelNet synsets.

4 Evaluation Design

Our initial step of evaluation is to test CNL sentences which describe human-related information, including a person’s gender, occupation, origin, age, nationality, religious belief, and so on. We encode a set of frames such as Being_employed, People_by_origin, People_by_religion, People_by_age, Personal_relationship that represent the entity relations with respect to human. The testing set is constructed from Wikipedia. Given that Wikipedia provides an abundance pages about people, we extract the sentences that are related to a person’s background. We evaluate both the precision and recall with respect to the testing set. Particularly, for precision, it is very likely that multiple frames are extracted for one sentence. We consider the one with the highest score as the best answer. As the next step, we will work on specific domains such as medical text, financial rules, etc. For each domain, it would require the knowledge engineer to create additional frames in order to represent the entity relations that are used there.
5 Current State of Research and Open Issues

Currently, we are working on building the prototype of the system that achieves knowledge annotation and knowledge acquisition. In the first stage, we focus on extracting logical facts from CNL sentences. We have encoded a subset of the frames in FrameNet that suffices to capture the frame relations in one domain. We also run experiments to show the power of KAM in standardizing CNL sentences to logical representations in comparison with other relation extraction tools. As the next step, we will work on extracting rules from CNL text and apply the rules and facts in question answering. Besides, we will expand the LFrame Engine to include additional frames and apply to broader domains.

6 Conclusion

In this paper, we show a novel knowledge acquisition system, KAM. First, it is a new approach in information extraction that can identify English sentences expressing the same meaning in different syntactic forms and standardize them to the same semantic representation. Second, it applies APC, a paraconsistent logical framework to encode English sentences in a logical manner to support inference in the presence of inconsistent knowledge. Third, KAM provides the users an environment to enter and disambiguate the English text and perform question answering tasks.
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Abstract
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1 Introduction

A common logic language implementation technique is the shallowly-embedded, internal domain-specific language (DSL) [12, 8, 4]. In this technique, the logic-language programmer writes in the syntax of the underlying host language and the DSL’s operators’ behavior are described in terms of the host’s semantics. Designers need implement only behaviors not supported natively by the host. For logic languages implemented in functional hosts, these may include backtracking and search, among others.

Here, we present a family of complete interleaving depth-first search strategies induced by an embedding. Each logic program’s text induces a particular search strategy. Unlike most other embeddings, our operators provide a complete search without the performance penalties associated with, for example, breadth-first search [12, 8]. We improve on earlier efforts [5] by combining the hand-off of control with relation definition, and in doing so decrease the amount of interleaving while maintaining a complete search. We achieve a minimal placement of interleaving points for arbitrary relation definitions.

We host our embedding in Racket [3], but any eager language with functions as values is equally suited. We deliberately restrict ourselves to a small host language feature set. We rely chiefly on cons and lambda (λ). The data-structure interpolation operators ‘ and , are a shorthand for explicit conses, and the promise and force operators we use are shallow wrappers over function creation and application.
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Program
A program consists of zero or more relations (predicates, in Prolog parlance) and an initial goal. Invoking the first goal may require a call to some relation, which may itself require a call to another relation or relations, etc.

Goals
Goals are implemented as functions that take a state and return a stream of states. They consist of primitive constraints such as equality (==), relation invocations like (peano q), and their closure under operators that perform conjunction, disjunction, and variable introduction.

State
We execute a program p by attempting an initial goal in the context of zero or more relations. The program proceeds by executing a goal in a state. The state contains a substitution and a counter for generating fresh variables. Every program’s execution begins with an initial state devoid of any constraint information and a variable count 0.

Streams
Executing a goal in a state s/c (connoting a substitution and counter pair) yields a stream. A stream takes one of three shapes. The stream may be empty, indicating the goal cannot be achieved in s/c. A stream may contain one or more resultant states. In this case, each element of the stream is a different (in terms of control flow i.e., disjunctions); the same state may occur many times in a single stream) way to achieve that goal from s/c. Our streams are not necessarily infinite; there may be finitely many ways to achieve a goal in a given state. We call these first two shapes mature, whereas an immature stream is a delayed computation that will return a stream when forced.

The final step of running a program is to continually force the resultant stream until it yields a list of answers. Our programs are not guaranteed to terminate. The stream we get from invoking the initial goal may be unproductive: repeated applications of force will never produce an answer [11]. This is the only potential cause of non-termination; all of the other core operations in our implementation are total.

2 Implementing Depth-first Search
We now implement our interleaving search operators: disj, conj, define-relation, and call/initial-state. We omit here the syntactic equality constraint == and call/fresh (which scopes new logic variables). Interested readers should consult an extended version of this work [6].

The binary operators disj and conj act as goal combinators, and they let us to write composite goals representing the disjunction or conjunction of their arguments.

#| Goal × Goal → Goal |
(define ((disj g1 g2) s/c) ($append (g1 s/c) (g2 s/c)))

#| Goal × Goal → Goal |
(define ((conj g1 g2) s/c) ($append-map g2 (g1 s/c)))

We define disj and conj in terms of $append and $append-map. If we define these functions as aliases for the finite-list append and append-map functions standard to many
languages [10], our streams will always be empty or answer-bearing; in fact, they will be fully computed. The result of attempting an \( \text{==} \) goal must be a finite list, of length 0 or 1. If both of \( \text{disj} \)'s arguments are goals that produce finite lists, then the result of invoking \( \text{append} \) on those lists is itself a finite list. If both of \( \text{conj} \)'s arguments are goals that produce finite lists, then the result of invoking \( \text{append-map} \) with a goal and a finite list must itself be a finite list. Invoking a goal constructed from these operators in the initial state returns a list of all successful computations, computed in a depth-first, preorder traversal of the search tree generated by the program.

3 Recursion and define-relation

We must enrich our implementation to allow recursive relations. DFS is incomplete for computations with infinite branches. Consider the following stylized Prolog definition of the predicate \texttt{peano} that generates Peano numbers.

\[
\text{peano}(N) :- N = z ; [s R], \text{peano}(R).
\]

At present there are several obstacles to writing relations like \texttt{peano} that refer to themselves or one another in their definitions in our embedding. Suppose we’d used \texttt{define} to build a function that we hope would behave like a relation:

\[
\begin{align*}
\text{(define (peano n)} \quad \\
\text{(disj (== n 'z) } \quad \\
\text{\quad \quad \quad \quad \quad \quad \quad \quad (call/fresh (}\lambda r \quad \\
\text{\quad \quad \quad \quad \quad \quad \quad \quad \quad \quad (conj (== n '(s ,r)) } \quad \\
\text{\quad \quad \quad \quad \quad \quad \quad \quad \quad \quad (peano r)))))))) \\
\end{align*}
\]

When we use the \texttt{peano} relation in the following program, we hope to generate some Peano numbers. We invoke \texttt{(call/fresh ...)} with an initial state. Invoking that goal creates and lexically binds a new fresh variable over the body. The body, \texttt{(peano n)}, evaluates to a goal that we pass the state \((\text{()} , 1)\). This goal is the disjunction of two subgoals. To evaluate the \texttt{disj}, we evaluate its two subgoals, and then call \$\text{append} \) on the result. The first evaluates to \(((0 . z)) , 1\)\), a list of one state.

\[
> ((\text{call/fresh (}\lambda n \quad \\
\text{\quad \quad (peano n)))} \quad \\
\text{\quad \quad \quad \quad ' \text{((()} , 0))})
\]

Invoking the second of the \texttt{disj}'s subgoals however is troublesome. We again lexically scope a new variable, and invoke the goal in body with a new state, this time \((\text{()} \quad 2\)\). The \texttt{conj} goal has two subgoals. To evaluate these, we run the first in the current state, which results in a stream. We then run the second of \texttt{conj}'s goals over each element of the resulting stream and return the result. Running this second goal begins the whole process over again. In a call-by-value host, this execution won’t terminate. Simply using \texttt{define} in this manner will not suffice.

We instead introduce the \texttt{define-relation} operator. This allows us to write recursive relations; with a sequence of uses of \texttt{define-relation}, we can create mutually recursive relations. Unlike the other operators, \texttt{define-relation} is a macro.

\[
\begin{align*}
\text{(define-syntax-rule (define-relation (defname . args) g)} \quad \\
\text{\quad (define ((defname . args) s/c) (delay/name (g s/c))}))
\end{align*}
\]

Racket’s \texttt{define-syntax-rule} gives a simple way to construct non-recursive macros. The first argument is a pattern that specifies how to invoke the macro. The macro’s first symbol, \texttt{define-relation}, is the name of the macro we define. The second argument is
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a template to be filled in with the appropriate pieces from the pattern. We do implement `define-relation` in terms of Racket’s `define`.

This macro expands a name, arguments, and a goal expression to a `define` expression with the same name and number of arguments and whose body is a goal. It takes a state and returns a stream, but unlike the others we’ve seen before, this goal returns an immature stream. When given a state s/c, this goal returns a promise that evaluates the original goal g in the state s/c when forced, returning a stream. A promise that returns a stream is itself an immature stream.

`define-relation` does two useful things for us: it adds the relation name to the current namespace, and it ensures that the function implementing our relation is total. It turns out that we will never re-evaluate an immature stream. Unlike `delay`, `delay/name` doesn’t memoize the result of forcing the promise, so it is like a “by name” variant of `delay`. In languages without macros, the programmer could explicitly add a delay at the top of each relation; though this has the unfortunate consequence of exposing the implementation of streams.

We implement `define-relation` as a macro, since it is critical that the expression g not be evaluated prematurely: we need to delay the invocation of g in s/c. Under call-by-value, a function would (prematurely) evaluate its argument and would not delay the computation.

This solves the non-termination of relation invocations. When `peano` is defined by `define-relation`, the goal `(peano n)` immediately returns an immature stream when invoked. We can also write recursive relations whose goals quite clearly will never produce answers.

```racket
(define-relation (unproductive n)
  (unproductive n))
```

We now redefine `$append` and `$append-map`, augmenting them with support for immature streams.

```racket
(define ($append $1 $2)
  (cond
   ((null? $1) $2)
   ((promise? $1) (delay/name ($append (force $1) $2)))
   (else (cons (car $1) ($append (cdr $1) $2)))))
```

If the recursive argument to `$append` is an immature stream, we return an immature stream, which, when forced, continues appending the second to the first. Likewise, in `$append-map`, when $ is an immature stream, we return an immature stream that will continue the computation but still forcing the immature stream. Rather than `delay/name`, `force`, and `promise?`, we could have used `(λ () ...)`, procedure invocation, and `procedure?`. Using λ to construct a procedure delays evaluation, and `procedure?` would be our test for an immature stream.

```racket
(define ($append-map g $)
  (cond
   ((null? $) '(()))
   ((promise? $) (delay/name ($append-map g (force $))))
   (else ($append g (car $)) ($append-map g (cdr $)))))
```

After these changes, we must do something special when we invoke a goal in the initial state, as this can now produce an immature stream instead of an empty or answer-bearing stream such as in the following example.

```racket
> ((call/fresh (λ (n) (peano n)))
  '(0 . 0))
#<promise>
```
At the very least, we would like to know if our programs are *satisfiable* or not. That is, we would hope to get at least one answer if one exists, and the empty list if there are none. The `call/initial-state` operator ensures that if we return, we return with a list of answers.

```scheme
(define (call/initial-state n g) (take n (pull g '(() . 0))))
```

call/initial-state takes an argument `n` which represents the number of answers to retrieve. `n` may just be a positive natural number, in which case we return at most that many answers. Otherwise, we provide `#f`, indicating our embedding should return all answers. It also takes a goal as an argument. The function `pull` takes a stream as argument, and if `pull` terminates, it returns a mature stream. As streams may be unproductive, it is not always possible to produce a mature stream. As a result, `pull`, and consequently `take` and `call/initial-state`, are partial functions. These are the only partial functions in our implementation.

```scheme
(define (pull $) (if (promise? $) (pull (force $)) $))
```

take receives the mature stream that is the result of `pull` and, `n`, the argument dictating whether to return all, or just the first `n` elements of the stream.

```scheme
(define (take n $) (cond ((null? $) '()) ((and n (zero? (- n 1))) (list (car $))) (else (cons (car $) (take (and n (- n 1)) (pull (cdr $)))))))
```

Our embedding is now capable of creating, combining, and searching for answers in infinite streams.

```scheme
> (call/initial-state 2 (call/fresh (\n . (peano n))))
'(((0 . z)) . 1) (((1 . z) (0 . (s 1))) . 2))
```

Rather than always returning a list implementation of non-deterministic choice, we either have no values, a value now (possibly more than one), or something we can search later for a value. `pull`, since it forces an actual value out of a promise, is akin to run in the delay monad. `take` bears a similar relationship to run in the list monad.

### 5 Interleaving, Completeness, and Search

Although we can now create and manage infinite streams, we cannot manage them as well as we’d like. Consider what happens in the following program execution:

```scheme
> (call/initial-state 1 (call/fresh (\n . (disj (unproductive n) (peano n)))))
```

We wish the program to return a stream containing the `n`s for which `peano` holds and in addition the `n`s for which `unproductive` holds. We know from Section 3 that there are no `n`s for which `unproductive` holds, but infinitely many for `peano`. The stream should contain
only ns for which peano holds. It’s perhaps surprising, then, to learn that this program loops infinitely.

Streams that result from using unproductive will always be, as the name suggests, unproductive. When executing the program above, such an unproductive stream will be the recursive argument $1$ to $\text{$append$}$. Unproductive streams are necessarily immature. According to our definition of $\text{$append$}$, we always return the immature stream. When we force this immature stream, it calls $\text{$append$}$ on the forced stream value of (the delayed) $1$ and $2$. Since unproductive is unproductive, this process continues without ever returning any of the results from peano.

Such surprising results are not solely the consequence of goals with unproductive streams. Consider the definition of $\text{church}$.

\begin{verbatim}
(define-relation (church n)  
  (call/fresh (\b) (conj (= n '  
    (\s) (\z) ,b)))  
  (peano b))))
\end{verbatim}

The relation $\text{church}$ holds for Church numerals. Using a newly created variable $b$, it constructs a list resembling a lambda-calculus expression whose body is the variable $b$. It uses peano to generate the body of the numeral. We can thus use it to generate Church numerals in a manner analogous to our use of peano. But consider the following program, wherein the resulting stream is productive, but only contains elements for which peano holds.

\begin{verbatim}
> (call/initial-state 3  
  (call/fresh (\n) (disj (peano n)  
    (church n))))  
'((((0 . z)) . 1) (((1 . z) (0 . (s 1))) . 2)  
  (((2 . z) (1 . (s 2)) (0 . (s 1))) . 3))
\end{verbatim}

Under the default Racket printing convention, “." is suppressed when it precedes a “(". We retain the “." for legibility – Racket’s current-print parameter controls this behavior.

Our implementation of $\text{$append$}$ in Section 3 induces a depth-first search. Depth-first search is the traditional search strategy of Prolog and can be implemented quite efficiently. As we’ve seen though, depth-first search is an incomplete search strategy: answers can be buried infinitely deep in a stream. The stream that results from a disj goal produces elements of the stream from the second goal only after exhausting the elements of the stream from the first.

\begin{verbatim}
#\ Stream × Stream → Stream #
(define (append $1 $2)  
  (cond  
    ...  
    ((promise? $1) (delay/name (append (force $1) $2))))
\end{verbatim}

As a result, even if answers exist microKanren may fail to produce them. We will remedy this weakness in $\text{$append$}$, and provide microKanren with a simple complete search. We want microKanren to guarantee each and every answer should occur at a finite position in the stream. Fortunately, this doesn’t require a significant change.

\begin{verbatim}
#\ Stream × Stream → Stream #
(define (append $1 $2)  
  (cond  
    ...  
    ((promise? $1) (delay/name (append $2 (force $1))))
\end{verbatim}

That’s it. This one change to the promise? line of $\text{$append$}$ is sufficient to make disj fair and to transform our search from an incomplete, depth-first search to a complete one.
Interestingly, we haven’t reconstructed a particular, single complete search strategy. Instead, the search strategy of microKanren programs is program- and query-specific. The particular definitions of a program’s relations, together with the goal from which it’s executed, dictates the order we explore the search tree. By contrast, Spivey and Seres implement breadth-first search, also a complete search, in a language similar to microKanren [12].

Relying on non-strict evaluation simplifies their implementation; manually managing delays would make the call-by-value version less elegant than their implementation. Even excepting that, their implementation requires a somewhat more sophisticated transformation than does ours. Kiselyov et al. describe a different mechanism to achieve a complete search, but they too rely on non-strict evaluation [9]. We achieve a simpler implementation of a complete search by using the delays as markers for interleaving our streams.

6 Conclusion and Related Work

There has been extensive research on logic programming implementation [1]. Spivey and Seres’s [12] present a Haskell embedding of a language quite similar to microKanren. They begin with depth-first search language, and through transformations derive an implementation of breadth-first search.

Hinze [7, 8] and Kiselyov et al. [9] implement backtracking with asymptotic performance improvements over stream-based approaches like that used in microKanren and the works cited above. These context-passing implementations are also more complicated to understand and to implement. We chose to use streams in part to more easily communicate ideas.

The fair search operators in Kiselyov et al.’s LogicT monad provide the basis of the interleaving search in earlier miniKanren implementations. The LogicT transformer augments an arbitrary monad with backtracking and control operators similar to those we use. We have access to the whole logic program in our embedding and carefully control interleaving in recursions; therefore we can use less frequent interleaving and maintain a complete search.

Our development led us to a number of interesting, still-open problems. Hinze [7] shows list-based implementations of nondeterminism to be asymptotically slower than a continuation-based “context-passing” implementation. We would like to combine our manual control of delays with a context-passing implementation à la Hinze and Kiselyov et al. [9]. Earlier work by Wand [13] and Danvy et al. [2] in relating models of backtracking has provided a starting point.

While define-relation is sufficient to ensure our search is complete, it in general causes more interleaving than necessary. For instance, mutually-recursive relations only need one interleaving point between them, and we don’t need to interleave at all deterministic relations. We could statically “push down” the delays into the body of a relation, reducing the amount of interleaving we perform while retaining a complete search. We would also like to mechanically prove the correctness of our search with a dependently-typed implementation whose types encode our fairness properties.
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Abstract

In order to detect incorrect program behaviors, a number of approaches have been proposed, which include a combination of language-level constructs (procedure-level annotations such as assertions/contracts, gradual types, etc.) and associated tools (such as static code analyzers and run-time verification frameworks). However, it is often the case that these constructs and tools are not used to their full extent in practice due to a number of limitations such as excessive run-time overhead and/or limited expressiveness. This issue is especially prominent in the context of dynamic languages without an underlying strong type system, such as Prolog. In our work we propose several practical solutions for minimizing the run-time overhead associated with assertion-based verification while keeping the correctness guarantees provided by run-time checks. We present the solutions in the context of the Ciao system, where a combination of an abstract interpretation-based static analyzer and run-time verification framework is available, although our proposals can be straightforwardly adapted to any other similar system.
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1 Introduction

Detecting incorrect program behaviors is an important part of the software development life cycle. It is also a complex and tedious one, in which dynamic languages bring special challenges.

A number of techniques have been proposed to aid in the process, among which we center our attention on the use of language-level constructs to describe expected program behavior, and of associated tools to compare actual program behavior against expectations, such as static code analyzers/verifiers and run-time verification frameworks.

Approaches that fall into this category are the assertion-based frameworks used in (Constraint) Logic Programming [10, 24, 16, 19], soft/gradual typing approaches in functional

† Supervised by José F. Morales (IMDEA Software Institute, Madrid, Spain) and Manuel V. Hermenegildo (IMDEA Software Institute, Madrid, Spain and Universidad Politécnica de Madrid (UPM), Madrid, Spain).
programming [5, 34, 32] and contract-based extensions in object-oriented programming [17, 18, 11]. These tools are aimed at detecting violations of the expected behavior or certifying the absence of any such violations, and often involve a certain degree of run-time testing, specially for non-trivial properties.

In practice, however, run-time overhead often remains impractically high, specially for complex properties, such as, for example, deep data structure tests. This reduces the attractiveness of run-time checking to programmers, which may allow sporadic checking of very simple conditions, but tend to turn off run-time checking for more complex properties. Some approaches even opt for limiting the expressiveness of the assertion language in order to reduce the overhead.

Our research objective is twofold:

- First, we aim for enhancing the expressiveness of the assertion language to reflect all the features of the related programming language, including, e.g., higher-order constructs, and to do so in a way that allows the programmer to write precise program specifications while not imposing a learning or programming burden on them.
- At the same time, our goal is to efficiently check such specifications, mitigating the associated run-time overhead as much as possible without compromising the safety guarantees that the checks provide.

While our work is general and system-independent, we present it for concreteness in the context of the Ciao run-time checking framework. The Ciao model [13, 24] is well understood, and different aspects of it have been incorporated in popular (C)LP systems, such as Ciao, SWI, and XSB [14, 31, 21].

2 Current Research Results

2.1 Supporting Higher-Order Properties

Higher-order programming is a widely adopted programming style that adds flexibility to the software development process. Within the (Constraint) Logic Programming ((C)LP) paradigm, Prolog has included higher-order constructs since the early days, and there have been many other proposals for combining the first-order kernel of (C)LP with different higher-order constructs, e.g., [35, 23, 4]). Many of these proposals are currently in use in different (C)LP systems and have been found very useful in programming practice, inheriting the well-known benefits of code reuse (templates), elegance, clarity, and modularization.

When higher-order constructs are introduced in the language it becomes necessary to describe properties of arguments of predicates/procedures that are themselves also predicates/procedures. While the combination of contracts and higher-order has received some attention in functional programming [12, 9], within (C)LP the combination of higher-order with the previously mentioned assertion-based approaches has received comparatively little attention to date. Current Prolog systems simply use basic atomic types (i.e., stating simply that the argument is a \textsf{pred}, \textsf{callable}, etc.) to describe predicate-bearing variables (see Listing 1). Other approaches [1] are more oriented instead towards meta programming, describing meta-types but there is no notion of directionality (modes), and only a single pattern is allowed per predicate.

Our proposal [26] contributes towards filling this gap between higher-order (C)LP programs and assertion-based extensions for error detection and program validation. Our starting point is the Ciao assertion model, which we have enhanced with a new class of properties, “predicate properties” (or \textsf{predprops}), for which we have proposed a syntax and semantics.
A simple program with a higher-order predicate \texttt{min/4} that accepts a custom comparator predicate

\begin{verbatim}
:- pred min(X,Y,Cmp,Min) : callable(Cmp).
min(X,Y,P,Min) :- P(R,X,Y), R <= 0, Min = X.
min(X,Y,_,Y).
less(0,A,A). lt('=',A,A).
less(-1,A,B) :- A < B. lt('<',A,B) :- A < B.
less(1,_,_). lt('>',_,_).
test_min :- min(4,2,lt,2). % lt/3 is passed, but less/3 is expected
\end{verbatim}

A \texttt{predprop} comparator example and an anonymous assertion in its definition.

\begin{verbatim}
:- comparator(Cmp) { :- pred Cmp(Res,M,N) : (num(M), num(N)) => between(-1,1,Res).
}. :- pred min(X,Y,Cmp,Min) : comparator(Cmp).
\end{verbatim}

These new properties can be used in assertions for higher-order predicates to describe the properties of the higher-order arguments. An example of a predprop is provided in Listing 2, where an anonymous assertion (note the variable symbol \texttt{Cmp} in place of a predicate symbol) is used to describe a comparison predicate, that is not known at compilation time. By reusing the original assertion language syntax to describe call and success conditions of predicate-bearing arguments we allow both for better integration of these new constructs into the verification framework and at the same time lessening the burden on a programmer, who needs to provide such annotations.

Our predprop properties specify conditions for predicates that are independent of the usage context. This corresponds in functional programming to the notion of tight contract satisfaction \cite{9}, and it contrasts with alternative approaches such as loose contract satisfaction \cite{12}. In the latter, contracts are attached to higher-order arguments by implicit function wrappers. The scope of checking is local to the function evaluation. Although this is a reasonable and pragmatic solution, we believe that our approach is more general and more amenable to combination with static verification techniques. For example, avoiding wrappers allows us to remove checks (e.g., by static analysis) without altering the program semantics. Moreover, our approach can easily support loose contract satisfaction, since it is straightforward in our framework to optionally include wrappers as special predprops.

2.2 Trading Memory for Speed

While having become an integral part of software development process, run-time testing can generally incur a high penalty in execution time and/or space over the standard, test-less program execution. A number of techniques have been proposed to date to reduce this overhead, including simplifying the checks at compile time via static analysis \cite{2,13} or reducing the frequency of checking, including for example testing only at a reduced number of points \cite{19,20}. Our proposal of \cite{27} describes an approach to run-time testing that is efficient while being minimally obtrusive and remaining exhaustive. It is based on the use of memoization to cache intermediate results of check evaluation in order to avoid repeated checking of previously verified properties over the same data structure.
Memoization has of course a long tradition in (C)LP in uses such as tabling resolution [33, 8]. Memoization has also been used in program analysis [36, 22], where tabling resolution is performed using abstract values. However, in tabling and program analysis it is call-success patterns that are usually tabled, whereas in our case the aim is to cache the results of test execution.

We concentrate our attention on checks for conformance of run-time heap structures to regular types [7], a useful subset of properties that are often used in assertions. An example in Fig. 1 shows a binary tree (left) and its possible implementation as a regular type together with an instance of that type describing the tree (right).

Our approach is based on the observation that run-time checks of regular types are monotonic instantiation checks, i.e., terms only become more and more instantiated with every subsequent state that the program enters. We extend the Ciao run-time checking framework with a common cache, accessible to run-time checks, that stores tuples \((x, t)\), where \(x\) is a term address and \(t\) is an identifier of a regular type. After the initial check on the term is performed, the corresponding tuple is added to the cache and for all the subsequent checks on the term, the check is replaced by a (computationally cheaper) cache lookup operation.

While studying the resulting performance of the enhanced verification framework we have observed that a straightforward use of a cache does not necessarily lead to a significant reduction in checking cost. An important issue that must be taken into account is the character of cache rewrites: as the terms grow in size cache collisions happen more often, which leads to element eviction. This in turn cancels out the advantage that using a cache gives: the ability to just lookup the regular type of some term without actually performing the check of it. However, this effect can be remedied by limiting the depth of terms that are stored in the cache (e.g., not caching terms with depth more than some \(n\)).

The idea of using memoization techniques to speed up checks has attracted some attention recently [15]. Their work (developed independently from ours) is based on adding fields to data structures to store the properties that have been checked already for such structures. In contrast, our approach has the advantage of not requiring any modifications to data structure representation, or to the checking code, program, or core run-time system.

2.3 Intertwining Compile- and Run-time Checks

A complementary approach to run-time overhead reduction consists in using static analysis to minimize the number and cost of the run-time checks that need to be placed in the program to detect incorrect program behaviors. This idea was pioneered by the Ciao system where a

---

1 This is not the case of course if the language allows mutable variables and they are used in the program, but in those cases variable inmutability is tracked by the compiler / preprocessor.
number of (abstract interpretation-based) static analyses are combined in order to verify assertions to the largest extent possible at compile time, and for simplifying and reducing the number of remaining properties that need to be introduced in the program as run-time checks. However, while there has been evidence from use, there has been little systematic experimental work presented to date measuring the actual impact of analysis on reducing run-time checking overhead.

In our work [28] we generalize the existing practices as four assertion checking modes, each of which represents a trade-off between code annotation depth, execution time slowdown, and program behavior safety guarantees:

- **Unsafe**: no run-time checks are generated from program assertions, program execution is fast but incorrect program behaviors may stay undetected; the run-time overhead is nonexistent.
- **Client-Safe**: run-time checks are generated from the assertions of the program’s interface (providing behavior guarantees for its clients), yet internal program assertions remain unchecked; the run-time overhead is taken as a minimal unavoidable one.
- **Safe-RT**: run-time checks are generated from all program assertions; this mode of checking is characterized with the strongest behavior safety guarantees yet is at the same time associated with highest check costs;
- **Safe-CT-RT**: a variation of Safe-RT checking mode with an additional static analysis phase, during which some of program assertions may be proven to always hold and generating run-time checks from them can be omitted; depending on the kind of analysis and the program the overhead generated by the checks from remaining assertions may be closer to that of Client-Safe Safe-RT modes.

We also define a transformation-based approach in order to implement each one of these modes. The differences between the transformations used in different modes are illustrated in Fig. 2. Starting with the source of the program and its assertions in the bottom-left corner, a sequence of preprocessing and compilation steps (denoted by arrows) is applied. Respective components of the verification framework that perform the source transformations are represented as hexagons.

We then concentrate on the reduction of the number of run-time tests via (abstract interpretation-based) program analysis. To this end we propose a technique that enhances analysis precision by taking into account that any assertions that cannot be proved statically will be the subject of run-time testing. In practice, it means that it is safe to make the two following assumptions for any predicate that has an assertion specifying properties that should hold on calls and success:

- The calls conditions hold after the analysis has entered the predicate definition, since either the checks for these calls conditions have already succeeded or the program has exited with error.
- The relevant success conditions hold after the predicate has exited, since, again, at this point either these success conditions have already succeeded or the program has exited with error.

### 2.4 Benefiting from Information Hiding

While dynamic languages offer programmers great flexibility in term creation and manipulation, for the very same reason the need for exhaustive run-time checks arises in order to guarantee the data manipulation safety and correctness. Reusable libraries, i.e., library modules that are pre-compiled independently of the client, pose special challenges in this
context. The key issue here is that there is virtually no control on how and where valid
terms can be created, and thus it is quite common in the client-library interaction that any
of these modules can create any data shape and pass it. As a consequence, (often expensive)
run-time checks on the module boundaries become a necessary evil. In our work [29] we
propose a possible solution to overhead reduction for run-time checks on module boundaries
based on the *information hiding* principle (which is adopted in many other systems in form
of encapsulation or opaque data types).

Currently, most mature Prolog implementations adopt some flavor of a module system,
*predicate-based* in SWI [37], SICStus [30], YAP [25], ECLiPSe [6], and *atom-based* in XSB [31].
The difference between the two systems is the strictness of the term visibility rules: in an
atom-based system local to the module terms are not visible outside it if they are not a part
of the module interface. The Ciao approach [3] has until now been closer to a predicate-based
module system.

We propose an extension of the predicate-based module system, that allows to specify
only a subset of module terms as local (*hidden*) ones. Our argument is that in this setup
we have the guarantee of the module terms’ structural homogeneity, as only one module is
allowed to construct/deconstruct some particular data shapes. With this there is no need to
perform thorough checks of properties that verify the correctness of the data term structure
at the module boundaries. Instead, it would suffice to perform checks of *shallow* versions of
data shape properties: the weakened forms of the original properties that are semantically
equivalent to them in the context of the possible program executions. These versions typically
require asymptotically fewer execution steps and in some cases of the calls across module
boundaries allow us to achieve constant run-time overhead.

To illustrate the idea behind the approach, let us consider that the *tree/1* regular type
from Fig. 1 is defined in a following module *bintrees*: 

![Figure 2 Source transformation differences per checking mode.](image-url)
If we can assure by static analysis that none of the exported predicates of `bintrees` passes `t(_,_,_)` terms outside the module, which could allow module clients to construct arbitrary terms with this functor (e.g., `t([...],_,[...])`), then we can safely substitute the full `tree/1` property in the precondition check for `add/1` (and also in precondition checks for other exported predicates!) by its `shallow` version:

```prolog
:- regtype shallow_tree/1.
shallow_tree(e).
shallow_tree(t(_,_,_)).
:- pred add(E1,T0,T1) : shallow_tree(T0) => tree(T1).
add(E1,T0,T1) :- ... % rest of the implementation of module predicates
```

This way in all calls across module `bintrees` boundaries the cost of precondition checks goes down from linear in the size of the term to constant (functor correctness check).

Preliminary experimental results and details about the algorithms that perform the inference of shallow properties and conditions under which it is safe to use them in run-time checks are provided in a technical report, to which [29] refers to.

### 3 Conclusions and Future Work

The specification-based runtime verification approach has attracted significant interest in recent decades, both from academia and industry. As it is the case with any other open problem, finding an approach that would suit each and every system is hard, and thus opting for tailored partial solutions is more practical.

In our work we have concentrated on the peculiarities of the run-time verification task in the context of dynamic languages and their use in (C)LP systems. We have proposed an enhancement for the Ciao assertion language that allows us to capture the concrete execution contexts of higher-order terms and thus adapts the verification framework to this new use case. We have also proposed several solutions for reducing the overhead associated with run-time checks, that treat the issue from several different angles.

While for concreteness of presentation our work was carried out within the Ciao language and combined static/dynamic verification framework, our results are general and system-independent. We believe they can be straightforwardly transferred to the contexts of other declarative languages. In addition, given the advances in verification of a wide class of programming languages, including imperative languages, by translation into Horn clauses and proving properties at this level, and the fact that this approach is fully supported in the Ciao system, we argue that our results can easily be adapted to a much broader spectrum of languages.

For future work we plan to concentrate first on fully incorporating the optimization techniques described here into Ciao’s run-time verification framework, as now they are available as separate system bundles. Among the issues we would also like to address more profoundly are further developments on blame assignment in the case of higher-order
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assertion checking, scalability evaluation of the combination of all optimization techniques, and providing on-line demos and documentation.
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