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Abstract. An important problem in Web search is to determine the
importance of each page. This problem consists in computing, by the
power method, the left principal eigenvector (the PageRank vector) of
a matrix depending on a parameter c which has to be chosen close to
1. However, when c is close to 1, the problem is ill-conditioned, and the
power method converges slowly. So, the idea developed in this paper
consists in computing the PageRank vector for several values of c, and
then to extrapolate them, by a conveniently chosen rational function, at
a point near 1. The choice of this extrapolating function is based on the
mathematical considerations about the PageRank vector.
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1 The problem

The mathematical problem behind web search is the computation of the non-
negative left eigenvector of a p × p matrix P corresponding to its dominant
eigenvalue 1, where p is the number of pages in Google (8.06 billions at the end
of March 2005). Since P is not stochastic (some rows of P may contain only
zeros due to the so–called dangling nodes), it is replaced by the matrix

P̃ = P + dwT

with w ∈ Rp a probability vector, that is such that w ≥ 0 and (w, e) = 1 with
e = (1, . . . , 1)T , and d = (di) ∈ Rp the vector with di = 1 if deg(i) = 0, and
0 otherwise, where deg(i) is the outdegree of the page i, that is the number of
pages it points to.

Since the matrix P̃ is not irreducible, it is replaced by the matrix

Pc = cP̃ + (1− c)E,
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where c is a parameter between 0 and 1, and E = evT with e = (1, . . . , 1)T ∈ Rp

and v a probability vector. Thus Pce = e.
The unique nonnegative dominant left eigenvector of Pc is denoted rc. So,

rc = PT
c rc. This vector can be computed by the power method which consists

in the iterations
r(n+1)

c = PT
c r(n)

c , n = 0, 1, . . .

with r(0)
c = v. These iterations converge to rc as cn, and originally Google

chose c = 0.85, which insures a good rate of convergence. Anyway, since the
computation of the pagerank vector can take several days, various methods for
their acceleration have been proposed [7,2].

The vector r̃ = limc→1 rc is uniquely determined as the limit, when c tends
to 1, of the family of vectors rc. However, it is just one of the infinitely many
solutions of PT r = r, r ≥ 0, (r, e) = 1, which form a nontrivial convex set.
Notice that the conditioning of the matrix Pc grows as (1 − c)−1, but that the
function rc is analytic in a small neighbourhood of 1 in the complex plane [6].
For a detailed analysis of the sensitivity of the vector rc, see [10]. We refer to
[8] for detailed explanations about the origin, the mathematical properties, and
the treatment of this problem.

An idea for obtaining approximations of limc→1 rc is to compute the vector rc

for different values of c away from 1, to interpolate them by some vector function,
and finally to extrapolate this function at the point c = 1, or at any other point
close to 1. Of course, in order to obtain good results, the interpolating function
has to mimic as closely as possible the exact behavior of rc with respect to c. This
behavior was analyzed by Serra–Capizzano [9] and Horn and Serra–Capizzano
[6], who proved that rc is a rational function with a numerator of degree p − 1
with vector coefficients, and a scalar denominator of degree p−1. Extrapolation
methods following this analysis were given in [5]. The idea is to compute the
vector rc for various values of c, and to interpolate them by a vector rational
function with a much smaller degree k ≤ p−1, and then to compute this rational
function at a point outside the interval containing the values of c used before
(c = 0.85, or c = 1, or any other value of c close to 1).

Although, in our extrapolation procedures, the vector rc has to be computed
for different values of the parameter c, it is very important to notice that the
power method has not to be restarted for each value of c. The total number of
iterations needed by our procedures is the one required for the highest value of
c, and no additional iteration is needed; see [1] and [2, Prop. 8 and 9].

We will now discuss such extrapolation procedures. More details about these
procedures can be found in [3], where numerical experiments are also reported.

2 Vector rational extrapolation

Let us describe in more details an algorithm for vector rational extrapolation
which was first given in [5].
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We begin by interpolating the vectors rc ∈ Rp corresponding to several values
of the parameter c by the vector rational function

p(c) =
Pk(c)
Qk(c)

, (1)

where Pk and Qk are polynomials of degree k ≤ p−1. The coefficients of Pk are
vectors, while those of Qk are scalars. Then, an approximate value of rc, for an
arbitrary value of c (in general outside the interval containing the interpolation
points, thus the name of the procedure) will be given by p(c).

Following an idea introduced in [4], the coefficients of Pk and Qk are obtained
by solving the interpolation problem

Qk(ci)pi = Pk(ci), i = 0, . . . , k, (2)

with pi = rci
, and the ci’s distinct points in ]0, 1[.

The polynomials Pk and Qk are given by the Lagrange’s interpolation for-
mula

Pk(c) =
k∑

i=0

Li(c)Pk(ci)

Qk(c) =
k∑

i=0

Li(c)Qk(ci) (3)

with

Li(c) =
k∏

j=0
j 6=i

c− cj

ci − cj
, i = 0, . . . , k.

Thus, from (2),

Pk(c) =
k∑

i=0

Li(c)Qk(ci)pi. (4)

Let us now show how to compute Qk(c0), . . . , Qk(ck). We assume that, for
c∗ 6= ci, i = 0, . . . , k, the vector rc∗ is known. Following (1) and (4), we will
approximate it by

p(c∗) =
k∑

i=0

Li(c∗)ai(c∗)pi, (5)

with ai(c∗) = Qk(ci)/Qk(c∗).
Let s0, . . . , sk be k +1 linearly independent vectors. After taking their scalar

products with the vector p(c∗), given by (5), and with the vector rc∗ , we will
look for a0(c∗), . . . , ak(c∗) solution of the system of k + 1 linear equations

k∑
i=0

(pi, sj)Li(c∗)ai(c∗) = (rc∗ , sj), j = 0, . . . , k. (6)
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Once the ai(c∗)’s have been obtained as the solution of the system (6), the
Qk(ci)’s could be computed. For that, it is necessary to know the value of Qk(c∗).
But, as we will see now, it is even unnecessary to know these quantities.

Indeed, for an arbitrary value of c, we obtain an approximation of rc as

p(c) =
Pk(c)
Qk(c)

=
∑k

i=0 Li(c)Qk(ci)pi∑k
i=0 Li(c)Qk(ci)

.

Dividing the numerator and the denominator by Qk(c∗) finally leads to the
extrapolation formula

p(c) =
∑k

i=0 Li(c)ai(c∗)pi∑k
i=0 Li(c)ai(c∗)

. (7)

From Formula (7), it is easy to see that p(cj) = pj for j = 0, . . . , k, and that,
in general, p(c∗) 6= rc∗ .

When k = p−1, p(c∗) = rc∗ , and, by a uniqueness argument, it follows that,
for all c, p(c) = rc.

We see that the computation of p(c) by our extrapolation method needs the
knowledge of rc for k + 2 distinct values of c, namely c0, . . . , ck and c∗.

The complete vector rational extrapolation procedure is as follows

1. Choose k + 2 distinct values of c: c0, . . . , ck and c∗.
2. Compute pi = rci

for i = 0, . . . , k, and rc∗ .
3. Choose k + 1 linearly independent vectors s0, . . . , sk, or take si = pi for

i = 0, . . . , k.
4. Solve the system (6), and compute the unknowns a0(c∗), . . . , ak(c∗).
5. Compute an approximation of rc by (7).

3 A simpler vector rational extrapolation

Let us now consider a vector rational extrapolation method where the extrapo-
lating function has the

p(c) = y + (1− c)
1

1− cλ
z. (8)

The two unknown vectors y and z, and the unknown scalar λ will be computed
by an interpolation procedure needing only 3 values of c.

As above, let pi = rci
, and let the ci’s be distinct values in ]0, 1[. We consider

the interpolation condition

pi = y +
1− ci

1− ciλ
z.
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The difference pi − pj eliminates y, and we have

pi − pj =
(cj − ci)(1− λ)

(1− ciλ)(1− cjλ)
z.

We now need to compute the scalar λ and the vector z. Let q be a vector so
that the scalar products (pi−pj ,q) and (pk−pj ,q) are different from zero. We
have

rijk =
(pi − pj ,q)
(pk − pj ,q)

=
cj − ci

cj − ck

1− ckλ

1− ciλ
,

which gives

λ =
rijk(cj − ck)− (cj − ci)

cirijk(cj − ck)− ck(cj − ci)
. (9)

Then z follows

z =
(1− ciλ)(1− cjλ)
(cj − ci)(1− λ)

(pi − pj). (10)

Finally, y is given by

y = p(1) = pi −
1− ci

1− ciλ
z. (11)

Thus, from the expressions (9), (10), and (11), Formula (8) leads to the
rational vector extrapolation procedure (8), that is p(c) ' rc.

4 A minimization procedure

Any scalar combination of different vectors pi = rci can be considered as an
extrapolation procedure (indeed, compare with (7)). So, we will now build an
approximation p(c) of rc of the form

p(c) = (1− α)p0 + αp1 = p0 + α(p1 − p0),

where the parameter α is chosen so that the euclidean norm of the vector
PT

c p(c)− p(c) is minimum, that is

α = − (PT
c (p1 − p0)− (p1 − p0), PT

c p0 − p0)
‖PT

c (p1 − p0)− (p1 − p0)‖2
.

Let us mention that the products PT
c pi are cheap and easy to compute [2,7,8],

and only two of them are required in this procedure.

Obviously this strategy could be extended to a more general form of mini-
mization where

p(c) = α0p0 + · · ·+ αkpk with α0 + · · ·+ αk = 1.
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