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Abstract
In this paper, we introduce online knapsack problems with a resource buffer. In the problems, we are given a knapsack with capacity $1$, a buffer with capacity $R \geq 1$, and items that arrive one by one. Each arriving item has to be taken into the buffer or discarded on its arrival irrevocably. When every item has arrived, we transfer a subset of items in the current buffer into the knapsack. Our goal is to maximize the total value of the items in the knapsack. We consider four variants depending on whether items in the buffer are removable (i.e., we can remove items in the buffer) or non-removable, and proportional (i.e., the value of each item is proportional to its size) or general. For the general&non-removable case, we observe that no constant competitive algorithm exists for any $R \geq 1$. For the proportional&non-removable case, we show that a simple greedy algorithm is optimal for every $R \geq 1$. For the general&removable and the proportional&removable cases, we present optimal algorithms for small $R$ and give asymptotically nearly optimal algorithms for general $R$.
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1 Introduction

Online knapsack problem is one of the most fundamental problems in online optimization [16, 18]. In the problem, we are given a knapsack with a fixed capacity, and items with sizes and values, which arrive one by one. Upon arrival, we must decide whether to accept the arrived item into the knapsack, and this decision is irrevocable.

In this paper, we introduce a variant of the online knapsack problem, which we call online knapsack problems with a resource buffer. Suppose that we have a buffer with fixed capacity in addition to a knapsack with fixed capacity, and items arrive online. Throughout this paper, we assume that the knapsack capacity is $1$, and the buffer capacity is $R \geq 1$. In.
addition, assume that each item $e$ has a size $s(e)$ and a value $v(e)$. When an item $e$ has arrived, we must decide whether to take it into the buffer or not. The total size of the selected items must not exceed the capacity of the buffer $R$. Further, we cannot change the decisions that we made past, i.e., once an item is rejected, it will never be put into the buffer. We consider two settings: (i) non-removable, i.e., we cannot discard items in the buffer, and (ii) removable, i.e., we can discard some items in the buffer, and once an item is discarded, it will never be put into the buffer again. After the end of the item sequence, we transfer a subset of items from the buffer into the knapsack. Our goal is to maximize the total value of the items in the knapsack under the capacity constraint. It is worth mentioning that, if $R = 1$, our problem is equivalent to the standard online knapsack problem.

Our model can be regarded as a “partial” resource augmentation model. That is, in the resource augmentation model, the online algorithm can use the buffer for the final result. On the other hand, in our model, the online algorithm uses the buffer only to temporary store items, and it must use the knapsack to output the final result. Moreover, our model can be viewed as a streaming setting: we process items in a streaming fashion, and we can keep only a small portion of the items in memory at any point.

To make things more clear, let us see an example of the online knapsack problem with a resource buffer. Let $R = 1.5$. Suppose that three items $e_1, e_2, e_3$ with $(s(e_1), v(e_1)) = (0.9, 4), (s(e_2), v(e_2)) = (0.7, 3), (s(e_3), v(e_3)) = (0.2, 2)$ are given in this order, but we do not know the items in advance. When $e_1$ has arrived, suppose that we take it into the buffer. Then, for the non-removable case, we need to reject $e_2$ because we cannot put it together with $e_1$. In contrast, for the removable case, we have another option – take $e_2$ into the buffer by removing $e_1$. If $\{e_1, e_3\}$ is selected in the buffer at the end, the resulting value is 4 by transferring $\{e_1\}$ to the knapsack. Note that, in the resource augmentation model, we can obtain a solution with value 6 by selecting $\{e_1, e_3\}$.

**Related work**

For the non-removable online knapsack problem (i.e., non-removable case with $R = 1$), Marchetti-Spaccamela and Vercellis [19] showed that no constant competitive algorithm exists. Iwama and Taketomi [9] showed that there is no constant competitive algorithm even for the proportional case (i.e., the value of each item is proportional to its size). The problem has also studied under some restrictions on the input [1, 4, 17, 20].

The removable variant of the online knapsack problem (i.e., removable case with $R = 1$) is introduced by Iwama and Taketomi [9]. They proved that no constant competitive deterministic algorithm exists in general, but presented an optimal $(1 + \sqrt{5})/2$-competitive algorithm for the proportional case. The competitive ratios can be improved by using randomization [5, 7]. In addition, the problem with removal cost has been studied under the name of the buyback problem [2, 3, 6, 11, 12].

An online knapsack problem with resource augmentation is studied by Iwama and Zhang [10]. In their setting, an online algorithm is allowed to use a knapsack with capacity $R \geq 1$, while the offline algorithm has a knapsack with capacity 1. They developed optimal max$\{1, 1/(R - 1)\}$-competitive algorithms for the general&removable and proportional&non-removable cases and an optimal max$\{1, \min\{1 + \frac{\sqrt{16R^2 - 1}}{2R}, \frac{2}{2R - 1}\}\}$-competitive algorithm for the proportional&removable case. All of their algorithms are based on simple greedy strategies. The competitive ratios except for the general&non-removable cases become exactly 1 when $R$ is a sufficiently large real.

In addition, there exist several papers that apply online algorithms to approximately solve the constrained stable matching problems [13–15].
Our results

We consider four variants depending on whether removable or non-removable, and proportional or general. In this paper, we focus on deterministic algorithms. Our results are summarized in Table 1. To compare our model to the resource augmentation model, we list the competitive ratio for both models in the table. It should be noted that each competitive ratio in our model is at least the corresponding one in the resource augmentation model. Hence, lower bounds for the resource augmentation model are also valid to our model.

For the general&non-removable case, we show that there is no constant competitive algorithm. For the proportional&non-removable case, we show that a simple greedy is optimal and its competitive ratio is \( \max\{2, 1/(R-1)\} \). Interestingly, the competitive ratio is equal to the ratio in resource augmentation model for \( 1 < R \leq 3/2 \). For the general&removable case, we present an optimal algorithm for \( 1 < R \leq 2 \). Furthermore, for large \( R \), we provide an algorithm that is optimal up to a logarithmic factor. The algorithm partitions the input items into groups according to sizes and values, and it applies a greedy strategy for each group that meets a dynamically adjusted threshold. We will see that the competitive ratio is larger than 1 for any \( R \) but it converges to 1 as \( R \) goes to infinity. For the proportional&removable case, we develop optimal algorithms for \( 1 \leq R \leq 3/2 \). The basic idea of the algorithms is similar to that of the algorithm for \( R = 1 \) given by Iwama and Taketomi [9]. Our algorithms classify the items into three types – small, medium, and large – and the algorithms carefully treat medium items. We observe that, as \( R \) becomes large, we need to handle more patterns to obtain an optimal algorithm. In addition, for large \( R \), we show that the algorithm for the general&removable case is also optimal up to a logarithmic factor.

### Table 1 Summary of the competitive ratios for our model and the resource augmentation model.

<table>
<thead>
<tr>
<th>variants</th>
<th>( R )</th>
<th>( \text{lower bound} )</th>
<th>( \text{upper bound} )</th>
<th>( R )</th>
<th>( \text{lower bound} )</th>
<th>( \text{upper bound} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>non-removable</td>
<td>( 1 )</td>
<td>( \infty ) [19]</td>
<td>–</td>
<td>( 1 )</td>
<td>( \infty ) [19]</td>
<td>–</td>
</tr>
<tr>
<td>prop.</td>
<td>( (1, \frac{1}{\sqrt{2}}) )</td>
<td>( \frac{1+\sqrt{2}}{2} ) (Thm. 13)</td>
<td>( \frac{1+\sqrt{2}}{2} ) (Thms. 14, 15)</td>
<td>( [\frac{1}{\sqrt{2}}, 2-\frac{2}{\sqrt{2}}] )</td>
<td>( \frac{1+\sqrt{2}}{2} ) (Thm. 15)</td>
<td>( \frac{1+\sqrt{2}}{2} ) (Thms. 14, 15)</td>
</tr>
<tr>
<td>gen.</td>
<td>( [1, \infty) )</td>
<td>( \frac{1+\sqrt{2}}{2} \sqrt{2} ) (Thm. 17)</td>
<td>( \frac{1+\sqrt{2}}{2} \sqrt{2} ) (Thms. 14, 18)</td>
<td>( [1, \infty) )</td>
<td>( \frac{1+\sqrt{2}}{2} \sqrt{2} ) (Thm. 18)</td>
<td>( \frac{1+\sqrt{2}}{2} \sqrt{2} ) (Thms. 14, 18)</td>
</tr>
<tr>
<td>removable</td>
<td>( 1 )</td>
<td>( \infty ) [19]</td>
<td>–</td>
<td>( 1 )</td>
<td>( \infty ) [19]</td>
<td>–</td>
</tr>
<tr>
<td>prop.</td>
<td>( (1, \frac{1}{\sqrt{2}}) )</td>
<td>( \frac{1+\sqrt{2}}{2} ) (Thm. 8)</td>
<td>( \frac{1+\sqrt{2}}{2} ) (Thms. 12, 19)</td>
<td>( [\frac{1}{\sqrt{2}}, 2-\frac{2}{\sqrt{2}}] )</td>
<td>( \frac{1+\sqrt{2}}{2} ) (Thm. 12)</td>
<td>( \frac{1+\sqrt{2}}{2} ) (Thms. 12, 19)</td>
</tr>
<tr>
<td>gen.</td>
<td>( [1, \infty) )</td>
<td>( \frac{1+\sqrt{2}}{2} \sqrt{2} ) (Thm. 6)</td>
<td>( \frac{1+\sqrt{2}}{2} \sqrt{2} ) (Thms. 12, 19)</td>
<td>( [2, \infty) )</td>
<td>( \frac{1+\sqrt{2}}{2} \sqrt{2} ) (Thm. 12)</td>
<td>( \frac{1+\sqrt{2}}{2} \sqrt{2} ) (Thms. 12, 19)</td>
</tr>
</tbody>
</table>

†) The corresponding theorems can be found in the full version [8].
2 Preliminaries

We denote the size and the value of an item \( e \) as \( s(e) \) and \( v(e) \), respectively. We assume that \( 1 \geq s(e) > 0 \) and \( v(e) \geq 0 \) for any \( e \). For a set of items \( B \), we abuse notation, and let \( s(B) = \sum_{e \in B} s(e) \) and \( v(B) = \sum_{e \in B} v(e) \).

For an item \( e \), the ratio \( v(e)/s(e) \) is called the density of \( e \). If all the given items have the same density, we call the problem proportional. Without loss of generality, we assume that \( v(e) = s(e) \) for the proportional case. We sometimes represent an item \( e \) as the pair of its size and value \( (s(e), v(e)) \). Also, for the proportional case, we sometimes represent an item \( e \) as its size \( s(e) \).

Let \( I = (e_1, \ldots, e_n) \) be the input sequence of the online knapsack problem with a resource buffer. For a deterministic online algorithm \( ALG \), let \( B_i \) be the set of items in the buffer at the end of the round \( i \). Note that \( B_0 = \emptyset \). In the removable setting, they must satisfy \( B_i \subseteq B_{i-1} \cup \{e_i\} \) and \( s(B_i) \leq R \) (\( i = 1, \ldots, n \)). In the non-removable setting, they additionally satisfy \( B_{i-1} \subseteq B_i \) (\( i = 1, \ldots, n \)). Without loss of generality, we assume that the algorithm transfers the optimal subset of items from the buffer into the knapsack since we do not require the online algorithm to run in polynomial time. We denote the outcome value of \( ALG \) by \( ALG(I) := \max\{v(B) \mid B \subseteq B_n, \ s(B) \leq 1\} \) and the offline optimal value \( OPT(I) := \max\{v(B) \mid B \subseteq \{e_1, \ldots, e_n\}, \ s(B) \leq 1\} \). Then, the competitive ratio of \( ALG \) for \( I \) is defined as \( OPT(I)/ALG(I) \geq 1 \). In addition, the competitive ratio of a problem is defined as \( \inf_{ALG} \sup_{I} OPT(I)/ALG(I) \), where the infimum is taken over all (deterministic) online algorithms and the supremum is taken over all input sequences.

3 General&Non-removable Case

To make the paper self-contained, we show that the general&non-removable case admits no constant competitive algorithm. To see this, we observe an input sequence given by Iwama and Zhang [10], which was used to prove the corresponding result for the resource augmentation setting.

**Theorem 1.** For any \( R \geq 1 \), there exists no constant competitive algorithm for the general&non-removable online knapsack problem with a buffer.

**Proof.** Let \( ALG \) be an online algorithm and let \( R \geq 1 \) and \( c \) be positive reals. Consider the input sequence \( I := ((1, c^1), (1, c^2), \ldots, (1, c^k)) \), where \( (1, c^k) \) is the first item so that \( ALG \) does not take into the buffer. Note that \( k \leq [R] + 1 \) since the buffer size is \( R \). If \( k = 1 \), \( ALG \) is not competitive, since \( ALG(I) = 0 \) and \( OPT(I) = c \). If \( k > 1 \), since \( ALG(I) = c^{k-1} \) and \( OPT(I) = c^k \), the competitive ratio is \( c \), which is unbounded as \( c \) goes to infinity. \hfill \blacksquare

4 Proportional&Non-removable Case

In this section, we consider the proportional&non-removable case. We show that the competitive ratio is \( \max\{\frac{1}{R-1}, 2\} \) for the case.

4.1 Lower bounds

For lower bounds, we consider two cases separately: \( 1 < R \leq 3/2 \) and \( R > 3/2 \).

**Theorem 2.** For all \( R \) with \( 1 < R \leq 3/2 \) and all \( \epsilon > 0 \), the competitive ratio of the proportional&non-removable online knapsack problem with a buffer is at least \( 1/(R-1) - \epsilon \).
The formal description of the algorithm is given in Algorithm 1. Recall that the resulting outcome of the algorithm is OPT(I) = \( R - 1 + s \) and hence the competitive ratio is at least \( \frac{1}{R - 1} \). ▶

It should be noted that the input sequence in the proof of Theorem 2 is the same as the one in [10], which is used to show a lower bound for the resource augmentation model.

\section*{4.2 Upper bounds}

For upper bounds, we consider an algorithm that greedily picks a given item if it is possible. The formal description of the algorithm is given in Algorithm 1. Recall that the resulting outcome of the algorithm is \( \max\{s(B) | B \subseteq B_n, s(B) \leq 1\} \), where \( B_n \) is the items in the buffer at the final round \( n \). We prove that the algorithm is optimal for any \( R > 1 \).

\begin{algorithm}
\begin{algorithmic}[1]
   \State \( B_0 \leftarrow \emptyset \);
   \For {\( i \leftarrow 1, 2, \ldots \) do}
   \If {\( s(B_{i-1} \cup \{e_i\}) \leq R \) Then}
   \State \( B_i \leftarrow B_{i-1} \cup \{e_i\} \) Else \( B_i \leftarrow B_{i-1} \);
\EndIf
\EndFor
\end{algorithmic}
\end{algorithm}

\begin{algorithm}
\begin{algorithmic}[1]
   \If {\( s(B_{i-1} \cup \{e_i\}) \leq R \) Then}
   \State \( B_i \leftarrow B_{i-1} \cup \{e_i\} \) Else \( B_i \leftarrow B_{i-1} \);
\EndIf
\end{algorithmic}
\end{algorithm}

\section*{Theorem 4.}

Algorithm 1 is \( 1/(R - 1) \)-competitive for the proportional\&non-removable online knapsack problem with a buffer when \( 1 < R \leq 3/2 \).

\begin{proof}
Let \( \epsilon \) be a positive real such that \( \frac{1}{R - 1} \geq \frac{1}{R - 1} - \epsilon \) and let ALG be an online algorithm. Consider the following input sequence \( I \):

\[ R - 1 + \epsilon, 1. \]

Then, ALG must pick the first item, otherwise ALG is not competitive, since ALG(I) = 0 and OPT(I) = \( R - 1 + \epsilon \). Recall that ALG cannot discard the item since we consider the non-removable setting. Also, ALG cannot take the second item since the buffer size is strictly smaller than the total size of the first and the second items. Thus, ALG(I) = \( R - 1 + \epsilon \) and OPT(I) = 1, and hence the competitive ratio is at least \( \frac{1}{R - 1} \). ▶

Let \( \epsilon \) be a positive real such that \( \frac{2}{1 + 2 \epsilon} \geq 2 - \epsilon \) and let ALG be an online algorithm. Consider the following input sequence \( I \):

\[ \frac{1}{2} + \epsilon, \frac{1}{2} + \epsilon \frac{k}{k}, \ldots, \frac{1}{2} + \epsilon \frac{k}{k}, \frac{1}{2} - \epsilon \frac{k}{k}, \]

where the first item \( (1/2 + \epsilon/k) \) is the first item that ALG does not take it into the buffer. Note that \( I \) is uniquely determined by ALG and \( k \leq 2R \). Since ALG(I) = \( 1/2 + \epsilon \) and OPT(I) = \( 1/2 + \epsilon/k + 1/2 - \epsilon/k = 1 \), the competitive ratio is at least \( \frac{1}{1 + 2 \epsilon} \geq 2 - \epsilon \). ▶

Next, suppose that \( I \) contains an item with size at least \( R - 1 \). Let \( e_j \) be the first item in \( I \) such that \( s(e_j) \geq R - 1 \). If \( s(B_{j-1}) \geq R - 1 \), then the competitive ratio is at most \( \frac{1}{R - 1} \) by the same argument as above. Otherwise (i.e., \( s(B_{j-1}) < R - 1 \)), we have \( s(B_{j-1} \cup \{e_j\}) \leq R \) and hence \( e_j \in B_j \subseteq B_n \), i.e., \( e_j \) is selected in \( B_n \).

Thus, ALG(I) \( \geq s(e_j) = R - 1 \) and the competitive ratio is at most \( \frac{1}{R - 1} \). ▶
Since $1/(R - 1) = 2$ when $R = 3/2$, we obtain the following corollary from Theorem 4.

**Corollary 5.** Algorithm 1 is 2-competitive for the proportional\&non-removable online knapsack problem with a buffer when $R \geq 3/2$.

# General\&Removable Case

In this section, we consider the general\&removable case. We show that the competitive ratio is at least $1 + O(\log R/R)$ and at least $1 + \frac{1}{R-1}$.

## 5.1 Lower bounds

Here, we give lower bounds of the competitive ratio in this case. We first present a general lower bound $1 + \frac{1}{R + 1}$. The proof can be found in the full version [8].

**Theorem 6.** For $R \geq 1$, the competitive ratio of the general\&removable online knapsack problem with a buffer is at least $1 + \frac{1}{R+1}$.

Next, we provide the tight lower bound for $R \leq 2$. We separately consider the following two cases: $1 < R \leq 3/2$ and $3/2 < R < 2$.

**Theorem 7.** For all $R$ with $1 < R \leq 3/2$ and all $\epsilon > 0$, the competitive ratio of the general\&removable online knapsack problem with a buffer is at least $1/(R - 1) - \epsilon$.

**Proof.** Let $\text{ALG}$ be an online algorithm. Let $\hat{\epsilon}$ be a positive real such that $1/\hat{\epsilon}$ is an integer and

$$\min \left\{ \frac{1}{(R+1)(1+\epsilon)} \cdot \frac{1+\epsilon^2}{R-1} \right\} \geq \frac{1}{R-1} - \epsilon.$$

In addition, let $m := 1/\hat{\epsilon}$ and $n := 1/\hat{\epsilon}^3$.

Suppose that $\text{ALG}$ is requested the following sequence of items:

$$(1,1), (\hat{\epsilon}, \hat{\epsilon}^3), (\hat{\epsilon}, 2\hat{\epsilon}^3), \ldots, (\hat{\epsilon}, n\hat{\epsilon}^3),$$

until $\text{ALG}$ discards the first item $(1,1)$. Note that the first item has a large size and a medium density, and the following items have the same small sizes but different densities that slowly increase from small to large. In addition, $\text{ALG}$ must take the first item at the beginning (otherwise the competitive ratio becomes infinite). Thus, $\text{ALG}$ would keep the first item and the last $\left\lfloor \frac{R-1}{\epsilon} \right\rfloor$ items in each round.

We have two cases to consider: $\text{ALG}$ discards the first item $(1,1)$ or not.

**Case 1:** Suppose that $\text{ALG}$ discards the first item $(1,1)$ when the item $(\hat{\epsilon}, i\hat{\epsilon}^3)$ comes. Note that the requested sequence is $I := [(1,1), (\hat{\epsilon}, \hat{\epsilon}^3), (\hat{\epsilon}, 2\hat{\epsilon}^3), \ldots, (\hat{\epsilon}, i\hat{\epsilon}^3)]$. Then, we have

$$\text{ALG}(I) \leq (\left\lfloor \frac{R-1}{\epsilon} \right\rfloor + 1)i\hat{\epsilon}^3$$

(since $\text{ALG}$ keeps at most $\left\lfloor \frac{R-1}{\epsilon} \right\rfloor + 1$ small items at the end) and

$$\text{OPT}(I) \geq \max \left\{ 1, m \cdot (i - m)\hat{\epsilon}^3 \right\}$$

(the left term 1 comes from the first item and the right term $m \cdot (i - m)\hat{\epsilon}^3$ comes from the last $m$ items). Hence, the competitive ratio is at least

$$\frac{\max \left\{ 1, m \cdot (i - m)\hat{\epsilon}^3 \right\}}{(\left\lfloor \frac{R-1}{\epsilon} \right\rfloor + 1)i\hat{\epsilon}^3} \geq \frac{1}{(R-1)(1+\epsilon)} \geq \frac{1}{R-1} - \epsilon.$$

**Case 2:** Suppose that $\text{ALG}$ does not reject the first item until the end. Then, the competitive ratio is at least

$$\frac{m \cdot (n - m)\hat{\epsilon}^3}{(\left\lfloor \frac{R-1}{\epsilon} \right\rfloor + n)\hat{\epsilon}^3} \geq \frac{1}{R-1} \cdot \frac{m(n - m)\hat{\epsilon}^3}{n\hat{\epsilon}^3} = \frac{1-\epsilon^3}{R-1} \geq \frac{1}{R-1} - \epsilon.$$

**Theorem 8.** For all $R$ with $3/2 \leq R < 2$ and all $\epsilon > 0$, the competitive ratio of the general\&removable online knapsack problem with a buffer is at least $2 - \epsilon$. 

$\blacktriangleleft$
Proof. Let $k$ be an integer such that $k > \max\{\frac{1}{2R}, \frac{1}{\epsilon}\}$. Let ALG be an online algorithm.

Consider the item sequence $I := (e_1, \ldots, e_k)$ where $(s(e_i), v(e_i)) = (1 - \frac{k}{2R}, 1 - \frac{1}{2R})$ for $i = 1, \ldots, k$. Then, at the end of the sequence, ALG must keep exactly one item because it must select at least one item (otherwise the competitive ratio is unbounded) and every pair of items exceeds the capacity of the buffer (i.e., $s(e_i) + s(e_j) \geq 2(1 - \frac{k}{2R}) = 2 - \frac{1}{R} > R$ for any $i, j \in \{1, \ldots, k\}$).

Suppose that $\{e_i\}$ is selected in the buffer at the end of the sequence $I$. If $i = k$, then the competitive ratio for $I$ is $\frac{\text{OPT}(I)}{\text{ALG}(I)} = \frac{s(e_i)}{v(e_i)} = 1 - \frac{1}{2R} = 2 - \frac{1}{R} > 2 - \epsilon$. Otherwise (i.e., $i < k$), let us consider a sequence $I' := (e_1, \ldots, e_k, e_{k+1})$ with $(s(e_{k+1}), v(e_{k+1})) = (\frac{1}{2R}, 1 - \frac{1}{2R})$. Then, the competitive ratio for $I'$ is at least $\frac{\text{OPT}(I')}{\text{ALG}(I')} = \frac{v(e_{k+1}) + v(e_{k+1})}{s(e_{k+1})} = (1 - \frac{1}{2R}) + (1 - \frac{1}{2R}) = 2 - \frac{1}{2R} \geq 2 - \frac{1}{R} > 2 - \epsilon$.

5.2 Upper bounds

Here, we provide an asymptotically nearly optimal algorithm for large $R$ and an optimal algorithm for small $R$ ($\leq 2$).

First, we provide a $(1 + O(\log R/R))$-competitive algorithm for the asymptotic case. Suppose that $R$ is sufficiently large. Let $m := \lfloor (R - 3)/2 \rfloor$ and let $\epsilon$ be a positive real such that $\log_{1+\epsilon}(1/\epsilon) = m$. Note that we have $m = \Theta(\frac{1}{R} \log \frac{1}{R})$ and $\epsilon = O(\log R/R)$ (see Lemma 18 in Appendix A).

We partition all the items as follows. Let $S$ be the set of items with size at most $\epsilon$. Let $M$ be the set of items not in $S$ and let $M^j$ ($j \in \mathbb{Z}$) be the set of items $e \in M$ with $(1 + \epsilon)^j \leq v(e) < (1 + \epsilon)^{j+1}$ (note that $j$ is not restricted to be positive). Let us consider Algorithm 2 for the problem. Intuitively, the algorithm selects items in greedy ways for $S$ and each $M^j$ with $\nu_i \leq j \leq \mu_i$. Note that for any $i \geq 1$, we have $\mu_i - \nu_i = 2m$. For each $i \geq 1$, since $s(B_i \cap S) \leq 2 + \epsilon$ and $s(B_i \cap M^j) \leq 1$ for any $\nu_i \leq j \leq \mu_i$, we have $s(B_i) \leq 2m + 2 + \epsilon \leq R$. Thus, the algorithm is applicable.

\begin{algorithm}
\begin{algorithmic}[1]
\State $B_0 \leftarrow \emptyset$;
\For {$i \leftarrow 1, 2, \ldots$}
\State $B_i \leftarrow \emptyset$ and $B'_i \leftarrow (B_{i-1} \cup \{e_i\})$;
\ForAll {$e \in B'_i \cap S$ in the non-increasing order of the density}
\State $B_i \leftarrow B_i \cup \{e\}$;
\EndFor
\If {$s(B_i) > 2$} \Break; \EndIf
\EndFor
\State Let $e^*_i \in \arg\max\{v(e) \mid e \in B'_i\}$;
\State Let $\mu_i \leftarrow \lceil \log_{1+\epsilon}(v(e^*_i)) \rceil$ and $\nu_i \leftarrow \lceil \log_{1+\epsilon}(v(e^*_i)) \rceil$; // $e^*_i \in M^\mu_i$
\For {$j \leftarrow \nu_i, \ldots, \mu_i$}
\ForAll {$e \in B'_i \cap M^j$ in the non-decreasing order of the size}
\State \If {$s(B_i \cap M^j) + s(e) \leq 1$} $B_i \leftarrow B_i \cup \{e\}$; \EndIf
\EndFor
\EndFor
\EndFor
\end{algorithmic}
\end{algorithm}

\begin{theo}
Algorithm 2 is $(1 + O(\log R/R))$-competitive for the general\&removable online knapsack problem with a buffer when $R$ is a sufficiently large real.
\end{theo}
Let $I := (e_1, ..., e_n)$ be an input sequence, $B_{OPT} \in \arg\max \{v(X) \mid s(X) \leq 1, X \subseteq \{e_1, ..., e_n\}\}$ be the offline optimal solution, and $B_{ALG} \in \arg\max \{v(X) \mid s(X) \leq 1, X \subseteq B_n\}$ be the outcome solution of ALG. We construct another feasible solution $B^*$ from $B_n$ by Algorithm 3. Note that $v(B_{ALG}) \geq v(B^*)$.

**Algorithm 3** Construct a feasible solution.

1. $B^* := B_n \cap B_{OPT}$;
2. for $k := \nu_n, \ldots, \mu_n$ do
3.     $r_k := \left| (B_{OPT} \setminus B^*) \cap M^k \right|$;
4.     for $j := 1, \ldots, r_k$ do
5.         $a := \arg\min \{s(e) \mid e \in (B_n \setminus B^*) \cap M^k\}$ and $B^* := B^* \cup \{a\}$;
6. while $(B_n \setminus B^*) \cap S \neq \emptyset$ do
7.     $a := \arg\max \{v(e)/s(e) \mid e \in (B_n \setminus B^*) \cap S\}$;
8.     if $s(B^*) + s(a) \leq 1$ then $B^* := B^* \cup \{a\}$;
9.     else break;
10. return $B^*$;

To prove the theorem, we show the following two claims.

**Claim 10.** $v(B_{OPT} \cap M) \leq (1 + \epsilon)v(B^* \cap M) + \epsilon v(B_{OPT})$ and $s(B_{OPT} \cap M) \geq s(B^* \cap M)$.

**Claim 11.** $v(B_{OPT} \cap S) \leq v(B^* \cap S) + (1 + 2\epsilon)v(B_{OPT})$.

With these claims, $B^*$ is feasible, and we have $v(B_{OPT}) = v(B_{OPT} \cap M) + v(B_{OPT} \cap S) \leq (1 + \epsilon)v(B^*) + (2\epsilon + 2\epsilon^2)v(B_{OPT})$. This implies $(1 - 2\epsilon - 2\epsilon^2)v(B_{OPT}) \leq (1 + \epsilon)v(B^*)$. Since $v(B^*) \leq v(B_{ALG})$, the competitive ratio of Algorithm 2 is at most $\frac{1 + \epsilon + 2\epsilon^2}{1 - 2\epsilon - 2\epsilon^2} \leq \frac{1 + \epsilon}{1 - \epsilon} \leq 1 + O(\log R/R)$, when $\epsilon < 1/12$ (this inequality follows from the assumption that $R$ is sufficiently large).

The proof is completed by proving Claims 10 and 11.

**Proof of Claim 10.** Note that $v(B_{OPT} \cap M) = \sum_{k<\nu_n} v(B_{OPT} \cap M^k) + \sum_{k \geq \nu_n} v(B_{OPT} \cap M^k)$. For $e \in M^k$ with $k < \nu_n$, we have $s(e) > \epsilon$ and $v(e) < (1 + \epsilon)^{\nu_n} e^2 v(e^*_n)$, and hence $v(e)/s(e) \leq e^2 v(e^*_n)/\epsilon \leq v(B_{OPT})$. Thus, we have $\sum_{k<\nu_n} v(B_{OPT} \cap M^k) \leq \epsilon v(B_{OPT})$. For $k$ with $\mu_n \leq k \leq \nu_n$, the set $B_n \cap M^k$ is the greedy solution for $M^k$ according to the non-decreasing order of their size. Hence, by the construction of $B^*$, the number of items in $B_{OPT} \cap M^k$ equals to the number of items in $B^* \cap M^k$, and we have $s(B_{OPT} \cap M^k) \geq s(B^* \cap M^k)$. Also, for each $e \in B_{OPT} \cap M^k$ and $f \in B^* \cap M^k$, $v(e)/v(f) < (1+\epsilon)^{k+1}/(1+\epsilon)^k = (1+\epsilon)$. Hence, $\sum_{k \geq \nu_n} v(B_{OPT} \cap M^k) \leq (1 + \epsilon) \sum_{k \geq \nu_n} v(B^* \cap M^k)$.

**Proof of Claim 11.** It is sufficient to consider the case $B_{OPT} \cap S \subseteq B_n$, since otherwise $B_{OPT} \cap S \subseteq B^* \cap S$ and the claim clearly holds. Hence, we have $s(B_n \cap S) > 2$. Let $B_n \cap S = \{f_1, f_2, \ldots, f_{\left|B_n \cap S\right|}\}$ be sorted in non-increasing order of their density. Let $f_j$ be the item with the largest index in $(B_n \cap S) \setminus B_{OPT}$. Also let $\ell \geq 1$ be the index such that $\sum_{i=1}^{\ell} s(f_i) \leq 1 < \sum_{i=1}^{\ell+1} s(f_i)$. There are two cases to consider: $j \leq \ell$ and $j > \ell$.

**Case 1:** Suppose that $j \leq \ell$. Then, by the definition of $f_j$, we have $\{f_{\ell+1}, \ldots, f_{\left|B_n \cap S\right|}\} \subseteq B_{OPT}$. Since $s(B_n \cap S) > 2$, we have $s(B_{OPT}) \geq s(B_{OPT} \cap S) \geq s(B_n \cap S) - \sum_{i=1}^{\ell} s(f_i) > 1$, which contradicts with $s(B_{OPT}) \leq 1$. 


Case 2: Suppose that \( j > \ell \). In this case, we prove that \( v(f_j) \leq \varepsilon(1 + 2\varepsilon)v(B_{\text{OPT}}) \).

Since \( \sum_{i=1}^{\ell} s(f_i) \geq 1 - \epsilon \), we have \( (1 - \epsilon) \cdot \frac{v(f_j)}{s(f_j)} \leq \sum_{i=1}^{\ell} s(f_i) \cdot \frac{v(f_j)}{s(f_j)} \leq \sum_{i=1}^{\ell} s(f_i) \cdot v(f_j) = \sum_{i=1}^{\ell} v(f_i) \leq v(B_{\text{OPT}}) \). Therefore, \( v(f_j) \leq \frac{s(f_j)}{1 - \epsilon} v(B_{\text{OPT}}) \leq \epsilon(1 + 2\epsilon)v(B_{\text{OPT}}) \) when \( \epsilon \leq 1/2 \).

Since \( s(B^* \cap M) \leq s(B_{\text{OPT}} \cap M) \) by construction of \( B^* \), we have \( s(B^* \cap S) + s(f_j) \geq s(B_{\text{OPT}} \cap S) \). By construction of \( B_n \cap S \), we have \( \min\{v(f) / s(f) | f \in (B_n \cap S) \setminus B_{\text{OPT}}\} \geq \max\{v(f) / s(f) | f \in (B_{\text{OPT}} \cap S) \setminus B_n\} \). Therefore, \( v(B^* \cap S) + v(f_j) \geq v(B_{\text{OPT}} \cap S) \). Moreover we have \( v(f_j) \leq \epsilon(1 + 2\epsilon)v(B_{\text{OPT}}) \), and the claim follows. \( \Box \)

The proof of Theorem 9 is completed.

Next, let us consider an algorithm that selects items according to the non-increasing order of the density. The algorithm is formally described in Algorithm 4. We prove that it is optimal when \( 1 < R < 2 \).

\begin{algorithm}
\caption{max\{1/(R - 1), 2\}-competitive algorithm for 1 < R < 2.}
\begin{algorithmic}
\State \( B_0 \leftarrow \emptyset \);
\For {i \leftarrow 1, 2, \ldots}
\State \( B_i \leftarrow \emptyset \);
\ForEach {\( e \in B_{i-1} \cup \{e_i\} \) in the non-increasing order of the density}
\If {\( s(B_i) + s(e) \leq R \)}
\State \( B_i \leftarrow B_i \cup \{e\} \);
\EndIf
\EndForEach
\EndFor
\end{algorithmic}
\end{algorithm}

> Theorem 12. Algorithm 4 is max\{1/(R - 1), 2\}-competitive for the general&removable online knapsack problem with a buffer when 1 < R < 2.

\begin{proof}
Let \( I := (e_1, \ldots, e_n) \) be an input sequence. Without loss of generality, we can assume that \( \sum_{i=1}^{n} s(e_i) > R \) since otherwise ALG(I) = OPT(I). Let \( f_1, \ldots, f_n \) be the rearrangement of \( I \) according to the non-increasing order of the density, i.e., \( \{f_1, \ldots, f_n\} = \{e_1, \ldots, e_n\} \) and \( v(f_1) / s(f_1) \geq \cdots \geq v(f_n) / s(f_n) \). Let \( k \leq n - 1 \) be the index such that \( \sum_{i=1}^{k} s(f_i) \leq 1 < \sum_{i=1}^{k+1} s(f_i) \). Then, by the definition of the algorithm, we have \( \{f_1, \ldots, f_k\} \subseteq B_n \). There are two cases to consider: \( f_{k+1} \not\in B_n \) and \( f_{k+1} \in B_n \).

Case 1: Suppose that \( f_{k+1} \not\in B_n \). Then, we have \( \sum_{i=1}^{k} s(f_i) > R \), and hence \( \sum_{i=1}^{k} s(f_i) > R - s(f_{k+1}) \geq R - 1 \) by \( s(f_{k+1}) \leq 1 \). Thus, OPT(I) is at most \( R/(R - 1) \) and the competitive ratio is at most \( 1/(R - 1) \).

Case 2: Suppose that \( f_{k+1} \in B_n \). By a similar analysis of the famous 2-approximation algorithm for the offline knapsack problem, we have \( \text{OPT}(I) \leq \sum_{i=1}^{k} v(f_i) + v(f_{k+1}) \leq 2 \cdot \max\{\sum_{i=1}^{k} v(f_i), v(f_{k+1})\} \leq 2 \cdot \text{ALG}(I) \). Thus, the competitive ratio is at most 2. \( \Box \)

6 Proportional&Removable Case

In this section, we consider the proportional&removable case. We consider the following four cases separately: (i) \( 1 \leq R \leq \frac{1+\sqrt{2}}{2} \), (ii) \( 2 - \frac{\sqrt{2}}{2} \leq R \leq 17 - 9\sqrt{3} \), (iii) \( 2\sqrt{3} - 2 \leq R \leq 3/2 \), and (iv) general \( R \) (see Figure 1). We remark that the competitive ratios for \( \frac{1+\sqrt{2}}{2} \leq R \leq 2 - \frac{\sqrt{2}}{2} \) (and \( 17 - 9\sqrt{3} \leq R \leq 2\sqrt{3} - 2 \)) can be obtained by considering the upper bound for \( R = \frac{1+\sqrt{2}}{2} \) in case (i) \( R = 17 - 9\sqrt{3} \) in case (ii), and the lower bound for \( R = 2 - \frac{\sqrt{2}}{2} \) in case (ii) \( R = 2\sqrt{3} - 2 \) in case (iii). Due to space limitation, we only analyze cases (i) and (iv). The analysis for (ii) and (iii) can be found in the full version [8].
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Theorem 14. ▶

The competitive ratio is at least \(\frac{1 + \sqrt{4R + 1}}{2R}\) when \(1 \leq R \leq \frac{3}{2}\).

6.1 \(1 \leq R \leq \frac{1 + \sqrt{3}}{2}\)

We prove that the competitive ratio is \(\frac{1 + \sqrt{4R + 1}}{2R}\) when \(1 \leq R \leq \frac{1 + \sqrt{3}}{2}\). Let \(r > 0\) be a real such that \(r + r^2 = R\), i.e., \(r = \sqrt{1 + \frac{3}{2}} - 1\).

6.1.1 Lower bound

We first prove the lower bound.

Theorem 13. For any \(\epsilon > 0\), the competitive ratio of the proportional\&removable online knapsack problem with a buffer is at least \(\frac{1 + \sqrt{4R + 1}}{2R} - \epsilon\) when \(1 \leq R < 2\).

Proof. Let ALG be an online algorithm and let \(\epsilon'\) be a positive real such that \(\frac{r}{r + \epsilon'} \geq \frac{1}{r} - \epsilon\) and \(\epsilon' < r - r^2\). Note that \(r = \sqrt{1 + \frac{3}{2}} - 1 < 1\) and \(\frac{1}{r} = \frac{1 + \sqrt{4R + 1}}{2R}\). Consider the input sequence \(I := (e_1, e_2)\) where \(s(e_1) = r\) and \(s(e_2) = r^2 + \epsilon'\). Since \(r + r^2 = R\), ALG must discard at least one of them. If ALG discards the item with size \(r\), then the competitive ratio for the sequence is \(\frac{r}{r + \epsilon'} \geq \frac{1}{r} - \epsilon = \frac{1 + \sqrt{4R + 1}}{2R} - \epsilon\). If ALG discards the item with size \(r^2 + \epsilon'\), let \(I' := (e_1, e_2, e_3)\) where \(s(e_3) = 1 - r^2 - \epsilon'\). As \(r \geq 1 - r^2\) and \(r + (1 - r^2 - \epsilon') > 1\), we have \(\text{OPT}(I') = 1\) and \(\text{ALG}(I') \leq r\). Hence the competitive ratio is at least \(\frac{1}{r} = \frac{1 + \sqrt{4R + 1}}{2R}\). ▶

6.1.2 Upper bound for \(1 \leq R \leq 10/9\)

Next, we give an optimal algorithm for \(1 \leq R \leq 10/9\). In this subsubsection, an item \(e\) is called small, medium, and large if \(s(e) \leq r^2\), \(r^2 < s(e) < r\), and \(s(e) \leq s(e)\), respectively. Let \(S\), \(M\), and \(L\) respectively denote the sets of small, medium, and large items.

We consider Algorithm 5, which is a generalization of the \(\frac{1 + \sqrt{3}}{2}\)-competitive algorithm for \(R = 1\) given by Iwama and Taketomi [9]. If the algorithm can select a set of items \(B'\) such that \(r \leq s(B') \leq 1\), it keeps the set \(B'\) until the end since it is sufficient to achieve 1/r-competitive. Otherwise, it picks the smallest medium item (if exists) and greedily selects small items according to the non-increasing order of the sizes. We show that it is optimal when \(1 \leq R \leq 10/9\).

Theorem 14. Algorithm 5 is \(\frac{1 + \sqrt{1 + 4R}}{2R}\)-competitive for the proportional\&removable online knapsack problem with a buffer when \(1 \leq R \leq 10/9\).

Proof. Let \(I := (e_1, \ldots, e_n)\) be the input sequence. If there exists a large item \(e_i\), the competitive ratio is at most \(1/r = \frac{1 + \sqrt{1 + 4R}}{2R}\) by \(r \leq s(e_i) \leq 1\). If there exist two medium items \(e_i, e_j\) such that \(s(e_i) + s(e_j) \leq 1\), the competitive ratio is at most \(1/r = \frac{1 + \sqrt{1 + 4R}}{2R}\) by \(r < 2r^2 < s(e_i) + s(e_j) \leq 1\). In what follows, we assume that all the input items are
not large and every pair of medium items cannot be packed into the knapsack together. In addition, suppose that \( s(B_n) \notin [r, 1] > 1 \) since otherwise the competitive ratio is at most \( 1/r = \frac{1 + \sqrt{1 + 4R}}{2R} \). By the algorithm, this additional assumption means \( s(B') \notin [1, r] \) for any \( B' \subseteq B_{i-1} \cup \{e_i\} \) with \( i \in \{1, \ldots, n\} \).

If \( \{e_1, \ldots, e_n\} \cap S \subseteq B_n \), the competitive ratio is at most

\[
\frac{r + s(\{e_1, \ldots, e_n\} \cap S)}{r^2 + s(\{e_1, \ldots, e_n\} \cap S)} \leq \frac{1}{r} = \frac{1 + \sqrt{1 + 4R}}{2R}.
\]

Otherwise, i.e., \( \{e_1, \ldots, e_n\} \cap S \not\subseteq B_n \), let \( e_i \) be a small item that is not in \( B_n \), and \( j \) be the smallest index such that \( j \geq i \) and \( e_i \notin B_j \). Note that \( e_i \in B_{j-1} \cup \{e_j\} \). We have four cases to consider.

**Case 1:** Suppose that \( s(e_i) \geq r/2 \). In this case, there exists \( e' \in B_j \) such that \( r^2 \geq s(e') \geq s(e_i) \). Thus, we have \( r \leq s(e_i) + s(e') \leq 1 \), a contradiction.

**Case 2:** Suppose that there exists no medium item in \( B_j \). Then, there exists \( B' \subseteq B_{j-1} \cup \{e_j\} \) such that \( r \leq s(B_j) \leq 1 \), because \( s(B_{j-1} \cup \{e_j\}) > R \) and all the items in \( B_{j-1} \cup \{e_j\} \) are small. This is a contradiction.

**Case 3:** Suppose that \( s(e) < r/2 \) for any \( e \in B_j \cap S \). Then, we have \( r \leq s(B_j) \leq 1 \), a contradiction.

**Case 4:** Let us consider the other case, i.e., \( s(e_i) < r/2 \), \( \exists e \in B_j \cap M \), and \( \exists e' \in B_j \cap S \) such that \( s(e') \geq r/2 \). Then, \( s(B_j) - s(e) + s(e_i) \geq r - s(e) \geq r - r^2 = r. \) Also, \( s(B_j) - s(e') \leq R - s(e') \leq R - r^2 = r^2 + r^2 / 2 \leq 1 \). By the additional assumption, we have \( s(B_j) - s(e) + s(e_i) > 1 \) and \( s(B_j) - s(e') < r. \) Thus, we have \( s(B_j) > 1 + s(e) - s(e_i) > 1 + r^2 - r/2 = (1 - r)^2 + 3r^2 / 2 \geq r + r^2 \geq r + s(e') > s(B_j) \), which is a contradiction.

### 6.1.3 Upper bound for \( \frac{10}{9} \leq R \leq \frac{1 + \sqrt{2}}{2} \)

Recall that \( r > 0 \) is a real such that \( r + r^2 = R \), i.e., \( r = \frac{\sqrt{1 + 4R} - 1}{2} \). For \( \frac{10}{9} \leq R \leq \frac{1 + \sqrt{2}}{2} \), we have \( 2/3 \leq r \leq 1/\sqrt{2} \) and \( 1 - r \leq r^2 \leq r^2 \leq 1/2 < r < 1 \). In this subsection, an item \( e \) is called small, medium, and large if \( s(e) \leq 1 - r \), \( 1 - r < s(e) < r \), and \( r \leq s(e) \), respectively. Let \( S, M, \) and \( L \) respectively denote the sets of small, medium, and large items. In addition, \( M \) is further partitioned into three subsets \( M_i \) (\( i = 1, 2, 3 \)), where \( M_1, M_2, M_3 \) respectively denote the set of the items \( e \) with size \( 1 - r < s(e) \leq r/2 \), \( r/2 < s(e) < r^2 \), and \( r^2 \leq s(e) < r \).
We consider Algorithm 6 for the problem. If the algorithm can select a set of items $B'$ such that $r \leq s(B') \leq 1$, it keeps the set $B'$ until the end. Otherwise, it partitions the buffer into two spaces with size $r$ and $r^2$. All the small items are taken into the first space. If the set of medium items is of size at least $r^2$, then the smallest subset $B'$ with size at least $r^2$ is selected into the first space. If the set of medium items is of size at most $r^2$, then all of them are selected into the first space. If there are remaining medium items, the smallest one is kept in the second space if its size is smaller than $r$. We show that the algorithm is optimal when $\frac{10}{9} \leq R \leq \frac{1+\sqrt{11+4R}}{2R}$.

### Algorithm 6

\[
\begin{align*}
B_0 & \leftarrow \emptyset, \quad B^{(1)}_0 \leftarrow \emptyset, \quad B^{(2)}_0 \leftarrow \emptyset; \\
\text{for } i = 1, 2, \ldots \text{ do} & \\
\text{if } \exists B' \subseteq B_{i-1} \cup \{e_i\} \text{ such that } r \leq s(B') \leq 1 & \text{ then } \quad B^{(1)}_i \leftarrow B' \text{ and } B^{(2)}_i \leftarrow \emptyset; \\
\text{else if } s((B_{i-1} \cup \{e_i\}) \cap M) \geq r^2 & \text{ then} \\
\quad \text{let } T_i \in \arg \min \{s(B') \mid B' \subseteq (B_{i-1} \cup \{e_i\}) \cap M, \ s(B') \geq r^2\}; \\
\quad B^{(1)}_i \leftarrow T_i \cup ((B_{i-1} \cup \{e_i\}) \cap S); \\
\quad \text{if } B^{(1)}_i \neq B_{i-1} \cup \{e_i\} & \text{ then} \\
\quad \quad \text{let } a \in \arg \min \{s(e) \mid e \in B_{i-1} \cup \{e_i\} \setminus B^{(1)}_i\}; \\
\quad \quad \text{if } a \in M_1 \cup M_2 & \text{ then } B^{(2)}_i \leftarrow \{a\}; \\
\text{else } & \\
\quad B^{(1)}_i \leftarrow B_{i-1} \cup \{e_i\} \text{ and } B^{(2)}_i \leftarrow \emptyset; \\
B_i & \leftarrow B^{(1)}_i \cup B^{(2)}_i;
\end{align*}
\[
\]

\textbf{Theorem 15.} Algorithm 6 is $\frac{1+\sqrt{11+4R}}{2R}$-competitive for the proportional/removable online knapsack problem with a buffer when $10/9 \leq R \leq \frac{1+\sqrt{2}}{2}$.

Let $I := (e_1, \ldots, e_n)$ be the input sequence and let $I_k := (e_1, \ldots, e_k)$ be the first $k$ items of $I$.

\textbf{Lemma 16.} If $I_n \subseteq M$, then Algorithm 6 is $\frac{1+\sqrt{11+4R}}{2R} \ (= 1/r)$-competitive when $10/9 \leq R \leq \frac{1+\sqrt{2}}{2}$.

**Proof.** The proof can be found in the full version [8].

Now, we are ready to prove Theorem 15.

**Proof of Theorem 15.** Let $\text{OPT} \in \arg \max \{s(X) \mid X \subseteq I_n, \ s(X) \leq 1\}$ and $\text{OPT}_M \in \arg \max \{s(X) \mid X \subseteq I_n \cap M, \ s(X) \leq 1\}$. Without loss of generality, we can assume that $\sum_{i=1}^n s(e_i) > R$.

If $e_i \in L$ for some $i$, then $r \leq s(B^{(1)}_i) \leq 1$. Thus, we assume that all the items in the input sequence are not large, i.e., $I_n \cap L = \emptyset$.

Suppose that Algorithm 6 discards some small items, i.e., $I_n \cap S \neq B_n \cap S$. Let $j$ be the round such that $I_{j-1} \cap S = B_{j-1} \cap S$ and $I_j \cap S \neq B_j \cap S$. Let $T_j \in \arg \min \{s(B') \mid B' \subseteq (B_{j-1} \cup \{e_j\}) \cap M, \ s(B') > r\}$. Since $I_{j-1} \cap S = B_{j-1} \cap S$ and $I_j \cap S \neq B_j \cap S$, we have $s(T_j \cup (I_j \cap S)) > 1$. Since $s(e) < 1 - r$ ($\forall e \in S$), there exists $S' \in I_j \cap S$ such that $r \leq s(T_j \cup S') \leq 1$. Therefore, if $I_n \cap S \neq B_n \cap S$, then $\text{ALG}(I) \geq r$. 


Consequently, we assume \( I_n \cap \emptyset = \emptyset \) and \( I_n \cap S \subseteq B_n \). Then, the competitive ratio is at most

\[
\frac{s(OPT)}{s(B_n^{(1)})} \leq \frac{s(OPT_M) + s(I_n \cap S)}{s(B_n^{(1)} \cap M) + s(I_n \cap S)} \leq \frac{s(OPT_M)}{s(B_n^{(1)} \cap M)},
\]

and hence we can assume, without loss of generality, that \( I_n \subseteq M \).

Thus, by Lemma 16, the theorem is proved. ▷

### 6.2 General \( R \)

In this subsection, we consider proportional\&removable case with general \( R \). By Theorem 9, the upper bound of the competitive ratio is \( 1 + O(\log R/R) \). Hence, we only give a lower bound of the competitive ratio.

► **Theorem 17.** For any positive real \( \epsilon < 1 \), the competitive ratio of the proportional\&removable online knapsack problem with a buffer is at least \( 1 + \frac{1}{|2R|+1} - \epsilon \).

**Proof.** Let \( n := |2R| + 1 \) and let \( \text{ALG} \) be an online algorithm. Consider the item sequence \( I := (e_1, \ldots, e_{n-1}, e_n) \) where \( s(e_i) = \frac{1}{n} + \frac{i}{n^2} \) for \( i = 1, \ldots, n-1 \) (we will set \( s(e_n) \) later depending on \( \text{ALG} \)). At the end of \((n-1)\)st round, \( \text{ALG} \) must discard at least one item because \( \sum_{i=1}^{n-1} s(e_i) > \frac{n-1}{2} = \frac{|2R|}{2} \geq R \). Suppose that \( \text{ALG} \) discards \( e_i \), and let \( s(e_n) = 1 - s(e_j) \). Then, we have \( OPT(I) = s(e_j) + s(e_n) = 1 \). We will prove that \( ALG(I) \) is at most \((1 \minus{} 1 \minus{} \epsilon)/n \), which implies that the competitive ratio of \( ALG \) is at least \( 1 + (1 \minus{} \epsilon)/n \). Hence, we only give a lower bound of the competitive ratio.

Let \( B^* \) be the output of \( \text{ALG} \), i.e., \( s(B^*) = \text{ALG}(I) \). We have two cases to consider: \( e_n \notin B^* \) and \( e_n \in B^* \).

**Case 1:** If \( e_n \notin B^* \), then we have \( s(B^*) = \sum_{i \in B^*} s(e_i) + \frac{|B^*|^{2} \epsilon}{n^2} \). We assume \( B^* \neq \emptyset \) since otherwise \( s(B^*) = 0 \). Since \( s(B^*) \leq 1 \) and \( |B^*|^{2} \epsilon/n^2 > 0 \), we have \( \sum_{j \notin B^*} s(e_j) \leq \frac{n-1}{n} \). Hence, we obtain \( s(B^*) \leq 1 - \frac{1}{n} + \frac{n-1}{n} = 1 - \frac{1}{n} \).

**Case 2:** If \( e_n \in B^* \), then we have \( s(B^*) = \frac{(n-1)+\sum_{j \in B^\setminus\{e_n\}} s(e_j) + |B^*|^{2} \epsilon}{n^2} \). We assume \( |B^*| \geq 3 \) since otherwise \( s(B^*) \leq \frac{n-1}{n} \) by \( e_j \notin B^* \). Since \( s(B^*) \leq 1 \) and \( |B^*|^{2} \epsilon/n^2 > 0 \), we have \( \frac{(n-1)+\sum_{j \in B^\setminus\{e_n\}} s(e_j) + |B^*|^{2} \epsilon}{n^2} \leq \frac{n-1}{n} \). Hence, we obtain \( s(B^*) \leq \frac{n-1}{n} + \frac{|B^*|^{2} \epsilon}{n^2} = 1 - \frac{1}{n} + \epsilon \). ▷

### References


Here, we prove some relationships among $m, \epsilon$ and $R$ in Algorithm 2.

**Lemma 18.** Let $R \geq 3$, $m := \lfloor (R-3)/2 \rfloor$ and let $\epsilon > 0$ be a real such that $\log_{1+\epsilon}(1/\epsilon) = m$. Then, $m = \Theta \left( \frac{1}{\epsilon} \log \frac{1}{\epsilon} \right)$ and $\epsilon = O \left( \frac{\log R}{R} \right)$

**Proof.** By the definition of the base of natural logarithm $e$ and the monotonicity of $(1+\frac{1}{x})^x$, we have $2 \leq (1 + 1/x)^x \leq e$ for any $x \geq 1$. As $\epsilon \leq 1$, we have

$$2^m \leq (1 + \frac{1}{\epsilon})^{\epsilon m} \leq e^m.$$  

By substituting $m = \log_{1+\epsilon}(1/\epsilon)$, we have $(1 + \epsilon)^{\frac{1}{\epsilon} m} = 1/\epsilon$. Hence, we get

$$\epsilon m \log 2 \leq \log \frac{1}{\epsilon} \leq \epsilon m. \tag{1}$$

This implies $m = \Theta \left( \frac{1}{\epsilon} \log \frac{1}{\epsilon} \right)$.

Next, we show that $\epsilon = O \left( \frac{\log R}{R} \right)$. By the inequalities (1), we have

$$\epsilon \leq \frac{\log \frac{1}{\epsilon}}{m \log 2} \leq \frac{\log \left( \frac{1}{\epsilon} \log \frac{1}{\epsilon} \right)}{m \log 2} \leq \frac{\log m}{m \log 2} = \frac{\log \lfloor (R-3)/2 \rfloor}{[(R-3)/2] \log 2} = O \left( \frac{\log R}{R} \right).$$

$\blacktriangle$