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Abstract

Exact minimization of \(\omega\)-automata is a difficult problem and heuristic algorithms are a subject of current research. We propose several new approaches to reduce the state space of deterministic parity automata. These are based on extracting information from structures within the automaton, such as strongly connected components, coloring of the states, and equivalence classes of given relations, to determine states that can safely be merged. We also establish a framework to generalize the notion of quotient automata and uniformly describe such algorithms. The description of these procedures consists of a theoretical analysis as well as data collected from experiments.
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1 Introduction

Finite automata on \(\omega\)-words (one sided infinite words) have been introduced in [2] as a formalism for a deciding a logical theory. Since then, such automata have turned out to be a useful tool in verification of finite state-based systems. In particular, nondeterministic Büchi automata (NBA) are a standard tool in model checking for expressing properties of non-terminating systems, see [1]. In some applications, there are algorithms that require the property to be represented by a deterministic automaton, like model checking of probabilistic systems (see, e.g., [1, Section 10.3]), or synthesis of finite state systems from \(\omega\)-regular specifications (see [20] for an overview of the theory, and [12] for recent developments in practice). Deterministic \(\omega\)-automata require a more expressive acceptance condition than nondeterministic Büchi automata in order to capture the same language class. One such condition that is widely used because of its compact representation and its good algorithmic properties is the parity condition that dates back to [13] (see the surveys [19, 21] on the theory of \(\omega\)-automata). In a parity automaton, each state is assigned a priority, which is a natural number. We use here the convention that a run is accepting if the smallest priority that is seen infinitely often is even.
We consider here the problem of finding algorithms for reducing the state space of deterministic parity automata (DPA). Such reduction algorithms can be used as a post processing step that are applied after a determinization construction, and before the DPAs are used in further algorithms.

While deterministic finite automata on finite words can be minimized very efficiently \cite{9} by merging language equivalent states, the problem becomes NP-hard even for deterministic Büchi automata \cite{17}, which are the special case of DPAs using only priorities 0 and 1. While language equivalence of states in DPAs can be computed in polynomial time by a simple adaption of emptiness for Streett automata (see the “fair state problem” in \cite{5}), merging language equivalent states of DPAs does, in general, not preserve the language. Heuristic approaches for reducing the state space of \(\omega\)-automata, usually based on simulation relations, have up to now mainly focused on NBAs, e.g., \cite{18, 6, 11}, or even on alternating Büchi or parity automata \cite{7, 8}.

Because of the applications of DPAs in synthesis and probabilistic model checking, we think that it is worth studying the problem of state space reduction also for DPAs. Typically, state space reduction is done by identifying classes of equivalent states that can be merged, and then constructing the quotient automaton in case of a congruence relation, or redirecting all incoming transitions of a class to a representative of that class, and deleting all other states. The most basic merge for DPAs is obtained by interpreting a DPA as a Moore automaton with the priorities as output, which can then be minimized efficiently by merging states that produce the same output for every input sequence \cite{9}. In this context, we call the equivalence relation which considers two states to be equivalent if they are merged by this algorithm the Moore equivalence.

While we also take the basic approach of computing states that can be merged, we sometimes need to be careful in the selection of representatives. For that reason, we introduce the notion of “merger templates”, which map sets of states in the original DPA, called the merge set, to other sets of states, called the candidate set. The easiest interpretation, which we refer to as representative merge, allows us to merge all states from the merge set into any single representative that is chosen from the candidate set.

We formulate some basic known reduction techniques for DPAs in this framework. Furthermore, we analyze the known notion of delayed simulation for DPAs. Delayed simulation has been introduced in \cite{6} for nondeterministic Büchi automata. In \cite{8} the notion has been extended to alternating parity automata, but it is shown there that quotienting alternating (and also nondeterministic) parity automata w.r.t. delayed simulation does not preserve the language. For this reason, \cite{8} introduces variants of delayed simulation that can be used for merging. We revisit the definition of delayed simulation and show that for DPAs the corresponding quotient preserves the language.

As our main contribution, we propose three new equivalence relations that can be used for merging states in DPAs, which we call path refinement, threshold Moore, and labeled SCC filter (LSF). All these techniques require a given equivalence relation \(\sim\) over the state space that implies language equivalence of states. This equivalence relation has to be computed separately (it can be the full language equivalence relation, or just a subset of it). In our experiments, we use a relation that is produced as a by-product of the determinization construction.

If \(\sim\) is a congruence (like full language equivalence), then path refinement refines one of the congruence classes up to a point such that the remaining blocks can be merged. In the threshold Moore technique, one computes the Moore equivalence of states, considering only the priorities less than or equal to some \(k\), and intersects this with \(\sim\). All states of priority \(k\)
that are equivalent in this intersection can be merged. Finally, the LSF merger template removes states also based on the Moore equivalence up to \( k \), but it merges states that are in different SCCs of the DPA after removing all states up to priority \( k \).

We illustrate all these new techniques on small examples, exhibit efficient algorithms for computing the corresponding relations, and provide some experimental data showing that they can achieve significant reductions on DPAs obtained from specifications from the competition SYNTCOMP [10].

The remainder of this paper is structured as follows. In Section 2 we give basic definitions and introduce the notion of merger template. In Section 3, we revisit the notion of delayed simulation. In Sections 4–6 we present our three new approaches. The experimental evaluation is given in Section 7, and in Section 8 we conclude.

## 2 Automata and Merger Templates

We consider deterministic parity automata (DPA), which are, syntactically, a specific type of Moore automaton. A Moore automaton is of the form \( \mathcal{A} = (Q, \Sigma, \delta, f) \) with a finite set \( Q \) of states, the input alphabet \( \Sigma \), a transition function \( \delta : Q \times \Sigma \rightarrow Q \), and an output function \( f : Q \rightarrow \Gamma \) for some output alphabet \( \Gamma \). Note that we define the automaton without initial state because we are interested in reducing the number of states of automata by computing equivalence relations on states. In this context, the initial state does not play any role.

We use the standard notations \( \Sigma^* \) for all finite words \( w = a_0a_1 \cdots a_n \) with all \( a_i \in \Sigma \), and \( \Sigma^\omega \) for the set of infinite words \( \alpha = a_0a_1a_2 \cdots \) with all \( a_i \in \Sigma \). We write \( \alpha(i) \) for the \( i \)th letter \( a_i \) of \( \alpha \). When estimating the complexity of algorithms, we assume that \( |\Sigma| \) is a constant.

A run of \( \mathcal{A} \) from state \( q_0 \in Q \) on an infinite input word \( \alpha \in \Sigma^\omega \) is an infinite state sequence \( \rho = q_0q_1q_2 \cdots \in Q^\omega \) such that \( \delta(q_i, \alpha(i)) = q_{i+1} \) for all \( i \). The generated output of \( \mathcal{A} \) on \( \alpha \) starting from \( q_0 \) is the sequence \( f(\rho) = f(q_0)f(q_1) \cdots \) of outputs at the states in the run. Similarly, one defines runs and outputs for finite input words. As usual, we write \( \delta^*(q, w) \) for the state that is reached by the run on \( w \) that starts in \( q \).

A DPA is a special Moore automaton \( \mathcal{A} = (Q, \Sigma, \delta, c) \), where the output function is of the form \( c : Q \rightarrow \mathbb{N} \), and is called the priority function. For \( q \in Q \), we refer to \( c(q) \) as the priority of \( q \), and for \( P \subseteq Q \), we let \( c(P) = \{ c(q) \mid q \in P \} \). A run \( \rho \) of a DPA is called accepting if in \( c(\rho) \) the smallest priority that occurs infinitely often is even. The word \( \alpha \in \Sigma^\omega \) is accepted from \( q \in Q \) if the run of \( \mathcal{A} \) on \( \alpha \) from \( q \) is accepting. We write \( L(\mathcal{A}, q) \) for the set of all words accepted by \( \mathcal{A} \) from \( q \).

In the remainder of the paper, \( \mathcal{A} \) with the above components is always a DPA if not noted otherwise.

We consider several types of different relations, mostly over the state domain \( Q \). A relation \( R \) is a preorder if it is reflexive and transitive. \( R \) is an equivalence relation if it is a symmetric preorder. \( R \) is a congruence relation if it is an equivalence relation that is compatible with \( \delta \), i.e., if \( (p, q) \in R \), then also \( (\delta(p, a), \delta(q, a)) \in R \) for all \( a \in \Sigma \).

If \( \sim \) is an equivalence relation and \( \mathcal{A} \) is a DPA, we write \( \mathcal{E}(\sim) \subseteq 2^Q \) for the set of equivalence classes in \( \mathcal{A} \). We define two basic equivalence relations that are used throughout the paper.

### Definition 1

The language equivalence relation is defined by \( p \equiv_L q \) iff \( L(\mathcal{A}, p) = L(\mathcal{A}, q) \).

The Moore equivalence relation is defined by \( p \equiv_M q \) iff \( c(\delta^*(p, w)) = c(\delta^*(q, w)) \) for all finite words \( w \in \Sigma^* \) (that is, for every input word, the sequence of priorities when starting in \( p \) is the same as the one when starting in \( q \)).
Both of these relations are actually congruence relations. It is well known that merging language equivalent states does not preserve the accepted language in general. Consider, for example, the DPA from Figure 4 on page 10. All three states are language equivalent, accepting the words with finitely many \( c \) and infinitely many \( a \). But it is not possible to merge any of the states as that would change the languages of the remaining states.

In contrast, Moore equivalent states can be merged without changing the language. The main aim of this paper is to identify other conditions under which language equivalent states can be merged. We say that a relation \( \sim \) implies language equivalence if \( p \sim q \) implies that \( p \equiv_L q \).

### 2.1 Merger Templates

The merge operations that we use are more general than quotient automata. Consider, for example, the DPA in Figure 5 on page 12. As we explain in Section 6, it is possible to remove the states \( q_1, q_2 \), and to redirect the incoming transitions of these states to \( q_3 \) or \( q_4 \) instead. We say that \( M = \{q_1, q_2\} \) is a merge set, and that \( C = \{q_3, q_4\} \) is the corresponding candidate set.

We define the notion of a merger template, which maps a collection of such merge sets to their corresponding candidate sets, and the notion of representative merge, which merges the states in the merge sets into a single candidate, respectively.

**Definition 2.** Let \( \mu : 2^Q \rightarrow (2^Q \setminus \{\emptyset\}) \) be a function for some \( D \subseteq 2^Q \). We call \( \mu \) a merger template if all sets in \( D \) are pairwise disjoint and for all sets \( M \in D \), \( \mu(M) \cap (\bigcup D \setminus M) = \emptyset \). The latter condition means that the candidates \( \mu(M) \) for \( M \) cannot be inside any other merge set (but they can be inside \( M \)).

A representative merge \( A' \) of \( A \) w.r.t. \( \mu \) is constructed by choosing a representative \( r_M \in \mu(M) \) for all \( M \in D \) and then removing all states in \( M \setminus \{r_M\} \). Transitions that originally lead to one of the removed states are redirected to the representative \( r_M \) instead.

The notion of quotient automaton w.r.t. a congruence relation is captured by a representative merge for the merger template that maps each congruence class to itself. We illustrate this on the example of Moore equivalence.

**Definition 3.** The Moore merger template is defined as \( \mu_M : C(\equiv_M) \rightarrow 2^Q \) with \( \mu_M(\kappa) = \kappa \) for each \( \kappa \in C(\equiv_M) \).

Then, the following is an easy consequence of the definitions.

**Proposition 4.** A representative merge of a DPA w.r.t. \( \mu_M \) is language equivalent to the original and isomorphic to the quotient automaton w.r.t. \( \equiv_M \).

When we apply merge operations, we talk about language equivalence of the resulting automaton to the original one (as in the above proposition). We have defined our automata without initial states, so we need to fix our notion of language equivalence of two automata.

**Definition 5.** Two DPAs \( A_1 \) and \( A_2 \) are called language equivalent if for each state \( p \) in one of the DPAs, there is a state \( q \) in the other DPA such that from \( p \) and \( q \) the same language is accepted (in the respective DPA).
2.2 Schewe Merge

The main focus of this paper lies on techniques to generate merger templates such that a representative merge produces a language equivalent DPA. However, in the remainder of this section, we want to discuss a more involved merge operation than the representative merge. This operation is based on [17], and we therefore call it Schewe merge. We do not use this merge operation in the other sections. The aim is rather to illustrate that representative merges are not the only option.

The Schewe merge works rather similar to the representative merge. In addition to merging states from the merge sets into the chosen representative, it also redirects some transitions to the candidate set. While this does not remove additional states on its own, it simplifies the structure of the automaton to potentially improve the reduction of further reduction algorithms that are applied after the Schewe merge.

▶ Definition 6. Let \( \mu \) be a merger template. A Schewe merge of a DPA \( A \) w.r.t. \( \mu \) is constructed by first building a representative merge. Then, for all merge sets \( M \) in \( \mu \) and all transitions \( \delta(p,a) = q \) in the original automaton, if \( q \in \mu(M) \) and \( p \) is not reachable from \( q \), then the transition is redirected to \( r_M \) instead.

A Schewe merge differs from the representative merge if there is more than one state from the candidate set remaining, and the states are distributed over multiple SCCs. Whenever a transition would move the automaton to a candidate while changing SCC at the same time, that transition is instead redirected to the chosen representative state. One can imagine that, for example, this potentially enhances the reduction of a consecutive Moore merger, as more states now uniformly target the same representative.

It is not obvious if one can simply replace the representative merge with the Schewe merge and still keep the same properties such as preservation of language. We can identify a set of requirements that merger templates have to satisfy to be compatible with the Schewe merge.

▶ Definition 7. For a representative merge \( A' \) of a DPA \( A \) w.r.t. \( \mu \), we define the candidate relation \( \sim_C \) over the states of \( A' \) by \( p \sim_C q \) if and only if \( p = q \) or there is a \( C \in \mu(D) \) with \( p, q \in C \).

We call \( \mu \) Schewe suitable if for all representative merges \( A' \), \( \sim_C \) is a congruence relation, it implies language equivalence, and the reachability order restricted to any equivalence class of \( \sim_C \) is symmetric (that is, if one state is reachable from another, they are in the same SCC).

An example for a Schewe suitable merger template is \( \mu_{LSF}^{-1,=L} \) from Section 6. This merger template intuitively expresses that for each class of language equivalent states, one only needs to keep those in a “latest” SCC. The Schewe merge then corresponds to Construction 12 of [17] (where in [17] a notion of “almost equivalence” is used instead of language equivalence because the operation is used in the context of automata on finite words).

▶ Theorem 8. Let \( \mu \) be a Schewe suitable merger template and let \( A \) be a DPA. If a representative merge and a Schewe merge of \( A \) are built with the same choices for the representative states, then these two merge DPAs are language equivalent.

Proof. Let \( A' \) be the representative merge and \( A'' \) be the Schewe merge. Let \( q_0 \) be some starting state for the three runs \( \rho, \rho', \rho'' \) of the three automata on some word \( \alpha \). We claim that \( \rho' \) and \( \rho'' \) have the same acceptance status.
Let $K$ be the set of positions where $\rho''$ uses a transition that does not exist in $\rho'$. We can observe that for every equivalence class $\kappa$ of $\sim^\rho_C$, there is at most one $k_\kappa$ in $K$. If there would be two such positions $k_\kappa$ and $l_\kappa$, then $\rho''(l_\kappa - 1)$ would be reachable from $\rho''(k_\kappa)$ which contradicts the requirement for the redirection of that edge in the Schewe merge.

As $K = \{k_1, \ldots, k_n\}$ is finite, $\rho''$ eventually only uses transitions that are also present in $\rho'$. By induction on $i$, we can show that $\rho'(k_i + 1) \sim^\rho_C \rho''(k_i + 1)$, in particular for $i = n$. As $\sim^\rho_C$ implies language equivalence by assumption, that means $\rho'$ and $\rho''$ must have the same acceptance status.

\section{Delayed Simulation}

We adapt the notion of delayed simulation, which has been introduced for alternating parity automata in \cite{8}, to DPAs. In the special case of DPAs, the computation of delayed simulation becomes simpler, and it can directly be used for state space reduction, while alternating and nondeterministic automata require more restricted variants for this purpose \cite{8}.

\begin{definition} [adapted from \cite{8}] The delayed simulation equivalence relation is defined as $p \equiv_{de} q$ if and only if the following property holds for all $w \in \Sigma^*$: Let $p' = \delta^*(p, w)$ and $q' = \delta^*(q, w)$. Every run in the automaton that starts in $p'$ or $q'$ eventually sees a priority less than or equal to $\min\{c(p'), c(q')\}$.
\end{definition}

It is easy to see that $\equiv_{de}$ is a congruence relation that implies language equivalence. However, states that are $\equiv_{de}$-equivalent do in general not have the same priority. In order to correctly merge $\equiv_{de}$-equivalent states, one has to pick a representative of minimal priority from each class.

\begin{definition} The delayed simulation merge template is $\mu_{de} : C(\equiv_{de}) \rightarrow 2^Q$ with $\mu_{de}(\kappa) = \{q \in \kappa \mid c(q) = \min c(\kappa)\}$.
\end{definition}

\begin{theorem} A representative merge of a DPA $A$ w.r.t. $\mu_{de}$ is language equivalent to the original.
\end{theorem}

\begin{proof} Consider an input word $\alpha$, a run $\rho = q_0q_1 \cdots$ of $A$ on $\alpha$ from some state $q_0$, and the corresponding run $\rho'$ starting in the $\equiv_{de}$-class of $q_0$ of the DPA $A'$ obtained by a representative merge. Since the merge picks from each class a representative with smallest priority, it is clear that the priorities of states in $\rho'$ are at each position smaller than or equal to the priorities in $\rho$. If $\rho'$ visits a state of priority $k$, then $\rho$ visits a state of priority $k$ now or later, by definition of delayed simulation. Hence, the smallest priority that occurs infinitely often is the same in both runs.
\end{proof}

In \cite{8} it is shown that delayed simulation can be computed by solving a Büchi game. Since we consider the special case of deterministic automata, we instead obtain just a deterministic Büchi automaton for which one has to solve language universality in order to compute the delayed simulation equivalence. The automaton is obtained by a product construction for tracking two runs, and a third component that keeps track of the smallest priority that the second state still has to match (see Lemma 13 below).

\begin{definition} Define the deterministic Büchi automaton $G_{de} = (Q_{de}, \Sigma, \delta_{de}, F_{de})$ as
\begin{itemize}
  \item $Q_{de} = Q \times Q \times (c(Q) \cup \{\top\})$
  \item $\delta_{de}(p, q, a) = (p', q', \gamma(c(p'), c(q'), k))$, where $p' = \delta(p, a)$ and $q' = \delta(q, a)$
\end{itemize}
\end{definition}
with obligation function
\[
\gamma(i, j, k) = \begin{cases} 
\checkmark & \text{if } j \leq i \text{ and } j \leq k \\
\min_{\leq} \{i, k\} & \text{otherwise}
\end{cases}
\]
where \(0 \leq \leq 1 \leq \leq 2 \leq \leq \cdots \leq \checkmark\).

\[ F_{dc} = Q \times Q \times \{\checkmark\} \]

Now using this automaton, we can relate delayed simulation to the question of universal
language. A state is language universal if starting from it, every input word is accepted.

\[ \textbf{Lemma 13.} \text{ For two states } p \text{ and } q, \text{ let } q_{dc}^0(p, q) = (p, q, \gamma(c(p), c(q), \checkmark)). \text{ Then } p \equiv_{dc} q \text{ if and only if } q_{dc}^0(p, q) \text{ and } q_{dc}^0(q, p) \text{ are language universal states (all infinite words are accepted from these states in } G_{dc}.\]

\[ \textbf{Proof.} \text{ The run from } q_{dc}^0(p, q) \text{ in } G_{dc} \text{ consists of the two runs from } p \text{ and } q \text{ in the original DPA } A, \text{ and the “obligations” in the third component. This obligation is the smallest number } k \text{ such that the run from } p \text{ has seen priority } k, \text{ and the run from } q \text{ has since then not seen a priority } \leq k. \text{ The obligation is } \checkmark \text{ if no such number } k \text{ exists. If the obligation becomes } \checkmark \text{ infinitely often, then for all priorities } k \text{ seen in the run from } p \text{ at some position } i, \text{ the run from } q \text{ visits a priority } \leq k \text{ at position } i \text{ or later. With this observation, it follows that the condition from the lemma captures the definition of delayed simulation. \(\checkmark\)} \]

\[ \textbf{Theorem 14.} \mu_{dc} \text{ can be computed in } O(|Q|^2 \cdot |c(Q)|). \]

\[ \textbf{Proof.} \text{ Assuming that we can compute } \equiv_{dc} \text{ in a suitable data structure in the described time, building } \mu_{dc} \text{ from that is rather trivial. To see how we compute } \equiv_{dc}, \text{ observe that the size of } G_{dc} \text{ is } O(|Q|^2 \cdot |c(Q)|). \text{ The set of language universal states in a DBA can be computed in linear time: we are looking for loops in the subgraph that only consists of the non-accepting states. Then, every state from which such a loop is reachable is not language universal. These operations can all be done in linear time with classic graph algorithms such as depth first search. \(\checkmark\)} \]

### 4 Path Refinement

In this section, we present our first new technique, which we call path refinement. It starts
from a given congruence relation \(\sim\) on the state space that implies language equivalence.
For path refinement, we pick one congruence class \(\lambda\) of \(\sim\). We then define an equivalence
relation only on the states of \(\lambda\), and merge the states in the corresponding equivalence
classes. For defining the equivalence relation of path refinement, we consider the set \(L_{\lambda \sim}\)
of non-empty finite words that, starting in a state in \(\lambda\) lead the DPA back to \(\lambda\) without an
intermediate visit to \(\lambda\) (note that the precise starting state inside \(\lambda\) does not matter because
\(\sim\) is a congruence):

\[
L_{\lambda \sim} := \{ w = a_1 \cdots a_n \in \Sigma^+ \mid \text{ for all (or equivalently some) } q \in \lambda: \delta^*(q, w) \in \lambda, \text{ and } \delta^*(q, a_1 \cdots a_i) \notin \lambda \text{ for all } 1 \leq i < n\}.
\]

Based on this language, we define the equivalence relation as follows.

\[ \textbf{Definition 15.} \text{ Let } \sim \text{ be a congruence relation that implies language equivalence, and let } \lambda \in \mathcal{C}(\sim) \text{ be an equivalence class. We define a relation } R_{\lambda} \text{ on } \lambda \text{ as } (p, q) \in R_{\lambda} \text{ if and only if for all } w \in L_{\lambda \sim}, \text{ the smallest priority seen on the path induced by } w \text{ is the same starting from } p \text{ and from } q. \]

\[\textbf{C. Löding and A. Tollkötter 27:7 CS2020}\]
We define path refinement equivalence \( \equiv_{PR}^\lambda \) on \( \lambda \) as the largest subset of \( R_\lambda \) such that \( p \equiv_{PR}^\lambda q \) if and only if for all \( w \in L_{\lambda^\ast} \), \( \delta^\ast(p, w) \equiv_{PR}^\lambda \delta^\ast(q, w) \).

As an example, consider the DPA shown in Figure 1. For the relation \( \sim \), we use exact language equivalence between states. In this case, the language equivalent states are \( \{q_0, q_1\} \) and \( \{q_2, q_3\} \). They are separated, e.g., by the word \( a^\omega \). We choose \( \lambda = \{q_0, q_1\} \).

The set \( L_{\lambda^\ast} \) is described by the regular expression \( a + c + b(a + b)^\ast c \); reading any of these words from either \( q_0 \) or \( q_1 \) will take the DPA back to \( \lambda \) again.

Since \( q_0, q_1 \) both have the lowest priority 0, on every path for a word in \( L_{\lambda^\ast} \), the lowest priority that is seen is 0. Hence, \( q_0 \equiv_{PR}^\lambda q_1 \).

As for delayed simulation, the corresponding merger template defines for each class the states with smallest priority as candidates:

\[ \text{Definition 16. The path refinement merger template is } \mu_{PR}^\lambda : \mathcal{C}(\equiv_{PR}^\lambda) \rightarrow 2^Q \text{ with } \mu_{PR}^\lambda(\kappa) = \{q \in \kappa \mid c(q) = \min c(\kappa)\}. \]

Going back to the example, the merger template would assign \( \mu_{PR}^\lambda(\{q_0, q_1\}) = \{q_0, q_1\} \).

The representative merge for the candidate \( q_0 \) is shown in Figure 2.

Path refinement thus is able to remove one state from the automaton. In contrast, no two different states are in the delayed simulation equivalence relation.

One can check that this automaton is equivalent to the original DPA. The fact that this is true in general, is captured by the following theorem.

\[ \text{Theorem 17. A representative merge of a DPA } \mathcal{A} \text{ w.r.t. } \mu_{PR}^\lambda \text{ is language equivalent to the original.} \]

\[ \text{Proof. Let } \mathcal{A}' \text{ be the representative merge. Assume there is a starting state } q_0 \in Q' \text{ and a word } \alpha \text{ such that the acceptance of the runs } \rho \text{ (of } \mathcal{A} \text{ starting in } q_0 \text{) and } \rho' \text{ (of } \mathcal{A}' \text{ starting in } q_0 \text{) differs. We will bring this assumption to a contradiction.} \]

First, note that at every position \( i \), \( \rho(i) \) and \( \rho'(i) \) must be \( \sim \)-equivalent, as \( \sim \) is a congruence relation. If in these runs, \( \lambda \) is visited only finitely often, there is a position \( j \) at which it is visited for the last time. Then from \( j \) on, \( \rho' \) only uses transitions that also exist in the original DPA \( \mathcal{A} \). As \( \rho(j) \sim \rho'(j) \), they must be language equivalent and therefore have the same acceptance status. This contradicts the assumption.

Otherwise, \( \lambda \) is visited infinitely often. However, for two consecutive positions \( k \) and \( k' \) at which \( \lambda \) is seen, we can show that the smallest priorities in \( c(\rho(k)), \ldots, c(\rho(k')) \) and \( c'(\rho'(k)), \ldots, c'(\rho'(k')) \) are the same. Then, it easily follows that the entire runs share the same smallest priority that is seen infinitely often.

To observe that the two run segments see the same minimal priority, first observe that \( \rho(k) \equiv_{PR}^\lambda \rho'(k) \) by induction on \( k \). If \( k \) is the first position at which \( \lambda \) is visited, then \( \rho'(k) \)
is the representative of the equivalence class of $\rho(k)$ and therefore $\equiv_{PR}^\lambda$-equivalent to $\rho(k)$. Then, by definition of the path refinement equivalence, the same holds for $k'$ and therefore all following positions.

Now that we have established $\rho(k) \equiv_{PR}^\lambda \rho'(k)$, it follows directly from the definition of $R_\lambda$ that the smallest priorities in $c(\rho(k)), \ldots, c(\rho(k'))$ and $c'(\rho(k)), \ldots, c'(\rho'(k'))$ are equal. ▶

We now turn to the question how to compute $\equiv_{PR}^\lambda$ efficiently. In the naive approach, one can build a product automaton similar to the one for delayed simulation, in which the third component tracks the smallest priority so far and the component it was seen in. Then, at every visit to $\lambda$, the tracked values need to coincide. An algorithm based on such a product would have a complexity that is at least quadratic in the state space.

Instead, we build a Moore automaton of size $|Q| \cdot |c(Q)|$ that tracks only for single states the smallest priority seen on paths from $\lambda$ back to $\lambda$. Moore equivalence in this automaton then corresponds to $\equiv_{PR}^\lambda$.

\begin{definition}
\label{definition:visit}
Define the Moore automaton $A_{visit} = (Q_{visit}^\lambda, \Sigma, \delta_{visit}^\lambda, f_{visit}^\lambda)$ by
\begin{align*}
Q_{visit}^\lambda &= Q \times (\bitset{c(Q)} \cup \{\perp\}) \\
\delta_{visit}^\lambda((q, k), a) &= \begin{cases} 
(q',\min\{c(q), c(q')\}) & \text{if } q \in \lambda \\
(q',\min\{k, c(q')\}) & \text{if } q \notin \lambda,
\end{cases} \text{ where } q' = \delta(q, a) \\
f_{visit}^\lambda((q, k)) &= \begin{cases} 
k & \text{if } q \in \lambda \\
\perp & \text{if } q \notin \lambda
\end{cases}
\end{align*}
\end{definition}

\begin{lemma}
\label{lemma:visit}
For a state $q \in Q$, let $\tau_q = (q, \max c(Q)) \in Q_{visit}^\lambda$. Then, for all states $p$ and $q$, it holds that $p \equiv_{PR}^\lambda q$ if and only if $\tau_p \equiv M \tau_q$.
\end{lemma}

\begin{proof}
Our first observation is that for any state $p \in \lambda$, reading some $w \in L_{\lambda \leftarrow}$ from $(p, k)$ ends in $(q, k')$, where $k'$ is the smallest priority that occurs on the run segment.

If $p \equiv_{PR}^\lambda q$, then there is a $w \in L_{\lambda \leftarrow}$ such that either the smallest priority when reading $w$ from $p$ and $q$ differs, or reading $w$ moves to non-PR-equivalent states. If the former is true, then reading $w$ from $\tau_p$ and $\tau_q$ brings the visit graph to states with different priorities and therefore $\tau_p \not\equiv_M \tau_q$. If the former is false and the latter is true, then one has to repeatedly apply this argument until at some point a state pair is reached at which the first case is violated. This must happen eventually, as $\equiv_{PR}^\lambda$ is defined as the largest subset satisfying its conditions.

For the other direction, if $\tau_p \not\equiv_M \tau_q$, there must be a $w \in \Sigma^*$ such that the priority differs when reading $w$ from $\tau_p$ and $\tau_q$. As all states not in $\lambda$ have the same output $\perp$, we can split $w = v_1 \ldots v_n$ such that all $v_i$ are words in $L_{\lambda \leftarrow}$. Then, on the last segment, reading $v_n$ sees different minimal priorities from the initial states, and therefore $p$ and $q$ cannot be PR-equivalent. ▶

\begin{theorem}
$\equiv_{PR}^\lambda$ can be computed in $O(|Q| \cdot |c(Q)| \cdot \log |Q|)$.
\end{theorem}

\begin{proof}
Moore equivalence for automata with $n$ states can be computed in time $O(n \log n)$ [9]. The number of states of $A_{visit}$ is in $O(|Q| \cdot |c(Q)|)$. As $|c(Q)|$ is always at most $|Q|$, this gives us the desired complexity. ▶
\end{proof}

\section{Threshold Moore}

Similar to Section 4, we again start from an equivalence relation $\sim$ on the state set $Q$ of the DPA that implies language equivalence. In this section, $\sim$ does not have to be a congruence relation. We then intersect $\sim$ with a weakened version of Moore equivalence, and show that states that are equivalent in this intersection can be merged.
Definition 21. For a priority $k$, we define the threshold Moore equivalence relation as $p \equiv_{TM}^k q$ if and only if for all finite words $w$, $\delta^*(p, w) \equiv \delta^*(q, w)$ with both priorities are greater than $k$.

Let $\sim$ be an equivalence relation that implies language equivalence. We define the TM equivalence relation as $p \equiv_{TM}^\sim q$ if and only if $p \sim q$, $c(p) = c(q)$, and $p \equiv_{TM}^{\leq c(p)} q$.

Note that for each $k$, the relation $\equiv_{TM}^k$ is a congruence but, in general, $\equiv_{TM}$ is not a congruence, even if $\sim$ is (as can be seen in the example below).

Figure 3 shows a DPA on which we want to illustrate the reduction process. For $\sim$, we use exact language equivalence again. In this example, all four states are equivalent, as all accept the language $L_A$. Furthermore, if $\sim$ is not a congruence relation.

The threshold Moore relation depends on the choice for parameter $k$. For $k = 0$, all four states are equivalent because all states have priority greater than $0$. For $k = 1$, there are three equivalence classes, $\{q_0, q_1\}$, $\{q_2\}$, and $\{q_3\}$. For $k > 1$, the relation becomes the same as $\equiv_M$ and all states are separated. These observations together imply that $q_0 \equiv_{TM}^\sim q_1$, and these are the only states that are equivalent w.r.t. $\equiv_{TM}^\sim$. Therefore, $\equiv_{TM}^\sim$ is not a congruence because, for example, $\delta(q_0, a) = q_2$ and $\delta(q_1, a) = q_3$.

The merger template for TM relation simply merges classes of $\equiv_{TM}^\sim$. Note that this is not, however, a quotient automaton, as $\equiv_{TM}^\sim$ is in general not a congruence relation.

Definition 22. We define the TM merger template $\mu_{TM}^\sim : \mathcal{C}(\equiv_{TM}^\sim) \to 2^q$ as $\mu_{TM}^\sim(\kappa) = \kappa$.

Continuing the example, the representative merge with the candidate $q_0$ for the class $\{q_0, q_1\}$, results in the automaton shown in Figure 4.

No distinct states are delayed simulation equivalent in this example. Furthermore, for the only $\sim$-class $\lambda = \{q_0, q_1, q_2, q_3\}$, one can check that no two distinct states are $\equiv_{TM}^\sim$-equivalent.

Lemma 23. Let $A$ be a DPA and let $A'$ be a representative merge w.r.t. a single equivalence class $\kappa \in \mathcal{C}(\mu_{TM}^\sim)$. Then $L(A, q) = L(A', q)$ for all states $q$ of $A'$. Furthermore, if $k$ is the priority of the states in $\kappa$, then for all states $p, q$ of $A'$ with $k \geq c(p), c(q)$, we have $p \equiv_{TM}^{\leq k} q$ in $A$ if, and only if, $p \equiv_{TM}^{\leq k} q$ in $A'$.

Proof. We focus on the language equivalence first. Let $\rho$ and $\rho'$ be the runs of the two automata on some word $\alpha$ starting in $q$. We show that these two runs have the same acceptance status.

Note that all states in $\rho'$ are also states of $A$. Since $\equiv_L$ is a congruence relation and only language equivalent states are merged, we have that $\rho(i) \equiv_L \rho'(i)$ in $A$ for all positions $i$. The same is true for $\equiv_{TM}^{\leq k}$.
If $\rho$ visits infinitely many states of priority at most $k$, then the two runs see the same smallest priority $l < k$ infinitely often, as $c(\rho(i)) = l$ if and only if $c'(\rho'(i)) = l$. Thus, they must have the same acceptance status.

If $c(p)$ only visits finitely many states of priority at most $k$, then from some point $j$ on in $\rho'$, only transitions that also exist in $\mathcal{A}$ are taken. As $\rho(j) \equiv_L \rho'(j)$ in $\mathcal{A}$, we obtain that the two runs have the same acceptance status.

Regarding the second claim of the lemma, let $p, q$ be states with $k \geq c(p), c(q)$ such that $p, q$ are $\equiv_M^{\leq k}$-equivalent in $\mathcal{A}$. Let $\alpha \in \Sigma^*$, and consider the runs $\rho, \pi$ of $\mathcal{A}$ on $\alpha$ from $p, q$, as well as the run $\pi'$, $\rho'$ of $\mathcal{A}'$ on $\alpha$ starting in $p, q$.

As $\equiv_M^{\leq k}$ is a congruence relation, $\rho(i) \equiv_M^{\leq k} \rho'(i)$ and $\pi(i) \equiv_M^{\leq k} \pi'(i)$ in $\mathcal{A}$ for all positions $i$. Furthermore, since $p$ and $q$ are $\equiv_M^{\leq k}$-equivalent in $\mathcal{A}$, also $\rho(i) \equiv_M^{\leq k} \pi(i)$ in $\mathcal{A}$ for all $i$. This implies that $\rho'(i) \equiv_M^{\leq k} \pi'(i)$ in $\mathcal{A}$ for all $i$.

Therefore, at the positions at which one of $\rho'$ and $\pi'$ visits a priority $\leq k$, the other run visits the same priority. Hence, $p, q$ are $\equiv_M^{\leq k}$-equivalent in $\mathcal{A}'$.

**Theorem 24.** A representative merge of a DPA w.r.t. $\mu_{\tilde{T}_M}$ is language equivalent to the original.

**Proof.** Let $\kappa_1, \ldots, \kappa_m$ be an enumeration of the equivalence classes in $\mu_{\tilde{T}_M}$ sorted by descending priority. By Lemma 23, merging the states in $\kappa_i$ will not change the equivalence classes $\kappa_{i+1}, \ldots, \kappa_m$. It is therefore a language preserving operation to merge all equivalence classes in the given order. The resulting automaton is the same as a representative merge w.r.t. $\mu_{\tilde{T}_M}$.

The computation of $\mu_{\tilde{T}_M}$ is rather straightforward.

**Theorem 25.** For a given $\sim$ in a suitable data structure, $\mu_{\tilde{T}_M}$ can be computed in time $O(|Q| \cdot |c(Q)| \cdot \log |Q|)$.

**Proof.** Assuming that $\equiv_{\tilde{T}_M}$ is known, computing $\mu_{\tilde{T}_M}$ is easy. For obtaining $\equiv_{\tilde{T}_M}$, one needs the relations $\equiv_M^{\leq k}$. For each $k$, this can be computed with just a slight adaption of usual algorithms for Moore equivalence in time $O(|Q| \cdot \log |Q|)$. This needs to be done for every $k$, so $|c(Q)|$ times.

6 Labeled SCC Filter

The labeled SCC filter technique (LSF) is also based on the threshold Moore equivalence from Definition 21. While in Section 5 only states of priority $k$ could be merged based on $\equiv_M^{\leq k}$, we now consider states that are $\equiv_M^{\leq k}$-equivalent, have priority greater than $k$, and are in different SCCs after removing all states with priority $\leq k$. We then keep from each equivalence class only those states that are in a “deepest” SCC in this restricted automaton, in the sense that no other SCCs are reachable from it.

For that purpose, let $\mathcal{A} \upharpoonright^{< k}$ be the restriction of $\mathcal{A}$ to states with priority greater than $k$. Furthermore, we let $\preceq_k$ be a total preorder on the states in $\mathcal{A} \upharpoonright^{< k}$ that extends the reachability preorder. More formally, if $q$ is reachable from $p$ in $\mathcal{A} \upharpoonright^{< k}$, then $p \preceq_k q$; on the other hand, if $q$ is not reachable from $p$, then either $p \prec_k q$ or $q \prec_k p$.

In other words, $\preceq_k$ is a preorder whose equivalence classes are exactly the SCCs in $\mathcal{A} \upharpoonright^{< k}$ and which is compatible with a topological sorting of the states.

**Definition 26.** Let $k \geq -1$ and let $\sim$ be an equivalence relation that implies language equivalence. We define the LSF equivalence relation $\equiv_{LSP}^{LSCP}$ such that two states $p$ and $q$ are equivalent if and only if
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Consider the DPA shown in Figure 5. As \(\sim\), we use language equivalence as in the previous examples. All five states are language equivalent. We choose \(k = 0\). Since \(\sim\) has only one class, \(\equiv_{L,\sim}^{0}\) is the same as the threshold Moore relation for \(k = 0\), which consists of the two equivalence classes \(\{q_0\}\) and \(\{q_1, q_2, q_3, q_4\}\), separated by the empty word.

The LSF merger template selects for each equivalence class the maximal elements w.r.t. \(\preceq_{k}\) as candidates. Formally, we also need to treat the states with priority \(\leq k\), each of which forms its own singleton equivalence class.

**Definition 27.** For each equivalence class \(\kappa\) of \(\equiv_{L,\sim}^{k}\): if \(\kappa = \{q\}\) for \(c(q) \leq k\), then \(M^{k}_{\kappa} = C^{k}_{\kappa} = \{q\}\), and otherwise let

\[
C^{k}_{\kappa} = \{r \in \kappa | p \preceq_{k} r \text{ for all } p \in \kappa\} \text{ and } M^{k}_{\kappa} = \kappa \setminus C^{k}_{\kappa}.
\]

Define the LSF merger template by \(\mu^{k}_{L,\sim}(M^{k}_{\kappa}) = C^{k}_{\kappa}\) for each equivalence class \(\kappa\) of \(\equiv_{L,\sim}^{k}\).

We continue our example from before with the class \(\kappa = \{q_1, q_2, q_3, q_4\}\). Keeping only the states with priority greater than 0, i.e. removing \(q_0\) from the automaton, breaks it into the two SCCs \(\{q_1, q_2\}\) and \(\{q_3, q_4\}\). There is a transition from \(q_2\) to \(q_4\), so the relation \(\preceq_{0}\) is given by \(\{q_1, q_2\} \sim_{0} \{q_3, q_4\}\).

The merger template therefore assigns \(\rho^{0}_{L,\sim}(\{q_1, q_2\}) = \{q_3, q_4\}\). Deciding on \(q_3\) as the representative, the resulting automaton after the merge is displayed in Figure 6.

None of the previous reduction algorithms, that is, delayed simulation, path refinement based on \(\sim\), or threshold Moore are able to remove a state from the original automaton.

**Lemma 28.** Let \(\mathcal{A}\) be a DPA and let \(\mathcal{A}'\) be a representative merge w.r.t. a single equivalence class \(\kappa \in \mathcal{E}(\mu^{k}_{L,\sim})\). Then, \(L(\mathcal{A}, q) = L(\mathcal{A}', q)\) for all states \(q\) of \(\mathcal{A}'\). Furthermore, for all states \(p, q\) of \(\mathcal{A}'\), we have \(p \equiv_{L,\sim}^{k}\) \(q\) in \(\mathcal{A}\) if, and only if, \(p \equiv_{L,\sim}^{k}\) \(q\) in \(\mathcal{A}'\).

**Proof.** Let \(\rho\) and \(\rho'\) be the runs of the two automata on some word \(\alpha\) starting in \(q\). We show that these two runs have the same acceptance status. Since, by definition, \(\equiv_{L,\sim}^{k} \subseteq \equiv_{L}\), and \(\equiv_{L,\sim}^{k} \subseteq \equiv_{M}^{k}\), we have that \(\rho(i) \equiv_{L} \rho'(i)\) and \(\rho(i) \equiv_{L}^{k} \rho'(i)\) in \(\mathcal{A}\) for all positions \(i\) (because \(\equiv_{L}\) and \(\equiv_{M}^{k}\) are congruences). The definition of \(\equiv_{M}^{k}\) implies that both runs visit priorities \(\leq k\) at the same positions. If infinitely many such priorities \(\leq k\) are visited, this implies that both runs have the same acceptance status. If finitely many priorities \(\leq k\) are visited,
note that between two transitions in $A'$ that are not in $A$, there has to be a priority $\leq k$ by definition of the merger template. Hence, in this case, $\rho'$ uses only finitely many transitions that are not in $A$. Let $j$ be some position such that $\rho'$ after $j$ only uses transitions that also exist in $A$. Since $\rho(j) \equiv_L \rho'(j)$, as noted earlier, we obtain that $\rho$ and $\rho'$ have the same acceptance status.

Concerning the second statement, let $p, q$ be states of $A'$ with $p \equiv_{LSF}^k q$ in $A$. We show that $p \equiv_{LSF}^k q$ in $A'$ by proving $p \equiv_M^k q$ and $p \equiv_L q$ in $A'$. Note that $\sim$ in $A'$ is just the restriction of $\sim$ to the state set of $A'$, so showing $p \equiv_L q$ in $A'$ also implies that $p \sim q$.

Let $\alpha$ be an infinite word, and let $\pi, \pi'$ be the runs of $A, A'$ on $\alpha$ starting in $p$, and $\rho, \rho'$ be the runs of $A, A'$ on $\alpha$ starting in $q$. As explained above, we have $\pi(i) \equiv_M^k \pi'(i)$ and $\rho(i) \equiv_M^k \rho'(i)$ in $A$ for all $i$. Furthermore, $p \equiv_{LSF}^k q$ in $A$ implies that also $\pi(i) \equiv_M^k \rho(i)$ in $A$ for all $i$. By transitivity, we obtain that $\pi'(i) \equiv_M^k \rho'(i)$ in $A$. In particular, $\pi'$ and $\rho'$ are at the same time in states of priority $\leq k$. Since $\alpha$ was picked arbitrarily, we conclude that $p \equiv_{LSF}^k q$ in $A'$.

For showing $p \equiv_L q$ in $A'$, note that we have shown above (for the first claim of the lemma) that from $p$ the same words are accepted in $A$ and $A'$, and from $q$ the same words are accepted in $A$ and $A'$. Since $p \equiv_L q$ in $A$, we can conclude that also $p \equiv_L q$ in $A'$.

**Theorem 29.** A representative merge of a DPA w.r.t. $\mu_{LSF}^{k,\sim}$ is language equivalent to the original.

**Proof.** Let $\kappa_1, \ldots, \kappa_m$ be an enumeration of the equivalence classes of $\equiv_{LSF}^{k,\sim}$. When merging $M^k_{\kappa_i}$ into $C^k_{\kappa_i}$, the language is preserved and the equivalence classes $\kappa_{i+1}, \ldots, \kappa_m$ do not change by Lemma 28. Also the candidate sets $C^{\sim}_k$, themselves do not change, so we can safely merge all $M^k_{\kappa_i}$ into $C^k_{\kappa_i}$. This is the same operation as performed by the merger template.

Computation of the LSF merger consists of computing the threshold Moore equivalence and a reachability analysis in the restricted graph.

**Theorem 30.** For a given $\sim$ in a suitable data structure, $\mu_{LSF}^{k,\sim}$ can be computed in time $O(|Q| \cdot \log |Q|)$.

**Proof.** $\sim$ is already given and $\equiv_{LSF}^{k,\sim}$ can be computed in $O(|Q| \cdot \log |Q|)$. Building $\equiv_{LSF}^{k,\sim}$ is an easy linear time intersection operation.

The second step to building $\mu_{LSF}^{k,\sim}$ is to compute $C^k_{\sim}$ for each $\kappa$. For that, it suffices to find the order $\leq_k$ and then select all the maximal elements from each equivalence class. This order can be computed by a topological sorting on the SCCs of $|s_k|$ which one can construct in linear time.

### 7 Experimental Data

All algorithms that have been presented in Sections 3–6 were also implemented by us in C++ in order to evaluate them on larger examples. The test data set consisted of roughly 100 automata that were constructed from LTL specifications of the Reactive Synthesis Competition (SYNTCOMP) [10].

The automata were constructed by translating the given LTL formulas into nondeterministic Büchi automata using the Spot tool ([4]), followed by a conversion to a DPA using nbautils ([14]). During the generation of these DPAs, several techniques for state reduction are already applied, such as minimizing the number of priorities according to [3], and then minimizing the DPA as Moore automata.
The sizes of the testing automata range from 9 to 3575 states with a median of 48 and an average of 202; the size of the alphabet $\Sigma$ ranges from 4 to 2048 symbols with a median of 16. There are three or four different priorities in most of the automata.

The techniques presented in Sections 4–6 require a given equivalence relation $\sim$ that implies language equivalence. Although language equivalence of states in DPAs can be computed in polynomial time, the space and time complexity of the algorithm is in $O(|Q|^2|c(Q)|^2)$, which turns out to be too high for the larger examples. Instead, we use a relation $\sim$ that can be produced as a side-effect of the determinization construction, as explained in the following.

Determinization constructions for Büchi automata, like the Safra construction [16, 15], are refinements of the standard subset construction for NFAs. The set of states that could have been reached in the NBA is tracked in combination with additional information on visits to accepting states. So there are, in general, many states of the constructed DPA that correspond to the same set $S$ of Büchi states. All these states in the DPA that correspond to the same set $S$ are language equivalent, because from all of them precisely those words are accepted that are accepted by the Büchi automaton from one of the states in $S$. Therefore, the relation $\sim$ defined for states $p, q$ of the DPA by $p \sim q$ iff $p$ and $q$ correspond to the same set $S$ of Büchi states, is a congruence relation that implies language equivalence. It can therefore be used in the algorithms from Sections 4–6, and is obtained “for free” from the determinization construction.
Figure 7 shows a histogram of overall reduction that was achieved in our experiments. As the generated DPAs can reach sizes of more than 1000, the low complexity of the new techniques was very important. To obtain the histogram, all reduction techniques were applied in succession, with the exception of delayed simulation which proved to be too difficult for the largest automata with its quadratic complexity in both space and time.

The histogram shows a reduction between 14 and 34% of the states in most cases. Individually, the two approaches showing most reduction were path refinement (Section 4) and LSF (Section 6), both of which are analyzed in Figures 8 and 9.

Apart from these tests, we had our reduction also run on DPAs that were determinized from randomly constructed NBAs. The results are rather similar to those shown here and confirm our analysis. In addition to path refinement and LSF, also delayed simulation showed great potential on automata small enough. We consider automata from actual specifications to be of more relevance though, which is why we focus on the SYNTCOMP set here.

8 Conclusion

We have proposed three new ways of reducing the state space of DPAs, and analyzed the known technique of delayed simulation from [6, 8] in the context of DPAs. For obtaining a uniform way of describing the methods, we have introduced the notion of merger template, in order to capture different types of merge operations.

The equivalence relations on which our reduction techniques are based can all be computed very efficiently. Our experiments show that the new methods can further reduce the state space of DPAs that have been obtained by determinizing Büchi automata, and that have already been reduced with known techniques.

We therefore believe that the proposed methods provide interesting tools to be used as post-processing after determinization constructions that produce DPAs. Since other acceptance conditions, like Rabin or Streett automata, are also commonly used in algorithms, a possible topic for future research would be to see if and how our methods can be adapted to these conditions.
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