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Abstract
The Minimum Convex Partition problem (MCP) is a problem in which a point-set is used as the vertices for a planar subdivision, whose number of edges is to be minimized. In this planar subdivision, the outer face is the convex hull of the point-set, and the interior faces are convex. In this paper, we discuss and implement the approach to this problem using randomized local search, and different initialization techniques based on maximizing collinearity. We also solve small instances optimally using a SAT formulation. We explored this as part of the 2020 Computational Geometry Challenge, where we placed first as Team UBC.
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1 Introduction

For a point set \( P \), a convex partition is a planar subdivision with vertex set \( P \), including all the edges of the convex hull of \( P \), such that all interior faces are convex. In the Minimum Convex Partition problem, the number of edges, or equivalently the number of faces, in a convex partition of \( P \) is minimized. When collinear points are allowed, this problem has been shown to be NP-hard [5].

One example of convex partitions is the family of triangulations. In fact this is the family of maximum convex partitions, so all other convex partitions can be compared to triangulations. We can also further conclude that any convex partition is a subset of some triangulation.

In this paper, we explore practical solutions to this problem, in the case of collinear points being allowed, and points having integer coordinates. We explored this during the 2020 Computational Geometry Challenge (CG:SHOP 2020), which was made to encourage the exploration of this problem [4]. We placed first in the challenge as Team UBC, and our experimental results in this paper are based on the instances provided.
We begin by briefly describing a simple constraint solving approach for small instances. We then discuss the details of a randomized local search approach. The details are divided into search operations, initialization techniques, and finally metaheuristics. Finally, we will discuss our experimental testing and results.

2 Algorithmic methods

2.1 Approaches for the Small Instances

We quickly solved the smallest instances (with $\leq 50$ points) with a simple SAT formulation: For every pair of points in a point-set, create a variable representing whether the corresponding edge is enabled, i.e. it appears in the convex partition. In a convex partition, each interior vertex has what we refer to as the standard convexity constraint: For each edge coming into the vertex, and adjacent face, there should be another edge leaving the vertex touching the same face, such that the interior angle of the face at that vertex is at most 180 degrees. We can add this convexity constraint to the SAT formulation: For every enabled edge adjacent to an interior vertex, require that at least one of the edges within a 180 degree window in each direction is also enabled. Additionally, require that each vertex has degree at least 2, and that all convex hull edges are enabled. In addition to the encoded convexity constraint, we also require that for every two edges that intersect, at least one edge is disabled. Lastly, disable any edge that intersects a point in the point-set. The size of this formulation is $O(n^4)$ for a point-set with $n$ vertices. The number of enabled edges in this formulation can be minimized using a MaxSAT solver. We used the MaxSAT solver UWrMaxSAT [2].

We also attempted a formulation with the geometry tools in MonoSAT [3], although it was not efficient enough to solve any instances.

2.2 Randomized local search

The main approach we used was a simple greedy local search starting from a valid convex partition. The search was designed for iterations to be as fast as possible. An edge that can be removed while preserving the convexity of its bordering faces is greedily removed. The removed edge is selected uniformly at random among all edges that can be removed. If no edge can be removed, a random edge is selected for a rotation. A rotation of an edge $(u,v)$ around the point $u$ can be performed when the edge is required to satisfy the vertex convexity constraint at $u$ but not necessarily at $v$. This edge is removed and replaced with an edge $(u,a)$ or $(u,b)$ if these do not violate the convexity constraints at $u$ (where $a$ and $b$ are the points adjacent to $v$ on the same face as $u$). The direction of rotation is chosen at random. An edge for which this operation can be performed without violating the vertex convexity constraint is called rotatable.

2.3 Fast operations for high number of iterations

For this randomized local search strategy to be successful, we needed to be able to run many iterations quickly.

At each iteration, we sample at random a half-edge (an edge and a pivot vertex) that is rotatable in one or both directions. To sample valid edges quickly, we maintain a list of rotatable half-edges. After each rotation of an edge or deletion of an edge, we only change the rotation status of the neighbouring edges (sharing both a vertex and a face) of the rotation or deletion. This is because this operation only changes the local angular properties of the edges that are adjacent to the rotatable edge on the two faces that the edge was on.
We managed to do an average of 20000 iterations per second on large instances. In our implementation, one iteration took $O(\log n)$ operations. It could have been written in expected $O(1)$ operations per iteration by making use of the expected (and practically) low degree of each vertex, but we did not explore this during the competition.

2.4 Initialization

The local search strategy we employed is fairly sensitive to initialization and to the random choices that were made. To mitigate this, we spent some effort finding different initializations. We found that the best solutions for most instances were obtained by starting the local search from the Delaunay triangulation.

The second set of instances included dense point sets in a small grid, and had a large number of collinear points. With collinear points, it is possible to obtain convex partitions with a large number of degree two vertices that have edges on opposite sides, which is what we did. To do well on these instances we joined all vertices with the same $x$-coordinate in a chain. For the top and bottom ends of each chain we joined them with an algorithm similar to the monotone chain algorithm [1] for convex hulls where we add every edge the monotone chain algorithm considers to create a valid convex partition. Figure 2(a) is an example of such an instance.

We also generalized this to arbitrary slopes, by rotating the points before running the monotone chain subroutine. 2(b) and (c) are examples of this. We call this majorization with respect to a slope. We tried to initialize the local search with majorized initializations using commonly occuring slopes we found by sampling random pairs of points. However these other initializations did not improve our results.

2.5 Metaheuristics

To mitigate the sensitivity of the solver to the random choices it makes, we restarted an instance from a randomly chosen initial configuration if the objective value of the solution did not improve for $8n \log^2 n$ iterations, where $n$ is the number of points in the instance. We chose a value that was $\Omega(n \log^2 n)$ to ensure that every edge would be moved at least once with high probability, as we sample the $O(n)$ rotatable half-edges with uniform probability.
3 Practical computation

3.1 Computational environment

We performed computations on one of the shared UBC undergrad CS servers, which has two 32-core Intel Xeon E5-2698 v3 CPUs running at 2.30 GHz. After some initial testing of the algorithm, we ran the local search continuously on all instances for about 16 days, for a total of approximately 2.8 years of CPU time.

3.2 Experimental results

We tested our implementations using the instances provided for CG:SHOP 2020. Here we provide some analysis on the following groups of instances:
- **euro-night** and **us-night**: Randomly sampled points from an illumination map of Europe/the US at night.
- **uniform**: Uniformly randomly generated points.
- **rop**: Instances with many orthogonally collinear points in a bounded grid.

For each convex partition of an instance, a score can be computed according to the following formula:

\[
\text{score} = \frac{\text{number of edges in convex partition}}{\text{number of edges in triangulation}}
\]

As was mentioned in the introduction, the number of edges in the triangulation is maximum, so the score will be a value between 0 and 1. Smaller scores are better.
3.3 Performance on small instances

All the instances up to size 100 were run using the MaxSAT solver UWrMaxSAT [2], which allows the instances to be solved optimally. The largest instance to be completely solved within a 600 second time limit had 45 points. Most of the instances with at most 45 points completed in under a second. During the contest, there was no strict time limit for the MaxSAT solver, and a total of 70 instances were solved optimally with the SAT formulation before they were later matched by our local search methods. The largest of these had 100 points.

Our local search methods eventually matched the answers we obtained from running MaxSAT. The longest any of these took to match the answers was 65142 iterations, with 20 restarts. Most took under a second and less than 20000 iterations, and used no restarts.

3.4 Performance on uniform instances
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**Figure 3** Performance of our algorithm with different initializations on the instance `euro-night-0100000`. Both lines depict 1 minute of runtime of our implementation. The red x-mark denotes our final score on the instance.

Uniform point sets should approximate general position point sets. For general position point sets it can be shown with Euler’s characteristic that the maximum score achievable is asymptotically $\frac{1}{2}$. On large point sets, we are approaching this limit.

3.5 Performance on rop

We were able to achieve much better performance on rop instances by first horizontally or vertically majorizing the instance as initialization to the randomized local search. This took advantage of the many collinear points in the instance, as most of them had very small ranges of x and y coordinates.
3.6 Improved performance on large euro-night and us-night

We obtained better scores on large euro-night and us-night instances than on large uniform instances by initializing our randomized local search with horizontal majorization. This can be seen in Figure 5. This is an artifact of how the test data for the contest was created: The uniform instances have coordinates sampled from the range $[0, 6000000]$. However, the us-night and euro-night instances have coordinates in much smaller ranges: The us-night-0100000 instance has $y$ coordinates in the range $[0, 76956]$, and $x$ coordinates in the range $[4, 136766]$, while the largest euro-night instance of 100000 points has $y$ coordinates in the range $[0, 57598]$, and $x$ coordinates in the range $[8, 102392]$. These instances were points sampled from a distribution based on an illumination map. As a result of the restriction to integer points, and these very small bounds for the integers, the large us-night and euro-night instances had lots of points with the same $x$ or $y$ coordinate, and hence lots of collinear points. By majorizing these instances, we were able to successfully take advantage of this. For example, our solution for euro-night-0100000 has 36820 vertices with degree 2, for a total of 143883 edges and 43884 faces. We believe that with more clever methods to leverage collinear points, these solutions can improved even further.

4 Open questions

Are there other modifications of our local search strategy that can perform well, or even better? During the competition, we tried various methods of adding edges and simulated annealing based on total length of the edges in the convex partition, but we were unable to do any better with these methods.
Our algorithm local search strategy was very simple, yet it was able to achieve very good results on all instances. On almost uniform point sets, it was able to approach the theoretical limit of $\frac{1}{2}$. Is it possible to prove theoretical guarantees about the performance of this algorithm on random point sets or in general? We conjecture that on large random point sets, the performance of our local search algorithm approaches 0.5 in score.
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