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Preface

Message from the Chairs

Welcome to the 32nd Euromicro Conference on Real-Time Systems (ECRTS 2020) in . . . , well this year we are everywhere on earth, in all our homes to fight SARS-COV-2. ECRTS is the premier European venue for presenting research into the broad area of real-time systems. Along with RTSS and RTAS, ECRTS ranks as one of the top three international conferences on this topic. ECRTS has been at the forefront of recent innovations in the real-time community such as artifact evaluation and open access proceedings.

For ECRTS 2020, we received submissions from 20 countries, a majority of 67% of which are from or with contributions of authors from outside Europe. Each submission was reviewed by at least three members of the program committee – all active researchers and experts in their field – with the help of 60 external reviewers. The submissions were evaluated according to their contribution, originality, technical correctness and writing quality. The program committee selected in a virtual meeting 24 excellent works for publication in the proceedings and presentation at the conference. This accounts for an acceptance rate of 34%.

From the 24 accepted papers, three have been recognized as outstanding papers by the program committee and will be presented in the final session. One of these three papers will be selected as best paper by a dedicated committee, based on both the contribution of the paper and the presentation at the conference.

In 2016, ECRTS was the first conference on real-time systems to introduce an artifact evaluation, with the aim to promote reproducibility of research results. An artifact evaluation committee reviews the artifacts submitted by the authors of accepted papers who choose to do so. In 2020, 6 papers (25% of the accepted papers) are marked in the proceedings with a seal indicating that their artifact has passed the repeatability test.

In 2017, ECRTS was the first conference on real-time systems to introduce an open access publication model, while retaining the existing quality-control measures. The open access model uses LIPIcs – Leibniz International Proceedings in Informatics, a series of high-quality conference proceedings established in cooperation with Schloss Dagstuhl, Leibniz Center for Informatics. The conference serves the research community and the public best when results are accessible to the largest audience, i.e., the research community and the public. This year again, the proceedings will be accessible free of charge for everyone.

Unfortunately, due to the difficulties imposed by COVID 19, we had to postpone all workshops to ECRTS 2021. A special thanks goes to the organizers of the workshops, who already spent a lot of time organizing their respective events. We hope to see you all at ECRTS 2021 in Modena.

For the same reasons as described above, we had to postpone the ECRTS 2020 work-in-progress session, journal-to-conference presentations, the industrial challenge and, unfortunately also the keynote speeches to ECRTS 2021. Thanks a lot to all those starting to organize these sessions and a special thanks to our keynote speakers. Now people will be even more anciou to hear your talks in 2021.

Being a virtual conference, we had the unique opportunity to learn what defines our conference. Hopefully we found replacements for what is most precious to you about ECRTS, and maybe we will keep some parts also when we all can meet again, for example at ECRTS 2021 in Modena, Italy. Our thoughts are with all those suffering from the pandemic and our gratitude with those that keep our societies operational. We all felt humbled when we...
realized that in most parts it’s not the scientific and industrial elite, which brings us through such hard times, but the tellers in the supermarkets, the nurses and many others.

ECRTS 2020 is the result of the hard work of many people, whose names are listed in the following pages. We are especially grateful for the contributions of the program committee and the external reviewers for carefully reviewing the submitted papers and helping us build the high-quality program of ECRTS 2020; the artifact evaluation chairs and the artifact evaluators who help this conference pave the way for reproducible research; the workshop chairs most of which had to postpone their events after putting a lot of effort in preparation; and Dagstuhl Publishing for their support in publishing these proceedings. Many thanks to the organization committee for their help in turning ECRTS 2020 into a virtual conference. We also thank Sophie Quinton for sharing her experience as the ECRTS 2019 program chair, and Gerhard Fohler for his steady guidance and support as the Euromicro Real-Time Technical Committee Chair.

Last, but not least, we thank all the authors who submitted their work to ECRTS 2020. This conference would not exist without you and we are proud of the high quality and scientific relevance of this year’s program. Let us now enjoy ECRTS 2020!

Marko Bertogna
General Chairs, ECRTS 2020

Marcus Völp
Program Chair, ECRTS 2020
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Abstract

Memory-centric scheduling attempts to guarantee temporal predictability on commercial-off-the-shelf (COTS) multiprocessor systems to exploit their high performance for real-time applications. Several solutions proposed in the real-time literature have hardware requirements that are not easily satisfied by modern COTS platforms, like hardware support for strict memory partitioning or the presence of scratchpads. However, even without said hardware support, it is possible to design an efficient memory-centric scheduler.

In this article, we design, implement, and analyze a memory-centric scheduler for deterministic memory management on COTS multiprocessor platforms without any hardware support. Our approach uses fixed-priority scheduling and proposes a global “memory preemption” scheme to boost real-time schedulability. The proposed scheduling protocol is implemented in the Jailhouse hypervisor and Erika real-time kernel. Measurements of the scheduler overhead demonstrate the applicability of the proposed approach, and schedulability experiments show a 20% gain in terms of schedulability when compared to contention-based and static fair-share approaches.
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1 Introduction

In commercial-off-the-shelf (COTS) multiprocessor systems, a task’s execution time can increase by an order of magnitude due to shared main memory interference, generated by tasks running simultaneously on other cores [25]. Bounding or even eliminating this interference is highly desirable in real-time systems. The Predictable Execution Model (PREM) [40,41] and
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its extensions [6, 8, 15, 57] attempt to mitigate the memory contention problem by splitting a task’s execution into separate phases for memory transactions and pure computation. During a memory phase, task data is fetched from the shared main memory to a fast local memory (private cache partition or scratchpad). During a computation phase, a task performs the computation on the prefetched data without the need to access the shared main memory. A memory-centric scheduler ensures that memory phases of tasks running on different processors are scheduled in non-overlapping time slots.

Many successful implementations of memory-centric schedulers [19, 41, 52, 53, 57] have adopted time-division multiplexing (TDM) as the underlying principle. TDM-based arbitration distributes the resource main memory in a very predictable way. One known downside of this approach is the underutilization of the resource: if a processor has a reserved time slot but does not use it, the slot cannot be offered to another processor [23, 49]. A priority-based memory scheduler may permit to schedule task sets with higher processor utilization due to its work-conserving nature [5].

The prohibitively high preemption cost of memory transactions favors non-preemptive scheduling. This is particularly relevant when using Direct Memory Access (DMA) controllers, which can effectively increase the overall system performance by enabling an overlap of memory transactions and computation [3, 20, 53, 57]. Unfortunately, most COTS processors use cache memories without any architectural support for offloading memory operations (e.g., cache stashing). Nevertheless, the processor can still temporarily suspend and resume its own prefetch operation. The ability to suspend a processors prefetch operation can be exploited to enable global memory preemptions in memory-centric scheduling and thus remove blocking caused by low priority tasks running on other cores.

State-of-the-art approaches for the implementation of memory-centric scheduling rely on specific hardware support (e.g., cache locking [3, 46, 60] or the presence of scratchpads [19, 53, 57]). Such features may not be present on all modern COTS multiprocessor systems. For instance, the ARM Cortex A-57 (used in Nvidia Tegra TX1/TX2 and Exynos 7 Octa) and its more energy-efficient alternative the ARM Cortex A-53 (used in Raspberry Pi 3) have no scratchpads and no explicit locking support for caches.

This paper. To address these shortcomings and enable a contentionless memory scheduling, we make the following contributions:

- design of a fixed-priority preemptive memory-centric scheduler for modern COTS multiprocessor systems that do not feature hardware support for predictable memory management,
- implementation of the memory-centric scheduler within a hypervisor and a real-time operating system kernel that are based entirely on open-source software components,
- evaluation of the effectiveness and the limitations of the proposed approach with a set of microbenchmarks and real-world workloads,
- fixed-priority partitioned multiprocessor schedulability analysis for PREM-compliant task sets backed by schedulability experiments that incorporate the actual memory arbitration overheads in the analytical model and identify a heuristic for task partitioning.

Paper structure. The remainder of the paper is organized as follows. In Section 2, we discuss the design decisions, design alternatives, and rationale behind the proposed memory-centric scheduler. The model of the scheduler, and the system as a whole, are formalized in Section 3, followed by the schedulability analysis in Section 4. The implementation details are given in Section 5, and the evaluation is presented in Section 6. Finally, Section 7 reviews the related work, and Section 8 concludes the paper.
2 System Design and Assumptions

Figure 1 shows an overview of our system design. A hypervisor provides memory-centric scheduling and resource partitioning for real-time operating system (RTOS) guests and controls the communication among RTOSs through interprocessor interrupts (IPIs). The objective is to rule out interference among the RTOSs due to concurrent main memory accesses. In the next subsections, we describe the assumptions required by this work considering the system architecture and briefly discuss our design choices.

2.1 Predictable Execution Model

To minimize the amount of main memory interference, the processors service their tasks according to the **PREM**. Such tasks are split into a memory phase and a computation phase. The memory phase prefetches all required task data into a local memory section and is therefore recognizable by a large number of main memory accesses. The computation phase uses only data that was prefetched in a prior memory phase and shows almost no main memory accesses.

2.2 Local Memory

Data that was prefetched during memory phases must be kept in a fast local memory. Two types of local memories are typically used: last-level caches and scratchpads.

When using scratchpads, memory blocks are moved to/from the main memory explicitly in software (usually with the help of a DMA controller). The deterministic nature of scratchpads makes them a suitable choice in real-time systems [43]. However, support for scratchpad memories is rare in commercially available platforms [19,36].

Last level caches (LLC), as available in most COTS platforms, can store considerable amounts of data copies of frequently used main memory sections. LLCs are self-managed and generally perform well on generic workloads, but introduce some degree of non-determinism because their memory is shared among the processors of a multiprocessor system. The cached data from one core can be evicted by another core if they are using data in memory spaces that are mapped to the same cache location (index). A cache partitioning technique can reduce this interference (see the next subsection). In this work, we consider processor architectures that have a shared LLC and no scratchpads.
2.3 Cache Partitioning

To protect cached data from eviction, cache partitioning assigns a portion of the cache to a given task or core for its exclusive use [19]. It can be done using either a hardware feature (e.g., Intel’s Cache Allocation Technology [51], ARM’s Lockdown by master [4]) or a software method (e.g., cache coloring [24,31]). Many embedded platforms do not feature hardware cache partitioning (e.g., platforms based on ARM Cortex-A57 or A72). Thus, in this work, we use software cache partitioning based on cache coloring.

Cache coloring uses virtual memory to take control over the placement of virtually addressed memory in a physically-indexed cache. Memory pages mapped to the same cache sets are said to share the same color. Thus pages with different colors have different locations within the cache. The cache is partitioned by assigning distinct colors to different tasks or cores. The maximal number of distinct colors depends on the cache geometry (size, number of ways, cache line size) and the size of physical pages.

We assume that the hypervisor provides cache coloring to guest OSs, which overcomes many practical problems related to the modification of memory allocators in the OSs. Hardware-assisted virtualization features an additional address translation stage at which intermediate physical addresses (IPA), used by the guests, are translated into actual physical addresses (PA). The page tables at this translation stage are controlled by the hypervisor and can be configured to assign only pages of specific colors to a guest OS [20].

All tasks on a processor can inherit the same set of assigned colors [26], or each task can be assigned a subset of the processor’s color set [60]. The latter approach requires a coloring-aware OS to distribute the colors among the tasks [26]. Apart from several academic implementations [19,31,62,64], such a technique is not common. We assume a coloring-unaware OS. The model presented in this paper is also valid for hardware cache partitioning.

Figure 2 illustrates cache coloring implemented in a virtualized environment hosting two guests such that the first guest (CPU0) is allocated to the upper two and the second guest (CPU1) to the lower two sets of a 4-way set-associative L2 cache.

![Figure 2](image)

Figure 2 Cache coloring at the hypervisor level for a 4-way set-associative L2 cache.

2.4 Memory Prefetching

Several scheduling frameworks [20,48,53] take advantage of DMA offloading to parallelize memory prefetching of newly released tasks alongside ongoing computation. Writing directly to cache with a DMA controller (e.g., ARM’s cache stashing) is featured on certain embedded platforms (e.g., Freescale P4080, ARM Cortex-A9, new Cortex-A75, and A55). However,
this mechanism is not widely available [60] (as is the case for Cortex-A57). Without this “passive prefetching”, the cache partition must be loaded actively by the processor executing prefetch instructions (such as the \texttt{prfm} assembly instruction in ARM architectures).

When prefetching data into cache-based local memory, the cache replacement policy must be taken into account to avoid the problem of self-eviction [40, 41]. Since congruent addresses contend for the cache lines of the same set, the cache replacement policy decides in which cache way of the set the data is placed.

A popular replacement policy, pseudo-random (as in Cortex-A57), works as follows: if there is at least one way in the target set whose cache line is empty (invalid) then the new data is simply copied into that empty cache line; otherwise, the controller randomly selects a way and unloads its cache line to make space for the new data. To prevent self-evictions during prefetching, a sufficient number of unused cache lines must be invalidated before [28, 36].

2.5 Multiprocessor Scheduler and Preemptions

Global non-preemptive multiprocessor scheduling has recently received increasing attention [3, 33, 39, 58]. On top of that, cache-aware scheduling algorithms were designed, guaranteeing that two running tasks’ cache spaces do not overlap at any time [21]. These works assume that either all tasks can fit into the cache or cache partitions can be reassigned arbitrarily at runtime. Yet, efficiently implementing dynamic cache partition reallocation can have very high overheads [42, 63]. Also, in direct-mapped and set-associative physically indexed caches, the memory of two different tasks can be mapped to the same cache sets. Without full control of way-placement (e.g., ARM’s Lockdown by way, as in [34]), the concurrent execution of such tasks can cause mutual interference. Because of the mentioned limitations, lower runtime overheads, static isolation, and easier extension to heterogeneous platforms [7, 13], we opt for partitioned multiprocessor scheduling.

Tasks assigned to the same processor use the same cache partition. In non-preemptive task scheduling, each task can use the entire partition. In preemptive task scheduling, the partition must be divided among the tasks, leading to less local memory for each task. To maximize the task data footprint, we consider a non-preemptive scheduler. If some degree of preemption is required, limited preemption [9], stack-sharing techniques, or cache-cognizant scheduling [54] can be used to increase memory efficiency.

Since the processors have non-overlapping cache partitions, tasks running on one processor cannot evict the prefetched data of the other processors. Processors can also stop their ongoing cache prefetching operation at any time. Therefore, a processor can preempt another processor during its memory phases using interprocessor interrupts (as will be shown in Section 6.1).

2.6 Priority-based Scheduling

We consider fixed-priority scheduling due to its widespread usage in real-time operating systems (e.g., VxWorks, FreeRTOS, Erika). As stated before, tasks follow the PREM. However, we performed a slight modification to the original model: we allow global memory preemptions during the memory phases (a task can be preempted during its memory phase by tasks running on another processor, but cannot be preempted by tasks running on the same processor). This modification helps to reduce the blocking time caused by low priority tasks [9].

Global memory preemptions during memory phases may lead to uncontrolled priority inversion [44, 50]. For instance, consider the case illustrated in Figure 3. A high priority task \( \tau_H \) is waiting for a low priority task \( \tau_L \) scheduled on the same processor \( P_1 \) due to local
non-preemptive scheduling. Task $\tau_M$, with medium priority, running on processor $P_2$, can preempt the low priority task $\tau_L$ during its memory phase and increase the blocking time of task $\tau_H$. Priority inversion can be countered by adopting a synchronization protocol [44,50], where each protocol comes with a different implementation complexity and inversion bound.

![Figure 3](image.png)

**Figure 3** Priority inversion in fixed-priority inter-processor preemptive and intra-processor non-preemptive memory-centric scheduling.

To avoid this problem, our design enforces a strict priority order between the tasks allocated to two different processors. Each processor has a statically assigned unique memory access priority that is inherited by all tasks allocated to it. Our approach comes with the advantage of low runtime overhead compared to a priority inheritance protocol: a registered memory access request does not have to be updated if a new task is released on the same processor. The main drawback lies in additional complexity in the task-to-processor allocation, which we will discuss in Section 6.3.

## 3 System Model

We consider a multiprocessor platform with shared last level cache and shared main memory on which a partitioned scheduler executes a set of sporadic tasks on each processor. The tasks are composed of a single memory and a single computation phase.

Locally, the scheduler uses a fixed-priority non-preemptive policy. As an exception, memory phases can be preempted by tasks running on processors of higher priority, as described in Section 2.6.

### 3.1 Processors

The main memory is shared among $N$ processors. Each processor is assigned a unique static priority. The priorities govern the contentionless access to the main memory. Processors are indexed in priority order with $P_1$ having the highest priority and $P_N$ the lowest priority. We say that $P_h > P_l$ if processor $P_h$ has a higher priority than processor $P_l$.

### 3.2 Tasks

We consider a partitioned system in which each task is statically assigned to a single processor. We say that $\tau_i \in P$ if $\tau_i$ is allocated to the processor $P$, and we denote by $P(i)$ the processor to which task $\tau_i$ is allocated. Each task $\tau_i$ gives rise to a potentially infinite sequence of jobs. Task $\tau_i$ releases jobs sporadically after the minimum inter-arrival time $T_i$ (period), and each job of $\tau_i$ must be completed within a fixed time interval from its release given by a relative deadline $D_i$. We assume that tasks have constrained deadlines, i.e., $D_i \leq T_i$. 
Each task is composed of two phases: a memory phase and a computation phase. During its memory phase, task \( \tau_i \) fetches data from the main memory to the local cache partition. The prefetch operation is supposed to fully occupy the processor that is unavailable to perform other work during that time. In its computation phase, the task performs the computation on the prefetched data. Thus the task does not access the main memory. The maximal time to complete the memory phase, with exclusive memory access, is \( m_i \) (no memory interference from the other processors), and the maximal time to complete the computation phase, executed in isolation from the other tasks, is \( c_i \) (no other tasks running on the same processor). The total worst-case execution time of task \( \tau_i \) is given as \( e_i = m_i + c_i \).

All the above parameters are positive integers. The total memory utilization of all the tasks allocated to processor \( P \) is given as \( U^m(P) = \sum_{\tau_j \in P} \frac{m_j}{T_j} \) and the total utilization as \( U(P) = \sum_{\tau_j \in P} \frac{e_j}{T_j} \).

The tasks are assumed to be independent and do not share resources other than the processor and the local memory partition. The worst-case execution time includes preemption, context switch, and scheduler overheads. Once a task starts, it will not voluntarily suspend its execution. Tasks are scheduled on each processor by a fixed-priority non-preemptive scheduler and are indexed in priority order with \( \tau_1 \) having the highest priority and \( \tau_n \) the lowest priority where \( n \) is the number of tasks allocated to the processor under study. Each task has a unique priority. We introduce the notation \( hp(i) \) and \( lp(i) \) for the set of tasks with priorities, respectively, higher than and lower than the priority of task \( \tau_i \), which are running on the same processor \( \{ hp(i) \subseteq \{ \tau_j \in P(i) \} \) and \( lp(i) \subseteq \{ \tau_j \in P(i) \} \). The global fixed-priority preemptive scheduler schedules the accesses to the main memory: a task running in its memory phase can be preempted by the memory phase of a task running on a processor with higher priority. Only one task can access the main memory at a time. If \( P_h > P_l \), then all tasks allocated to processor \( P_h \) have higher memory access priority than all tasks allocated to processor \( P_l \).

### 3.3 Memory

Memory is a globally shared resource and can be accessed by all processors incurring the same memory access latencies for each processor. We assume that the processor waits synchronously for every prefetch instruction caused either by a cache miss or an explicit prefetch instruction. We assume the order in which the memory controller serves memory requests issued simultaneously from different processors to be unknown. We assume that the local cache memory has much higher bandwidth and lower latency than the main memory. Each processor has a dedicated cache partition of a fixed size. The largest memory footprint of any real-time task allocated to a processor can fit entirely into the processor’s local memory partition. The partitions are non-overlapping.

### 4 Schedulability Analysis

In the following, we give details of the schedulability analysis for two-phase PREM-compliant tasks running under the fixed-priority memory-centric scheduler described in the previous sections. We first identify the different sources of interference and show how the interference can be upper bounded. We then integrate the obtained factors into the response time analysis.

Figure 4 shows a sample execution of a task set on two processors. Processor \( P_1 \) has higher priority than processor \( P_2 \). Tasks are indexed in decreasing priority order and execute non-preemptively. Tasks may experience blocking from low priority tasks allocated to the
same processor (e.g., task $\tau_2$ blocked by task $\tau_4$ at $t = 0$). However, their memory phases can be preempted by the memory phases of tasks running on the other processors (e.g., task $\tau_2$ preempted by task $\tau_1$ at $t = 4$).
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**Figure 4** Sample schedule for two processors. $P_1$ has a higher priority than $P_2$. Task running on $P_1$: $\tau_1 : (m_1 = 1.0, c_1 = 1.5, T_1 = 4)$. Tasks running on $P_2$: $\tau_2 : (m_2 = 0.5, c_2 = 2.4, T_2 = 12)$, $\tau_3 : (m_3 = 1.0, c_3 = 2.0, T_3 = 12)$, and $\tau_4 : (m_4 = 0.5, c_4 = 2.3, T_4 = 24)$.

**Sources of interference.** The worst-case response time $R_i$ of task $\tau_i$ is composed of the following factors:

- **Blocking** due to a lower priority task on the same processor that starts its execution just before the release of task $\tau_i$.
- **Intra-processor interference** due to the tasks with higher priority than task $\tau_i$ scheduled on the same processor. This interference can delay the start of a task running on $P(i)$.
- **(Inter-processor) memory interference** due to the memory phases of tasks scheduled on higher priority processors. This interference can only delay the execution of memory phases running on the processor under analysis.

### 4.1 Interference Calculation

We characterize the interference that task $\tau_i$ running on processor $P(i)$ can experience during an interval of length $\Delta > 0$ due to blocking, intra-processor interference, and inter-processor memory interference.

Formulas for blocking and intra-processor interference can be obtained straightforwardly. The blocking factor $B_i$ is the longest worst-case execution time among all tasks with priority lower than $\tau_i$ allocated to the same processor. The maximum of an empty set is assumed to be zero.

$$B_i = \max_{\tau_j \in p(i)} e_j$$  \hspace{1cm} (1)

Intra-processor interference $I_i(\Delta)$ is the sum of the worst-case execution times of all higher priority task instances that can be released on the same processor within the time interval $\Delta$:

$$I_i(\Delta) = \sum_{\tau_j \in \text{hp}(i)} \left\lfloor \frac{\Delta}{T_j} \right\rfloor e_j$$  \hspace{1cm} (2)

The problem of estimating the inter-processor memory interference cannot be solved with the above formula and requires additional analysis. This is due to the fact that i) the
memory interference of the two-phase model can exhibit a jitter behavior, and ii) within the processor busy period preemption from the other processors can occur only during memory phases, which are interleaved with the non-preemptive computation phases.

The jitter behavior is evidenced by the fact that the time between the start of the memory phases of two consecutive instances of the same task can be shorter than its period. Consider the example from Figure 5. We try to characterize the memory interference generated by the memory phases of task $\tau_1$. The first instance of task $\tau_1$ is blocked by the lower priority task $\tau_2$. The first memory phase of $\tau_1$ starts at time instant 2. Every following memory phase of $\tau_1$ does not start earlier than at its next release, that is, at time instants 4, 8, 12, ... The time distance between the start times of the first and the second memory phase is shorter than between the second and the third memory phase.
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**Figure 5** Inter-processor memory interference from a single processor. Tasks running on processor $P_1$: $\tau_1 : (m_1 = 1.0, c_1 = 0.5, T_1 = 4)$ and $\tau_2 : (m_2 = 0.5, c_2 = 1.5, T_2 = 12)$.

This is equivalent to the problem of inherited release jitter [55]. When estimating memory interference generated by a task from another processor, we may assume that its release jitter is equal to its latest start time. The latter can be safely upper bounded by $R_i - e_i$ as proposed in [11] for remote blocking. According to the above approach, the inter-processor memory interference from tasks running on processors with a higher priority than processor $P(i)$ on which $\tau_i$ is running can be expressed as:

$$\alpha_i(\Delta) = \sum_{P_h > P(i)} \sum_{\tau_j \in P_h} \left\lceil \frac{\Delta + R_j - e_j}{T_j} \right\rceil m_j$$  \hfill (3)

Not every external memory phase within the busy period of the processor under analysis can interfere with the memory phases that this particular processor runs. Consider the example shown in Figure 6. In time interval $[0, 9]$, task $\tau_1$ running on processor $P_1$ can release up to 3 memory phases. However, not all of these memory phases can interfere with the execution of a task running on processor $P_2$. Indeed, processor $P_2$ is running a computation for a long time (from time instant 2 to 9), which is not affected by the memory interference from processor $P_1$.

Evaluating the number of times the processor is exposed to the memory interference from the higher priority processors can reduce the pessimism stemming from the assumption that every external memory phase is interfering. For instance, in the example from Figure 6, processor $P_2$ executes only one memory phase in the interval $[0, 9]$. Therefore it can be assumed that it does not experience the memory interference from processor $P_1$ more than once.

The number of memory phases released on processor $P(i)$ during the busy-period of task $\tau_i$ with length $\Delta > 0$, such that there is a pending instance of $\tau_i$, can be calculated as (we consider higher priority tasks, previous instances of task $\tau_i$ and one lower priority task that may block $\tau_i$ if $\tau_i$ is not the lowest priority task):

$$N_i(\Delta) = \sum_{\tau_j \in hp(i)} \left\lceil \frac{\Delta}{T_j} \right\rceil + \left\lfloor \frac{\Delta}{T_i} \right\rfloor + [lp(i) \neq 0]$$  \hfill (4)
where \([\cdot]\) is the Iverson bracket evaluating to one for a true expression and to zero otherwise.

The maximum interference that can affect one of these memory phases released on processor \(P(i)\) is not greater than the least positive fixed-point of the following recurrent equation:

\[
\varepsilon_{P(i)} = \alpha_i(\varepsilon_{P(i)} + \hat{m}_{P(i)}) \quad \text{where} \quad \hat{m}_{P(i)} = \max \{m_j | \tau_j \in P(i)\} \tag{5}
\]

The term \(\hat{m}_{P(i)}\) designates the longest memory phase among all the memory phases of tasks running on processor \(P(i)\). The fixed-point iteration converges if and only if \(\sum_{P_h > P(i)} U^m(P_h) < 1\). All in all, the total memory interference from the higher priority processors within interval \(\Delta > 0\) is not greater than the number of memory phases released during the busy period times the maximum interference from the higher priority processors that can affect one of these memory phases:

\[
\beta_i(\Delta) = N_i(\Delta) \cdot \varepsilon_{P(i)} \tag{6}
\]

This approach can overapproximate the actual memory interference as well. It can happen when memory phases on the processor under analysis are scheduled more frequently than the memory phases of the higher priority processors (e.g., in Figure 6 from time instant 10 to 11.5). If that is the case, an approach in which each external memory phase is considered to be interfering can give a less pessimistic estimation.

Based on these two approaches, we can now formulate a safe upper bound on the inter-processor memory interference from the tasks scheduled on higher priority processors:

\[
\min \{\alpha_i(\Delta), \beta_i(\Delta)\} \tag{7}
\]

### 4.2 Response Time Analysis

The worst-case response time of task \(\tau_i\) running on processor \(P(i)\) can be determined by combining the expressions for interference presented above with the analysis for single processor non-preemptive scheduling [9,14].

The latest start time \(s^\text{mem}_{i,k}\) of the memory phase of the \(k\)-th instance of task \(\tau_i\) is bounded by the least positive fixed-point of the following recurrent equation:

\[
s^\text{mem}_{i,k} = B_i + I_i(s^\text{mem}_{i,k}) + (k - 1) \cdot e_i + \min \{\alpha_i(s^\text{mem}_{i,k}), \beta_i(s^\text{mem}_{i,k})\} \tag{8}
\]

Now we compute the latest start time of its computation phase. At \(s^\text{mem}_{i,k}\), task \(\tau_i\) starts its memory phase. It cannot be delayed by the tasks from the same processor (non-preemptive
local scheduling). From that point on, a further delay can only be caused by the memory interference from tasks running on processors with higher priority (preemption in memory phase):

\[
s^\text{cmp}_{i,k} = B_i + I_i(s^\text{mem}_{i,k}) + m_i + (k - 1) \cdot e_i + \min \left\{ \alpha_i(s^\text{cmp}_{i,k}), \beta_i(s^\text{mem}_{i,k}) + \alpha_i(s^\text{cmp}_{i,k} - s^\text{mem}_{i,k}) \right\}
\]

(9)

**Proof.** Let \(s^\text{mem}_{i,k}\) and \(s^\text{cmp}_{i,k}\) be respectively, the start and the end of the memory phase of the \(k\)-th instance of task \(\tau_i\). To ease the notation, we replace \(s^\text{mem}_{i,k}\) with \(s_e\) and \(s^\text{cmp}_{i,k}\) with \(t_e\). At \(t_e\), the memory phase of task \(\tau_i\) starts and cannot be delayed by the tasks running on the same processor due to the non-preemptive scheduling. The interference from higher priority processors within the interval \([0, t_e]\) is upper bounded by \(\alpha_i(t_e)\).

First, suppose that \(\alpha_i(t_e) > \beta_i(t_e)\). The interference from the higher priority processors within the interval \([0, t_e]\) is upper bounded by \(\beta_i(t_e)\) and within the interval \([t_e, t_s]\) by \(\alpha_i(t_e - t_s)\). Consequently, within the interval \([0, t_e]\), it cannot be greater than \(\min\{\alpha_i(t_e), \beta_i(t_e) + \alpha_i(t_e - t_s)\}\). Now suppose that \(\alpha_i(t_e) \leq \beta_i(t_e)\). It must be that \(\alpha_i(t_e) \leq \beta_i(t_e) + \alpha_i(t_e - t_s)\) since \(\alpha_i(t_e) \leq \alpha_i(t_s) + \alpha_i(t_e - t_s) \leq \beta_i(t_e) + \alpha_i(t_e - t_s)\). Consequently, \(\min\{\alpha_i(t_e), \beta_i(t_e) + \alpha_i(t_e - t_s)\} = \alpha_i(t_e)\).

Once started, the computation phase executes non-preemptively and is not subject to any type of interference. The worst-case response time of the \(k\)-th instance of task \(\tau_i\) is:

\[
R^i_{s,k} = s^\text{cmp}_{i,k} + c_i - (k - 1) \cdot T_i
\]

(10)

To determine the worst-case response time of task \(\tau_i\), it is necessary to calculate the response time of each instance within the \(i\)-level busy period, i.e., the longest time processor \(P(i)\) can be busy executing the jobs of tasks with a priority higher than or equal to the priority of task \(\tau_i\) [36]:

\[
L_i = B_i + I_{i-1}(L_i) + \min \left\{ \alpha_i(L_i), \beta_i(L_i) + \widehat{m}_{P(i)} \right\}
\]

(11)

Note that \(I_{i-1}(L_i)\) includes the jobs \(hp(i)\) as well as the jobs of \(\tau_i\). Moreover, \(\widehat{m}_{P(i)}\) must be added to \(\beta_i(L_i)\) to account for the last instance of \(\tau_i\). The fixed-point iteration can be solved for all the tasks of processor \(P(i)\) if and only if:

\[
U(P(i)) + \min \left( \sum_{P_h > P(i)} U^m(P_h), \sum_{\tau_j \in P(i)} \frac{\varepsilon_{P(j)}}{T_i} \right) < 1
\]

(12)

The largest \(R^i_{s,k}\) calculated for the instances of \(\tau_i\) released within interval \(L_i\) gives the worst-case response time:

\[
R_i = \max_k R^i_{s,k} \quad \text{where} \quad k \in \left[ 1, \left\lceil \frac{L_i}{T_i} \right\rceil \right]
\]

(13)

Figure 4 shows the scenario corresponding to the worst-case response time of task \(\tau_3\).

### 4.3 Schedulability Test

The task set is said schedulable if all jobs of every task meet their deadlines, i.e., \(\forall i: R_i \leq D_i\). Before computing the worst-case response time of task \(\tau_i\), the worst-case response times of all higher priority tasks running on the other processors must be calculated first. This is necessary to account for their memory interference in Equation (3). Also note that the factor \(\varepsilon_{P(i)}\) from Equation (5) can be computed only once, before starting the response time analysis of the first task on processor \(P(i)\). Moreover, the values of the external memory interference given by Equation (7) can be stored and reused to speed up the computation for all the tasks allocated to the same processor.
5 System Implementation

In this section, we describe the implementation of the proposed fixed-priority memory-centric scheduling approach. According to the system design presented in Section 2, the full system has three parts: application tasks, one or more RTOSs, and a hypervisor containing the memory access scheduler. The structure of this section follows these three parts, beginning with a description of requirements for application tasks, followed by implementation details for the support in an RTOS (i.e., Erika), and the implementation of the memory-centric scheduling in a hypervisor (i.e., Jailhouse). At last, we depict the interaction between an RTOS and the hypervisor and describe the concrete implementation that we used for the evaluation.

5.1 Application Task Requirements

Tasks must follow the two-phase PREM as specified in Section 3. The code structure of a suitable PREM task is typically formed by i) a call to a function to prefetch data (memory phase), ii) a call to a function signaling the end of the memory phase (here: `end_memory_phase()`), and iii) the code using the prefetched data (computation phase). All tasks on all RTOSs in the system need to follow this structure to ensure proper guarding of all memory accesses.

Data prefetching is performed using assembly instructions (`prfm` for the ARM architecture). On platforms with random replacement policy, a sufficient number of data cache lines need to be cleaned and invalidated before the data prefetching (`cisw` for the ARM architecture).

5.2 Real-Time Operating System Support

The RTOS provides typical task states (ready, running, waiting) with the addition of a state for tasks that were suspended by the memory arbitration (suspended). When a task enters the ready state, and no prior task is in the suspended state, the RTOS performs a hypercall (trap to hypervisor mode, here: `enable_request`) to request memory access permission from the memory-centric scheduler implemented in the hypervisor. If the memory access is not granted or suspended tasks exist, the task is suspended. Otherwise, it runs the task (begin of the memory phase). At the end of the memory phase (call to `end_memory_phase()`), the RTOS revokes its memory access permission through a hypercall (here: `disable_request`) and disables all interrupts to run the subsequent computation phase without interference.

When a task’s computation phase ends, the RTOS enables the interrupts again and performs a `enable_request` hypercall for the highest priority task in the suspended state (if any).

The hypervisor can pause and resume a task’s memory phase at any point in time due to the preemptive property of the memory-centric scheduling. Pausing and resuming is signaled to the RTOS by interprocessor interrupts (IPIs). When receiving an IPI to pause the memory access, the RTOS suspends the running task. Since tasks in the suspended state are also non-preemptive, the prefetched data will still be in the cache partition when the task is resumed by another IPI.

Figure 7 shows the task states and their transitions in the RTOS: the memory phase can only be accessed once the permission to access the main memory was acquired, either through a hypercall (from the ready state) or an interrupt (from the suspended state). The hypervisor is notified through a hypercall to revoke the access request once the memory phase is completed.

To reclaim execution time when the memory arbitration suspends a task, the RTOS can optionally implement an aperiodic server running preemptively at the lowest priority.
The server’s tasks should access only very little memory or work entirely on non-cacheable memory. The effect of the server’s memory accesses should be added in the inter-processor memory interference computation for the other processors.

### 5.3 Hypervisor Support

The hypervisor implements the memory-centric scheduler. The implementation is based on a kind of token passing algorithm. There exists one token in the system, which permits the RTOS possessing it to freely access the main memory. Each RTOS can register (and deregister) one request for the token. Requests have a priority, which is equal to the requesting processor’s priority.

The scheduling occurs when one of the hypercalls `enable_request` and `disable_request` is executed. The first registers and the second revokes a token request. The first hypercall’s return value inform the calling RTOS if the token was acquired. When registering a request, the hypervisor reclaims the token if it is assigned to a core of lower priority than the request priority by sending an IPI (see Listing 1). When revoking a request, the hypervisor finds the highest priority pending request and passes the token to the associated processor by sending an IPI (see Listing 2).

---

**Listing 1** Enable memory request hypercall.

```c
bool enable_request(int request_prio,
                    int request_proc):
    spin_lock(&mem_arbiter)
    memory_requests[request_proc] ← request_prio
    if request_prio > token_prio:
        if token_owner is not undefined:
            notify_pause(token_owner)
        endif
        token_owner ← request_proc
        token_prio ← request_prio
    endif
    bool token_acquired = (token_owner == request_proc)
    spin_unlock(&mem_arbiter)
    return token_acquired
```

**Listing 2** Disable memory request hypercall.

```c
void disable_request(int request_proc):
    spin_lock(&mem_arbiter)
    memory_requests[request_proc] ← undefined
    token_owner ← undefined
    token_prio ← undefined
    foreach pending_prio in memory_requests:
        if pending_prio is not undefined and
           (token_prio is undefined or pending_prio > token_prio):
            token_owner ← index(pending_prio)
            token_prio ← pending_prio
        endif
    endforeach
    if token_owner is not undefined:
        notify_resume(token_owner)
    endif
    spin_unlock(&mem_arbiter)
    return
```

A spinlock is used to control the access to shared scheduler data structures used from the different cores in the arbitration hypercalls. Consequentially, a processor calling the hypercall `enable_request` may have to wait. The proposed implementation assumes Linux’s `ticket lock` (first in first out queue-based mechanism). Thus, the spinning processor cannot be bypassed twice by another processor. The worst-case time to register the memory request can therefore be bounded by $\text{wcet(hypercall)} + N \cdot \text{wcet(arbitration)}$. After winning the arbitration, the token may need to be reclaimed from a different processor. This event may induce a delay $\Delta_{IPI}$ needed for the interprocessor interrupt propagation. The maximal time to acquire exclusive memory access is therefore upper bounded by:

$$\text{wcet(hypercall)} + N \cdot \text{wcet(arbitration)} + \Delta_{IPI}$$

(14)

To enable the usage of an OS that does not provide the required support for the model, the hypervisor can optionally suspend all processors of the said OS when the token is assigned and resume the processors otherwise.
5.4 Our Implementation

As RTOS, we use Erika Enterprise version 3, which is an OSEK/VDX certified open-source/commercial RTOS [17]. Erika supports fixed-priority scheduling and runs on several embedded multicore platforms, such as Xilinx Ultrascale+ and NVIDIA Jetson TX2.

We restrict our implementation to PREM-tasks. We use function calls at task release and task completion instead of including the memory access arbitration into the scheduler to reduce implementation complexity. This simplification introduces only a small overhead in case a task is scheduled and then immediately suspended at the enable_request hypercall. We added a new task queue to the Erika kernel for tasks suspended by the memory-centric scheduler, since Erika does not support suspending tasks from an interrupt.

As hypervisor, we use Jailhouse, which is a partitioning hypervisor based on Linux [27] (required for bootstrapping) that runs on Intel and ARM 64-bit processors featuring hardware-assisted virtualization. Jailhouse statically splits the system into isolated partitions called cells. Each cell runs one guest OS and has full control over its statically assigned resources (e.g., CPUs, memory regions, and PCI devices). We have chosen Jailhouse due to its simplicity and low overhead that favors real-time applications [20,45].

We implemented the memory-centric scheduler in Jailhouse. Local memory partitions for the RTOSs are created using cache coloring in Jailhouse [20]. We restrict our implementation by not coloring the Jailhouse code. The detrimental effect on the cores’ cache partitions can be assumed as low. Figure 8 summarizes the functions in Erika and Jailhouse and the flow of calls.

6 Evaluation

In this section, we provide experimental results showing the overheads incurred by the memory-centric scheduling. We first measure different factors of overheads in microbenchmarks. Then, with a set of benchmarks, we evaluate the overall performance of the implemented system under stress. Finally, we conduct experiments with randomly generated workloads to measure the effectiveness of the schedulability analysis.

The evaluations in Subsection 6.1 and 6.2 are carried out on an Nvidia Tegra TX2 with 4 Cortex-A57 cores, 8GB 128-bit LPDDR4 RAM @ 1866MHz, 2MB 16-way set-associative shared L2 cache with a pseudo-random replacement policy. For all measurements, Linux was
halted to remove interference from Linux itself or its DMAs on the memory subsystem. The remaining three cores each run Erika RTOS, allowing measurements for low, medium, and high processor priorities. The L2 cache is partitioned into four equal sizes by Jailhouse.

### 6.1 Microbenchmarks

We measured the duration of hypercalls, IPIs, and the memory arbitration in the memory-centric scheduler using a set of benchmarks that we crafted specifically for this purpose. The benchmarks are implemented as bare-metal applications and Jailhouse patches to measure the cost of particular operations using the ARM physical counter-timer. The following benchmarks were executed:

**Hypercall**  The transition from the OS to the hypervisor and back to the OS without any computation in the hypervisor. It measures the cost of a single hypercall (hvc instruction).

**IPI**  Issuing an interprocessor interrupt from one processor to another at the hypervisor level. It measures the cost of a single IPI.

**Arbitration**  Arbitration within the hypervisor to find the processor with the highest memory access priority. Four processors \( N = 4 \) were assumed.

Table 1 presents the results of Hypercall, IPI, and Arbitration microbenchmarks. Similar evaluations for KVM and Xen are available in [12]. We collected 1 000 000 samples for each benchmark and extracted the average execution time (AVG), standard deviation (STD), worst-case execution time (WCET), and best-case execution time (BCET) from these samples. Given the times from Table 1, the overhead incurred by the memory-centric scheduler (see Formula (14) with \( N = 4 \)) is less than \( 6.028 \) µs. Compared to the worst-case execution times of the memory phases in the real-world application benchmarks (in the following section), the overhead represents less than 6.5%. Moreover, the hypervisor-related overheads have a small impact on the schedulability, as will be shown in Section 6.3.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>AVG</th>
<th>STD</th>
<th>WCET</th>
<th>BCET</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypercall</td>
<td>1265.83</td>
<td>191.50</td>
<td>3129</td>
<td>709</td>
</tr>
<tr>
<td>IPI</td>
<td>979.65</td>
<td>80.95</td>
<td>1999</td>
<td>935</td>
</tr>
<tr>
<td>Arbitration</td>
<td>127.79</td>
<td>8.94</td>
<td>225</td>
<td>64</td>
</tr>
</tbody>
</table>

### 6.2 Real-World Benchmarks

We performed benchmarks for the full system model in two stages. First, we analyze the maximum interference of RTOSs on the highest priority RTOS with and without our approach. After that, we apply our system model and perform response time benchmarks for two application tasks on each of the cores.

To analyze the interference of parallel prefetching operations, we let two cores prefetch 448 KB of memory (equivalent to the memory size of the benchmarks used below and small enough to fit into a cache partition, which has 512 KB). The prefetching frequency for the high priority core is 300 Hz. The low priority core runs an interfering task whose main loop consists only of prefetching to generate the highest possible interference from a PREM-ized task set running on an RTOS. The memory prefetching time is measured on the high priority core using the ARM physical counter-timer. The experiment is run for 90 000 task activations.

Figure 9 shows the worst-case prefetching time on the high priority core. The results are shown broken down by the enabled (ours) or disabled (legacy) memory-centric scheduler, and
with the low priority core being idle (solo) or generating worst-case interference (stress). With our approach preventing unpredictable interference, the prefetching time is bounded, and the performance is not significantly impacted by the memory arbitration related overheads.

![Figure 9](image_url) Comparison of prefetching times for a task running on the highest priority core.

For the second stage of our experiments, we run a task set consisting of two application benchmarks from TACLeBench [18], which are compliant with the two-phase PREM. The first task computes an average of integer values and has a high priority (in the task set). It is released with a frequency of 300 Hz. The second task, with a low priority (in the task set), computes a SHA-1 hash and is activated with a frequency of 100 Hz. Both tasks are released synchronously and use 448 kB of data. We run the benchmark on three cores, each with a different processor priority. The measurement is taken identically to the first experiment over 90,000 task activations for the high priority task and 30,000 task activations for the low priority task.

When the response time is measured on the high priority core, the medium priority core runs the interference task described in the first experiment while the low priority core is idle. When the measurement is done on the medium priority core, the high priority core runs the benchmark task set, while the low priority core runs the interference task. The high and medium priority cores both run the benchmark task set when the response time is measured on the low priority core.

In Figure 10, the average and worst-case response time for the high and low priority task is shown. The analytical worst-case response time for the high priority task takes the synchronous release of the tasks into account and thus does not incorporate the blocking from the low priority task scheduled on the same processor.

![Figure 10](image_url) Response times for the TACLeBench benchmark task set executed on the high ($P_H$), medium ($P_M$), and low priority ($P_L$) core. The figures show the average (blue), measured (red), and analytical (light red) worst-case response time.
6.3 Schedulability Analysis Evaluation

We generate a sporadic task set with a given number of tasks and a given utilization. We randomly generate period values in the range $[10000, 100000]$ microseconds with log-uniform distribution, as suggested in [16]. We also use the Emberson et al. unbiased method [16] to generate random task-utilization values that sum to the requested total utilization. Based on the application profiles provided in [61], the ratio between memory and computation phases is generated randomly with a uniform distribution in the range $[0.05, 0.20]$. Tasks are assumed to have implicit deadlines and are assigned priorities based on the Rate-Monotonic priority assignment policy. We consider platforms with $N \in \{4, 8, 16\}$ processors. We compare fixed-priority scheduling to contention-based scheduling [59] (i.e., each processor is assigned $1/N$ of the memory bandwidth) and round-robin scheduling with the quantum size 1 for each processor (bandwidth is shared equally among all processors having pending memory requests).

**Schedulability and response time.** We investigate the impact of the processor priority on the task’s worst-case response time and the improvement of the task schedulability. Each processor is assigned 8 tasks with a total utilization of 0.6. The memory utilization is scaled down proportionally to the processor count (i.e., the bandwidth utilization in the system is constant). 10,000 task sets were randomly generated. If a task was not schedulable under a given policy, its worst-case response time was considered double of the worst-case response time under any other scheduling policy. The results are shown in Figure 11. The baseline represents contention-based scheduling [59]. Round-robin is omitted in Figure 11: for schedulability, its improvement is 1%, and for the reduction of worst-case response times 2%. Additionally, we integrated the scheduler overheads (see Formula 14 and Section 6.1) in the response time analysis by inflating the generated WCET of memory phases with the overheads shown in Table 1. The dashed and the plain lines represent the results, respectively, with and without overheads. As expected, the fixed-priority policy improves the schedulability and reduces the response times on the high priority processors at the expense of the low priority processors. The tasks running on the low priority processors suffer more from the scheduling overheads as their memory phases are preempted more frequently.

![Figure 11](image1.png)

(a) Schedulability improvement.  
(b) Response time reduction.

**Figure 11** Percentage improvement in task schedulability and response time with respect to contention-based scheduling as a function of processor priority. The dashed lines take into account the measured memory arbitration overheads shown in Table 1.
Memory interference. We measure the impact of the task memory stall (i.e., the ratio between a task’s memory phase duration and WCET - \( m_i/c_i \)) on the task schedulability for an \( N = 4 \) processor system. For each utilization within the range \([0.05, 1]\), we generate 5 types of sets with 4 tasks each. The types differ in the range of random stall distributions \([61]\): \([0.00, 0.00]\) (none), \([0.00, 0.05]\) (light), \([0.05, 0.20]\) (med), \([0.20, 0.40]\) (high) and \([0.40, 0.65]\) (extr). For instance, a task with a memory stall of 0.2 spends 20% of its WCET in the memory phase and 80% in the computation phase. Then, we take 4 sets with the same utilization and the same stall distribution, assign each set to one processor and test the schedulability with contention-based and fixed-priority memory-centric scheduling. Our test covers more than 550 randomly generated task sets per utilization and memory stall type. The percentage of schedulable tasks for contention-based scheduling and for fixed-priority scheduling are shown respectively in Figure 12(a) and Figure 12(b). Both algorithms can schedule only a very limited number of memory-intensive tasks. In fixed-priority scheduling, the tasks running on the highest priority processor are isolated from the interference generated by tasks running on the low priority processors. For this reason, the curves on Figure 12(b) converge to a higher value than the curves on Figure 12(a). In the next experiment, we show how grouping and prioritizing of high-rate memory-bound tasks can improve the overall schedulability of the system.

Heuristics for task assignment. We run our schedulability test for randomly generated task sets partitioned among the processors using various heuristics. We assume a multiprocessor system of \( N = 16 \) processors and a set of \( N \cdot 8 = 128 \) tasks. More than 5000 task sets are generated for each utilization factor within \([0, N]\) with a step size of 0.1. To partition the tasks among the processors, we consider many widely used heuristics and propose a new heuristic matching to our scheduling model. The standard heuristics include First Fit (FF), Next Fit (NF), and Worst Fit (WF), each combined with an initialization step sorting the tasks in decreasing or increasing order by utilization factor or period, or without sorting. The best results among the standard heuristics are obtained for \( WF \) with tasks sorted in decreasing order of utilization. The heuristic that we propose first sorts the tasks in increasing order of their periods and then allocates the tasks using \( FF \) with the processors capacity reduced to \( U/N \) to ensure the proper load balancing (similarly to \([63]\)). This heuristic clusters the tasks with shorter periods on the processors with higher priorities: the tasks do not suffer interference in memory phases from the low priority processors, and their blocking factor (due to the non-preemptive execution on the same processor) is not increased by the tasks that may have longer periods and longer worst-case execution times. The latter are
placed on the processors with lower priority since they can potentially accommodate more interference in their memory phases within the longer deadlines. The intuition is analogous to Rate Monotonic priority assignment.

![Graph](image1.png)  ![Graph](image2.png)

Figure 13 Schedulability ratio for different task partitioning heuristics.

In our evaluation, the fixed-priority policy performs best in every case, with the exception of the case where all policies fail for FF at 1/N due to the overcharge on the first processors. The results with the normalized utilization are shown in Figure 13. Due to space limitations, we report only WF with the utilization sorted in decreasing order (WF-U), which is the best among all the standard heuristics, and our Rate Monotonic like heuristic with equally distributed load (ERM) for round-robin (RR), contention-based (Co) and Fixed-Priority (FP) scheduling. The latter shows a maximal gain of 20% in the schedulability compared to the former two policies.

### 7 Related Work

**Scratchpad-based memory-centric scheduling.** Scratchpad-based systems allow overlapping of DMA memory transactions and CPU execution, resulting in better overall schedulability compared to cache-based systems. This approach was combined with partitioned [20, 48, 53, 57] and global scheduling [3]. Melani et al. [37] proposed exact response time analysis for fixed-priority scheduling on a single core with a fully preemptive DMA engine.

**Cache-based memory-centric scheduling.** The PREM was first introduced in [40,41] to co-schedule memory accesses from CPU and I/O on a single core with multi-level caches. In [59], the PREM was applied for partitioned multiprocessor systems under TDM main memory accesses. To better utilize the assigned TDM-slot, the scheduling policy of each processor raises the priority of its pending memory phases above the priority of the computation phases. The concept of prioritizing the memory phases was also applied in global scheduling [60].

Schedulability analysis of global fixed-priority non-preemptive scheduling was extended for PREM compliant tasks [2,33]. Non-preemptive execution permits to share the same cache partition among different tasks, but the scheduling algorithms proposed in the cited works are unaware of the tasks’ cache footprints. Gaun et al. [21] integrated this constraint into the schedulability analysis for global scheduling. Nonetheless, without explicit cache locking, it is not sufficient to check that the tasks’ data footprints are smaller than the available cache space to guarantee that their cache regions are not overlapping. In the partitioned scheduling considered in our work, the inter-core cache interference can be avoided by design with the proposed assignment of tasks to processors.
Matějka et al. [36] generate a static offline schedule for PREM-compliant tasks. The authors target COTS platforms with very similar characteristics to ours but recognize to disregard the inter-core eviction in L2 shared cache. The inter-core cache interference can be accounted for in the analysis proposed by Xiao et al. [58].

The closest related work was presented recently in [46]. The key differences to our work are that we do not consider hardware cache partitioning, we implement memory arbitration at the hypervisor-level, and our implementation, as well as schedulability analysis, are not limited to a single task per processor.

**Cache coloring.** Cache-coloring-based cache management frameworks for multiprocessor systems leverage virtualization [26,32,35,38]. Our approach for cache partitioning is based on cache coloring implemented in Jailhouse hypervisor [20,28]. Coloring can also be used for controlling DRAM bank allocation [64]. However, on platforms with address randomization (e.g., Nvidia TX1), this solution may be impracticable [36].

**Time division multiplexing.** Wandelner and Thiele [56] find an optimal TDM time slot and cycle assignment for systems characterized by arrival and service curves. Our model could be plugged into their framework by providing such curves. Hamann and Ernst [22] apply an evolutionary algorithm to optimize the time slot assignments of tasks mapped to TDM-scheduled resources. Worst-case execution time analysis can be extended to take the TDM parameters into account [47]. Several dynamic arbitration schemes based on TDM were recently proposed to avoid or reduce the resource contention in multiprocessor [1,23] and network-on-chip [29] systems.

## 8 Conclusions, Limitations, Future Work

**Conclusions.** In this work, we proposed a memory-centric fixed-priority scheduler. Our solution does not rely on hardware features for predictable memory management of any kind, which is the case for many COTS multiprocessor platforms today. Furthermore, we were able to go beyond the static allocation of bus mastership as in the classical TDM approach, reducing the worst-case response time for high priority tasks. Our implementation shows that it is possible to achieve dynamic memory arbitration at the hypervisor level with relatively small overheads. Moreover, to the best of our knowledge, we are the first to propose a task-to-processor assignment algorithm integrated with the PREM.

**Limitations.** We have ignored any interference effects due to I/O devices using the shared memory hierarchy. This may not be of concern on COTS-based platforms that feature a dedicated I/O bus (e.g., MPC5777M, MPC5746M). Otherwise, the I/O interference should be taken into account into the worst-case memory phase time or other approaches for isolating I/O (e.g., [41]) or accelerators (e.g., GPU [10]) should be integrated. Since the OS and its tasks share the same cache partition, a minimal degree of cache pollution can occur. Additionally, the memory region of the hypervisor is not colored. We made the assumption that task data cannot exceed the size of the cache partition. Prior works [33,37,53,57,60] made a similar assumption. While the proposed implementation can already support multi-segment tasks, the schedulability analysis should be revisited.

**Future work.** As part of our ongoing work, we are investigating limited preemption for tasks assigned to the same processor and extending our model for three-phase PREM tasks.
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Abstract

Both energy-efficiency and real-time performance are critical requirements in many embedded systems applications such as self-driving car, robotic system, disaster response, and security/safety control. These systems entail a myriad of real-time tasks, where each task itself is a parallel task that can utilize multiple computing units at the same time. Driven by the increasing demand for parallel tasks, multi-core embedded processors are inevitably evolving to many-core. Existing work on real-time parallel tasks mostly focused on real-time scheduling without addressing energy consumption. In this paper, we address hard real-time scheduling of parallel tasks while minimizing their CPU energy consumption on multicore embedded systems. Each task is represented as a directed acyclic graph (DAG) with nodes indicating different threads of execution and edges indicating their dependencies. Our technique is to determine the execution speeds of the nodes of the DAGs to minimize the overall energy consumption while meeting all task deadlines. It incorporates a frequency optimization engine and the dynamic voltage and frequency scaling (DVFS) scheme into the classical real-time scheduling policies (both federated and global) and makes them energy-aware. The contributions of this paper thus include the first energy-aware online federated scheduling and also the first energy-aware global scheduling of DAGs. Evaluation using synthetic workload through simulation shows that our energy-aware real-time scheduling policies can achieve up to 68% energy-saving compared to classical (energy-unaware) policies. We have also performed a proof of concept system evaluation using physical hardware demonstrating the energy efficiency through our proposed approach.
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1 Introduction

Energy-efficiency is an important requirement in embedded systems (e.g., mobile phones, tablets, cars, robots, and computerized numerical controls) as they rely on limited or unreliable sources of energy such as batteries or energy harvesters. Embedded systems are used in all aspects of human life and industries and are now being sparked by billions of...
devices through the evolution of Internet of Things. Energy consumption by these billions of devices can be significant. It is projected that computers and cell phones will consume 14% of worldwide power by 2020 [1]. A recent study using the Ford Fusion autonomy system has revealed that 41% energy is consumed by the computing platform of a self-driving car (Figure 1) [51, 66, 29]. It is estimated that up to 80% of the total energy consumption of an embedded system is due to software-related activities [50]. In such systems, a processor consumes a significant share of their power consumption. For example, in spacecraft, the RAD750 processor draws almost 33%-50% share of the power consumption [2]. Real-time performance is another critical requirement in many embedded systems applications such as self-driving car, advanced robotic system, disaster response, and surveillance systems. Many involve mission critical applications that require a predictable real-time system behavior but battery re-charging during the mission may not be possible.

With the evolution of various computation-intensive systems (e.g., cloud computing, self-driving car), today’s real-time systems evolve in the form of many parallel tasks. For example, a self-driving car [39] entails a myriad of real-time tasks such as motion planning, sensor fusion, computer vision, and decision making system that exhibit intra-task parallelism, where each task itself can utilize multiple computing units simultaneously. For example, the decision making system collects massive amounts of data from various types of sensors and processes them in parallel. Driven by the increasing demand for parallel tasks, multicore embedded processors are inevitably evolving to many-core (e.g., Intel’s 48-core SCC chip [3], TILERA’s 100-core TILE-Gx100 [7], 248-core PC205 of picoChip [5]). Multicore offers opportunities for energy minimization. For example, the energy consumption of executing a certain workload equally distributed in two cores is significantly less than that of executing it in one core at double speed [55]. As the energy-related benefits resulting from Moore’s law are leveling off, software-level techniques need to be exploited to reduce the power consumption on multicores. While real-time scheduling for parallel tasks on multicores has been widely studied recently, existing work mostly focused on scheduling without addressing energy consumption [13, 14, 61, 28, 63, 62, 12, 44, 43, 19, 38, 8, 40, 53].

In this paper, we address hard real-time scheduling of parallel tasks while minimizing their CPU energy consumption on multicore embedded systems. We consider periodic parallel tasks with deadlines, where each task is represented by a directed acyclic graph (DAG). In a DAG, the nodes stand for different threads of execution while the edges represent their dependencies. DAG is the most general model of deterministic parallel tasks [62]. Although our proposed techniques can be applied to any multicore platform for reduced energy consumption, we focus on embedded systems as their energy efficiency is of more general need. Energy-aware real-time scheduling is challenging in general due to the complicated (nonlinear) relationship between frequency, energy consumption, and execution time of a task.
Although much work exists on energy-aware real-time scheduling on multiprocessor [56, 55, 52, 18, 37, 22, 20, 60, 10, 72, 21, 24, 46, 47, 42, 65, 68], it has considered only sequential task models. There is a recent study on energy-aware parallel real-time scheduling that considered overly simplified federated scheduling of DAGs where at any time only one task can run and the number of cores cannot be pre-fixed as an input [34, 17]. It adopted a table-driven scheduling where the entire schedule (up to the hyper-period which is of exponential size in task periods) needs to be created in-advance. In contrast, we consider scheduling many recurrent tasks exploiting both intra- and inter-task parallelism on a finite set of cores. We adopt online scheduling so that tasks can be scheduled as they arrive. We consider both global and federated scheduling. For global scheduling, we consider both dynamic priority and fixed priority scheduling.

In this paper, we focus on minimizing CPU energy consumption by means of dynamic voltage and frequency scaling (DVFS). DVFS is a commonly-used power-management technique where the clock frequency of a processor is decreased to allow a reduction in the supply voltage. This reduces power consumption, which leads to reduction in the energy required for a computation. Many AMD and Intel processors support per-core DVFS for flexible power control (e.g., AMD family 10h processors, Intel Haswell processors) [31]. Our approach is to regulate the frequencies across the cores and across different execution parts of the same task for minimizing overall energy consumption. It incorporates an optimization engine and DVFS into the traditional real-time scheduling policies (e.g., earliest deadline first, deadline monotonic, and federated scheduling) and makes them energy-aware. Specifically, once the optimal execution speeds of the nodes of all DAGs are determined, we adopt these classical real-time scheduling policies. Note that these classical policies are online, highly efficient in real-time performance, but are not energy-aware. In our approach, when the processor frequencies are adjusted based on the nodes’ speed assignments, the adopted real-time scheduling policy leads to energy minimization.

Specifically, we make the following new contributions.

- For federated scheduling, the objective becomes to assign a certain number of cores to each task and execution speeds to different nodes so that overall energy consumption is minimized. We first formulate this as a constrained non-linear optimization problem whose solution becomes challenging due to the discrete nature of solution space. We propose a continuous convexification approach through a new core allocation scheme in federated scheduling while retaining its theoretical real-time performance bound. This is the first energy-aware federated scheduling of multiple tasks which does not rely on infinite number of cores or table-driven scheduling.

- We formulate energy-aware real-time global scheduling of DAGs as a convex optimization problem for both dynamic and fixed priority. The objective is to determine the execution speeds of the DAG nodes to minimize overall energy consumption while meeting all deadlines. An optimal solution is achieved in polynomial time. Upon adjusting the processor frequencies online, the overall energy consumption is minimized under classical real-time scheduling policies. This is the first energy-aware global scheduling of DAGs.

- We have evaluated our energy-aware real-time scheduling policies using synthetic workloads through simulations. The results show that our approach can achieve up to 68% energy-saving compared to classical (energy-unaware) policies. We have also performed a proof of concept system evaluation using multiple ODROID XU-4 boards [54] demonstrating the energy efficiency through our proposed approach.

The rest of the paper is organized as follows. Section 2 reviews related work. Section 3 describes our parallel tasks, multicore, and energy consumption model and some background. Section 4 presents our energy-aware federated scheduling. Section 5 presents our energy-aware
global scheduling. Section 6 presents simulation results. Section 7 presents the proof of concept system evaluation. Section 8 concludes our paper with future research directions.

2 Related Work

While the works proposed in [56, 55, 52, 18, 37, 22, 20, 60, 10, 72, 21, 46, 47, 42, 65, 68] studied energy-aware real-time scheduling on multiprocessor, they considered sequential tasks. A detailed review of these works can be found in a recent survey in [11]. While a parallel task can execute on multiple cores simultaneously, a sequential task can execute only on one core at a time. Therefore, parallel tasks scheduling is significantly different from sequential tasks. Parallel scheduling of DAGs is highly challenging as the dependencies among the nodes need to be considered while these are absent in sequential tasks.

Existing work on parallel real-time scheduling concentrates mostly on scheduling policies or analysis and has not focused on energy-consumption [13, 14, 61, 28, 12, 44, 43, 19, 38, 8, 40, 53, 67, 16]. Energy-aware scheduling of parallel tasks on multicore was studied in [45] for a very simplified model where a task has a fixed number of parallel threads, and the tasks are not recurrent or real-time [45]. The energy benefit of multicore scheduling was studied in [58, 41, 71, 32, 58] by running parallel threads. Energy-aware gang scheduling was studied in [57]. Gang scheduling involves a very special form of parallelism where all parallel threads of the same task use processors in the same window (i.e., they start and stop using the processors at the exact same time). A slack stealing based scheduling was studied in [74, 75] for energy minimization of an application consisting of inter-dependent sequential tasks. While those dependencies among the tasks were represented by a DAG, the model consists of a single DAG and does not consider recurrent tasks. A similar model was studied in [70, 69] for non-real-time power aware cluster computing. We consider energy-aware real-time scheduling of multiple/many recurrent DAGs.

An energy-efficient clustering of parallel tasks was studied in [33, 15]. It is only suitable for clustered multicore platform where all tasks assigned to the same cluster of cores have to run at the same speed (as all cores in the same cluster run at the same speed). Recently, a simplified model of energy-aware federated real-time scheduling of DAGs was studied where at any time only one task can run and the number of cores cannot be pre-fixed as an input [34, 17]. It adopted a table-driven scheduling, where the entire schedule (up to the hyper-period which is of exponential size in task periods) is created in-advance. In contrast, this paper (1) considers scheduling multiple/many recurrent DAGs exploiting both intra- and inter-task parallelism on a given finite set of cores; (2) adopts online scheduling so that tasks can be scheduled as they arrive; (3) considers both global and federated scheduling with guaranteed performance bounds of the algorithms; (4) considers both dynamic priority and fixed priority under global scheduling.

3 System Model and Background

3.1 Parallel Task Model

We consider a task set $\tau = \{\tau_1, \tau_2, \cdots, \tau_n\}$ of $n$ periodic parallel tasks to be scheduled on a multicore platform consisting of $m$ cores. Each task $\tau_i, 1 \leq i \leq n$, is represented as a DAG, where a node is a thread of execution (execution requirement), and the edges between the nodes indicate the dependencies between the associated threads of execution.

A node in $\tau_i$ is denoted by $W_{ij}, 1 \leq j \leq n_i$, where $n_i$ is the total number of nodes in $\tau_i$. The worst-case execution requirement (WCER) (i.e. the total number of CPU cycles needed in the worst-case) of node $W_{ij}$ is denoted by $c_{ij}^d$. This means that the node has worst-case...
execution time (WCET) of $c_i^j$ on a unit-speed processor. Note that the actual execution requirement (actual number of execution cycles) of a node $W_i^j$ can vary in practice due to many complex factors such as data inputs, hardware features, and execution contexts but it will never exceed its WCET $c_i^j$. A directed edge from node $W_i^j$ to node $W_i^k$, denoted as $W_i^j \rightarrow W_i^k$, implies that, for each DAG job released by task $\tau_i$, the execution of $W_i^k$ cannot start until $W_i^j$ finishes. $W_i^j$, in this case, is called a parent of $W_i^k$, while $W_i^k$ is its child. A node may have 0 or more parents or children, and can start execution only after all of its parents have finished execution. A node is ready to be executed as soon as all of its parents have been executed. A node having no parent is called a source while a node having no child is a sink. A DAG may have multiple sources or sinks.

![Figure 2](image-url) A parallel task $\tau_i$, represented as a DAG of 10 nodes: nodes $W_i^1$, $W_i^2$, and $W_i^3$ are the sources while $W_i^9$ and $W_i^{10}$ are the sinks. Suppose for example $c_i^1 = 4$, $c_i^2 = 2$, $c_i^3 = 4$, $c_i^4 = 5$, $c_i^5 = 3$, $c_i^6 = 4$, $c_i^7 = 2$, $c_i^8 = 4$, $c_i^9 = 1$, $c_i^{10} = 1$. Then, $C_i = 30$. $L_i = 14$, and the $W_i^1 \rightarrow W_i^2 \rightarrow W_i^3 \rightarrow W_i^9 \rightarrow W_i^{10}$ (thick red-colored) is a critical path on unit-speed cores.

The WCET (i.e., worst-case work) $C_i$ of task $\tau_i$ is the sum of the WCERS of all nodes in $\tau_i$; that is, $C_i = \sum_{j=1}^{n_i} c_i^j$. Thus, $C_i$ is the WCET of $\tau_i$ if it was executing on a single processor of speed 1. For task $\tau_i$, the critical path length, denoted by $L_i$, is the sum of execution times of the nodes on a critical path. A critical path is a directed path that has the maximum execution time among all other paths in DAG $\tau_i$. Thus, $L_i$ is the minimum execution time of $\tau_i$ even when it is assigned an infinite number of unit-speed cores. Figure 2 illustrates a parallel task $\tau_i$ represented as a DAG with $n_i = 10$ nodes.

The period of task $\tau_i$ is denoted by $T_i$. Every instance of a task is called a job. Each task $\tau_i$ thus releases an infinite sequence of jobs, with $T_i$ being the time separation between two consecutive jobs. The (relative) deadline $D_i$ of each task $\tau_i$ is considered implicit, i.e., $D_i = T_i$. That is, each job of a task must finish before its next job releases. Since $L_i$ is the minimum execution time of task $\tau_i$ even on a machine with an infinite number of cores, the condition $T_i \geq L_i$ must hold for $\tau_i$ to be schedulable (i.e. to meet its deadline). A task set is schedulable when all tasks in the set meet their deadlines.

The utilization $u_i$ of a task $\tau_i$, and the total utilization $u_{\text{sum}}(\tau)$ for task set $\tau$ of $n$ tasks are defined as

$$u_i = \frac{C_i}{T_i}; \quad u_{\text{sum}}(\tau) = \sum_{i=1}^{n} u_i = \sum_{i=1}^{n} \frac{C_i}{T_i}$$

If the total utilization $u_{\text{sum}}$ is greater than $m$, then no algorithm can schedule $\tau$ on $m$ identical unit-speed processor cores.
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3.2 Power/Energy Model

We consider the following widely used energy consumption model of processor [10, 73, 72, 27, 55, 56, 34]. Assuming continuous frequency scheme, let \( s(t) \) denote the main frequency (speed) of a processor at time \( t \). Then its power consumption \( P(s) \) can be modeled as:

\[
P(s) = P_s + P_d(s) = \beta + \alpha s^\gamma,
\]

where \( P_s \) denotes the static power consumption which is introduced due to the leakage current and \( P_d(s) \) is the active power consumption. \( P_d(s) \) is introduced due to capacitor charging and discharging during processor activity, and it depends on the processor frequency. \( P_d(s) \) can be represented as \( \alpha s^\gamma \) where the constant \( \alpha > 0 \) depends on the effective switching capacitance [55], \( \gamma \in [2, 3] \) is a fixed parameter determined by the hardware, and \( \beta > 0 \) represents the leakage power (i.e., the static part of power consumption whenever a processor remains on or idle). Power consumption is a convex-increasing function of the processor frequency. It is possible to reduce \( P_d(s) \) by reducing the processor frequency through DVFS.

The energy consumption in any given period \([t_1, t_2]\) can be calculated as \( E = \int_{t_1}^{t_2} P(s) \, dt \), which is almost close to the actual CPU energy consumption of many known systems. Specifically, given a fixed amount of workload \( C \) to be executed on a speed-\( s \) processor, the total energy consumption is the integral of power over the period of length \( C/s \); i.e.,

\[
E(C, s) = (\beta + \alpha s^\gamma)(C/s) = \beta C/s + \alpha Cs^\gamma - 1
\]

Figure 3a illustrates how different values of \( \gamma \) and processor speed \( s \) may affect the total energy consumption to complete a certain amount of computation. In most modern processors, execution at a frequency much lower than the critical frequencies [55] (the highlighted most energy efficient speed in the figure) is energy inefficient as leakage power becomes the major “contribution”. This model was shown to be quite realistic [56]. Figure 3b compares the original power consumption and the power model in Equation (1) as studied in [35].

![Energy consumption for executing a job with 10^6 computation cycles for various \( \gamma \), where \( \alpha = 1.76\text{Watts/GHz}^2 \), \( \beta = 0.5\text{ Watts} \).](a)

![Comparison of the power model (Eq. (2)) with experimental results in [35]. Here, \( \alpha = 1.76\text{Watts/GHz}^2 \), \( \gamma = 3 \), and \( \beta = 0.5\text{ Watts} \).](b)

Figure 3 CPU energy consumption model.

While we consider a continuous frequency scaling of the processors, our approach is applicable to the systems with discrete frequency levels as well. Specifically, any frequency in our continuous frequency scheme can be rounded up to achieve the discrete frequency level. In fact, most current processors have quite fine-grained steps to scale frequency. For example, the ODROID XU board (used in our system experiment) has a frequency range of 0.2 – 1.4GHz for LITTLE cores and 0.2 – 2GHz for big cores, with a scale step of 0.1GHz. With such fine-grained steps, the energy consumption modeled for continuous frequency scheme becomes very close to actual scenario for modern discrete frequency processors.
3.3 Global and Federated Scheduling Overview

We consider preemptive scheduling, where a task with higher priority can preempt an executing task that has lower priority. Non-preemptive scheduling is less preferred for time critical systems (partially) because of its poor responsiveness due to blocking and will not be explored in this paper. We shall develop both federated and global preemptive real-time scheduling of parallel tasks for energy minimization. Under global scheduling, we shall consider classical real-time scheduling policies such as Earliest Deadline First (EDF) and Deadline Monotonic (DM), and make them energy-aware. For federated scheduling, we shall consider the policy introduced in [44] which is described below.

Federated scheduling was first introduced in [44] as a generalized approach of partitioned scheduling for parallel tasks which has later been widely used in the literature for real-time parallel scheduling. In federated scheduling, a task is classified as a high-utilization task if its utilization $\geq 1$, or as a low-utilization task otherwise. Each high-utilization task is allocated a dedicated cluster (set) of cores. A multiprocessor scheduling algorithm is used to schedule all low-utilization tasks (each having utilization $< 1$), each of which is run sequentially, on a shared cluster composed of the remaining cores. Given a task set $\tau$, the federated scheduling algorithm works as follows: First, tasks are divided into two disjoint sets: $\tau_{\text{high}}$ contains all high-utilization tasks – tasks with worst-case utilization at least one ($u_i \geq 1$), and $\tau_{\text{low}}$ contains all the remaining low-utilization tasks. Consider a high-utilization task $\tau_i$ with WCER $C_i$, worst-case critical-path length $L_i$, and deadline $D_i$ ($= T_i$). We assign $m_i$ dedicated cores to $\tau_i$ where

\[m_i = \left\lceil \frac{C_i - L_i}{T_i - L_i} \right\rceil.\]

We use $m_{\text{high}} = \sum_{\tau_i \in \tau_{\text{high}}} m_i$ to denote the total number of cores assigned to high-utilization tasks $\tau_{\text{high}}$. We assign the remaining cores to all low-utilization tasks $\tau_{\text{low}}$, denoted as $m_{\text{low}} = m - m_{\text{high}}$. The scheduling algorithm admits the task set $\tau$, if $m_{\text{low}} \geq 2 \sum_{\tau_i \in \tau_{\text{low}}} u_i$.

After a valid core allocation, runtime scheduling proceeds as follows: (i) Any greedy (work-conserving) parallel scheduler can be used to schedule a high-utilization task $\tau_i$ on its assigned $m_i$ cores. Informally, a greedy scheduler is one that never keeps a core idle if some node is ready to execute. (ii) Low-utilization tasks are treated and executed as though they are sequential tasks and any multiprocessor scheduling algorithm (such as partitioned EDF [48], or various rate-monotonic schedulers [9]) with a utilization bound of at most $\frac{1}{2}$ can be used to schedule them on $m_{\text{low}}$ cores.

4 Energy-Aware Federated Scheduling

We first describe our approach for federated scheduling of real-time parallel tasks for minimizing their energy consumption on multicore. Since energy consumption of the cores is a function of their frequencies (speeds), our approach is to regulate the frequencies (speed) across the cores and across different nodes of the same task for minimizing overall energy consumption. For federated scheduling, we also have to determine a cluster (set) of cores on which a task will execute. We design our algorithms considering WCER of the nodes considering hard real-time systems that need both real-time guarantee and energy efficiency. Considering WCER, a node is executed at a uniform speed but different nodes can run at different speeds in our approach. Our approach incorporates an optimization engine and DVFS into the federated scheduling. Specifically, we first determine a cluster (set) of cores on which a task will execute and assign execution speeds to different nodes of all tasks. We
then incorporate DVFS into each cluster that will adjust the processor frequency during scheduling according to the assigned speeds of the nodes. Once the execution speeds of the nodes and the number of cores of all DAGs are determined, and the processor frequencies are adjusted based on the nodes’ speed assignments, the adopted scheduling policy leads to energy minimization. Our federated scheduling uses the policy presented in Section 3.3 and makes it energy-aware. The scheduling is done after assigning the node execution speeds (i.e. the frequencies at which the cores will run when executing the nodes) and the number of cores of each high utilization task and for the low-utilization ones. Figure 4 shows our energy-aware federated scheduling framework.

4.1 Frequency and Core Assignment Formulation

Our objective is to assign cores to each DAG and determine execution speeds for different nodes of the DAG to minimize overall energy consumption. Such a speed and core assignment must guarantee that all DAGs remain schedulable when the federated policy is applied for their scheduling. Hence, we apply existing highly efficient schedulability conditions as constraints based on processor capacity augmentation analysis [44] for DAGs on multicore. Considering overall energy consumption as the objective and using existing schedulability conditions based on processor capacity augmentation analysis, we formulate energy-aware real-time federated scheduling of DAGs as a constrained non-linear optimization problem.

\[ \text{Definition 1. [44] A scheduling algorithm } \mathcal{S} \text{ with capacity augmentation bound } b, \]
\[ b \geq 1, \text{ can always schedule a task set } \tau \text{ with total utilization of } u_{\text{sum}} \text{ on } m \text{ cores of speed } b \text{ as long as } \tau \text{ satisfies two conditions on unit speed cores: (1) } u_{\text{sum}} \leq m; \text{ and (2) } L_i \leq D_i, \forall \tau_i. \]

To formulate the problem, we first derive an expression to represent our objective (overall energy consumption) based on the energy model. By Equation (2), the total energy consumption for running node \( W_i \) at speed \( s_i \) becomes

\[ E(c_i, s_i) = \left( \beta + \alpha(s_i)^\gamma \right) \left( c_i / s_i \right) = \beta c_i / s_i + \alpha c_i (s_i)^\gamma - 1 \]

Thus total energy consumption by one job of task \( \tau_i \) becomes \( \sum_{j=1}^{n_i} E(c_i, s_i) \). To consider overall energy-consumption, we consider a complete schedule up to the hyper-period, denoted by \( H \), of the tasks. Thus the overall energy consumption by task set \( \tau \) is given by

\[ \sum_{i=1}^{n} w_i \sum_{j=1}^{n_i} E(c_i, s_i), \text{ where } w_i = \frac{H}{T_i} \]

which becomes our objective (4). The actual energy consumption is also affected by a number of other issues such as frequency switching, turn on/off overhead (see Section 4.4) that are not considered in the above objective. As shown before in Figure 3b, this objective can
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still represent a close approximation of the actual energy consumption of CPU. We want to minimize this objective while ensuring the schedulability under federated scheduling policy. Now we determine the constraints that must guarantee the schedulability under federated scheduling. The following remark plays a key role in establishing our constraints.

**Remark 2.** A scheduler \( S \) has a **capacity augmentation bound** of \( b \) if it can schedule any task set \( \tau \) on \( m \) cores which satisfies the following two conditions [44]:

- **Condition 1:** The total utilization of \( \tau \) is at most \( \frac{m}{b} \).
- **Condition 2:** For each task \( \tau_i \in \tau \) the worst-case critical-path length \( L_i \) (execution time of \( \tau_i \) on an infinite number of cores) is at most \( \frac{1}{b} \) fraction of its deadline.

The federated scheduling that we consider (described in Section 3.3) has a capacity augmentation bound of \( 2 \) [44]. Using this bound, we have to incorporate the two conditions of Remark (2) as constraints. When node \( W_j \) of task \( \tau_i \) is assigned speed \( s_j \), where \( 1 \leq j \leq n_i \), \( 1 \leq i \leq n \), the total utilization can be expressed as \( \sum_{i=1}^{n} \left( \sum_{j=1}^{n_i} \frac{c_j}{s_j} \right) / T_i \). Thus, the above **Condition 1** for schedulability is expressed as constraint (5) in our formulation.

Assigning different speeds to different nodes may change a task’s critical path. Let \( \Phi_i(s_i) \) be the set of nodes on a critical path if the nodes of \( \tau_i \) are assigned speeds \( s_i = \{ s_1^i, s_2^i, \ldots, s_j^i, \ldots, s_{n_i}^i \} \). The critical path length \( L_i(s_i) \) under this speed is given by

\[
L_i(s_i) = \sum_{W_j \in \Phi_i(s_i)} \frac{c_j}{s_j} \tag{3}
\]

Hence, **Condition 2** for schedulability is expressed as constraint (6) in our formulation.

Since assigning various speeds affects WCET and \( L_i \), it affects the number of cores \( m_i \) assigned to each high utilization task \( \tau_i \) and the total cores \( m_{low} \) assigned to all low utilization tasks. Hence, in addition to the constraints defined above, we have to maintain the following constraint for each speed assignment in federated scheduling as given in Section 3.3.

\[
m_{low} = m - m_{high} \geq 2 \sum_{\tau_i \in \tau_{low}} u_i \\
\Leftrightarrow m_{high} + 2 \sum_{\tau_i \in \tau_{low}} u_i \leq m \Leftrightarrow \sum_{\tau_i \in \tau_{high}} m_i + 2 \sum_{\tau_i \in \tau_{low}} u_i \leq m \\
\Leftrightarrow \sum_{\tau_i \in \tau_{high}} \left[ \frac{C_i - L_i}{T_i - L_i} \right] + 2 \sum_{\tau_i \in \tau_{low}} \frac{C_i}{T_i} \leq m \\
\Leftrightarrow \sum_{\forall \tau_i \text{ with } \frac{C_i}{T_i} \geq 1} \left[ \frac{C_i - L_i}{T_i - L_i} \right] + 2 \sum_{\forall \tau_i \text{ with } \frac{C_i}{T_i} < 1} \frac{C_i}{T_i} \leq m
\]
Considering node $W_j$ of task $\tau_i$ is assigned speed $s_j$, where $1 \leq j \leq n_i$, $1 \leq i \leq n$, we write the above condition as constraint (7) in our formulation. Thus our objective is to determine speeds $s_i = \{s_1^i, s_2^i, \ldots, s_j^i, \ldots, s_n^i\}, \forall \tau_i$ to

\begin{align}
\text{Minimize} & \quad \sum_{i=1}^{n} w_i \sum_{j=1}^{n_i} E(c_j^i, s_j^i) \\
\text{subject to} & \quad \sum_{i=1}^{n} \sum_{j=1}^{n_i} \frac{c_j^i}{T_i} \leq \frac{m}{2} \\
& \quad L_i(s_i) \leq \frac{T_i}{2}, \forall \tau_i \\
& \quad \sum_{i=1}^{n} \sum_{j=1}^{n_i} \frac{c_j^i}{T_i s_i^j} \geq 1 \\
& \quad 2 \sum_{i=1}^{n} \sum_{j=1}^{n_i} \frac{c_j^i}{T_i s_i^j} \leq m
\end{align}

It is worth noting that an optimal solution of the above formulation will not select any speed lower than critical speed as the solution then is non-optimal (a scenario where the leakage power dominates). As can be seen from Figure 3a, an optimization technique may choose a node’s speed above the critical speed of the core to meet deadline i.e. to meet constraints (5), (6), and (7). But it will never choose a speed lower than the critical speed as it will neither help in meeting deadline nor will help in decreasing energy consumption.

**Abstracting away Non-Uniformity.** We use the result of speed-up bound (capacity augmentation bound) derived in [44]. We change processor speeds while maintaining the speed-up bound. While the bound in [44] was derived considering uniform-speed, in using it, as long as no core violates the speed-up bound it does not matter if the cores are running at different speeds or not. We can think this in terms of choosing an execution time for each node. In terms of scheduling it is not important how the execution speed-ups are obtained. Once our optimization finds the “best” feasible assignment of execution times for each node that satisfy the bounds of [44], we can use these execution times to do the scheduling upon (logically) identical multiprocessor platform. Thus, we abstracted away any non-uniformity in speed of the processors by considering that each node can change its execution time.

**4.2 Steps for Solving Frequency and Core Assignment Problem**

In the problem formulated in (4)–(7), the objective (4) and constraint (5) are convex. As we described before, selecting a different speed for a node can change the critical path in a DAG. That is, whenever we choose a new value of our decision variables (speeds), we have to run an algorithm to detect a critical path in the DAG. Every change in decision variable may invoke that algorithm. Thus constraint (6) raises a key challenge as the invocation of critical path finding algorithm may affect the characteristics of the optimization problem. Another key challenge in the above problem is that it is not differentiable as Constraint (7) is non-differentiable. Non-differentiability raises a significant challenge in optimization problem and restrict the applicability of many efficient approaches for solving. Our techniques to handle these challenges are described as follows.
4.2.1 Critical Path Formulation Using Convex Constraints

To address the challenge stemmed from constraint (6), we determine critical path of a DAG through a topological sorting of the nodes and represent the method through a set of convex constraints. For this, a DAG has to have a unique source and a unique sink. If a DAG has multiple sources, a new dummy node with WCER of zero is created as the parent of all source nodes, and this dummy node is considered as the unique source. Similarly, if a DAG has multiple sinks, a new dummy node with WCER of zero is created as the child of all sink nodes, and this dummy node becomes the unique sink. Hence, without loss of generality, from now onward we consider that each $\tau_i$ is a DAG with one source $W_1^i$ and one sink $W_n^i$, and that $W_1^i, W_2^i, \ldots, W_n^i$ is a topological ordering of the nodes of $\tau_i$.

It is well-known that the shortest path problem for graphs with non-negative edge weights can be formulated as a linear programming maximization problem (e.g., see Chapter 29 in Cormen et al. [26]). Therefore, we can reverse the constraints of the shortest path formulation and use node weights to obtain quantification of the longest path from the source node $W_1^i$ to any other node $W_k^i$. Thus, based on topological ordering, we can express constraint (6) of the above formulation for critical path function in terms of convex constraints (8), (9), and (10) using a new variable $d$ as follows.

\[
d_i[W_1^i] = \frac{c_1^i}{s_1^i}, \forall \tau_i \tag{8}
\]

\[
d_i[W_\ell^i] \geq d_i[W_k^i] + \frac{c_\ell^i}{s_\ell^i}, \quad \forall \tau_i, (W_k^i \rightarrow W_\ell^i) \tag{9}
\]

\[
d_i[W_n^i] \leq \frac{T_i}{2}, \forall \tau_i \tag{10}
\]

Constraint (8) fixes the weight of the source node. Constraint (9) enforces that the longest path from source to node $W_\ell^i$ must be no less than the longest path to any adjacent predecessor node plus the weight of $W_\ell^i$. Finally, constraint (10) checks to ensure that the longest path to the sink node $W_n^i$ (i.e., the critical path) is bounded according to constraint (6).

4.2.2 Handling Non-Differentiability by Refining Core Allocation

Upon expressing constraint (6) of the problem given in (4) – (7) in terms of convex constraints (8), (9), and (10), the problem still remains non-differentiable due to constraint (7). A potential approach to solving the problem is to adopt a penalty based simulated annealing. Simulated annealing is a global optimization framework that employs stochastic global exploration to escape from local minima and is suitable for problems where gradient information is not available. A penalty-based approach (such as $\ell_1$– penalty method [23, 64]) makes it adoptable to constrained problem. While such a method can achieve global optimality or high-quality solution under certain theoretical conditions and parameter setups, its running time can be very very long, making it impractical for real-time task scheduling. Instead, we propose to formulate a convex optimization problem by modifying the federated scheduling policy while retaining the theoretical performance bound of the scheduling technique compared to the original one. Therefore, an optimal solution of the proposed convex problem should be quite close to that of the original problem defined in (4) – (7).

Since non-differentiability exists in constraint (7), we aim to make it continuous and convex. Its non-differentiability stems from the assignment of integer number of processor cores to the tasks. Hence, we slightly modify the federated scheduling policy by assigning a continuous value to each task based on which the task is actually scheduled on an integer
number of cores (as the number of cores is always integer). This provably retains the theoretical schedulability performance of the federated scheduling. Instead of assigning $\left\lceil \frac{C_i}{T_i-L_i} \right\rceil$ cores to a high utilization task $\tau_i$, we assign the value $\left( \frac{C_i}{T_i-L_i} + 1 \right)$ to it (in our optimization) while the task is scheduled on $\left[ \frac{C_i}{T_i-L_i} + 1 \right]$ cores. The remaining cores are assigned to low-utilization tasks. Theorem 3 proves that the federated scheduling retains its capacity augmentation bound of 2 upon the above modification.

**Theorem 3.** Assigning the value $\left( \frac{C_i}{T_i-L_i} + 1 \right)$ to each high utilization task $\tau_i$ and scheduling it on $\left[ \frac{C_i}{T_i-L_i} + 1 \right]$ cores, and assigning the remaining cores to all low-utilizations tasks does not change the capacity augmentation bound of 2 of the federated scheduling.

**Proof.** We consider a task set $\tau$ that satisfies Conditions 1 and 2 from Definition 1 for $b = 2$. As proved in [44], the capacity augmentation bound is 2 if every high-utilization task gets at least $\left\lceil \frac{C_i}{T_i-L_i} \right\rceil$ cores and all low-utilizations tasks together get at least $2 \sum_{\tau_i \in \tau_{\text{low}}} u_i$ cores. Hence, it is sufficient to prove that these two conditions hold upon our modification.

Our assigned value to a high utilization task $\tau_i$,

$$\frac{C_i}{T_i-L_i} + 1 > \left\lceil \frac{C_i}{T_i-L_i} \right\rceil,$$

The actual number of cores on which task $\tau_i$ is scheduled in the modified federated scheduling is

$$m_i = \left\lceil \frac{C_i}{T_i-L_i} + 1 \right\rceil \geq \left\lceil \frac{C_i}{T_i-L_i} \right\rceil.$$

Now we have to prove that the total number of cores assigned to low utilization tasks is at least $2 \sum_{\tau_i \in \tau_{\text{low}}} u_i$. For simplicity let $\sigma_i = \frac{T_i}{L_i}$. Hence, $T_i = \sigma_i L_i$, $C_i = u_i T_i = \sigma_i u_i L_i$. Since each task satisfies Condition 2 from Definition 1 for $b = 2$, $L_i \leq \frac{T_i}{b} \Rightarrow \sigma_i \geq b = 2$. (Note $T_i = D_i$.) By the definition of high-utilization task $\tau_i$, $u_i \geq 1$. Together with $\sigma_i \geq 2$, we can state $\frac{(u_i-1)(\sigma_i-2)}{\sigma_i-1} \geq 0$. Now

$$\frac{C_i}{T_i-L_i} + 1 = \frac{\sigma_i u_i L_i - L_i}{\sigma_i L_i - L_i} + 1 = \frac{\sigma_i u_i + \sigma_i - 2}{\sigma_i - 1} \leq \frac{\sigma_i u_i + \sigma_i - 2}{\sigma_i - 1} + \frac{(u_i-1)(\sigma_i-2)}{\sigma_i-1} = \frac{2u_i(\sigma_i-1)}{\sigma_i-1} = 2u_i.$$

Now total cores assigned to low-utilization tasks,

$$m_{\text{low}} = m - \sum_{\tau_i \in \tau_{\text{high}}} \left( \frac{C_i}{T_i-L_i} + 1 \right) \geq m - \sum_{\tau_i \in \tau_{\text{high}}} 2u_i \geq 2u_{\text{sum}} - \sum_{\tau_i \in \tau_{\text{high}}} 2u_i = 2 \sum_{\tau_i \in \tau_{\text{low}}} u_i.$$

The above modification in federated scheduling makes constraint (7) continuous and convex.
4.3 Energy-Aware Scheduling upon Convex Optimization

By incorporating the results from Sections 4.2.1 and 4.2.2, we can express the new formulation for determining node speeds as follows.

Minimize \[ \sum_{i=1}^{n} w_i \sum_{j=1}^{n_i} E(c^j_i, s^j_i) \]

subject to \[ \sum_{i=1}^{n} \frac{\sum_{j=1}^{n_i} c^j_i}{T_i} \leq \frac{m}{2}; \]

\[ d_i[W^f_i] = \frac{c^f_i}{s^f_i}, \forall \tau_i; \]

\[ d_i[W^k_i] \geq d_i[W^k_i] + \frac{c^f_i}{s^f_i}, \forall \tau_i, (W^k_i \rightarrow W^f_i); \]

\[ d_i[W^{n_i}_i] \leq T_i^2, \forall \tau_i; \]

\[ \sum_{\forall \tau_i, \text{with} \sum_{j=1}^{n_i} \frac{c^j_i}{T_i s^j_i} \geq 1} \left( \frac{\sum_{j=1}^{n_i} c^j_i}{T_i} - L_i(s_i) \right) + 1 \]

\[ + 2 \times \sum_{\forall \tau_i, \text{with} \sum_{j=1}^{n_i} \frac{c^j_i}{T_i s^j_i} < 1} \frac{n_i}{T_i s^j_i} \leq m \]

The objective and all the constraints in the above problem are now convex, making it a convex optimization problem. Therefore, we can find its optimal solution in polynomial time through gradient based or Interior Point method using any convex problem solver. In practice, it is very efficient to use any standard convex optimization tool such as CVX [30], IPOPT [36], or MATLAB’s `fmincon` function [4] for an optimal solution.

Note that by solving the above formulation, we jointly determine speed of nodes and the number of cores for each DAG as well as for all low-utilization tasks. After the core and speed assignment, every cluster of cores for high-utilization task boils down to scheduling a single DAG on \( m_i \) cores. Note that we need to run the above optimization only once. After determining the running speeds of all nodes, we schedule the tasks on their assigned cores. Through incorporating DVFS with federated scheduling, the speeds of the cores are adjusted according to what nodes they are executing. Such speed switching is quite feasible and common in practice. Modern microprocessors tend to change their DVFS setting rather frequently in response to rapid changes in the application behavior [59]. Note that at anytime if a core remains idle, it can be shutdown for energy saving and turned on later when needed.

Low-utilization tasks are treated and executed as if they were sequential tasks. Thus, the cluster of cores assigned to low-utilization task boils down to multiprocessor scheduling of sequential tasks. Our speed assignment technique hence considered an entire low-utilization task as a single node and there was one speed assignment for every low-utilization task. As we mentioned before, any multiprocessor scheduling algorithm such as partitioned EDF [48], or various rate-monotonic schedulers [9] with a utilization bound of at most \( \frac{1}{2} \) can be used to schedule all the low-utilization tasks on the allocated \( m_{\text{low}} \) cores. Since there is much work on energy-aware real-time scheduling of sequential tasks on multiprocessor, we can also adopt one of that policy for further reducing energy consumption. One potential approach
is to adopt the Adaptive DVFS technique proposed in [49] that adaptively determines the
frequency of each task for better performance on both schedulability and energy consumption.
It schedules the tasks with prolonged execution while ensuring that all meet deadlines.

4.4 Other Factors of Energy Consumption

In federated scheduling, there is no preemption across tasks and hence we have not considered
preemption cost. Our proposed solution is optimal only for the formulated problem. Our
formulation has ignored several factors of energy consumption. For example, it has ignored the
time and energy overhead in speed switching as well as the overhead associated with processor
turn on/off. Also, the speed assignment is based on the WCER of the tasks while the actual
execution requirement of a task may vary. Our result provides a strong fundamental basis to
address these issues in the future. In the future, we shall also address energy minimization
considering other key components, i.e., GPU, system bus, and memory/cache.

5 Energy-Aware Global Scheduling

We now describe our proposed scheduling approach for energy-aware global real-time
scheduling. Here also, our approach is to regulate the frequencies (speed) across the cores and
across different nodes of the same task for minimizing overall energy consumption. Hence,
our approach incorporates an optimization engine and DVFS into the classical real-time
scheduling policies such as EDF and DM and makes them energy-aware. Specifically, once
the execution speeds (and hence the processor frequencies) of the nodes of all DAGs are
determined through optimization, we can adopt an existing global real-time scheduling
policy. Figure 5 shows our energy-aware global scheduling framework. When the processor
frequencies are adjusted based on the nodes’ speed assignments, the adopted scheduling
policy leads to energy minimization. We describe our techniques for global EDF and DM.

5.1 Energy-Aware Global EDF

EDF is a classic and widely adopted dynamic-priority scheduling policy where tasks are
prioritized according to their absolute deadlines. In our approach, the EDF policy is adopted
after assigning the node execution speeds. Once the execution speeds of the nodes of all
DAGs are determined, and the processor frequencies are adjusted accordingly through DVFS,
running EDF policy leads to energy minimization. A node is ready to execute when all its
predecessors have executed. EDF for parallel tasks works as follows: at each time step, the
scheduler first tries to schedule as many ready nodes from all jobs with the earliest deadline
as it can; then it schedules ready nodes from the jobs with the next earliest deadline, and so
on, until either all cores are busy or no nodes are ready.

Formulation. We use the overall energy consumption used in our formulation in Section 4.1
as our objective here also. Similar to that formulation, here also we want to minimize this
objective while ensuring the schedulability under the global EDF scheduling policy. For global
EDF scheduling of DAG tasks on multicore, the work in [44] derived a capacity augmentation bound of $2.618$. When node $W_j$ of task $\tau_i$ is assigned speed $s_j$, where $1 \leq j \leq n_i$, $1 \leq i \leq n$, using a capacity augmentation bound of $2.618$, we define Condition 1 and Condition 2 for schedulability in Remark (2) as Constraints (12) and (13), respectively, in our formulation.

Thus, for global EDF scheduling for energy minimization, we first formulate our problem as follows. Our objective is to determine speeds $s_i = \{s_1, s_2, \ldots, s_j, \ldots, s_n\}, \forall \tau_i$ to

$$\text{Minimize } \sum_{i=1}^{n} w_i \sum_{j=1}^{n_i} E(c_j, s_j)$$

subject to

$$\sum_{i=1}^{n} \sum_{j=1}^{n_i} \frac{c_j}{s_j} \leq \frac{m}{2.618} \quad \text{(12)}$$

$$L_i(s_i) \leq \frac{T_i}{2.618}, \forall \tau_i \quad \text{(13)}$$

**Convexification.** The objective (11) and constraint (12) are convex. By incorporating the results from Section 4.2.1, constraint (13) can be replaced by three convex constraints using a new variable $d$ considering $W^1_i, W^2_i, \ldots, W^{n_i}_i$ as a topological ordering of the nodes of DAG $\tau_i$ with one source and one sink. Thus, we convert the above problem formulation as the following convex optimization problem where our objective is to determine speeds $s_i = \{s_1, s_2, \ldots, s_j, \ldots, s_n\}, \forall \tau_i$ to

$$\text{Minimize } \sum_{i=1}^{n} w_i \sum_{j=1}^{n_i} E(c_j, s_j)$$

subject to

$$\sum_{i=1}^{n} \sum_{j=1}^{n_i} \frac{c_j}{s_j} \leq \frac{m}{2.618} \quad \text{(15)}$$

$$d_i[W^1_i] = \frac{c_1}{s_1}, \forall \tau_i \quad \text{(16)}$$

$$d_i[W^{\ell}_i] \geq d_i[W^k_i] + \frac{c_\ell}{s_\ell}, \forall \tau_i, (W^k_i \rightarrow W^\ell_i) \quad \text{(17)}$$

$$d_i[W^{n_i}_i] \leq \frac{T_i}{2.618}, \forall \tau_i \quad \text{(18)}$$

The objective and all the constraints in the above problem are now convex, making it a convex optimization problem. Therefore, we can find its **optimal solution in polynomial time** through any convex problem solver. Note that we need to run the above optimization only once. After determining the running speeds of all nodes, we execute the tasks based on EDF scheduling. During execution, a node runs at its assigned speed. Through incorporating DVFS with EDF scheduling, the speeds of the cores are adjusted according to what nodes they are executing. Note that at anytime if a core remains idle, it can be shutdown for energy saving and turned on later when needed.

For the same reasons we explained for the problem in Section 4, the above said solution is optimal only for the problem formulated in (14)–(18), and is not an optimal solution for actual energy minimization for a number of issues not addressed in the problem formulation such as frequency switching overhead, preemption cost in global scheduling, task execution time uncertainty, and contributions from other components including GPU, system bus, and memory/cache. As stated before, we shall address these issues in the future.
5.2 Energy-Aware Global DM

DM is an efficient and widely used fixed-priority scheduling policy for real-time systems where tasks are assigned priorities according to their (relative) deadlines; the task with the shortest deadline being assigned the highest priority. Our approach for energy-aware DM scheduling is similar to that for energy-aware EDF scheduling described above. We first determine the execution speeds of the nodes. We then incorporate DVFS with DM so that every node runs at the assigned speed during execution.

For global DM scheduling of DAG tasks on multicore, the work in [44] derived a capacity augmentation bound of 3.732. Using this bound, we formulate the problem in the same way as follows considering $W_{1}^{i}, W_{2}^{i}, \ldots, W_{n}^{i}$ as a topological ordering of the nodes of DAG $\tau_{i}$.

Our objective is to determine speeds $s_{i} = \{s_{1}^{i}, s_{2}^{i}, \ldots, s_{j}^{i}, \ldots, s_{n}^{i}\}$, $\forall \tau_{i}$ to

Minimize $\sum_{i=1}^{n} w_{i} \sum_{j=1}^{n_{i}} E(c_{j}^{i}, s_{j}^{i})$

subject to $\sum_{i=1}^{n} \sum_{j=1}^{n_{i}} \frac{c_{j}^{i}}{T_{i}} \leq \frac{m}{3.732}$

$d_{i}[W_{1}^{i}] = \frac{c_{1}^{i}}{s_{1}^{i}}, \forall \tau_{i}$

$d_{i}[W_{j}^{i}] \geq d_{i}[W_{k}^{i}] + \frac{c_{j}^{i}}{s_{k}^{i}}, \forall \tau_{i}, (W_{k}^{i} \rightarrow W_{j}^{i})$

$d_{i}[W_{n}^{i}] \leq \frac{T_{i}}{3.732}, \forall \tau_{i}$

The characteristics of the above problem are the same as those of the energy-aware EDF scheduling. Specifically, this problem is also convex and its optimal solution can be achieved in polynomial time through any convex problem solver.

6 Evaluation

In this section, we present the evaluation of our energy-minimization policies using synthetic workloads through simulations. We used a custom-built simulator developed in MATLAB. We conduct simulation for both federated scheduling and global scheduling.

6.1 Simulation Setup and Evaluation Metrics

We generated DAG task sets using the Erdös-Rényi method $G(n_{i}, p)$ where $n_{i}$ is the number of nodes and $p$ is the probability of adding edges between nodes [25]. The value of $n_{i}$ was chosen randomly from range [5, 10]. If a DAG was disconnected, we added the minimum number of edges needed to make it connected. Each node’s execution requirement was randomly chosen from range [5, 10]. We assign harmonic period $T_{i}$ to a task $\tau_{i}$ by finding the smallest value $x$ such that critical path, $L_{i} <= 2x$ and set $T_{i}$ to be either $2x$ or $2x+1$. $T_{i}$ value was chosen randomly to get a fair distribution of high and low utilization tasks in a task set. Harmonic periods were used to reduce the time needed for collecting the results. We added tasks to a set until its total utilization was achieved. We show the simulation results for an average over 900 task sets using 20 cores ($m$). To compute the node speeds, we use MATLAB’s fmincon which provides an optimal solution of our convex problem.
The energy consumption of a task set is computed based on our objective function. We then compute the ratio of the energy consumption and the hyper-period to get the average power consumption and use it as our key metric for evaluation. In our proposed approach, the optimization problem uses a schedulability test as a constraint that guarantees that a task is always schedulable (assuming no extra system overhead). Thus, evaluation in terms of schedulability is redundant and is not shown when our approaches are compared against traditional (energy-unaware) real-time scheduling policies under similar schedulability conditions. However, under federated scheduling, we compare our approach against an additional baseline proposed in [17] that trades energy consumption for schedulability but cannot pre-set the number of cores as an input. For this particular case, schedulability becomes a differentiating factor and will be used as a metric for evaluation. Specifically, our approach always considers schedulable tasks and outperforms the baseline (Section 6.2).

6.2 Results for Energy-Aware Federated Scheduler

![Figure 6](image)

Figure 6: Schedulability under energy-aware federated and existing approach.

We first compare the performance of the energy-aware federated scheduler against the energy-aware simplified federated scheduling, called intra-DAG merging, proposed in [17]. As discussed before in Section 2, in this intra-DAG merging approach, the limitation on number of concurrent tasks degrades the schedulability of tasks while our approach ensures schedulability of any feasible task set. To demonstrate their schedulability difference, we generate 900 random DAG task sets with utilization between $0.1 m$ and $m$. We evaluate the performance under varying number of tasks. Figure 6 shows that intra-DAG merging performs poorly in schedulability ratio (i.e., the fraction of schedulable cases) compared to our energy-aware federated scheduler. When the number of tasks reaches 20, the schedulability ratio of the intra-DAG merging approach is 0, while our scheduler can always schedule the generated task set. Since the performance of Intra-DAG merging is very poor in terms of schedulability, we do not consider it in comparing energy-consumption.

Figure 7a shows the results for our energy-aware federated scheduler for 900 task sets under varying total utilization of each set in the range $[2, 18]$. All other parameters are fixed as before. We compare the performance with (energy-unaware) federated scheduler. We considered the speed of tasks running in federated scheduler to be 2.0. The figure shows that our energy-aware federated scheduler saves up to 62.95% of the power when compared to federated scheduler. Figure 7b shows the energy performance under varying $p$. We see that our energy-aware federated scheduler consistently outperforms federated scheduler and can achieve up to 57.95% energy saving compared to the latter.
6.3 Results for Energy-Aware Global Scheduling

We now present the results under global EDF and global DM scheduling.

6.3.1 Energy Savings under Energy-Aware Global EDF

In Figure 8a, we show the average power consumption over a hyper-period for 900 DAG task sets and vary the total utilization from 2 to 18. For a moderately dense DAG, we set $p = 0.4$. We compare our energy-aware global EDF policy with traditional energy-unaware global EDF (named “EDF” subsequently) scheduling as, to our knowledge, no approach has yet been proposed for global energy-aware scheduling of parallel tasks for multicore. Under EDF, all tasks run at the speed-up bound, $2^{t-2}$, since a speed of $2^{t-2}$ always ensures schedulability of a feasible task set. Figure 8a shows that the average power consumption of our approach increases with an increase in total utilization. This is due to the reduction in available slack with the increase in total utilization. From this result, we can see that our energy-aware EDF consumes up to $68.17\%$ less power compared to EDF. Figure 8b shows the performance under different DAG structures by varying edge probability $p$ uniformly in range $[0.1, 0.9]$ setting total utilization at 10. Our approach is consistently better than EDF and can achieve up to $62.4\%$ power saving compared to EDF.

(a) Varying task set utilization.  
(b) Varying probability of edges.

Figure 7 Performance of Energy-Aware Federated Scheduler.

Figure 8 Performance of Energy-Aware Global EDF.
6.3.2 Energy Savings under Energy-Aware Global DM

In Figure 9a, we show the average power consumption in our energy-aware DM against traditional energy-unaware DM (named “DM” subsequently) under varying total utilization. Here our parameters are chosen similar to the EDF case. We consider the speeds of all task running under DM to be \( 3.732 \), which is the corresponding speed up bound for ensuring schedulability under DM. As the speed-up bound for DM is higher than EDF, we see an increase in average power consumption for both energy-aware DM and DM. However, our energy-aware DM consumes up to \( 64.10\% \) less power than DM. Figure 9b shows the performance under different DAG structures by varying \( p \) uniformly in range \([0.1, 0.9]\) setting total utilization at 10. As the figure shows our approach is consistently better than DM and can achieve up to \( 62.1\% \) power saving compared to DM. For both schedulers, the DAG structure does not show observable effect in performance.

![Figure 9](image_url) Performance of Energy-Aware Global DM.

7 Proof of Concept

Although many AMD and Intel processors support per-core DVFS, we could not use those in PC/Laptop for our experiment as we found it quite challenging to accurately measure the CPU power consumption due to interference from numerous sources such as peripheral devices and other programs. Hence, we have developed a proof of concept system for our results using multiple ODROID boards [54] where this issue is less severe.

7.1 Proof of Concept System Setup

ODROID board equips an Exynos5 Octa 5422 SoC consisting of two quad-core clusters – a “LITTLE” cluster with four ARM Cortex-A7 and a “big” cluster with four ARM Cortex-A15. We have used Ubuntu 16.04.1 LTS MATE operating system with Linux kernel 4.14. Cores of a cluster operate at the same frequency and have the same voltage. Since a single ODROID board does not support per-core DVFS, we created our proof of concept system as a multiprocessor platform by connecting four boards where we used one core from each board. Thus our setup uses four cores from four different boards to enable per-core DVFS. Such a proof of concept platform was made up only to enable per-core DVFS-based experiment.

Figure 10a shows our experimental setup and Figure 10b shows its architecture as a multi-processor environment. We connected each ODROID board to a central server that resides on a MacBook Pro via a wired LAN. The central server schedules nodes from all jobs, based on the proposed energy-aware federated scheduler, on the clients. Each node is
emulated by a C program that is executing an empty *for* loop for a specified time. Since our focus is to measure energy consumption, we rely only on an empty *for* loop to expend processor cycles which consumes energy similar to a regular instruction execution while avoiding any cache/memory overheads. The scheduler located at the server maintains the dependencies among nodes. Thus, a node was executed only when all of its predecessor nodes had finished execution. Upon receiving a request from the server, the ODROID client executes the C program as a process on a dedicated core (i.e., without interference from OS or other programs). In our implementation, we used CPUFREQ-SET program from CPUFREQUTILS package for setting the frequency of each CPU. The overhead from the client program and driver is very low and can be included in the context switch cost.

We set the frequency of both the big and LITTLE cluster at 600 Mhz by default. Upon receiving a request from the server, the client changes the frequency of the LITTLE cluster to the requested value and executes the program for a specified duration. Upon its completion, the frequency is scaled back to 600 Mhz. The choice of 600 Mhz stems from the observations that below 600 Mhz the operating system struggles to schedule processes on time. Note that we do not put the core on the ODROID board that is executing the client to sleep as it incurs additional time overhead which can affect the schedulability of a task set.

We used ODROID’s smartpower device [6] for measuring power consumption during our experiments. The smartpower device uses a discrete sampling of voltage and current to compute the instantaneous power and total energy consumption for the entire board. It transmits these values over WiFi, which is collected manually for the hyper-period of the task set. Note that the energy measurement over the hyper-period for one board includes the total energy consumed by context switches, OS interferences, and peripheral chips/devices connected to the ODROID board. Since we use four ODROID boards, the number of peripheral devices and their static energy consumption scales accordingly.

### 7.2 Implementation and Experimental Methodology

We generated 4 DAG task sets using the approach described in Section 6.1. The worst-case execution time of each node was chosen randomly from [27s, 54s, 81s, 108s, 135s], which corresponds to [2, 4, 6, 8, 10] × 10^6 empty for loop iterations on 0.7Ghz. The task sets for experiments had total utilization of 0.3m, 0.4m, 0.5m and 0.6m (m = 4). The value of p was fixed at 0.6. All other parameters were kept the same as simulation. The speed of each node in a task was calculated using MATLAB’s *fmincon*. Here also we evaluate in terms of average power consumption which is the average power in Watts consumed by the platform during the execution of one task set up to its hyper-period. We measured the total energy consumed over the hyper-period and used it to compute the average power.
7.3 Proof of Concept Results

Figure 11 shows that the average power consumption of the energy-aware federated scheduler is lower than the existing energy-unaware federated scheduler (named “federated scheduler” subsequently) at all values of total utilization. There is up to 0.159 Watts of power savings in our approach. Due to the randomness of the task set generation policy, the task set with utilization value 2 has tasks with smaller critical path length compared to the task set with utilization 2.4. (This is due to our task generation policy that connected two nodes in the graph based on whether a randomly generated number is less than 0.6 or not. For task at utilization 2.4, the random task generator did not add as many edges as the task at utilization 2 which resulted in smaller critical path length.) This resulted in higher frequency assignment for all nodes in the former. Thus, the average power consumption for task set with utilization 2.4 was lower than that of task set with utilization 2.

Figure 11 shows the average power consumption for both the baseline and the proposed approach is in the order of 6 – 7 Watts. This high power consumption is due to the static power consumed by input devices (like keyboard and mouse), communication chips, RAM/memory modules, and the big cluster operating 600Mhz on each ODROID board. In a processor with per-core DVFS, the static power consumption would be significantly lower than that exhibited by the proof of concept platform, and hence the average power savings as a percentage of the baseline power consumption will be significantly higher. Due to the high static power consumption of our experimental platform, the proof of concept results only show energy savings but are not indicative of the percentage of energy savings that can be obtained through the proposed approach.

8 Conclusion and Future Directions

In this paper, we have proposed energy-aware real-time scheduling for parallel tasks. We have demonstrated its performance through simulations as well as a proof of concept system evaluation on a physical platform. The adopted resource augmentation bounds only provide a sufficient condition for schedulability. Any improvement over the resource augmentation bounds in the future would lead to more energy efficient scheduler under our framework. We have limited the scope of our results to CPU energy consumption ignoring several practical factors. For example, we have ignored the overhead in processor speed switching as well as turn on/off. Also, the speed assignment is based on the worst-case execution requirement of the tasks while the actual execution requirement of a task may vary across runs/instances.
Yet, our results provide a strong fundamental basis to incorporate these considerations into future research. In the future, we shall also take into account all key components, i.e., CPU, GPU, system bus, and memory/cache, that contribute to energy consumption.

References

1 URL: https://www.greentechmedia.com.
7 TILE-Gx™. URL: http://www.tilera.com/products/processors/TILE-Gx_Family.
36 IPOPT. Interior point optimizer, 2011. URL: https://projects.coin-or.org/Ipopt.


Oliver Mitchell. Self-driving cars have power consumption problems, 2018. URL: https://www.therobotreport.com/self-driving-cars-power-consumption/.


**Abstract**

Over-estimation of worst-case execution times (WCETs) of real-time tasks leads to poor resource utilization. In a mixed-criticality system (MCS), the over-provisioning of CPU time to accommodate the WCETs of highly critical tasks may lead to degraded service for less critical tasks. In this paper, we present PAStime, a novel approach to monitor and adapt the runtime progress of highly time-critical applications, to allow for improved service to lower criticality tasks. In PAStime, CPU time is allocated to time-critical tasks according to the delays they experience as they progress through their control flow graphs. This ensures that as much time as possible is made available to improve the Quality-of-Service of less critical tasks, while high-criticality tasks are compensated after their delays.

This paper describes the integration of PAStime with Adaptive Mixed-criticality (AMC) scheduling. The LO-mode budget of a high-criticality task is adjusted according to the delay observed at execution checkpoints. This is the first implementation of AMC in the scheduling framework of LITMUS\(^\text{RT}\), which is extended with our PAStime runtime policy and tested with real-time Linux applications such as object classification and detection. We observe in our experimental evaluation that AMC-PAStime significantly improves the utilization of the low-criticality tasks while guaranteeing service to high-criticality tasks.
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**Introduction**

In real-time systems, computing resources are typically allocated according to each task’s worst-case execution time (WCET), to ensure timing constraints are met. However, worst-case conditions for an application are rather rare, resulting in poor resource utilization. Previous research work [54] shows that the worst-cases lie at the tiny tail-end of the probability distribution curve of the execution times for many programs. Instead, average-case execution times are significantly more likely, taking a fraction of the worst-case times.
Mixed-criticality systems (MCSs) provide a way to avoid over-estimation of resource needs, by considering the schedulability of tasks according to different estimates of their execution times at different criticality or assurance levels [52]. Higher criticality tasks are afforded more execution time at the cost of less time for lower criticality tasks, when it is impossible to meet all task timing constraints. There have been multiple proposals [6, 7, 12, 15] since Vestal’s work on MCSs [52]. Most prior work focuses on meeting task deadlines and ignores other Quality-of-Service (QoS) metrics [51] or average utilization. Although timely completion is most important for high-criticality applications, QoS is a significant metric for lower criticality tasks [11, 36, 48]. This has motivated our work on PAStime (Progress-Aware Scheduling for time-critical computing), to maximize the QoS for low-criticality tasks.

In PAStime, we first identify a checkpoint in a high-criticality application at an intermediate stage in its source code. The application is then profiled offline to measure the time to reach the marked checkpoint. Using this timing data, the application evaluates its progress at the checkpoint during runtime. Based on the delay at the checkpoint, PAStime predicts the expected execution time of a high-criticality application. We consequently adjust the runtime of the application, given that the change does not hamper schedulability of co-running tasks. If at runtime a highly critical program is deemed to be making insufficient progress, it is given greater CPU time.

We combine PAStime with Adaptive Mixed-criticality (AMC) scheduling [7], to improve the performance of low-criticality tasks. In AMC, the system is started in LO-mode, where all tasks are scheduled with their LO-mode budgets. When a high-criticality task runs for more than its LO-mode budget, the system is switched to HI-mode. In HI-mode, all low-criticality tasks are stopped, and the high-criticality tasks are given their increased HI-mode budgets. However, switching to HI-mode should be avoided as much as possible [5], because it affects the performance of low-criticality tasks, which are not executed in HI-mode.

Several works extend the mixed-criticality task model to improve the performance of low-criticality tasks, such as providing an offline extra budget allowance to the high-criticality tasks [45], and estimating multiple budgets [35, 43] and periods [46, 48] for low-criticality tasks. However, these approaches do not utilize runtime information.

We extend AMC with PAStime to avoid mode switches, by dynamically adjusting the LO-mode budget for a high-criticality task, based on progress to execution checkpoints. Then, we predict the expected execution time of a high-criticality task based on the observed delay until a checkpoint. We carry out an efficient online schedulability test to determine whether we can increase the LO-mode budget of the delayed high-criticality task to our predicted execution time. In case the taskset is still schedulable with the increased budget, we extend the LO-mode budget of the high-criticality task to the predicted execution time. When a high-criticality task finishes within its extended budget, we keep the system in LO-mode and avoid a mode switch that would otherwise happen in AMC. Thus, PAStime improves the QoS of low-criticality tasks by keeping the system in LO-mode for a longer time.

Factors such as I/O events and hardware microarchitectural delays lead to actual execution times exceeding those predicted by PAStime. Any high criticality task running at the end of its predicted execution time causes a timer interrupt to switch the system into HI-mode, as is the case with AMC scheduling. Thus, a high-criticality task never misses its deadline.
1.1 Contributions

The central idea of PAStime is to help the OS make scheduling decisions based on a program’s runtime progress. This work is the first implementation of AMC in the scheduling framework of LITMUS\textsuperscript{RT} \cite{litmus}. Such an implementation helps in testing AMC scheduling with a wide range of real-time Linux applications. We also implement an extension to AMC scheduling with our PAStime runtime policy. We test our implementation with real-world applications: an object classification application from the Darknet neural network framework \cite{darknet}, an object tracking application from the dlib machine learning toolkit \cite{dlib}, and an MPEG video decoder \cite{mpeg}. We show that PAStime increases the average utilization of low-criticality tasks by 1.5 to 9 times for 2 to 20 tasks. We also demonstrate that our implementation of AMC-PAStime has minimal and bounded additional overhead in LITMUS\textsuperscript{RT}.

We provide a C library for PAStime to instrument checkpoints in high-criticality programs. In addition, we modify the LLVM compiler \cite{llvm} to automatically identify potential locations of checkpoints during profiling for simple time-critical applications, and also instrument the checkpoints in the final binary executable file.

The next section describes our approach to PAStime. Section 3 details the theoretical background behind AMC and its extension with PAStime. Section 4 describes the design and implementation of PAStime, which is then evaluated in Section 5. Finally, we describe related work, followed by conclusions and future work in Sections 6 and 7, respectively.

2 Approach

Compiler infrastructures such as LLVM are capable of producing a program’s control flow graph (CFG). A CFG represents the interconnection between multiple Basic Blocks (BBs), where a block is a sequence of straight-line code without any internal branches. However, CFGs are not typically utilized by an OS to manage time for different computing resources, in spite of being a rich source of analytical information about a program. Consequently, current OSs are oblivious to a program’s computing requirements (e.g., CPU utilization) at different points in its execution. A developer of an application can, instead, help the OS make decisions related to resource management, by providing runtime information about a program at certain points in its source code.

PAStime dynamically decides a program’s execution budget based on its runtime progress and theoretical analysis of the allowable delay at specific checkpoint locations. At runtime, PAStime measures the time (i.e., CPU time) to reach a checkpoint from the start of a task, and then compares that time to a pre-profiled reference value. The task’s execution budget which was previously set based on profiling, is then adjusted according to actual progress.

Figure 1 shows the CFG for a program with two loops, starting at BB2 and BB6. In this example, PAStime inserts a checkpoint between the two loops at the end of BB5. BB5 is a potentially good location for a checkpoint because there is one loop before and after this BB, providing an opportunity to increase the budget to compensate for the delay until BB5.

Suppose that we derive the LO-mode budget of the whole program to be 2000 ms by profiling, and the LO-mode time to reach the checkpoint at BB5 is 500 ms. The program is then executed in the presence of other tasks. The execution budget at the checkpoint (in BB5) is adjusted, to account for the program’s actual runtime progress. For example, suppose the program experiences a delay of 100 ms to reach the checkpoint in BB5, thereby arriving at 600 ms instead of the expected 500 ms. Therefore, the program is delayed by (\(\frac{100}{500} \times 100\%\)) 20% from its LO-mode progress.
Depending on the relationship between the task’s LO- and HI-mode progress to the checkpoint, the task’s budget is adjusted according to the 20% observed delay at the checkpoint. One approach is to extrapolate a linear delay from the checkpoint to the end of the task’s execution. Thus, the total execution time of 2000 ms is predicted to complete at \((2000 + 20\% \times 2000 =)\) 2400 ms. PAS-time uses the available information at a checkpoint to extend the LO-mode budget of a high-criticality application. In Section 5.8, we explore other possible execution time prediction models.

### 2.1 Benefits of Adaptive Mixed-criticality Scheduling

We see progress-aware scheduling as being beneficial in mixed-criticality systems. Adaptive Mixed-criticality scheduling [7] is the state-of-the-art fixed-priority scheduling policy for Mixed-criticality tasksets. In AMC, a system is first initialized to run in LO-mode. In LO-mode, all the tasks are executed with their LO-mode execution budgets. Whenever a high-criticality task overruns its LO-mode budget, the system is switched to HI-mode. In HI-mode, all low-criticality tasks are discarded (or given reduced execution time [5, 35]), and the high-criticality tasks are given increased HI-mode budgets. The system’s switch to HI-mode therefore impacts the QoS for low-criticality tasks.

By combining PAS-time with AMC (to yield AMC-PAS-time), we extend the LO-mode budget of a high-criticality task to its predicted execution time at a checkpoint. Going back to our previous example in Figure 1, we try to extend the LO-mode budget of the task by 400 ms. We carry out an online schedulability test to determine if we can extend the task’s LO-mode budget by 400 ms. If the whole taskset is still schedulable after an extension of the LO-mode budget of the delayed high-criticality task, the increment in the task’s LO-mode budget is approved. We let the task run until the extended time and keep the system in LO-mode. In case the high-criticality task finishes within its extended time, we avoid an unnecessary switch to HI-mode. Thus, the low-criticality tasks run for an extended period of time and do not suffer from degraded CPU utilization and QoS, as occurs with AMC.

In case the task does not finish within the predicted time, then the system is changed to HI-mode, and low-criticality tasks are finally dropped. This behavior is identical to AMC, and every high-criticality task still finishes within its own deadline. Therefore, we improve the QoS of the low-criticality tasks when the high-criticality tasks finish within their extended LO-mode budgets, and otherwise, we fall back to AMC. When there is no delay at a checkpoint, we do not change a task’s LO-mode budget.
3 Theoretical Background

In this section, we provide a response time analysis for AMC-PAStime by extending the analysis for AMC scheduling. We also describe details about the online schedulability test based on the response time values.

3.1 Task Model

We use the same AMC task model as described by Baruah et al [7]. Without loss of generality, we restrict ourselves to two criticality levels - LO and HI. Each task, $\tau_i$, has five parameters: $C_i(LO)$ - LO-mode runtime budget, $C_i(HI)$ - HI-mode runtime budget, $D_i$ - deadline, $T_i$ - period, and $L_i$ - criticality level of a task, which is either high ($HC$) or low ($LC$). We assume each task’s deadline, $D_i$, is equal to its period, $T_i$. A HC task has two budgets: $C_i(LO)$ for LO-mode assurance and $C_i(HI)$ ($> C_i(LO)$) for HI-mode assurance. A LC task has only one budget of $C_i(LO)$ for LO-mode assurance.

3.2 Scheduling Policy

Both AMC and AMC-PAStime use the same task priority ordering, based on Audsley’s priority assignment algorithm [2]. If a task’s response time for a given priority order is less than its period, then the task is deemed schedulable. The details of the priority assignment strategy are discussed in previous research work [3,7]. We do not change the priority ordering of the tasks at runtime.

AMC-PAStime initializes a system in LO-mode with all tasks assigned their LO-mode budgets. We extend a high-criticality task’s LO-mode budget at a checkpoint if the task is lagging behind its expected progress, as long as the extension does not hamper the schedulability of the delayed task and all the lower or equal priority tasks. An increase to the LO-mode budget of a task that violates its own or other task schedulability is not allowed. If a high-criticality task has not finished its execution even after its extended LO-mode budget, then the system is switched to HI-mode.

3.3 Response Time Analysis

The AMC response time recurrence equations for (1) all tasks in LO-mode, (2) HC tasks in HI-mode, and (3) HC tasks during mode-switches are shown in Equation 1, 2 and 3, respectively. $hp(i)$ is the set of tasks with priorities higher than or equal to that of $\tau_i$. Likewise, $hpHC(i)$ and $hpLC(i)$ are the set of high- and low-criticality tasks, respectively, with priorities higher than or equal to the priority of $\tau_i$.

AMC provides two analyses for mode switches: AMC-response-time-bound (AMC-rtb) and AMC-maximum. We use AMC-rtb for our analysis, as AMC-maximum is computationally more expensive. However, AMC-rtb does not allow a taskset which is not schedulable by AMC-maximum. Therefore, AMC-rtb is sufficient for schedulability.

$$R_{LO}^i = C_i(LO) + \sum_{\tau_j \in hp(i)} \left\lceil \frac{R_{LO}^j}{T_j} \right\rceil \times C_j(LO) \quad (1)$$

$$R_{HI}^i = C_i(HI) + \sum_{\tau_j \in hpHC(i)} \left\lceil \frac{R_{HI}^j}{T_j} \right\rceil \times C_j(HI) \quad (2)$$
$R_i^* = C_i(\text{HI}) + \sum_{\tau_j \in bpiC(i)} \left[ \frac{R_i^*}{T_j} \right] \times C_j(\text{HI}) + \sum_{\tau_j \in bpiLC(i)} \left[ \frac{R_i^{LO}}{T_j} \right] \times C_j(\text{LO}) \quad (3)$

With AMC-PASStime, we not only measure $C_i(\text{LO})$ and $C_i(\text{HI})$, but also the LO-mode time to reach a checkpoint $C_i^{CP}(\text{LO})$. If a high-criticality task, $\tau_i$, is delayed by $X\%$ at a checkpoint, compared to its LO-mode progress, then $\tau_i$ takes $(C_i^{CP}(\text{LO}) + \frac{C_i^{CP}(\text{LO}) \times X}{100})$ time to reach the checkpoint. Hence, $\tau_i$’s budget is tentatively increased from $C_i(\text{LO})$ to $C_i(\text{LO})$, where $C_i(\text{LO}) = f(C_i(\text{LO}), X)$. Here, $f(C_i(\text{LO}), X)$ is a function to predict the delayed total execution time, given that the observed delay until the checkpoint is $X\%$. For example, by a linear extrapolation of the observed delay of $X\%$ at a checkpoint, the original budget $C_i(\text{LO})$ changes to $f(C_i(\text{LO}), X) = (C_i(\text{LO}) + \frac{C_i(\text{LO}) \times X}{100})$. It is possible for $f$ to depend on task-specific and hardware microarchitectural factors such as cache and main memory accesses. We show more execution time prediction techniques in Section 5.8.

With the increased LO-mode budget $C_i(\text{LO})$, an online schedulability test then calculates the the extended LO-mode response time, $R_i^{LO-ext}$, for $\tau_i$, using Equation 4. Similarly, $R_i^{HI}$ is calculated using Equation 5. Equations 4 and 5 are extensions of Equations 1 and 3. AMC-PASStime checks at runtime whether both $R_i^{LO-ext}$ and $R_i^{HI}$ are less than or equal to $\tau_i$’s period to determine its schedulability.

The new response times are then calculated for all tasks in LO-mode with priorities less than or equal to $\tau_i$, using Equation 4. Similarly, new response times are calculated for all HC tasks with lower or equal priority to $\tau_i$ during a mode switch, using Equation 5. If all newly calculated response times are less than or equal to the respective task periods, the system is schedulable. In this case, AMC-PASStime approves the LO-mode budget extension to $\tau_i$. If the system is not schedulable, then $\tau_i$’s budget remains $C_i(\text{LO})$.

$R_i^{LO-ext} = C_i(\text{LO}) + \sum_{\tau_j \in bpiC(i)} \left[ \frac{R_i^{LO-ext}}{T_j} \right] \times C_j(\text{LO}) \quad (4)$

$R_i^{HI} = C_i(\text{HI}) + \sum_{\tau_j \in bpiHC(i)} \left[ \frac{R_i^{HI}}{T_j} \right] \times C_j(\text{HI}) + \sum_{\tau_j \in bpiLC(i)} \left[ \frac{R_i^{LO-ext}}{T_j} \right] \times C_j(\text{LO}) \quad (5)$

AMC-PASStime only extends the LO-mode budget of a delayed HC task for its current job. When a new job for the same HC task is dispatched, it starts with its original LO-mode budget. If another request for an extension in LO-mode for the same task appears, AMC-PASStime tests the schedulability with the maximum among the requested extended budgets. The system keeps track of the maximum extended budget for a task and uses that value for online schedulability testing. We explain the AMC-PASStime scheduling scheme with an example taskset in Table 1.

Table 1 A Mixed-criticality Taskset Example.

<table>
<thead>
<tr>
<th>Task</th>
<th>Type</th>
<th>C(LO)</th>
<th>C(HI)</th>
<th>T</th>
<th>Pr</th>
<th>$R^{LO}$</th>
<th>$R^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_1$</td>
<td>HC</td>
<td>3</td>
<td>6</td>
<td>10</td>
<td>1</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>$\tau_2$</td>
<td>LC</td>
<td>2</td>
<td>-</td>
<td>9</td>
<td>2</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>$\tau_3$</td>
<td>HC</td>
<td>5</td>
<td>10</td>
<td>50</td>
<td>3</td>
<td>15</td>
<td>38</td>
</tr>
</tbody>
</table>

Suppose, task $\tau_1$ is delayed by 66% at a checkpoint in the task’s source code. PASStime will then try to extend the budget by $(3 \times \frac{66}{100}) \approx 2$ time units. Therefore, the potential extended budget $C_i^*(\text{LO})$ for $\tau_1$ would be $(3 + 2) = 5$ time units. PASStime will calculate the
response times, \( R_1^{LO-\text{ext}} \) and \( R_i^{\text{ext}} \), for \( \tau_1 \) and the lower priority tasks \( \tau_2 \) and \( \tau_3 \). \( R_1^{LO-\text{ext}} \) would just be 5, and \( R_i^{\text{ext}} \) would remain the same as \( R_i = 6 \), as \( \tau_1 \) is the highest priority task. The new \( R_2^{LO-\text{ext}} \) would be 7 (by Equation 4) which is smaller than its period of 9. Therefore, \( \tau_2 \) would still be schedulable if we extend \( \tau_1 \)'s LO-mode budget from 3 to 5.

For \( \tau_3 \), the new \( R_3^{LO-\text{ext}} \) and \( R_i^{\text{ext}} \) would be, respectively, 26 (by Equation 4) and 40 (by Equation 5) which are also smaller than \( \tau_3 \)'s period of 50. Therefore, the extended budget of 5 for \( \tau_1 \) would be approved by AMC-PASTime. In conventional AMC scheduling, the system would be switched to HI-mode if \( \tau_1 \) did not finish within 3 time units. However, AMC-PASTime will extend \( \tau_1 \)'s LO-mode budget to 5 because of the observed delay at its checkpoint, so the system is kept in LO-mode. Consequently, LC task \( \tau_2 \) is allowed to run by AMC-PASTime, if \( \tau_1 \) finishes before 5 time units. If \( \tau_1 \) does not finish even after 5 time units, the system would be switched to HI-mode.

In this example, 5 jobs of \( \tau_1 \) are dispatched for every single job of \( \tau_3 \), as \( \tau_3 \)'s period of 50 is 5 times the period of \( \tau_1 \). Suppose \( \tau_1 \) asks for the 66% increment in its LO-mode budget for the first job, as we have explained above. In its second job, \( \tau_1 \) asks for an increment of 33% (1 time unit) in its LO-mode budget. In this case, we again need to calculate the response times for all tasks. If we calculate the online response times for \( \tau_2 \) and \( \tau_3 \) assuming \( (3 + 1) = 4 \) time units for \( C'_i(LO) \), then we would not account for the first job of \( \tau_1 \), which potentially executes for 5 time units. We would need to keep track of the extended LO-mode budgets for all jobs of \( \tau_1 \), to accurately calculate online response times for \( \tau_2 \) and \( \tau_3 \).

To avoid the cost of recording all extended LO-mode budgets for a task, AMC-PASTime simply stores the maximum extended budget for a task. When calculating online response times to check whether to approve an extension to the LO-mode budget, the system uses the maximum extended budget of every high-criticality task. This value is stored in the max\_extended\_budget variable for each HC task. Therefore, when \( \tau_1 \) asks for 4 time units as its extended LO-mode budget in its second job, the system calculates \( R_1^{LO-\text{ext}}, R_i^{\text{ext}}, R_2^{LO-\text{ext}}, R_3^{LO-\text{ext}}, R_i^{\text{ext}} \) with \( C'_i(LO) = 5 \).

AMC-PASTime uses maximum extended budgets to calculate safe upper bounds for online response times. The max\_extended\_budget task property is reset when a task has not requested a LO-mode budget extension for any of its dispatched jobs within the maximum period of all tasks.

### 3.4 Online Schedulability Test

AMC-PASTime performs an online schedulability test whenever a high-criticality task asks for an extension to its LO-mode budget. The test calculates the response times (\( R_i^{LO-\text{ext}} \) and \( R_i^{\text{ext}} \)) of the delayed high-criticality task and all lower priority tasks. Then, it checks whether the response times are less than or equal to the task periods. If any task’s response time is greater than its period, the online schedulability test returns false, and the extension in LO-mode for the high-criticality task is denied. If the schedulability test is successful the high-criticality task is permitted to run for its extended budget in LO-mode.

Algorithm 1 shows the pseudocode for the online schedulability test. The offline response time values (\( R_i^{LO} \) and \( R_i^e \)) are stored in the properties for each task \( \tau_i \). When a high-criticality task \( \tau_k \) is delayed, it asks for an extension of its LO-mode budget by \( e \) time units.

Line 6 in Algorithm 1 determines whether the newly requested extension, \( e \), is more than a previously saved maximum extended budget for \( \tau_k \). In lines 8–11, the \( C'_i(LO) \) is set to the maximum extended budget for all the lower priority tasks and \( \tau_k \). As we have explained above, it is practically infeasible to store the execution times of every job of all the tasks to calculate online response times. Therefore, we store the maximum extended budget of
Algorithm 1 Online Schedulability Test.

1: **Input:** tasks - set of all tasks in priority order
2: \( \tau_k \) - delayed task
3: \( e \) - extra budget for \( \tau_k \)
4: **Output:** true or false
5: function IsBudgetChangeApproved(tasks, \( \tau_k \), \( e \))
6: \( e' = \max(\tau_k.\text{max\_extended\_budget}, C_k(LO) + e) - C_k(LO) \)
7: for each task \( \tau_i \) in \( \{ \tau_k \cup \text{lower priority tasks than} \ \tau_k \ \text{in tasks} \} \) do
8: \( C'_i(LO) = \tau_i.\text{max\_extended\_budget} \)
9: if \( \tau_i \) is \( \tau_k \) then
10: \( C'_i(LO) = \max(C'_i(LO), C_i(LO) + e) \)
11: end if
12: Initialize \( R_{LO}\text{-ext}_i \) for Equation 4 with \( R_{LO}_i + e' \)
13: Solve Equation 4
14: if \( R_{LO}\text{-ext}_i \leq T_i \) then
15: if \( \tau_i \) is high-criticality then
16: Initialize \( R^*_{LO}\text{-ext}_i \) for Equation 4 with \( R^*_i \)
17: Solve Equation 5 with the new \( R_{LO}\text{-ext}_i \)
18: if \( R^*_{LO}\text{-ext}_i > T_i \) then Return false
19: end if
20: end if
21: else Return false
22: end if
23: end for
24: \( \tau_k.\text{max\_extended\_budget} = \max(C_k(LO) + e, \tau_k.\text{max\_extended\_budget}) \)
25: Return true
26: end function

Online response time calculations may take significant time, depending on the number of iterations of Equations 4 and 5. However, the response time values from Equations 1, 2, 3 are already calculated offline to determine the schedulability of a taskset using Audsley’s priority assignment algorithm [2] with AMC scheduling. Since AMC-PAStime uses the same priority ordering as AMC, the offline response times for schedulability remain the same.

AMC-PAStime initializes the online \( R_{LO}\text{-ext}_i \) in Equation 4 with \( R_{LO} + e \), where \( R_{LO} \) is calculated offline by Equation 1 and \( e(>0) \) is the extra budget of the delayed task.

Since the budget of a delayed task is extended by \( e \), \( R_{LO}\text{-ext}_i \) must be greater than or equal to \( R_{LO} + e \). Hence, this is a good initial value to start calculating \( R_{LO}\text{-ext}_i \) online. In Section 5, we establish an upper bound on the total number of iterations needed to check the schedulability of random tasksets, if the highest priority task’s budget is extended by different amounts.
4 Design and Implementation of PAStime

In this section, we first describe the overall design of AMC-PAStime in LITMUS\textsuperscript{RT} [10, 14]. This is followed by a description of how checkpoints are instrumented in an application’s source code. We then show the algorithm to determine and insert checkpoints, which is integrated into the LLVM compiler infrastructure. A high-criticality task requires profiling to determine the placement of checkpoints, before it is ready for execution with other tasks. We describe how the profiling and execution of a high-criticality task is performed, along with the scheduling mechanism in PAStime. The source code for PAStime in LITMUS\textsuperscript{RT} is publicly available [41].

AMC-PAStime has two phases: a Profiling phase for high-criticality tasks, and an Execution phase. In the Profiling phase, one or more checkpoints are placed at key stages in a program’s source code. The average time to reach each checkpoint is then measured. After profiling all high-criticality tasks, the system switches into the Execution phase. The time taken to reach each checkpoint in every high-criticality task is observed by the system at runtime. Each observed time is compared against the profiled time to reach the same checkpoint. Any high-criticality task lagging behind its profiled time to a checkpoint is tentatively given increased LO-mode budget, according to the approach described in Section 3.

Figure 2 shows an overview of the design of AMC-PAStime in LITMUS\textsuperscript{RT}. Step 1 is the compilation of a high-criticality application’s source code in the Profiling phase, which uses our compilation procedure [41]. The compiled executable has checkpoints embedded into its code for profiling. Step 2 executes the program to generate timing metadata for each checkpoint in a \textit{timeinfo.h} file. Step 2 is performed multiple times with different program inputs to generate an average time to reach each checkpoint.

Step 3 compiles the source code along with the checkpoint timing metadata header file (\textit{timeinfo.h}) for the Execution phase, producing a binary image that is used for deployment under working conditions. Finally, Step 4 runs the code in the Execution phase along with all other tasks. At some point after the system is started, Step 4a starts running a job for a high-criticality task. When a checkpoint is reached, Step 4b asks the LITMUS\textsuperscript{RT} kernel how much budget it has consumed. Step 4c returns the spent budget from the LITMUS\textsuperscript{RT} kernel to the application.
After receiving the spent budget, $t_{\text{spent}}$, the application compares it to the reference timing, $t_{\text{ref}}$, for the checkpoint from the timeinfo.h header file. It calculates the extra budget, $e$, needed in LO-mode, using an execution time prediction model as described later in Section 5.8. If $e > 0$, Step 4d asks LITMUS$^{\text{RT}}$ for extra budget. The AMC-PASTime scheduling policy in the LITMUS$^{\text{RT}}$ kernel runs an online schedulability test. If the test returns true, the LO-mode budget of the current task is extended by $e$. If the test algorithm returns false, the task budget is not altered. Finally, Step 4f finishes the current job of the running task.

4.1 Checkpoint Instrumentation and Detection

A checkpoint is a key stage in an application’s code, used to evaluate the progress of a currently running task. Well placed checkpoints balance the number of instructions that are executed prior to the checkpoint, with those that remain to the next checkpoint or the end of the program. Ideally, there should be a meaningful number of instructions leading up to a checkpoint to determine progress. Likewise, there should be sufficient instructions after a checkpoint to increase the likelihood that a task is adequately compensated for execution delays using an extended budget.

A developer of a high-criticality application finds a potential checkpoint location in the program’s source code for its Execution phase, after trying out multiple locations in the Profiling phase. PASTime includes a development library to instrument checkpoints for the two different phases. Additional modifications to the LLVM compiler [29] are used to automatically detect and instrument checkpoints in the Profiling phase.

4.2 Checkpoint Library

We have developed a C library to instrument checkpoints in the two PASTime phases. The main purpose of the library is to generate the necessary checkpoint timing information during the Profiling phase and then request a task’s extended LO-mode budget from the LITMUS$^{\text{RT}}$ kernel during the Execution phase.

In the Profiling phase, a writeTime function call from our library is inserted into the application code at a desired checkpoint. writeTime takes a unique ID for each checkpoint. The function logs the time to reach that checkpoint in the source code since the start of a job. The average of multiple such timing entries is saved in timeinfo.h after the Profiling phase.

During the Execution phase, a preprocessor macro called ANNOUNCE_TIME is inserted at a checkpoint. This macro obtains the spent budget from the LITMUS$^{\text{RT}}$ kernel via a get_current_budget system call. Then, it compares the spent budget with the reference budget from the timeinfo.h header file, and calculates the extra budget using an execution time prediction model. If extra budget is needed, the macro makes a set_rt_task_param LITMUS$^{\text{RT}}$ system call.

4.3 Manual Checkpoint Instrumentation

A developer may attempt various strategies to identify a key stage [13,22,50] of an application to instrument a checkpoint. The developer uses either the writeTime function for the Profiling phase, or the ANNOUNCE_TIME macro for the Execution phase to instrument a checkpoint. Checkpoints should generally be avoided inside tight loops. Visiting a checkpoint every loop iteration incurs a small overhead that is accumulated across multiple iterations.
Algorithm 2 Determine and Insert Checkpoints.

1: isLoopBefore: identifies if a loop is in the paths from the starting BB to another BB
2: visited: set of already visited BBs in DFS
3: function INSERTCHECKPOINT(function)
4:     startingBB = function.getEntryBlock()
5:     doDFS(startingBB)
6: end function
7: function doDFS(currentBB)
8:     if currentBB is in visited then return
9: end if
10:     LoopID = getLoopFor(currentBB)
11:     if LoopID != null then
12:         if isLoopBefore[currentBB] \(\wedge\) isLoopHeader(currentBB) then
13:             insert checkpoint before currentBB
14: end if
15: end if
16: insert currentBB in visited
17: for each s in successors of currentBB do doDFS(s)
18: end for
19: end function

4.4 Automatic Checkpoint Instrumentation

We have written a compiler pass in LLVM to automatically instrument checkpoints for the Profiling phase of PAStime. The instrumented code is run in the Profiling phase, and multiple checkpoint timing information is generated. Finally, the developer chooses one such checkpoint for the Execution phase.

The compiler pass automatically inserts checkpoints in the basic block preceding each loop in a function, except the first loop. The first loop is excluded so that enough instructions are executed before a checkpoint to determine meaningful delays.

For nested loops, we consider only the outer loop. Automatic instrumentation works with only simple program structures and ignores intersecting loops. LLVM’s LoopInfo analysis identifies only natural loops [37]. We utilize the LoopInfo class in our checkpoint instrumentation implementation.

Algorithm 2 identifies checkpoint locations for the Profiling phase. It starts a Depth First Search (DFS) from the starting Basic Block (BB) of a function, by calling doDFS in line 6. The algorithm then checks whether a BB is part of a loop using LoopInfo’s getLoopFor member function. This function returns a unique LoopID for every new loop. A nested inner loop has the same ID as its outer loop. If a BB is not part of a loop, then it returns null.

If a BB is part of a loop, line 12 first checks whether there is any loop before the current loop using a dictionary isLoopBefore. isLoopBefore is pre-populated for every BB in the CFG to indicate whether there is at least one loop seen in the paths from the starting BB to the current BB. To pre-populate isLoopBefore, the algorithm checks whether there is a path to a BB from the loop BBs.

Algorithm 2 then verifies that the current BB is a header of a loop using LoopInfo’s isLoopHeader member function. A header is the entry-point of a natural loop. We insert a checkpoint in the predecessor BB of a header.
Finally, if there is at least one loop before the current header BB, a checkpoint is added before the current BB in line 13. As natural loops have only one header, a checkpoint is avoided for any inner loop within a nested loop. We continue the DFS by marking the current BB as visited.

We have implemented the above algorithm in a compiler pass within LLVM [29], to automatically detect and instrument appropriate function calls as checkpoints in a C language program. This uses our previously described Checkpoint library for the Profiling phase. A developer uses our modified LLVM compiler with their high-criticality application written in C. Our compiler pass operates at the LLVM Intermediate Representation (IR) level. It takes a piece of IR logic as input, figures out the points of interest according to the above algorithm for checkpoints in a particular function, and generates the instrumented IR. These IRs are compiled into executable machine code. As the compiler pass operates at the IR level, it is easily extensible to other high-level languages and back-ends supported by LLVM.

### 4.5 Profiling and Execution Phases

The Profiling phase of PAStime determines viable checkpoints for use in the Execution phase, and also the LO- and HI-mode budgets for a high-criticality application. A checkpointed program is run multiple times in the Profiling phase against a set of test cases. The program is allowed to have multiple test checkpoints, which are either generated automatically using our modified LLVM compiler, or manually by a developer. Each checkpoint has a unique ID (function ID, BasicBlock ID) given to the checkpoint function call `writeTime`. A Python package then runs the Profiling phase to collect the average times (LO-mode) to reach different checkpoints.

Step 4 in Figure 2 is the start of the Execution phase. One checkpoint from those generated in the Profiling phase for a high-criticality application is instrumented with an `ANNOUNCE_TIME` macro. Although in general it is possible to use multiple checkpoints within the same application in the Execution phase, our experience shows that one is sufficient to improve LO-mode service. Multiple checkpoints add overhead to the task execution. Moreover, later checkpoints account for execution delays that make earlier checkpoints redundant, as long as they are reached before the LO-mode budget expires.

The key issue in deciding on a single checkpoint for the Execution phase is to ensure it is not placed too late in the instruction stream. If it is placed too far into the program code a mode switch may occur before the task’s LO-mode budget is extended due to delays. We show in Section 5.6 the effects of using checkpoints at different locations in a program’s code.

### 4.6 LITMUS\textsuperscript{RT} Implementation

As a first step to applying PAStime for use in adaptive mixed-criticality scheduling, we extended LITMUS\textsuperscript{RT} with AMC support. This required modifications to the existing partitioned fixed-priority scheduling policy, to include the following new variables in the task properties: c\textsubscript{lo}, c\textsubscript{hi}, r\textsubscript{lo}, r\textsubscript{star}, c\textsubscript{extended}, max\_extended\_budget.

Tasks are divided into low- and high-criticality classes. By default, the HI-mode budget for low-criticality tasks, c\textsubscript{hi}, is set to zero. If desired, we also support a reduced, non-zero HI-mode execution budget for low-criticality tasks, as discussed in the work on Imprecise Mixed-criticality scheduling [35]. Task priorities are determined offline, along with all response times for a system operating in LO-mode (r\textsubscript{lo}) and during a mode switch (r\textsubscript{star}). These parameters are then initialized in the kernel when the system starts executing a set of tasks.
The system is started in LO-mode, with all tasks assigned their $c_{lo}$ budgets. Whenever a high-criticality task is out of its LO-mode budget, an enforcement timer handler (based on Linux’s high-resolution timer [33]) is fired, and the system is switched to HI-mode.

For AMC-PASstime, $c_{extended}$ is the extended LO-mode budget for a delayed job of a high-criticality task. An enforcement timer handler is therefore triggered only when a high-criticality task is still unfinished after the depletion of its $c_{extended}$ time.

As Baruah et al. suggest [7], an AMC system switches back to LO-mode when none of the high-criticality tasks have been running for more than their LO-mode budgets. In the case of AMC-PASitime, the system will switch to a lower criticality level when none of the high-criticality tasks have been running for more than their extended LO-mode budgets. A list is used to keep track of which high-criticality tasks complete within their (extended) LO-mode budgets, to determine when to revert to a lower system criticality level.

A task’s LO-mode budget is extended by AMC-PASitime by making a `set_rt_task_param` system call inside the `ANNOUNCE_TIME` macro. We have implemented the `task_change_params` callback of a LITMUSRT `sched_plugin` interface to support runtime adjustment of task parameters. In the `task_change_params` callback, the system runs an online schedulability test. If the test returns `true`, the budget extension is approved, and the enforcement timer for the current task is adjusted accordingly. The task’s $c_{extended}$ variable is updated, along with the maximum value of its extended budget in `max_extended_budget`.

It is worth noting that a budget extension could be delayed until a mode switch is about to happen. However, this strategy needs the scheduler to save the delay at a checkpoint and later decide about the budget extension at a mode switch point. This approach potentially increases runtime overhead while repeatedly accumulating task delays. Conversely, redundant budget extensions in PASitime are avoided by following a lazy budget extension approach. Such strategies are open to further study.

5 Evaluation

We tested our implementation of AMC and AMC-PAStime in LITMUSRT with real-world applications on an Intel NUC Kit [24]. The machine has an Intel Core i7-5557U 3.1GHz processor with 8GB RAM, running Linux kernel 4.9. We use three applications in our evaluations: a high-criticality object classification application from the Darknet neural network framework [44], a high-criticality object tracking application from dlib C++ library [16], and a low-criticality MPEG video decoder [20]. These applications are chosen for their relevance to the sorts of applications that might be used in infotainment and autonomous driving systems. The dlib object tracking application is only used for the last set of experiments to test two different execution time prediction models.

For object classification, we use the COCO dataset [32] images for both profiling and execution. The dataset for the Profiling phase was chosen from random images from the dataset and used to determine the LO- and HI-mode budgets of the Darknet high-criticality application. The dataset for the Execution phase was also randomly chosen but similarly distributed in terms of image dimensions as the data of the Profiling phase was. For the video decoder application, we use the `Big Buck Bunny` video [8] as the input. We have turned off memory locking with `mlock` by the liblitmus library, as multiple object classification tasks collectively require more RAM than the physical 8GB limit.
5.1 Task Parameters

Table 2 shows the LO- and HI-mode budgets for the three applications. Each object classification and tracking task consist of a series of jobs that classify objects in a single image. Each video decoder task decodes 30 frames in a single job.

<table>
<thead>
<tr>
<th>Application</th>
<th>C(LO)</th>
<th>C(HI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Darknet object classification</td>
<td>345 ms</td>
<td>627 ms</td>
</tr>
<tr>
<td>dlib object tracking</td>
<td>10.7 ms</td>
<td>18 ms</td>
</tr>
<tr>
<td>video decoder</td>
<td>250 ms</td>
<td>-</td>
</tr>
</tbody>
</table>

The LO-mode budget, $C(LO)$, is the average time that a task takes to complete its job. In Section 5.5, we also present experiments where we increase our LO-mode budget estimate. The HI-mode budget, $C(HI)$, accounts for the worst-case running time of the high-criticality task for any of its jobs. The LO-mode utilization of each individual task is generated by the UUnifast algorithm [9]. We then calculate a task’s period by dividing its LO-mode budget by its utilization.

In all experiments, we observed that none of the tasks exceed their HI-mode budget. Consequently, none of the high-criticality tasks miss their deadlines in any of our tests. Hence, we assume that our derivation of LO- and HI-mode budgets are safe and correct for our experiments. The main focus of our evaluation now is to compare the QoS of the LC tasks.

5.2 QoS Improvements for Low-criticality Tasks

We compare the QoS for low-criticality tasks using AMC and AMC-PASlime in different cases. In every case, each taskset has an equal number of high-criticality object classification tasks and low-criticality video decoder tasks. We experiment with ten schedulable tasksets in all cases except the base case described below. We run each of the tests ten times, and we report the average of the measurements for low-criticality tasks. As stated earlier, all high-criticality tasks meet their timing requirements in each case. Execution time prediction at a checkpoint for PASlime is done with a linear extrapolation model for all the experiments $f(C_i(LO), X) = C_i(LO) + \frac{C_i(LO) \times X}{100}$ from Section 3) except in Section 5.8 where we discuss other approaches.

Our base case is to run one high-criticality object classification task and one low-criticality video decoder task for 180 seconds. Here, we set the periods of both tasks to 1000 ms rather than using the UUnifast algorithm, yielding a total LO-mode utilization of ~60%.

Figure 3a shows the cumulative number of frames decoded by the video decoder task. The LO-mode Upper Bound (UB) line shows the cumulative number of decoded frames if the system is kept in LO-mode all the time. This line represents a theoretical UB for a decoded frame playback rate of 30 frames per second over the entire experimental run.

We see in Figure 3a that AMC-PASlime has a 9–21% increase in the cumulative number of decoded frames compared to AMC scheduling. The performance of the low-criticality task is related to the number of HI-mode switches in the two scheduling policies. AMC-PASlime decreases the number of HI-mode switches by 35%, compared to AMC scheduling.

Although the number of decoded frames is an illustrative metric for a video decoder’s QoS, the average utilization of an application is a more generic metric. Average utilization represents the CPU share a task receives over a period of time. Figure 3b shows that AMC-
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5.3 Scalability

To test system scalability, we increase the number of tasks in a taskset up to 20 tasks. As explained above, we generate the periods of the tasks by distributing the total LO-mode utilization of ~60% to all the tasks using the UUnifast algorithm. This setup is inspired by the theoretical parameters in previous mixed-criticality research work [7]. The LO-mode utilization bound for low-criticality tasks remains between 25–35%.

Figure 4 shows the average utilization of the low-criticality tasks, when the total tasks vary from 2 to 20. Each task in this case consists of 20 jobs. We see that the average utilization drops for AMC scheduling as the number of tasks increases. AMC-PAStime achieves significantly greater average utilization for the low-criticality tasks, by deferring system switches to HI-mode until much later than with AMC scheduling. This is because the LO-mode budgets for the high-criticality tasks are extended due to runtime delays.

AMC-PAStime decreases the number of mode switches by 28–55%. AMC-PAStime’s resistance to switching into HI-mode allows low-criticality tasks to make progress. This in turn improves their QoS. In these experiments, AMC-PAStime improves the utilization of the low-criticality tasks by a factor of 3, 5 and 9, respectively, for 8, 14 and 20 tasks. Table 3a shows that AMC-PAStime reduces the number of mode-switches compared to AMC.

5.4 Varying the Initial Total LO-mode Utilization

In this test, we vary the initial total LO-mode utilization for 8 tasks from 40% to 80% by adjusting the periods of all tasks. The initial utilization does not account for increases caused by LO-mode budget extensions to high-criticality tasks.
Figure 5 demonstrates that AMC-PAStime improves average utilization of the low-criticality tasks by more than 3 times, up to 70% total LO-mode utilization. After that, AMC-PAStime and AMC scheduling converge to the same average utilization for low-criticality tasks. This is because there is insufficient surplus CPU time in LO-mode for AMC-PAStime to accommodate the extended budget of a high-criticality task. Therefore, the LO-mode extension requests are disapproved by AMC-PAStime. The reduced number of mode switches for AMC-PAStime, shown in Table 3b, also corroborates the rationale behind AMC-PAStime’s better performance than AMC.

We note that the schedulability of random tasksets decreases with higher LO-mode utilization in AMC scheduling. Therefore, many real-world tasksets may not be schedulable because of their HI-mode utilization. Thus, AMC-PAStime’s improved performance is significant for practical use-cases.

5.5 Estimation of LO-mode Budget

In our evaluations until now, we estimate a LO-mode budget based on the average execution time of the high-criticality object classification application. In the next set of experiments, we estimate the LO-mode budget of a high-criticality task to be a certain percentage above the average profiled execution time. An increased LO-mode budget for high-criticality tasks benefits AMC scheduling. This is because high-criticality tasks are now given more time to complete in LO-mode, and therefore low-criticality tasks will still be able to execute as well. As a result, the utilization of low-criticality tasks is able to increase.

Suppose that $C(LO)$ is an average execution time estimate for the LO-mode budget of a high-criticality task. Let $(C(LO) + \alpha)$ be an overestimate of the LO-mode budget. As before, AMC-PAStime detects an $X\%$ lag at a checkpoint and predicts the total execution time to be $C(LO) + e$. If the actual LO-mode budget is $(C(LO) + \alpha)$ then AMC-PAStime requests for an extra budget of $(e - \alpha)$, assuming $(e - \alpha) > 0$.

Even for overestimated $C(LO)$, Figure 6 shows that AMC-PAStime still improves utilization for the low-criticality tasks by more than a factor of 3 up to an overestimation of 40%. Overestimation helps in reducing the number of mode switches for AMC scheduling after 40%, as high-criticality tasks have larger budgets in LO-mode.

There is no improvement by AMC scheduling after 60% LO-mode budget overestimation. AMC-PAStime also shows no benefits with increased overestimation, because the LO-mode budget extensions are disapproved by the online schedulability test. Therefore, the system is switched to HI-mode by an overrun of a high-criticality task.

5.6 Checkpoint Location

We use our modified LLVM compiler in the Profiling phase to determine a viable checkpoint for the high-criticality object classification task. We instrument checkpoints in the
forward_network function of the Darknet neural network module. We consider four checkpoint locations in the Profiling phase, which are both automatically and manually instrumented. In the Execution phase, we measure performance for each of these checkpoint locations. Figure 7 shows the variation in the number of mode switches against the location of a checkpoint. The x-axis is the approximated division point of a checkpoint location with respect to $C(LO)$. For example, $0.1 \times$ means that the checkpoint is at $(0.1 \times C(LO))$.

We see that the number of mode switches decreases if the location of a checkpoint is more towards the middle of the code. However, a checkpoint near the start and the end of the source code have nearly the same number of mode switches, as with AMC scheduling. A checkpoint near the beginning of a program is not able to capture sufficient delay to increase the LO-mode budget enough to prevent a mode switch. Likewise, a checkpoint near the end of a program is often too late. A HI-mode switch may occur before the high-criticality task even reaches its checkpoint. Hence, a checkpoint at $0.8 \times$ in the source code of a program reduces the number of mode switches by just 1.

5.7 Overheads

The main overheads of AMC-PASTime compared to AMC are the online schedulability test and budget extension. We first derive an upper bound on the overhead by offline analysis and compare with the experimental measurements.

Our offline upper bound is the total number of iterations in solving the response time recurrence relations during the schedulability test in AMC-PASTime. We generate 500 random tasksets of 20 tasks for different initial LO-mode utilizations. Initial LO-mode utilizations range from 40% to 90%. The utilization of each individual task is generated using the UUnifast algorithm, and each period is taken from 10 to 1000 simulated time units, as done in previous work [7,23]. As our experimental taskset has a criticality factor (CF = $C(HI)/C(LO)$) of $\approx 1.8$, we also test with a CF of 1.8.

Among the schedulable tasks with AMC scheduling, we increase the demand in LO-mode budget of the highest priority task. Then, we calculate the total number of iterations needed to determine whether an extension of the budget can be approved by an offline version of the online schedulability test. Here, one iteration is a single update to the response time in any one of the recurrence equations (in Equations 4 and 5) used to test for schedulability.

We increase the demand for extra budget from 10 to 80% in this analysis because the CF is 1.8. We check the maximum number of iterations to decide the schedulability of a taskset across the 500 tasksets. We carry out this offline analysis with 40-90% initial LO-mode utilization.

In Figure 8, we show the maximum number of iterations to decide the schedulability of a taskset, against a demand of 10 to 80% extra budget in LO-mode by the highest priority task. Each point in the figure represents the maximum iterations across the 500 tasksets to either approve or disapprove of schedulability.

We have observed the number of iterations to be as high as 120. Therefore, we set 120 as the highest number of allowed iterations for the online schedulability test. When the number of iterations exceed 120 at runtime, we disapprove a LO-mode budget extension. This strategy maintains a safe and known upper bound on the online overhead of AMC-PASTime.
Each iteration of a response time calculation has a worst-case time of 1\(\mu\)s, for our implementation of the online schedulability test in LITMUS\textsuperscript{RT}. Therefore, we bound the worst-case delay for the online schedulability test in LITMUS\textsuperscript{RT} at 120\(\mu\)s for our test cases. Additionally, the worst-case execution time for the ANNOUNCE\_TIME macro is 10\(\mu\)s. Hence, the maximum total overhead of an ANNOUNCE\_TIME call, accounting for the schedulability test, is 130\(\mu\)s. The 130\(\mu\)s overhead is factored into the LO-mode extension inside the LITMUS\textsuperscript{RT} kernel.

Figure 9 shows the number of iterations for the online schedulability test for a taskset of 20 tasks with 60\% initial total LO-mode utilization, in cases where an extension was approved and disapproved. We see that the offline bound of 120 iterations is much higher than the actually observed number of iterations. Hence, we never need to abandon the schedulability test because of excessive overheads. In addition, disapproval takes less time than approval online, which corroborates our offline observations. In addition, disapproval takes less time than approval online, which corroborates our offline observations in Figure 8.

Figure 10 shows the maximum and average times for a LO-mode budget extension decision including the online schedulability test. It demonstrates that the extension approval decision takes more time with increasing number of tasks. However, the maximum times are still significantly lower than the offline upper bound of 130\(\mu\)s for 20 tasks. In general, budget extension overheads can be bounded according to the number of tasks in the system.

5.8 Execution Time Prediction Model

As we have explained in Section 3, the execution time after a checkpoint is predicted by a function \(f(C_i(LO), X)\), where \(C_i(LO)\) is the LO-mode budget, and \(X\%\) is the observed delay percentage relative to the LO-mode time to reach the checkpoint. The parameter \(X\) in \(f\) is a timing progress metric, which is used to make runtime scheduling decisions in PAStime.

5.8.1 Linear Extrapolated Delay

We have already shown in the previous experiments how a straightforward linear extrapolated delay improves the utilization of LC tasks compared to AMC for an object classification application. In such a case, \(f(C_i(LO), X) = C_i(LO) + \frac{C_i(LO) \times X}{100}\). A linear extrapolation of delay at a checkpoint applied to the entire LO-mode time makes sense in the absence of additional knowledge that could influence the remaining execution time of the task.

We now investigate further whether the linear extrapolation is effective in detecting the amount of delay in our Darknet high-criticality object classification task. We compare the predicted and actual times taken by the high-criticality tasks when LO-mode is extended by
AMC-PASTime. This experiment is performed with 8 tasks for 40 jobs each. The initial total LO-mode utilization is 60%, before applying budget extensions.

We show ten of the extended jobs in Figure 11. We see that the predicted execution times are close to the actual execution times. For cases where the predicted times exceed the actual budget expenditure, the predictions overestimate execution by just 0.88% on average for this experiment. In Figure 11, Job ID 6, 8 and 10 show lower predicted times than the actual spent budgets. For these jobs, the system is switched to HI-mode because the extended LO-mode is not enough for a task to complete its job. In these cases, the predicted times are smaller than the spent budgets by 0.49%.

This experiment shows that the checkpoint is effectively being used to predict the execution time of a high-criticality task in most cases. The budget extensions are a reasonable estimate of the actual task requirements.

5.8.2 Alternative Execution Time Compensation Models

In our experiments, we compare the linear extrapolation model with an alternative compensatory execution time prediction model. The alternative approach compensates for the observed delay at a checkpoint, by adding the delay amount to the predicted execution time. If the observed delay is $Y$, then the estimated total execution time is $C'_i(LO) = C_i(LO) + Y$.

We have also investigated variations to the linear extrapolation model, even though it has proven effective in our previous experiments. A further experiment multiplies the extrapolated delay by a factor $K$, such that the predicted execution time is $f(C_i(LO), X) = C_i(LO) + K \times \frac{C_i(LO) \times X}{100}$.

Figure 12 compares AMC-PASTime with the alternative compensatory model compensate, and linear extrapolation model where $K$ ranges from 0.1 to 1.5. The linear extrapolation model ($K = 1$) outperforms the other approaches, while the compensatory model improves the utilization slightly compared to AMC.

5.8.3 Prediction based on Memory Access Time

Memory accesses by different processes compete for shared cache lines and consequently cause unexpected microarchitectural delays. There are previous works that model the memory [38,42,56] and cache [53,55] accesses in a multicore machine to deal with the issue of predictable execution. Here, we demonstrate PASTime with an execution time prediction model based on the number of memory accesses, to increase the LO-mode budget of a high-criticality task.

In this model, we note the number of memory accesses by a high-criticality task as we measure the LO- and HI-mode execution time of the task during the Profiling phase. We
measure the average number of memory accesses in LO-mode for each profiled run of a task with different inputs, and denote it by $M(LO)$.

During the Profiling phase, we also measure the number of memory accesses in LO-mode before and after a checkpoint: $M_{\text{pre}_CP}(LO), M_{\text{post}_CP}(LO)$. These values are also averaged across all runs of a given task. Therefore, $M_{\text{pre}_CP}(LO) + M_{\text{post}_CP}(LO) = M(LO)$.

We define a new memory instructions progress metric to be the ratio of task execution time to the number of memory accesses. The LO-mode value of this metric is $Pr_{\text{mem},LO} = \frac{C(LO)}{M(LO)}$.

In the Execution phase, we measure the number of memory accesses and the used budget up to a checkpoint, respectively denoted by $M_{CP}$ and $C_{\text{used}}$ for a given task. During Execution, we calculate the memory instructions progress metric at a checkpoint, $Pr_{\text{mem},CP} = \frac{C_{\text{used}}}{M_{CP}}$. If $Pr_{\text{mem},CP} \leq Pr_{\text{mem},LO}$, we predict the task is progressing as expected in LO-mode in terms of memory access-related delays. There are other factors such as I/O-related delays that affect the execution time of a task. However, I/O should be budgeted separately from the main task, as shown in prior work for AMC [39]. Notwithstanding, PAStime is capable of supporting even richer prediction models based on a multitude of factors that cause delays due to microarchitectural and task interference overheads.

When $Pr_{\text{mem},CP} > Pr_{\text{mem},LO}$, we predict a task’s memory access delays. We calculate the expected number of memory instructions after a checkpoint: $M_{\text{expected}_CP} = \frac{M_{CP} \times M_{\text{post}_CP}(LO)}{M_{\text{pre}_CP}(LO)}$, and increase the LO-mode budget by $(M_{\text{expected}_CP} \times (Pr_{\text{mem},CP} - Pr_{\text{mem},LO}))$. This increment helps cover future memory delays after a checkpoint.

We tested both high-criticality dlib object tracking and Darknet object classification applications with this model. Figure 13 shows experimental results with 4 HC tasks (either dlib or Darknet) and 4 LC video decoder tasks, with initial 50% LO-mode utilization. We see that AMC-PAStime-mem with this memory access progress metric provides better utilization to the LC tasks than AMC. However, it is not better than AMC-PAStime-time, which uses the default linear extrapolated execution time prediction. Nevertheless, the result shows that some form of progress metric dynamically improves the utilization of LC tasks.

6 Related Work

The problem of determining tight worst-case execution time (WCET) bounds for tasks [54] is compounded by timing variations caused by caches, buses and other hardware features. Recently, mixed-criticality systems (MCSs) [5–7,12,15,52] have gained popularity as they allow tasks to have multiple estimates of execution time at different criticality, or assurance, levels. Baruah et al. proposed Adaptive Mixed Criticality (AMC) as a fixed-priority scheduling policy for mixed-criticality systems [7]. AMC dominates other fixed-priority scheduling schemes, such as Static Mixed-criticality with Audsley’s priority assignment and Period Transformation for random tasksets [7,23].

AMC scheduling affects the QoS of low-criticality tasks by dropping them in HI-mode. Further research work explored adjustments to the task model, including stretching the periods [21,46–49], and using reduced budget in HI-mode [4,5,35,43], to provide improved service to the low-criticality tasks. AdaptMC employs control-theoretic feedback to manage the budgets of dual-criticality workloads [40]. In contrast, PAStime adjusts the budget of a currently running task based on the observed delay at a checkpoint, as we want a simple budget adjustment mechanism to minimize the runtime overhead. However, future work may explore integrating control-theoretic feedback, such as the one used by AdaptMC, into PAStime’s runtime strategy.

Santy et al. proposed the idea of a statically.calculated task allowance [45], for the theoretical modeling and scheduling of mixed-criticality tasks. In contrast to Santy’s work, PAStime dynamically decides whether a task is given extra budget in LO-mode based on the
observed runtime delay at a checkpoint. PASTime is then able to decide which task’s budget
to extend in LO-mode, given the slack in computational resources [15].

The work by Kritikakou et al. uses run-time monitoring and control in mixed-criticality
systems, to increase task parallelism [26–28]. The authors run high- and low-criticality tasks
together and monitor high-criticality tasks at multiple observations points embedded into
their control flow graphs. If interference from the low-criticality tasks is too prohibitive for the
high-criticality tasks, low-criticality tasks are stopped to ensure that the high-criticality tasks
meet their deadlines. The authors use static execution time analysis to decide whether to
run the low-criticality tasks after an observation point in a high-criticality task. In our work,
we dynamically adjust LO-mode budgets of the high-criticality tasks when we detect delays
at intermediate checkpoints. We decide about the LO-mode budgets based on the observed
progress, instead of using static offline remaining time as used by other work. In addition, we
have implemented an LLVM compiler pass to automatically instrument checkpoints in C and
C++ programs, which have been tested with a PASTime implementation in LITMUSRt for
real-world applications developed for Linux. Kritikakou et al.’s research was implemented for a
specific DSP platform, which is yet to be tested for real-world applications. Notwithstanding,
the authors provide an important WCET analysis using CFGs for high-criticality tasks.

Previous ideas of progress-based scheduling were proposed to improve GPU performance [1,
25], fairness among multiple threads [18,19] and to account for instruction cycles [17]. Most
of these works run a task in an isolated environment and compare its progress to an online
parallel execution with other tasks. Somewhat similar to the motivation behind Jeong et al’s
work [25], we also meet the deadlines of high-criticality tasks. However, PASTime uses CFGs
to monitor progress rather than application-specific features such as frame processing rates
in multimedia applications as done in the other works.

7 Conclusions and Future Work

This paper presents PASTime, a scheduling strategy based on the execution progress of a
task. Progress is measured by observing the time taken for a program to reach a designated
checkpoint in its control flow graph (CFG). We integrate PASTime in mixed-criticality
systems by extending AMC scheduling. PASTime extends the LO-mode budget of a high-
criticality task based on its observed progress, given that the extension does not violate the
schedulability of any tasks. Our extension to AMC scheduling, called AMC-PASTime, is
shown to improve the QoS of low-criticality tasks. Moreover, we implement an algorithm in
the LLVM compiler to automatically detect and instrument viable program checkpoints for
use in task profiling.

This paper presents the first implementation of AMC scheduling in LITMUSRt. We have
also implemented AMC-PASTime in LITMUSRt and compared it against AMC. While both
meet deadlines for all high-criticality tasks, AMC-PASTime improves the average utilization of
low-criticality tasks by 1.5–9 times for 2–20 total tasks. AMC-PASTime is shown to improve
performance for low-criticality tasks while reducing the number of mode switches. Finally,
we have shown that different progress metrics also improve the LC tasks’ utilization.

In future work, we will explore other uses of progress-aware scheduling in timing-critical
systems. We plan to extend the Linux kernel SCHED_DEADLINE policy [30,31,34] to support
progress-aware scheduling. We believe that PASTime is applicable to timing-sensitive cloud
computing applications, where it is possible to adjust power (e.g., via Dynamic Voltage
Frequency Scaling) based on progress. Application of PASTime to domains outside real-time
computing will also be considered in future work.
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Abstract

Over-approximated Worst-Case Execution Time (WCET) estimations for multi-cores lead to safe, but over-provisioned, systems and underutilized cores. To reduce WCET pessimism, interference-sensitive WCET ($isWCET$) estimations are used. Although they provide tighter WCET bounds, they are valid only for a specific schedule solution. Existing approaches have to maintain this $isWCET$ schedule solution at run-time, via time-triggered execution, in order to be safe. Hence, any earlier execution of tasks, enabled by adapting the $isWCET$ schedule solution, is not possible. In this paper, we present a dynamic approach that safely adapts $isWCET$ schedules during execution, by relaxing or completely removing $isWCET$ schedule dependencies, depending on the progress of each core. In this way, an earlier task execution is enabled, creating time slack that can be used by safety-critical and mixed-criticality systems to provide higher Quality-of-Services or execute other best-effort applications. The Response-Time Analysis (RTA) of the proposed approach is presented, showing that although the approach is dynamic, it is fully predictable with bounded WCET. To support our contribution, we evaluate the behavior and the scalability of the proposed approach for different application types and execution configurations on the 8-core Texas Instruments TMS320C6678 platform, obtaining significant performance improvements compared to static approaches.
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1 Introduction

The constantly growing processing demand of applications has led the processor manufacturing industry towards multi-/many-core architectures. These architectures have multiple processing elements, called cores, providing massive computing capabilities, by being able to concurrently execute a high volume of tasks. Hard real-time systems have to provide timing guarantees, i.e., guarantee that tasks are completed before their respective latency requirements (deadlines). To rigorously provide such guarantees, deployment approaches schedule tasks on cores considering the Worst-Case Execution Time (WCET) of tasks.

However, in multi-core architectures, several resources are shared among the cores (such as memories and interconnects) introducing timing delays (interferences), changing the timing behavior of tasks and varying their WCET. Indeed, tasks WCETs, which include interferences, can be 7.5 times larger than the corresponding estimations without interferences,
both experimentally measured [11,13] and analytically computed [23, 24]. To account for all possible interferences, the WCET has to be over-approximated. This over-approximation practice has led to the “one-out-of-m processors” problem [8], where the additional processing capacity is negated by the pessimism of the WCET. As a result, the sequential execution (on a single core) may provide better timing guarantees than any parallel execution, which seriously undermines the advantages of utilizing multi-cores. To reduce the WCET pessimism, recent state-of-the-art research [15, 16, 19, 24] has proposed tighter WCET, called interference-sensitive WCET (isWCET). isWCET are computed by accounting for the interference that can occur only by the parallel-scheduled tasks. Hence, isWCETs are schedule-dependent, and they are valid only for the schedule solution they have been estimated for.

In order to guarantee a time-safe execution, this isWCET schedule solution has to be maintained during execution. Otherwise, additional interferences may occur, which have not been accounted for. To achieve that, time-triggered execution is usually applied, where the tasks are executed exactly at their start time assigned in isWCET schedule [18, 19]. Although time-triggered execution is time-safe, it prohibits any improvement on performance. Performance improvement can create slack, that can be used to increase the Quality-of-Service in safety-critical systems or execute other best-effort applications in mixed-critical systems. For example, in cruise control systems, the created slack can be used to further improve quality of the result produced by the control law, whereas in satellite systems less essential functions, such as scientific instrument data collection, can be activated [7]. The means to obtain any performance improvement is through run-time adaptation, using information of the task actual execution time (AET), that becomes available as the execution progresses. However, any adaptation occurring at run-time must be safe.

Existing isWCET run-time adaptation approaches [21, 22] allow tasks to be executed earlier-than-originally scheduled. Despite the potential earlier task execution, these approaches enforce the partial order of all tasks, provided by the isWCET schedule. In this way, additional interference due to earlier task execution cannot be introduced, maintaining the isWCET estimations valid. However, this enforced partial order of tasks limits the performance improvements that can be achieved through run-time adaptation. This limitation is illustrated in Figure 1, where arrows denote the partial order of tasks. As depicted in Figure 1a, a static run-time mechanism with enforced partial order can allow an earlier execution of successor tasks (τ₂ and τ₃), only when all their predecessor tasks have finished (τ₀ and τ₁). However, in permissive cases, τ₂ could be executed even earlier, since τ₀ has already finished execution before τ₁. Static mechanisms, that enforce the partial order, do not permit this earlier execution of τ₂, as τ₂ will insert interference to τ₁, which has not been computed during the creation of the isWCET schedule. Therefore, existing static mechanisms cannot exploit such opportunities created by the varying actual execution time of tasks across cores. However, assuming that τ₁ started earlier-than-originally scheduled, some time slack has been created at run-time, which can be exploited to further improve performance. As depicted in Figure 1b, if the additional isWCET, due to the interferences inserted by a new task running in parallel (τ₂ in this example, with interference illustrated in a stripped pattern), is less than the time slack, then the partial order of tasks can be safely relaxed, and τ₂ can be executed in parallel with τ₁.

In this work, we propose such a dynamic interference-sensitive run-time adaptation approach (isRA-DYN) that safely relaxes the partial order of tasks. The proposed approach exploits the actual execution time of tasks across cores to allow concurrent tasks to sustain more interference, than the one computed during the isWCET schedule, as long as the timing guarantees are preserved. Compared to existing approaches, the proposed approach
is capable of exploiting the run-time variability due to a shorter task execution compared to the isWCET schedule computed offline. This run-time variability is created due to i) fewer interferences occurred during execution than the maximum possible interferences, used to offline compute the isWCET schedule, and ii) the executed path is different than the worst-case path of the task, used to compute the isWCET schedule. We provide the response timing analysis of the proposed approach, showing that timing guarantees are satisfied and any run-time adaptation does not alter the timing behavior of the system. To support our contributions, we perform extensive evaluation of the proposed approach on a real platform (8-core Texas Instruments TMS320C6678) for three applications and several execution configurations. The obtained results show that the proposed dynamic approach is able to provide performance improvements compared to the existing static approaches.

2 System model

Let $T$ denote the set of tasks of an application to be executed on the set of cores $K$ of the target platform. The tasks of $T$ can be either dependent, or independent, and are periodically executed in a non-preemptive manner. The proposed dynamic adaptation uses as input a time-triggered schedule that provides the start/end times of the tasks and their allocation to cores. Formally, we model such a time-triggered schedule $S$ for the task-set $T$ with the tuple $(\mu, \beta, \epsilon)$, where $\mu(\tau)$ denotes the core allocation, i.e., the core $k$ at which task $\tau$ is executed, and $\beta(\tau), \epsilon(\tau)$ are the start and end times of the task, respectively. These times refer to the absolute time elapsed from the start of the period, and shall not be confused with the typical notion of release time. Such time-triggered schedule can be constructed by a scheduling algorithm providing timing guarantees, applied offline. Since the approach operates upon the input time-triggered schedule, any limitation will stem from the task model and scheduling algorithm, used offline to construct the time-triggered schedule. For clarity reasons, we will assume that tasks are released at the start of the period and their isWCET does not consider restrictions on the length of task overlapping or timing of the interference (see Section 6).

A time-triggered schedule $S$ defines the partial ordering $\prec_S$ of the tasks, i.e., $\tau \prec_S \tau'$, iff task $\tau$ finishes its execution before $\tau'$ starts. Additionally, a schedule $S$ is considered safe, iff it satisfies the system-defined timing constraints, i.e., each task deadline and/or a global deadline must be met. Given a safe time-triggered schedule $S$, let $E_{isRA}$ be the transitive reduction of the tasks partial order, i.e. $(E_{isRA})^* \equiv \prec_S$. Essentially, $E_{isRA}$ is a set of scheduling dependencies $E_{isRA}$, such that a task $\tau$ depends only on the tasks $\{\tau'\}$ that finished immediately before it, on all cores $K$, according to $\beta(\tau)$, i.e.:

$$(\tau, \tau') \in E_{isRA} \iff \beta(\tau'') \text{ s.t. } \mu(\tau) = \mu(\tau'') \land \epsilon(\tau') < \epsilon(\tau'') \leq \beta(\tau')$$
Figure 2 illustrates the construction of $E_{ioRA}$ given a time-triggered schedule. Notice that, for any task $\tau$ in the dependency relation $E_{ioRA}$, the number of incoming edges (denoted as $deg^- (\tau)$) and the number of outgoing edges (denoted as $deg^+ (\tau)$) is upper bounded by the number of cores $|K|$, i.e. $deg^- (\tau) \leq |K|$ and $deg^+ (\tau) \leq |K|$. The proposed approach relaxes, whenever possible, the dependency relation $E_{ioRA}$, which we shall denote as $E_{dyn} \subseteq E_{ioRA}$.

The proposed dynamic adaptation mechanism is divided into four phases, namely ready, relax, execute and notify, which are respectively denoted with $R_\tau$, $S_\tau$, $X_\tau$ and $N_\tau$ for any task $\tau$. Since time-triggered schedules refer to absolute time, we shall denote the absolute response time of the control phases with $R(R_\tau)$, $R(S_\tau)$, $R(X_\tau)$, and $R(N_\tau)$.

Finally, given a set of potentially parallel tasks $T^E_\tau$ to task $\tau$, given a dependency relation $E \subseteq E_{ioRA}$, we assume that the interference $t_E(\tau)$ that $\tau$ can cause to, and sustain from, $T^E_\tau$ is computable and upper-bounded by $t_{max}(\tau)$. This is a realistic assumption, e.g., a task $\tau$ with Worst Case Resource Accesses, $WCRA(\tau)$, to an arbitrated resource considering a fair Round-Robin arbiter with arbitration delay of $D_{RR}$ will cause/sustain $[18]$:

\[ t_E(\tau) = D_{RR} \ast \sum_{k \in K \setminus \{\mu(\tau)\}} \min(WCRA(\tau), \sum_{\tau' \in T^E_\tau, \mu(\tau') = k} WCRA(\tau')) \]  

\[ t_{max}(\tau) = D_{RR} \ast (|K| - 1) \ast WCRA(\tau) \]
3 Dynamic isRA (isRA-DYN)

Run-time adaptation mechanisms for hard real-time systems, must guarantee that any adaptation decision does not violate the real-time constraints and the resulting execution is correct, i.e., no concurrency issue can occur. Furthermore, compared to traditional WCET schedules based on pessimistic WCET estimations, adapting interference-sensitive schedules poses an extra challenge: re-scheduling a task can increase the interference that another task sustains, as shown in Figure 1, potentially violating the timing guarantees. Static run-time adaptation [22] can safely adapt interference-sensitive time-triggered schedules by keeping fixed the partial order of task execution, preventing additional tasks overlaps, thus unaccounted interference to occur. Yet, static approaches miss adaptation opportunities due to this fixed partial order, being unable to provide further performance improvements.

Algorithm 1 isRA-DYN mechanism on core $k$.

```
Input: Task $\tau$, Array of all status vectors. ($status_i[j]$: the $j$-th status bit of the $i$-th core)
1 Function isRA-DYN ($\tau$, status[$\cdot$]):
2     updateMinStart($k$, $\beta(\tau)$)
3     while $\neg$ isReady($\tau$, status$_k$) do
4         if relax($\tau$, status$_k$) then
5             break;
6     execute($\tau$)
7     updateStatus($\tau$, status)
```

To address such cases, we propose a dynamic run-time adaptation mechanism, outlined in Algorithm 1, that is executed independently on each core and for each task. Each task execution is extended with control phases, ready, relax and notify. During the ready phase (L. 3), the controller checks if the current active task is ready, i.e., all previous tasks have finished, and thus, its dependencies have been met. In case the task is not ready, it tries to relax the partial order (L. 4) and checks again if the task is ready. To achieve a behavior that allows the partial order to change only when it is safe, a global slack is computed during execution, which is the minimum time-slack among all cores. The time-slack of a core is given by the amount by which the execution of its tasks has been sped up. The partial order, according to $E_{isRA}$, is allowed to be modified, if the introduced interference by any new task running in parallel is less than this global slack. This process continues, alternating a ready phase and a relax phase, until the task becomes ready and it is executed (L. 6). When the task finishes, the controller performs the notify phase, where it notifies all relevant cores that the task has finished (L. 7) and updates the necessary information for slack calculation (L. 2). A core $k'$ is called relevant for any task $\tau$ executed on core $k$, when there exists an outgoing edge from task $\tau$ towards a task $\tau'$ on core $k'$. In order to enforce a particular ordering of the tasks (either the original partial ordering of $E_{isRA}$ or any relaxation of it $E_{dyn}$) each core holds its own status vector (of size $|K|$). Each bit of the status vector corresponds to a core. The status vector of each core represents the notifications received from other cores at any point in time and it must be updated during execution by all cores.

The following sections explain the controller phases with respect to the dependencies where relaxation can occur, i.e., scheduling dependencies. In case of data-dependent tasks, the data-dependencies are never removed.
3.1 Ready phase

To implement the ready phase, a ready vector (of size $|K|$) is required for each task $\tau$. Each bit in the ready vector represents the core $k$ on which the incoming edge of the scheduling dependencies originates from, i.e.:

\[
\text{readyVector}[k] = 1 \iff (\tau', \tau) \in E_{\text{dyn}} \land \mu(\tau') = k
\]  

where $\text{readyVector}_{\tau}$ is the ready vector of task $\tau$. The ready vectors are created offline for each task $\tau$, based on the dependency relation $E_{\text{iSRA}}$, but may be modified during a relax phase of the same core, or by a notify phase of another core to reflect the dependency relation $E_{\text{dyn}}$. For instance, in Figure 3a, the ready vector of task $\tau_2$ is \{11\}, since it is has to wait for i) task $\tau_1$ running on core 1 and ii) task $\tau_0$ running on core 0, to finish before being executed. These dependencies ensure that the number of interferences will not increase due to an earlier execution of $\tau_2$. On the other hand, the ready vector of task $\tau_1$ is \{00\}, as no dependency exists from another task.

The functionality of the ready phase of the controller is described in Algorithm 2. Initially, the controller tries to gain access to the critical section of the status vector through the protection mechanism related to core $k$ (L. 2). Once it has been granted, it checks if all task

```plaintext
Algorithm 2 Ready phase of isRA-DYN mechanism on core $k$.

Input: Task $\tau$, status$_k[\ ]$ bit vector.

Output: true if all dependencies readyVector$_\tau$ have been met; otherwise false

1 Function isReady($\tau$, status$_k[\ ]$):
2     enterSection($k$)
3     if (status$_k$ & readyVector$_\tau$) = readyVector$_\tau$ then
4         status$_k$ ← status$_k$ ⊕ readyVector$_\tau$
5         return true
6     exitSection($k$)
7     exitSection($k$)
8     return false
```
dependencies have been already met, encoded by the task’s ready vector (L. 3). If this is true, the task \( \tau \) can be executed. For instance, tasks \( \tau_0 \) and \( \tau_1 \) in Figure 3a are considered ready, since the corresponding bits of the status vectors of Core 0 and Core 1 are clear and the status vectors are equal with the ready vectors. Before advancing to the execution phase, the controller has to reset the bits indicated by the ready vector of task \( \tau \) in its status (L. 4). In this way, any already-met dependencies from other cores to subsequent tasks on core \( k \) are preserved. Then, the protection mechanism is released and the task is executed.

3.2 Notify phase

To implement the notify phase, a notification vector (of size \(|K|\)) is required for each task \( \tau \) that describes which cores have to be informed that the task has finished execution. Each bit in the notification vector represents the core \( k \), to which the outgoing edge of scheduling dependencies ends, i.e.:

\[
\text{notifyVector}_{\tau}[k] = 1 \iff (\tau, \tau') \in E_{\text{dyn}} \land \mu(\tau') = k
\] (4)

where \( \text{notifyVector}_{\tau} \) is the notify vector of task \( \tau \). The notification vectors are created offline for each task \( \tau \), based on the dependency relation \( E_{\text{isRA}} \), but may be modified during a relax phase of another core to reflect the dependency relation \( E_{\text{dyn}} \). For instance, in Figure 3a, the notification vector of task \( \tau_1 \) is \((11)\); when it finishes execution, it has to notify task \( \tau_2 \) running on core 0 (bit 0) and task \( \tau_3 \) running on core 1 (bit 1). Through the notification, the \( k \)-th bit in the status vector of core \( i \) is set by core \( k \), when the finished task of core \( k \) has an outgoing edge to a task on core \( i \). For example, in Figure 3b, the status vector of core 0 is 01, since task \( \tau_0 \) finished execution and notified only core 0.

Algorithm 3 describes the functionality of the notify phase of the controller on core \( k \). After the task \( \tau \) on core \( k \) completes its execution, the controller has to update the status of all the relevant cores. To do so, for each successor \( \tau' \) of task \( \tau \), the controller tries to gain access to the critical section of the successor’s core protection mechanism (L. 3). If access is granted, the controller verifies if the dependency still exists (L. 4). If it exists, the controller tests if the previously occurred update of the core \( k \) has been already consumed by the core \( \mu(\tau') \), where \( \tau' \) is mapped to (L. 5). If this is true, the \( k \)-th bit in the status of core \( \mu(\tau') \) is set, otherwise it clears the \( k \)-th bit from the ready vector of task \( \tau' \), indicating that the dependency from core \( k \) has been met. For instance, Figure 3b illustrates this case.

**Algorithm 3** Notify phase of isRA-DYN mechanism on core \( k \).

**Input:** Task \( \tau \), Array of all status vectors. \((\text{status}_i[j]: \text{the } j\text{-th status bit of the } i\text{-th core})\)

1. **Function** updateStatus(\( \tau \), status[ ]):
   
   for \( \tau' \in \text{succ}(\tau) \) do
   
   enterSection(\( \mu(\tau') \))
   
   if \( \text{notifyVector}_{\tau}[\mu(\tau')] = 1 \) then
   
   if \( \text{status}_{\mu(\tau')}[k] = 0 \) then
   
   \( \text{status}_{\mu(\tau')}[k] \leftarrow 1 \)
   
   else
   
   \( \text{readyVector}_{\tau'}[k] \leftarrow 0 \)
   
   exitSection(\( \mu(\tau') \))
where Core 0 updates its own bit after task $\tau_0$ finishes. After the controller has updated all relevant status, it updates the start time of its active task with the time of the next task (L. 2, Algorithm 1) and computes the minimum among the active tasks (see Section 3.4).

### 3.3 Relax phase

In case the task is not ready to be executed, isRA-DYN tries to relax the partial ordering of the tasks, if the introduced interference is less than the global slack (the amount that the execution has already advanced). That is, task $\tau$ is allowed to overlap with the active tasks, iff all active tasks started at least $n$ time units before their time-triggered start time $\beta$, and task $\tau$ would introduce interference less than $n$ time units to each one of them. This is illustrated in Algorithm 4 (L. 2) where the global slack has to be greater than the interference that task $\tau$ will introduce, denoted as $\iota_{max}(\tau)$, in addition to the WCET required of executing the relaxation, denoted as $C_S$.

The relaxation strategy that isRA-DYN follows is an “all-or-nothing” approach, in the sense that either all the incoming scheduling dependencies, but no data ones, $E^-_{\tau}$ of task $\tau$ will be removed or the relaxation is postponed for a later invocation. The reasoning behind such design choice is that it provides short alternation between ready and relax phases. This minimizes the worst-case response time from the time a task becomes ready to when the task is executed by the controller. More formally, the result of such relaxation is:

$$E'_{dyn} = E_{dyn} \setminus E^{-}_{\tau} \text{  where  } E^{-}_{\tau} \subseteq \text{pred}(\tau) \times \{\tau\} \subset E_{isRA}$$

To achieve such relaxation, the controller of core $k$ tries to gain access to its critical section (L. 4) and clears the $k$-th bit of the notification vector for each predecessor task $\tau'$ (L. 5-8), indicating that the dependency has been removed, as illustrated in Figure 3c. In order to reflect these changes to its own status and ready vectors, it registers which dependencies have been removed in a local variable, i.e., $\text{modMask}$ (L. 8). By definition, a dependency from a predecessor task $\tau'$ on the same core $k$ is met, i.e., the notification from

```plaintext
Algorithm 4  Relax phase of isRA-DYN mechanism on core k.

Input: Task $\tau$, status[k][ ] bit vector.
Output: true if task $\tau$ is ready after the relaxation; otherwise false

1 Function relax($\tau$, status[k]): bool
2   if getSlack() $\geq \iota_{max}(\tau) + C_S$ then
3       modMask $\leftarrow \neg(1 \ll k)$
4       for $\tau' \in \text{pred}(\tau)$ do
5           if $\mu(\tau') == k$ then continue
6           if $\neg\text{isDataDependent}(\tau', \tau)$ then
7               notifyVector[\tau'][k] $\leftarrow 0$
8               modMask[$\mu(\tau')$] $\leftarrow 0$
9       enterSection(k)
10      status[k] $\leftarrow$ status[k] $\&$ modMask
11      readyVector[\tau] $\leftarrow$ readyVector[\tau] $\&$ modMask
12     exitSection(k)
13     return readyVector[\tau] $== 0$
14   return false
```
core \( k \) has already occurred. Hence, the local variable is initialized with all bits set, except the \( k \)-th bit (L. 3). For the same reason, the \( k \)-th bit of that task’s \( \tau' \) notification vector is not reset (L. 6). Finally, the controller resets all the bits of its status and ready vector that were modified by the relaxation process, according to the local variable (L. 10-11), and tests (L. 13) if the task is indeed ready (to avoid re-execution of the ready phase), as shown in Figure 3d. Notice that, in case some of the tasks are data-dependent, the dependency is preserved (L. 6), thus ensuring proper ordering of data-dependent tasks.

### 3.4 Global slack computation

In order to relax the partial order of tasks, it is essential to know at run-time the amount of **global slack**, i.e., the minimum current time-slack across all cores. The time-slack of a core expresses the amount of time by which the execution of its tasks has been sped up. Speed-up occurs when the actual execution of a task is shorter than its isWCET. Formally, we define time-slack as the difference between the actual response time \( R(\tau) \) of a task \( \tau \) and its end time \( \epsilon(\tau) \), and shall not be confused with the typical term slack, meaning laxity. As the actual response time \( R(\tau) \) is not known a-priori, we use a safe slack approximation \( \sigma_{\tau} \):

\[
\sigma_{\tau} = \beta(\tau) - t \quad \text{with} \quad \max_{\tau' \in \text{pred}(\tau)} R(\tau') \leq t \leq \beta(\tau)
\]  

(6)

where \( t \) is any time instance between the time-triggered start time and when the task becomes ready, i.e., all its predecessors have finished. Notice that \( \sigma_{\tau} \) is safe since, \( \epsilon(\tau) - R(\tau) \geq \beta(\tau) - \max_{\tau' \in \text{pred}(\tau)} R(\tau') \), i.e., the difference in response time between two consecutive (in time) tasks cannot be greater than the isWCET of the latter task, \( \epsilon(\tau) - \beta(\tau) \).

This safe approximation enables an efficient computation of the **global slack**, i.e., the minimum slack of all cores, at any time instance \( t \), in a distributed manner, without requiring any sort of synchronisation or explicit exchange of information among cores. This is achieved by subtracting the current time instance \( t \) from the minimum start time of all active tasks, as outlined in Algorithm 5 (L. 9). To avoid inter-core information exchange, a global array is used to store the start time of the active task on each core and a global variable obtains the minimum value of the array. The start time of an active task is updated every time a core has to execute a new task (L. 3 of Algorithm 1). As soon as a core \( k \) finishes the notify phase of a task, it proceeds to its next task. As a new task is now active, the controller of

---

**Algorithm 5** Slack computation on core \( k \).

**Input:** Start time \( \beta(\tau) \) of active task \( \tau \), Global array \( \text{startTimes} \) of active tasks \( \tau \) and global variable \( \text{minTime} \) with the minimum value of \( \text{startTimes} \).

```plaintext
1 Function updateMinStart(\( \beta(\tau) \)):
2     prevStart \leftarrow \text{startTimes}[k]
3     startTimes[k] \leftarrow \beta(\tau)
4     if minTime = prevStart then
5         for i \leftarrow 0 \text{ to } |K| \text{ do }
6             if minTime > startTimes[i] then
7                 minTime \leftarrow startTimes[i]
8     Function getSlack():
9         return minTime – getCurrentTime()
```

---
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core $k$ stores the old start time in a local variable and updates the start time of its active task with the new one (L. 2-3). If its old start time is equal to the minimum value of the array, it means that this controller was the owner of the minimum value, and thus, it has to recalculate the new minimum of the global array (L. 4-7). Otherwise, it delegates this computation to the controller that is the owner of the minimum value of the array.

### 3.5 Deadlock freedom

Since isRA-DYN is a distributed approach, it is important to establish its correctness. Here we prove that isRA-DYN is free from deadlocks, while time-correctness is addressed in Section 4. As a stepping stone, we first prove its static behavior, i.e., no relaxation occurs.

**Lemma 1.** Assuming that each set/reset operation on the $k$-th bit of the bit-vectors $(\text{status}, \text{readyVector}, \text{notifyVector})$ is atomic, the static behavior of isRA-DYN is free from deadlocks.

**Proof.** Consider two dependent tasks, $(\tau, \tau') \in E_{\text{isRA}}$: there are two distinct cases when task $\tau$ finishes its execution and notifies core $\mu(\tau')$:

1. the $\mu(\tau')$-bit of the status for core $\mu(\tau')$ is not set ($\text{status}_{\mu(\tau')}[\mu(\tau)] = 0$), which results in setting the bit after notification (L. 6, Algorithm 3).
2. the $\mu(\tau')$-bit is already set ($\text{status}_{\mu(\tau')}[\mu(\tau)] = 1$) by some other task, which results in resetting the $\mu(\tau')$-bit of $\text{readyVector}_{\tau'}$ of task $\tau'$. (L. 8, Algorithm 3).

At the ready phase of task $\tau'$ either the $\mu(\tau')$-bit of the ready vector is zero, or both the $\mu(\tau')$-bits of the status and the ready vector are set; in both cases task $\tau'$ is considered ready w.r.t. its dependency with task $\tau$. In the former case, the value of that status vector bit is preserved (via XOR with the zero of the ready vector), in order to be reset by the corresponding task, while in the latter case that bit is reset. Since the value of the $\mu(\tau')$-bit of the status vector is the same before the notify phase and after the ready phase, it is straightforward to show that isRA-DYN is deadlock-free, via induction on $E_{\text{isRA}}$ on all $|K|$ bits.

**Theorem 2.** Assuming that each set/reset operation on the $k$-th bit of the bit-vectors $(\text{status}, \text{readyVector}, \text{notifyVector})$ is atomic, isRA-DYN is free from deadlocks.

**Proof.** Consider two dependent tasks, $(\tau, \tau') \in E_{\text{dyn}}$, and $\tau'$ is about to be executed; there are two distinct cases for task $\tau'$, namely either it is ready or it could be relaxed. The former case corresponds to the static behavior, which we have established its correctness from Lemma 1. In the latter case, there are two options for the $\mu(\tau')$-bit of $\text{status}_{\mu(\tau')}$:

1. the $\mu(\tau')$-bit has been set by $\tau$
2. the $\mu(\tau')$-bit is not set

In both cases the $\mu(\tau')$-bit of $\text{status}_{\mu(\tau')}$ is reset, resetting also the $\mu(\tau')$-bit of $\text{readyVector}_{\mu(\tau')}$ (L. 10-11, Algorithm 4). Since $\tau'$ is about to execute, if the $\mu(\tau')$-bit is set, it cannot have been set by any other task $\tau''$ than $\tau$, as it would have been already reset by the successive task of $\tau''$ on core $\mu(\tau')$. It is thus, straightforward to show that isRA-DYN is deadlock-free, via induction on $E_{\text{dyn}}$ on all $|K|$ bits.
time of all active tasks across cores, does not require protection in order to be safe. The minimum start time is genuinely increasing, as the execution progresses, and its used for the calculation of the global slack. Accessing the global variable without protection can result in missing write from another core. This means that the controller uses an older value, which is smaller then the new one. This only results in smaller global slack computation, and thus, only missed opportunities of relaxation. This is deliberately done so, in favor of run-time performance.

4 Response time analysis

Introducing run-time mechanisms into time-critical systems can improve system performance, by better utilisation of the system resources. Nevertheless, the controllers themselves require processing time, thus they can alter the timing behavior and potentially violate timing guarantees, if the controller WCET is not properly accounted for. To overcome this issue, either additional tasks are incorporated into the model, used to derive the safe time-triggered schedule, or the WCET of the controller is incorporated into the WCET of each task (modulo some timing alignment). Especially for interference-sensitive system, attention must be paid to potential interference created by the controller, i.e., accesses to shared variables among cores (status, ready and notify vectors). If these variables are placed alongside with the task data, additional interferences must be accounted, due to the parallel execution of a control phase and a task. Multiple approaches exist to mitigate this effect; the control data can be placed in a separate memory accessed by a separate bus, when the platform provides such a feature. Alternatively, shared control data can be placed in the local memories of each core and accessed through remote reads/writes [2]. If such solutions are not possible, the amount of induced interference can be controlled, either by using resource-partitioning techniques common in real-time systems or by bounding the number of invocations of the controller, e.g., using non-interrupting hardware events [21].

In Algorithm 1, the proposed control mechanism is divided into two alternating phases, namely ready and relax, followed by two consecutive phases, execute and notify. We consider the absolute response time of a task $\tau$ to be when it finishes execution and the notify phase has performed all the status updates, i.e., the absolute response time of a task $\tau$ is the same as response time of its update phase:

$$R(\tau) = R(N_\tau)$$

Notice that, while the execution phase $X_\tau$ has a fixed isWCET (without considering the additional interferences due to relaxation), the ready and notify phases have varying isWCET, which depends on a number of factors. For any task $\tau$, the isWCET of the ready phase depends on:
(i) when it will gain access to its critical section, and
(ii) when the task is going to be ready, i.e., all previous tasks have finished and all updates have been performed.

The WCET of the update phase depends on:
(i) when it will gain access to its critical section,
(ii) the number of cores to notify, and
(iii) when previous tasks, which depended on this core, finish their ready phase (s.t. $\text{status}[i][k] = 0$).

In order to make our response time analysis accurate, we derive parametric response times $R$, based on the number of outgoing edges of a task $\tau$, according to the scheduling dependencies $E_{isRA}$. We denote with $C^N_{[\ell]}$ the WCET of the controller part that corresponds
to the snippet $L$, i.e., the sequence of lines $L$ of Algorithm $N$. We perform the RTA for the most restrictive case, i.e. for tasks with data-dependencies. An RTA for independent tasks, would at least provide the same response time bounds for the same task set, if not better.

**Accessing a critical section.** While one core can be only at one control phase at any time instance, different cores can be in different phases. Hence, for a core to enter any particular critical section, it may have to wait for all the other cores to finish their critical section. The WCET of the critical sections of the ready, notify and relax phase, are $C_{[3-6]}^2$, $C_{[3-9]}^3$, and $C_{[9-12]}^4$, respectively. Thus, the worst-case wait time for a core to access critical section $i$ is:

$$C_i = (|K| - 1) \cdot \max (C_{[3-6]}^2, C_{[3-9]}^3, C_{[9-12]}^4)$$  (8)

**Ready Phase.** Let $t_{\tau}^R$ be the time instance that task $\tau$, running on core $k$, becomes ready, i.e., all predecessor tasks have finished their corresponding notify phases:

$$t_{\tau}^R = \max_{\tau' \in \text{pred} (\tau)} R(\tau')$$  (9)

The response time of the ready phase, if the controller is invoked precisely at time $t_{\tau}^R$, is the WCET of acquiring access to critical section $k$ plus the WCET of executing that section:

$$R(R_{\tau}) \leq t_{\tau}^R + C_{\tau} + C_{TA}$$ with $C_{TA} = C_{[3-6]}^2 + C_k$  (10)

where $C_{TA}$ is a timing alignment constant, analysed below. The response time $R(R_{\tau})$ is defined recursively, as it depends on the maximum response time of preceding tasks ($t_{\tau}^R$). This will assist us in proving that under any AET, the execution respects the timing guarantees.

**Execute Phase.** As there are no preemptions during the execution of a task, if $t_{E_{\tau}^{\text{dyn}}} (\tau)$ is the interference that task sustains because of the relaxed dependency relation $E_{\text{dyn}}$, the response time for the execution phase of the controller is:

$$R(X_{\tau}) \leq R(R_{\tau}) + C_{\tau} + t_{E_{\tau}^{\text{dyn}}} (\tau)$$  (11)

**Notify Phase.** Following the task execution $\tau$, on core $k$, the controller updates each core’s status and the minimum start time of the active tasks. For each outgoing dependency, the core $k$ has to gain access to a distinct critical section and perform a write to either the status or the ready vector:

$$R(N_{\tau}) \leq R(X_{\tau}) + C_{N_{\tau}}$$ with $C_{N_{\tau}} = C_{[1-7]}^5 + \sum_{\tau' \in \text{succ} (\tau)} (C_{\mu(\tau')} + C_{[4-8]}^3) = C_{[1-7]}^5 + \deg^+(\tau) \cdot (C_k + C_{[4-8]}^3)$  (12)

Since the worst-case waiting time in Equation 8 is constant, we have replaced $C_{\mu(\tau')}^\mu$ with $C_k$ to derive the final expression.

**Relax Phase.** Let time instance $t_{\tau}^S$ be a time instance, where task $\tau$ running on core $k$ is not ready yet, i.e., $t_{\tau}^S < t_{\tau}^R$, but the global slack is large enough to accommodate the additional interferences. If the relax phase is invoked at time $t_{\tau}^S$, it has to remove all the
dependencies (excluding the data-dependencies) and acquire access to its critical section, in order to write the status vector. Hence, its response time is:

\[
R(S_\tau) \leq t_\tau^S + C_{S_\tau}
\]

with

\[
C_{S_\tau} = C_{\tau}^4[2-4] + (\deg^+(\tau) - 1) \cdot C_{\tau}^4[9-13] + C_{\tau}^4[4-5] + C_k + C_{S_\tau}^4[5-8]
\]

Notice that the loop body (L. 9-13) in Algorithm 4 is executed only \(\deg^+(\tau) + (\tau - 1)\) times, since the dependency from the core itself is by default met. This is reflected by the term \((\deg^+(\tau) - 1) \cdot C_{\tau}^4[9-13] + C_{\tau}^4[4-5]\) in the response time \(R(S_\tau)\).

**Timing alignment.** In the RTA of the ready phase, we assumed that the controller starts precisely at the time when all the required status updates have been performed (for the ready phase). Nevertheless, since the tasks can be executed in less time than their is WCET, there is a possibility that the controller is already inside a relax phase, when the last status update occurs. In the worst-case, there will be a single data-dependency that is not removed by the relax phase. Therefore, the timing alignment constant \(C_{TA_\tau}\) for the ready phase is:

\[
C_{TA_\tau} = C_S - C_{\tau}^4[6-8] + C_{\tau}^4[3]
\]

where \(C_S\) is the WCET of relax phase, with the maximum number of dependencies, i.e., \(|\mathcal{K}|\).

### 4.1 Safety

Having the WCET and the response time of the controller phases, we need to prove that, if these costs are added upfront to the is WCET of tasks, the timing guarantees of any time-triggered schedule are not violated, under any run-time reduction of execution times, i.e., \(R(\tau) \leq \epsilon(\tau)\) for all tasks \(\tau\).

Let \(C_{R_\tau}, C_{N_\tau}, C_{S_\tau}\) denote the WCET of the control phases, and \(C_{TA_\tau}\) the timing alignment constants, as analysed in the previous sections. Assume a safe solution \((\mu, \beta, \epsilon)\), derived by a safe scheduling algorithm, such that it includes the controller WCETs in the is WCET of each task:

\[
\epsilon(\tau) - \beta(\tau) = C_{R_\tau} + C_{TA_\tau} + C_{\tau} + C_{N_\tau} + C_{S_\tau}
\]

Before proving the safety of the approach, we establish some properties regarding the impact of relaxations to is WCET of the task and control phases.

▶ **Property 1.** Relaxation does not increase the WCET of control phases \((C_{R_\tau}, C_{N_\tau}, C_{S_\tau})\).

**Proof.** The WCET of the control phases depends on the indegree and outdegree of each task \(\tau\) according to the dependency relation \(E_{isRA}\) (Equations 10, 13, 15). The dependency relation \(E_{dyn}\) is a genuinely decreasing relation (Equation 5) starting from \(E_{isRA}\), thus the WCET of the control phases decreases with each relaxation.

▶ **Property 2.** Given a relaxed dependency relation \(E_{dyn} \subseteq E_{isRA}\), a task \(\tau\) can suffer additional interference at most equal to its slack:

\[
\sigma_\tau \geq t_{E_{dyn}}(\tau)
\]

**Proof.** In case task \(\tau\) is the task with the minimum start time among the active tasks, then \(\sigma_\tau \geq t_{\max}(\tau)\) (L. 2 in Algorithm 4). Otherwise, let \(\tau_{\min}\) be the task with minimum start time, i.e., \(\beta(\tau) \geq \beta(\tau_{\min})\). By equation 6:

\[
\sigma_\tau - t \geq \sigma_{\tau_{\min}} - t \Rightarrow \sigma_\tau \geq \sigma_{\tau_{\min}}
\]

Therefore, \(\sigma_\tau \geq t_{\max}(\tau) \geq t_{E_{dyn}}(\tau)\).
Theorem 3. For any safe scheduling solution, derived by adding the controller costs \( (C_{R_e}, C_{N_e}, C_{S_e}, C_{TA_R}) \) to the isWCET \( (C_\tau) \) of the tasks \( T \), the isRA-DYN execution is safe under any AET, i.e.:

\[
R(\tau) \leq \epsilon(\tau)
\]

Proof. By induction on the dependency relation \( E_{dyn} \).

Base Case: For tasks \( \tau \) with no predecessors \( pred(\tau) = \emptyset, \beta(\tau) = 0 \) from Eq. 7 and Eq. 12 we establish:

\[
\begin{align*}
R(\tau) & \leq R(\lambda_\tau) + C_{N_e} \quad \text{(11)} \Rightarrow R(\tau) \leq R(\lambda_\tau) + C_\tau + C_{N_e} + \iota_{E_{dyn}}(\tau) \quad \text{(10)} \quad (21) \\
R(\tau) & \leq t_{R} + C_{R_e} + C_{TA_R} + C_\tau + C_{N_e} + \iota_{E_{dyn}}(\tau) \quad \text{(9)} \Rightarrow (22) \\
R(\tau) & \leq \max_{\tau' \in pred(\tau)} R(\tau') + C_{R_e} + C_{TA_R} + C_\tau + C_{N_e} + \iota_{E_{dyn}}(\tau) \quad \text{(23)}
\end{align*}
\]

Since \( pred(\tau) = \emptyset \), the response time of the predecessors is zero. Also no adaptation can occur since \( \beta(\tau) = 0 \), thus no additional interference is introduced, i.e. \( \iota_{E_{dyn}}(\tau) = 0 \):

\[
\begin{align*}
R(\tau) & \leq 0 + C_{R_e} + C_{TA_R} + C_\tau + C_{N_e} + 0 \quad \text{(17)} \Rightarrow (24) \\
R(\tau) & \leq \epsilon(\tau) - \beta(\tau) \quad \text{\quad (25)}
\end{align*}
\]

Induction step: Suppose that (20) holds for all predecessors of task \( \tau \). Starting from equation (23) and through equation (6) we establish:

\[
\begin{align*}
R(\tau) & \leq \beta(\tau) - \sigma_\tau + C_{R_e} + C_{TA_R} + C_\tau + C_{N_e} + \iota_{E_{dyn}}(\tau) \quad \text{(17)} \Rightarrow (26) \\
R(\tau) & \leq \epsilon(\tau) - \sigma_\tau + \iota_{E_{dyn}}(\tau) \quad \text{(27)}
\end{align*}
\]

By Property 2 we know that \( \iota_{E_{dyn}}(\tau) - \sigma_\tau \leq 0 \), therefore, concluding the proof. ▶

We have therefore established that isRA-DYN is timely safe, and relaxes the dependency relation when enough global slack exists to accommodate the additional interference. Furthermore, the execution is work-conserving, w.r.t. \( E_{dyn} \), which improves run-time performance, as shown in Section 5.

5 Experimental Evaluation

5.1 Experimental Setup

Platform. A real multi-core COTS platform, i.e., the TMS320C6678 chip (TMS in short) of Texas Instrument [25] is used for the experiments. The platform characteristics are depicted in Table 2. The isRA-DYN mechanism is implemented as a bare-metal library, with low-level functions for the controller phases using TMS hardware semaphores. The isRA-DYN semaphore implementation is applicable to any platform, since semaphores are a fundamental building block. In the rare case that no such hardware support exists, a software implementation can be used. However, the isRA-DYN approach can be implemented by other protection mechanisms.

Benchmarks. To experimentally evaluate our isRA-DYN approach, we have conducted experiments using three different applications with respect to the number of tasks, WCET, and WCRA taken from the StreamIT benchmarks [26]: i) Discrete Cosine Transformation (DCT), ii) Mergesort (MERGE), and iii) Fast Fourier Transformation (FFT).
Table 2 Benchmark and platform characteristics.

<table>
<thead>
<tr>
<th>(a) Benchmark</th>
<th>(b) TMS platform</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No.</td>
</tr>
<tr>
<td>DCT</td>
<td>32</td>
</tr>
<tr>
<td>MERGE</td>
<td>47</td>
</tr>
<tr>
<td>FFT</td>
<td>47</td>
</tr>
</tbody>
</table>

DSP
- Char: 8
- Instr: 1 GHz
- Freq: 32 KB
- L1P: 32 KB
- L1D: 512 KB

DSPs
- NoC: TeraNet (Delay: 11 cycles)

L3
- Char: 4 MB
- DDR3: 512 MB
- Sem: 32 cycles

**WCET and WCRA acquisition.** Since no existing static WCET analysis tool supports the TMS platform, a measurement-based approach has been used to acquire the WCET of each task. Obtaining safe and context-independent measurements requires to eliminate the sources of timing variability [6], by disabling data-caches, removing interferences (i.e., the task is executed alone on one core) and providing input data to enforce the worst-case path. To perform our measurements on the real platform, we used the local timer of the core. To increase the reliability of the measurements, we have followed the approach of multiple executions. Each task has been executed 50 times, which has been shown to provide a small standard deviation [14], and maintained the largest observed value. The application has been compiled with -O0, i.e., no optimizations, in order to obtain the WCRA of each task by the produced binary. Table 2 depicts the overall WCET, WCRA and number of tasks of each benchmark, used to obtain the offline near-optimal solutions.

**Data-placement.** The controller data are placed on the on-chip Multicore Shared SRAM Memory (MSM), while application data are placed in the off-chip main memory (DDR3), ensuring that the isRA-DYN does not interfere with the task’s execution.

**Comparison.** The evaluation of the proposed approach can be achieved by comparing run-time execution time of the tasks allocated on each core (a.k.a. makespan) obtained by the proposed dynamic approach (isRA-DYN) and the static run-time approach (isRA-LOCK) that enforces the partial order of tasks [22]. The offline isWCET schedule has been generated by [24] and it is used as an input to both approaches. To attribute the observed gains to isRA-DYN, any system parameter, that may lead to timing variability at run-time, should be controlled and explored independently, whenever possible. These parameters are mainly the interferences, the different execution paths of the benchmarks and the impact of caches. Therefore, we initially explore the timing variability that each benchmark can have, when executed on TMS platform and a single system parameter is tuned each time. Then, we present the gains provided by isRA-DYN and isRA-LOCK by comparing the makespan under different variations at the timing variability of benchmarks. Last, but not least, we compare the overhead of isRA-DYN and isRA-LOCK approaches.

5.2 Evaluation results

**Characterization of timing variability.** The main system parameters that can alter the execution time are the occurring interferences, the diverse execution paths of the benchmarks and the caches. In this first experimental section, we tune each of these parameters independently in order to characterize its impact to the timing variability per benchmark. To compute the timing variability, the execution time of the best observed case and the worst observed case are compared. Table 3 shows the timing variability due to caches and
Table 3 Benchmark timing variability.

(a) Interference variability

<table>
<thead>
<tr>
<th>Caches</th>
<th>Path</th>
<th>DCT</th>
<th>MERGE</th>
<th>FFT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disabled</td>
<td>Best-Path</td>
<td>32.13%</td>
<td>46.67%</td>
<td>55.03%</td>
</tr>
<tr>
<td></td>
<td>Worst-Path</td>
<td>44.80%</td>
<td>43.78%</td>
<td>52.70%</td>
</tr>
<tr>
<td>Enabled</td>
<td>Best-Path</td>
<td>0.43%</td>
<td>0.91%</td>
<td>3.58%</td>
</tr>
<tr>
<td></td>
<td>Worst-Path</td>
<td>0.32%</td>
<td>0.91%</td>
<td>3.29%</td>
</tr>
</tbody>
</table>

(b) Cache variability (No interferences)

<table>
<thead>
<tr>
<th>Path</th>
<th>DCT</th>
<th>MERGE</th>
<th>FFT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best-Path</td>
<td>73.83%</td>
<td>69.03%</td>
<td>69.40%</td>
</tr>
<tr>
<td>Worst-Path</td>
<td>76.57%</td>
<td>68.60%</td>
<td>69.38%</td>
</tr>
</tbody>
</table>

(c) Path variability (No interferences)

<table>
<thead>
<tr>
<th>Caches</th>
<th>DCT</th>
<th>MERGE</th>
<th>FFT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disabled</td>
<td>46.65%</td>
<td>12.84%</td>
<td>0.15%</td>
</tr>
<tr>
<td>Enabled</td>
<td>10.51%</td>
<td>14.69%</td>
<td>0.46%</td>
</tr>
</tbody>
</table>

diverse paths (computed without any interferences, i.e., running the benchmark alone on a core), and the timing variability due to interferences, when all cores are running the same benchmark. We observe that even when the application is executed in isolation, the impact of caches in execution time is quite high for all applications, with 71.14% on average. The impact of different execution paths depends on the application type, thus it is higher for the DCT, since it is an application that has several execution paths and, much smaller for FFT, which is a single-path application. Last but not least, we observe an important impact of the interferences, with 45.85% on average, with disabled caches. When caches are enabled the interference impact is reduced, since the cache sizes are large enough to keep the data locally.

Makespan comparison. We perform an exhaustive set of experiments to explore and quantify the behavior of the proposed approach. We have used three configurations, i.e., two, four and eight application instances on two, four and eight cores, respectively. In addition, in order to explore the behavior of isRA-DYN with respect to the timing variability, due to interferences, caches, and multiple execution paths of the application, we have performed experiments, where we insert at each task a timing variability from 0% up to 40%, on average. Each experiment has been executed twenty consecutive iterations. During the execution, we observed no timing violations according to the offline solution. Due to page limitations, we only present the measured makespan of each core for the eight core configuration in Figure 4, in the form of box plot. However, we thoroughly analyze the behavior of our approach by providing the gains of the proposed isRA-DYN compared to isRA-LOCK for all experiments. The gain is given by computing the makespan gain, i.e., \( \frac{(isRA-LOCK)-(isRA-DYN)}{(isRA-LOCK)} \), for each core. Tables 5, 4 and 6 depict the average makespan gain per core and the average makespan gain across all cores, for all configurations.

a) General observations: The first and important observation is that the behavior of isRA-LOCK is similar, in terms of minimum, maximum and average makespan, for all cores for all benchmarks, under any timing variability. This behavior of isRA-LOCK is due to the fixed partial task order. This behaviour motivates the use of a dynamic approach that can explore the variability occurring at run-time. Compared to the isRA-LOCK, the makespan distribution of the isRA-DYN among cores is varying. As isRA-DYN performs partial order relaxations, allows earlier task execution and additional interference to occur, which varies the core’s makespan. When the variability is increased, this variation becomes more important.

b) Minimum timing variability (0%): This experimental set-up is the worst for the proposed approach, since the timing variability of the benchmarks is eliminated as much as possible.
Figure 4 Eight core configuration: isRA-DYN and isRA-LOCK makespan per core.
To achieve that, the same execution path is used among executions and caches are disabled. However, it is not possible to eliminate the interferences occurring from the parallel execution of tasks. For all the experiments, we observe that the behaviour of isRA-DYN improves over the behavior of isRA-LOCK, in all cores, as the number of cores increases. More precisely, for the configuration with two cores and 0% variability, isRA-DYN provides a small gain (from 0.08% for MERGE up to 0.22% for FFT, with an average of 0.145% among all applications). As the number of cores is increased, the gains are also increased, especially for MERGE. Compared to the two core configuration, the gain is increased on average by a factor of x3.11 for DCT, x36.63 for MERGE and x1.93 for FFT, when four cores are used, and by x2.95 for DCT, x44.64 for MERGE and x4.28 for FFT. The high gain factor of the MERGE benchmark is due to the low gain when only two cores are used. The lower gain, when only two cores are used, is attributed to the small number of interferences occurring during execution in combination with a bit higher run-time overhead, due to the relax phase, compared to isRA-LOCK. However, as the number of cores is increased, the number of occurring interference is increased, and thus, the gain is higher. As the only source of timing variability is the interferences in this experimental, the achieved gain of isRA-DYN verifies that the proposed approach is capable of exploring the occurring interferences during execution, compared to isRA-LOCK.

c) Tuning timing variability (from 5% to 40%): To quantitatively characterize the behavior of the proposed approach, when other sources of timing variability occur on top of the interferences, we insert an average variability of 5%, 10%, 20% and 40% in the WCET of the tasks (WCRA remains unchanged). For all the experiments, we observe that as task variability is inserted, isRA-LOCK fails to take advantage of it during execution, due to its fixed partial order policy. On the other hand, as the variability is increased, the proposed approach provides higher gains. More precisely, we observe that with the configuration with two cores (which is the configuration with the minimum possible interferences), the gains of isRA-DYN are significant compared to isRA-LOCK. In particular, with an increasing timing variability of 5%, the average gains are increased to 1.125% for DCT, 0.935% for MERGE, and 0.490% for FFT (with an average of 0.85% for all benchmarks). Tables 5, 4 and 6 show that with timing variability increasing, the gains are increased. Considering all

<table>
<thead>
<tr>
<th>Table 4</th>
<th>MERGE: Average gains (%) per core (C) and among all cores (A).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timing Var. (%)</td>
<td>2 cores</td>
</tr>
<tr>
<td></td>
<td>CO</td>
</tr>
<tr>
<td>0</td>
<td>0.08</td>
</tr>
<tr>
<td>5</td>
<td>1.03</td>
</tr>
</tbody>
</table>
benchmarks, we observe an average gains of 2.09% (10%), 4.95% (20%), and 9.33% (40%). The maximum gain for 40% variability is 11.35% observed for C0 running DCT. As the number of cores is increased, the gains are also increased. This occurs due to the fact that the proposed approach is able to take advantage of both the inserted timing variability and the occurring interferences. When four cores are used, the average gain over all benchmarks is 1.89%, 3.82%, 8.46% and 15.86%, for 5%, 10%, 30% and 40% variability, respectively. The maximum gain for 40% variability is 19.85% observed for C1 running MERGE. When eight cores are used, the gains are even higher, i.e., with an average gain over all benchmarks equal to 3.45%, 7.11%, 14.22% and 23.26%, for 5%, 10%, 30% and 40% variability, respectively. The maximum gain for 40% variability is 25.31% observed for C4 running MERGE.

### 5.3 Controller cost

Table 7 depicts the corresponding WCET values for the isRA-DYN and isRA-LOCK approaches. Due to the additional relax phase, the overhead of the isRA-DYN controller is higher than isRA-LOCK controller. Despite the increased overhead, isRA-DYN can provide further performance improvements, as it has been shown in the previous paragraphs.

### 6 Related Work

The run-time mechanisms are categorized whether: i) the considered tasks are only time-critical or also best-effort, ii) the WCET is pessimistic or interference-sensitive, and iii) the adaptation is static or dynamic. A detailed survey of the state-of-the-art is available in [4].

The run-time mechanisms considering only time-critical tasks must guarantee the timely execution of the complete task set. The mechanisms that consider the pessimistic WCET are typically based on static decisions, i.e., the execution of a new task can start as soon as a task finishes earlier than its pessimistic WCET. Typical examples of such approaches come from scheduling theory, e.g. [1,5]. However, the use of pessimistic WCET over-approximates the interferences having a negative impact in performance and in schedulability. To tackle with over-approximated WCETs due to interferences, several approaches incorporate interference

---

**Table 5** DCT: Average gains (%) per core (C) and among all cores (A)

<table>
<thead>
<tr>
<th>Timing Var. (%)</th>
<th>2 cores</th>
<th>4 cores</th>
<th>8 cores</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CO</td>
<td>C1</td>
<td>A</td>
</tr>
<tr>
<td>0</td>
<td>0.14</td>
<td>0.13</td>
<td>0.135</td>
</tr>
<tr>
<td>5</td>
<td>1.10</td>
<td>1.15</td>
<td>1.125</td>
</tr>
<tr>
<td>10</td>
<td>2.56</td>
<td>2.63</td>
<td>2.595</td>
</tr>
<tr>
<td>20</td>
<td>5.94</td>
<td>5.58</td>
<td>5.760</td>
</tr>
<tr>
<td>40</td>
<td>11.35</td>
<td>10.48</td>
<td>10.915</td>
</tr>
<tr>
<td></td>
<td>0.36</td>
<td>0.44</td>
<td>0.33</td>
</tr>
<tr>
<td>5</td>
<td>0.64</td>
<td>1.16</td>
<td>0.75</td>
</tr>
<tr>
<td>10</td>
<td>3.77</td>
<td>6.17</td>
<td>4.37</td>
</tr>
</tbody>
</table>
Table 6 FFT: Average gains (%) per core (C) and among all cores (A).

<table>
<thead>
<tr>
<th>Timing Var. (%)</th>
<th>2 cores</th>
<th>4 cores</th>
<th>8 cores</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CO</td>
<td>C1</td>
<td>A</td>
</tr>
<tr>
<td>0</td>
<td>0.22</td>
<td>0.22</td>
<td>0.22</td>
</tr>
<tr>
<td>5</td>
<td>0.50</td>
<td>0.49</td>
<td>0.49</td>
</tr>
<tr>
<td>10</td>
<td>1.49</td>
<td>1.48</td>
<td>1.48</td>
</tr>
<tr>
<td>20</td>
<td>3.75</td>
<td>4.80</td>
<td>4.27</td>
</tr>
<tr>
<td>40</td>
<td>7.45</td>
<td>8.05</td>
<td>7.75</td>
</tr>
</tbody>
</table>

Table 7 Control phases WCET.

<table>
<thead>
<tr>
<th></th>
<th>Fixed Cost</th>
<th>Cost/Edge</th>
<th>Fixed Cost</th>
<th>Cost/Edge</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{R}$</td>
<td>355</td>
<td>251</td>
<td>355</td>
<td>251</td>
</tr>
<tr>
<td>$C_{N}$</td>
<td>260</td>
<td>263</td>
<td>260</td>
<td>263</td>
</tr>
<tr>
<td>$C_{S}$</td>
<td>-</td>
<td>-</td>
<td>183</td>
<td>201</td>
</tr>
<tr>
<td>$C_{TA}$</td>
<td>45</td>
<td>-</td>
<td>45</td>
<td>-</td>
</tr>
</tbody>
</table>

analysis and provide interference-sensitive WCETs, such as [17,19,24]. In general, these approaches provide improved timing guarantees, since they compute a context-dependent upper-bound of the interferences for a particular schedule. To improve the provided upper-bounds, some approaches take into account the length of task overlapping, e.g. [17], or the precise timing of the requests, e.g. [20], or even provide contention-free schedules, e.g. [19]; a detailed survey of such approaches can be found in [12]. To further reduce the impact of the inherent pessimism in any kind of WCET estimations, several run-time mechanisms have been proposed. In [21,22,24], the authors provide a run-time approach suitable for interference-sensitive WCET. However, these approaches act upon static decisions, being unable to modify the partial order of tasks, created offline during the interference-sensitive scheduling. In contrast, the proposed isRA-DYN approach embraces dynamic decisions allowing safe modification of the WCET scheduling, leading to performance improvements.

The run-time mechanisms for time-critical and best-effort tasks assume the timely execution of time-critical tasks, when they run in isolation. Based on this assumption, they decide the best-effort tasks execution, so as to still guarantee the timely execution of time-critical tasks. Such approaches use different confidence levels in the WCET estimation [3], compute the remaining WCET in isolation for the time-critical tasks [9–11], use resource usage capacities [15,16] and partitioning of the memory accesses [27]. The isRA-DYN approach is orthogonal to these approaches, since it focuses on providing timing guarantees for the time-critical tasks.
Conclusion

In this work, we propose a dynamic interference-sensitive run-time adaptation technique \textit{is}RA-DYN that alleviates the limitations of the existing \textit{is}RA-LOCK, since it allows to safely relax the partial order of \textit{is}WCET schedule solutions, whenever this is possible. We have presented the corresponding RTA for our technique and have formally argued regarding its safety, under any execution. The obtained results show that \textit{is}RA-DYN outperforms \textit{is}RA-LOCK as it can exploit variability in actual execution of tasks. When using two cores, the interferences are few and without any variability, the \textit{is}RA-DYN provides small gains. However, with increasing variability, even with under few interferences, \textit{is}RA-DYN provide significant gains. As the number of cores is increased, \textit{is}RA-DYN provides better gains.
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Introduction

Fully-preemptive scheduling is used in many real-time embedded systems in order to e.g., overcome the limitations of non-preemptive scheduling which can introduce significant blocking on high priority tasks from lower priority ones. Fully-preemptive scheduling allows for an interruption (preemption) of the task’s execution whenever a task with a higher priority is released. However, as shown by Pellizzoni et al. [21], a preemption can introduce a significant preemption related delay, even up to 33% of the task’s worst-case execution time.

In embedded systems employing a cache-based architecture, one of the major causes of preemption delay is cache-related preemption delay (CRPD), as shown by Bastoni et al. [7]. CRPD represents the longest time needed by a resuming task to reload the memory cache blocks which it had loaded prior to the preemption. Since CRPD may significantly increase
the worst-case execution time of a task, its tight estimation is very important and therefore a new field of timing analysis, called cache-related preemption delay analysis, has emerged in the research of real-time systems.

In the context of CRPD analysis for fixed-priority fully-preemptive scheduling, many different approaches have been proposed in the last few decades, of which we describe a selection of the most recent ones. Tomiyama et al. [31], and Busquets-Mataix et al. [11] proposed analyses which are based on the over-approximation that a single preemption causes the CRPD equal to the time needed for reloading all the evicting cache blocks from a preempting task. These analyses neglected the fact that not every eviction results in a cache block reload. Contrary to this, Lee et al. [20] proposed the analysis that bounds the CRPD by accounting for the cache blocks which may be reused at some later point in a task, called the useful cache blocks. However, their analysis did not account for the fact that although useful, some cache block cannot be evicted, and thus cannot result in a cache block reload. These two opposite approaches defined the two main branches in CRPD analysis: ECB-based CRPD and UCB-based CRPD.

Later, Tan and Mooney [30] proposed the UCB-union approach, which accounted for the limitations of the above-described approaches. In this approach, CRPD is computed using the information about all possibly affected useful cache blocks along with the evicting cache blocks from the tasks which may evict them. Opposite to that, Altmeyer et al. [3] proposed the ECB-union approach, where the all possibly evicting cache blocks are analysed along with the useful cache blocks from the tasks that may be preempted.

The latest and in overall the most precise CRPD approaches are proposed by Altmeyer et al. [4], called ECB-union multiset and UCB-union multiset approaches. Those approaches are improvements over the UCB-union and ECB-union because they account for a more precise estimation of the nested preemptions. The multiset approach was also used by Staschulat et al. [28] for the periodic task systems where they accounted that each additionally accounted preemption of a single preempting task may result in a smaller CRPD value compared to the previous preemptions. In the context of periodic systems, Ramaprasad and Mueller [23, 22] investigated the possibility of tightening the CRPD bounds using preemption patterns. However, in this paper, we consider a sporadic task model which constrains such analysis.

Furthermore, in recent years, several cache-aware analysis were proposed in the contexts of: cache partitioning by Altmeyer et al. [26, 5], cache-persistence by Rashid et al. [25, 24] and Stock et al. [29], write-back cache by Davis et al. [12] and Blaß et al. [9].

In all of the above-mentioned CRPD analyses, the resulting upper bounds are overly pessimistic mainly because they account for CRPD obtained from preemption combinations which cannot occur simultaneously during runtime.

In this paper, we propose a cache-aware response-time analysis that accounts for the above-mentioned source of pessimism, and a few more, in the context of fixed priority fully-preemptive scheduling (FPPS). The evaluation shows a significant improvement over the existing state of the art approaches.

In the remainder of the paper, we first define the system model in Section 2. In Section 3, we overview the existing SOTA UCB-union and ECB-union based methods, including the multiset variants. In Section 4, we discuss the pessimism in the current state of the art cache-aware analyses. The proposed analysis is defined in Section 5, and the evaluation results are shown in Section 6. The paper is concluded in Section 7.
2 Task Model, Terminology and Notation

In this paper, we consider a sporadic task model, with preassigned fixed task priorities, under fully-preemptive scheduling. A taskset $\Gamma$ consists of $n$ tasks sorted in a decreasing priority order, where each task $\tau_i$ generates an infinite number of jobs, characterised with the following task parameters $\langle P_i, C_i, T_i, D_i \rangle$. Task priority is denoted with $P_i$ and we assume disjunct priorities among the tasks. The worst-case execution time without accounted preemption delays is denoted with $C_i$. $T_i$ denotes the minimum inter-arrival time between the two consecutive jobs of $\tau_i$, and the relative deadline is denoted with $D_i$.

We also consider single-core systems with single-level direct-mapped caches, extending the task model by accounting for detailed knowledge about the cache usage. In addition, we describe a possible adjustment in subsection 5.8, thus also considering LRU set-associative caches. For each task $\tau_i$, the information about the accessed cache blocks within the task’s execution is assumed as derived, and based on that we define the following cache block sets: $ECB_i$ – a set of evicting cache blocks of $\tau_i$, such that cache-set $s$ is in $ECB_i$ if and only if a memory block from $s$ may be accessed during the execution of $\tau_i$. $UCB_i$ – a set of all useful cache blocks throughout the execution of $\tau_i$. As proposed by Lee et al. [20], and superseded by Altmeyer et al. [2], a cache-set $s$ is in $UCB_i$, if and only if $\tau_i$ accesses a memory block $m$ in $s$ such that: a) $m$ must be cached at some program point $P$ in the execution of $\tau_i$, and b) $m$ may be reused on at least one control flow path starting from $P$ without the eviction of $m$ on this path.

In the remainder of the paper, we use the following notations for different sets of tasks:

- $hp(i)$ A set of tasks with priorities higher than $\tau_i$
- $hpe(i)$ A set of tasks with priorities higher than $\tau_i$, including $\tau_i$, i.e. $hpe(i) = hp(i) \cup \{\tau_i\}$
- $lp(i)$ A set of tasks with priorities lower than $\tau_i$
- $aff(i, h)$ A set of tasks with priorities higher than or equal to $\tau_i$ and lower than $\tau_h$, i.e. $aff(i, h) = hpe(i) \cup lp(h)$

3 Background

Cache-related preemption delay is computed as the upper bound on the number of cache block reloads that can be caused due to preemptions and potential evictions of memory contents that are used by the preempted tasks. In this paper, CRPD is denoted with $\gamma$ and is computed as the multiplication of the upper bound on cache block reloads with the constant $BRT$, which is the longest time needed for a single memory block to be reloaded into cache memory, i.e. block reload time. The general formula is $\gamma = \# \text{reloads} \times BRT$.

In this section, we briefly describe the most relevant CRPD-aware analyses for understanding the contributions of this paper. We describe $UCB$-union approach [30], $ECB$-union approach [3], and their multiset variants [4].

$UCB$-union and $ECB$-union approaches are computed as the least-fixed points of the following equation for the worst-case response time:

$$R_i^{l+1} = C_i + \sum_{\tau_h \in hp(i)} \left\lceil \frac{R_i^l}{T_h} \right\rceil \times (C_h + \gamma_{i,h})$$  \hspace{1cm} (1)

In Equation 1, $\gamma_{i,h}$ represents the CRPD due to a single job of a higher priority task $\tau_h$ executing within the worst-case response time of task $\tau_i$. This term is computed differently for each of the CRPD approaches.
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**UCB-Union approach** computes $\gamma_{i,h}^{ucbu}$ with the following equation, accounting that a job of $\tau_h$ causes a reload of each cache block which it may access and which is useful during the execution of at least one of the tasks from the range $[\tau_{h+1}, \tau_{h+2}, \ldots, \tau_i]$.

$$
\gamma_{i,h}^{ucbu} = \left\lfloor \sum_{\tau_k \in off(i,h)} \left( UCB_k \right) \cap ECB_k \right\rfloor \times BRT
$$

**ECB-Union approach** computes $\gamma_{i,h}^{ecbu}$ with the following equation, accounting that a job of $\tau_h$ is preempted by all of the tasks with higher priority than $\tau_h$, after the job directly preempted one of the tasks from the range $[\tau_{h+1}, \tau_{h+2}, \ldots, \tau_i]$. In this case, the preemption resulting in the highest number of evicted useful cache blocks is considered.

$$
\gamma_{i,h}^{ecbu} = \max_{\tau_k \in off(i,h)} \left\lfloor \sum_{\tau_k \in hpc(h)} \left( ECB_k \right) \cap \left( UCB_k \right) \right\rfloor \times BRT
$$

Improving the above two approaches, Altmeyer et al. [4] introduced **UCB-Union multiset** and **ECB-Union multiset** which are computed as the least-fixed points of the following equation:

$$
R_i^{(l+1)} = C_i + \sum_{\tau_k \in hpc(i)} \left( \left[ \frac{R_i^{(l)}}{T_h} \right] \times C_h + \gamma_{i,h} \right)
$$

where $\gamma_{i,h}$ represents the CRPD due to each job of a higher priority task $\tau_h$ executing within the the worst-case response time of task $\tau_i$.

**ECB-Multiset approach** computes $\gamma_{i,h}^{ecbam}$ accounting that $\tau_h$ can preempt each task $\tau_k$ with $i < k \leq h$ the maximum number of times a single job of $\tau_k$ can be preempted by jobs of $\tau_h$, for each job of $\tau_h$ that can be released within $R_i$, i.e. $[R_k/T_h] \times [R_i/T_k]$ times. This is accounted by the multiset $M_{i,h}$, which consists of the maximum CRPDs from jobs of $\tau_h$ on each preemptable job which can be released within $R_i$ ($\bigposição$ represents multiset union):

$$
M_{i,h} = \bigposición_{\tau_k \in off(i,h)} \left( \bigposição_{\tau_k \in hpc(h)} \left( \left[ \frac{R_i}{T_k} \right] \times \left[ \frac{R_i}{T_h} \right] \right) \times ECB_k \right) - \gamma_{i,h}^{ucbu}
$$

Based on the above multisets, $\gamma_{i,h}^{ecbam}$ is computed as the sum of the maximum $[R_i/T_h]$ values from $M_{i,h}$, accounting that only $[R_i/T_h]$ jobs of $\tau_h$ can directly preempt and cause CRPD on the preemptable jobs accounted in $M_{i,h}$.

**UCB-Multiset approach** computes $\gamma_{i,h}^{ucbam}$ by first computing the multiset $M_{i,h}^{ucb}$ which consists of all possibly useful cache blocks from jobs which can be released within $R_i$, and have priority higher than or equal to $\tau_i$, and lower than $\tau_h$.

$$
M_{i,h}^{ucb} = \bigposição_{\tau_k \in off(i,h)} \left( \bigposição_{\tau_k \in hpc(h)} \left( \left[ \frac{R_i}{T_k} \right] \times \left[ \frac{R_i}{T_h} \right] \right) \times UCB_k \right)
$$

Next, this approach computes the multiset $M_{i,h}^{ecb}$ which consists of all possibly evicting cache blocks within jobs of $\tau_h$ that can be released within $R_i$. The following equation includes an instance of evicting cache block from $\tau_h$ for each job of $\tau_h$ that can be released within $R_i$:

$$
M_{i,h}^{ecb} = \bigposição_{\tau_k \in hpc(h)} \left( ECB_k \right)
$$

The upper bound on CRPD from jobs of $\tau_h$ preempting all jobs from $\tau_{h+1}$ to $\tau_i$ is equal to the size of intersection of those multisets, with accounted block reload time:

$$
\gamma_{i,h}^{ucbam} = \left| M_{i,h}^{ucb} \cap M_{i,h}^{ecb} \right| \times BRT
$$

The Combined-Multiset approach first computes the worst-case response time $R_{i,ecbam}$ using Equation 4 and $\gamma_{i,h}^{ecbam}$, and similarly does with UCB-Union multiset, using Equation 4 and $\gamma_{i,h}^{ucbam}$ thus deriving $R_{i,ucbam}$. Then, the final result is computed as $\min(R_{i,ecbam}, R_{i,ucbam})$. 

In this section, we present the identified problems considering CRPD over-approximation when using UCB- and ECB-based approaches, including the multiset variants.

**Problem 1.** Combined approach over-approximates the CRPD bounds because all preemptions that may occur within a response time $R_i$ are treated the same, with at most one method at a time. However, within all preemptions that may occur within $R_i$, different preemption sub-groups may be analysed with different analyses, thus the CRPD may be further reduced by computing the bounds for different preemption sub-groups individually instead of computing it with one method at a time for a single group of all preemptions.

**Problem 2.** Combined approach accounts for CRPD from many different preemption combinations, which cannot occur together. This is presented with the following example. In Figure 1, we present three tasks $τ_1$, $τ_2$, and $τ_3$ with their respective sets of evicting and useful cache blocks. In the example, it is assumed that tasks $τ_1$ and $τ_2$ can be released at most once during the execution of $τ_3$ and that block reload time is equal to 1. Based on this, only two preemption combinations which result in the worst-case CRPD bound are possible: 1) A job of $τ_2$ directly preempts a job of $τ_3$, and a job of $τ_1$ directly preempts a job of $τ_2$ (nested preemptions), 2) A job of $τ_2$ directly preempts a job of $τ_3$, and a job of $τ_1$ directly preempts a job of $τ_3$ (direct preemptions). For each task, black rectangles in the figures represent the worst-case execution time, grey rectangles represent CRPD, whereas the sets of integer values above the grey rectangles represent the cache sets whose reloads must be accounted.

Considering the given cache block sets, the actual worst-case CRPD, based on the separately analysed preemption combinations, is:

- $τ_2$ (nested preemption): This is the case because $τ_2$ evicts cache blocks 3, 4, 7, and 8 which are then reloaded during the post-preemption execution of $τ_3$. After that, $τ_1$ evicts blocks 1 and 2 when preempting $τ_2$, which are reloaded during the post-preemption execution of $τ_2$, and also $τ_1$ evicts cache blocks 5 and 6 which are reloaded during the post-preemption execution of $τ_3$. Notice that although $τ_1$ also potentially evicts blocks 3, and 4 from $τ_3$, they are accounted as reloads only once within $τ_3$, because $τ_3$ is interrupted once and thus only one reload of each useful cache block within remaining execution of $τ_3$ is possible.

- $τ_3$ (direct preemptions): This is the case because $τ_2$ evicts cache blocks 3, 4, 7, and 8 from $τ_3$, and $τ_1$ evicts cache blocks 3, 4, 5, and 6 from $τ_3$. Since any other preemption combination can be derived only by removing one of the preemptions accounted in the two above, the worst-case CRPD is equal to 8. However,
UCB-union based approaches (including the multiset variant) compute the following CRPD:
\[
\gamma_{u,h,i}^{ucbu} = \left| \left( \bigcup_{\tau_k \in \text{aff}(i,h)} UCB_k \right) \cap ECB_h \right|
\]
\[
\gamma_{3,1,1}^{ucbu} = \left| UCB_3 \cup UCB_2 \right| = 6, \quad \gamma_{3,2}^{ucbu} = \left| UCB_3 \cap ECB_2 \right| = 4
\]
\[
\gamma_{3,1,1}^{ucbu} + \gamma_{3,2}^{ucbu} = 4 + 6 = 10, \quad \text{accounted reloads for blocks: 1, 2, 3, 4, 5, 6, 7, 8}
\]

ECB-union based approaches (including the multiset variant) compute the CRPD upper-bound as follows:
\[
\gamma_{c,h,i}^{ecbu} = \max_{\tau_k \in \text{aff}(i,h)} \left\{ \left| \left( \bigcup_{\tau_h \in \text{hp}(k)} ECB_h \right) \cap UCB_k \right| \right\}
\]
\[
\gamma_{3,1}^{ecbu} = \max_{\tau_k \in \{2,3\}} \left\{ \left| ECB_4 \cap UCB_k \right| \right\} = \max \left\{ \left| ECB_1 \cap UCB_2 \right|, \left| ECB_1 \cap UCB_3 \right| \right\} = 4
\]
\[
\gamma_{3,2}^{ecbu} = \max \left\{ \left| ECB_4 \cup ECB_2 \right| \cap UCB_3 \right\} = 6
\]
\[
\gamma_{3,1}^{ecbu} + \gamma_{3,2}^{ecbu} = 4 + 6 = 10
\]

Similarly to UCB-union based approaches, ECB-union based approaches compute CRPD upper bound of 10 reloads, thus approximating two cache block reloads over the safe bound.

Even when the lowest bound of the two is selected, CRPD bound is over-approximated by accounting for two cache block reloads which cannot occur in a single combination of preemptions during runtime. CRPD over-approximation is further increased when multiple jobs of each task are introduced. In this paper, we propose a novel method for computing the CRPD and the worst-case response time, accounting for the above-described problems.

5 CRPD-aware Response-Time Analysis

In the remainder of the paper, when we refer to the term preemption we consider both, indirect (nested) and direct preemptions. We start with defining a cache-aware worst-case response time equation, slightly different than the existing ones. Formally, the response time analysis is defined as the least fixed-point of the following equation:
\[
R_{i+1}^{(l+1)} = C_i + \gamma(i, R_{i}^{(l)}) + \sum_{\tau_k \in \text{hp}(i)} \left\lfloor \frac{R_{i}^{(l)}}{T_h} \right\rfloor C_h
\]  
(9)

Notice that unlike in the existing approaches, Equation 9 computes the CRPD upper bound \( \gamma(i, t) \), which is a function that implicitly accounts for all preemptions that can occur within duration \( t \), between the first \( i \) tasks of \( \Gamma \). A CRPD upper bound on all preemptions that can occur within duration \( t \) can be computed more accurately by applying the following four steps that we describe in more detail in the remainder of this section:
1. Derive all possible preemptions which can occur within duration \( t \), between the jobs of the first \( i \) tasks of \( \Gamma \), (described in Subsection 5.1).
2. Divide the possible preemptions into partitions such that each partition accounts for single-job preemptions between the tasks, (described in Subsection 5.2)
3. Compute the CRPD bounds for each partition individually, (described in Subsection 5.3).
4. Sum the CRPD bounds of all partitions to obtain the cumulative CRPD bound on all possible preemptions within duration \( t \), (described in Subsection 5.4).
The analysis computes the bound as follows:

1. Derive all possible preemptions which can occur during duration $t$, between the jobs of the first $i$ tasks of $\Gamma$.
   
   **Example:** Given the tasks from Figure 2, during the 46 time units, task $\tau_1$ can preempt $\tau_3$ at most two times, and it can preempt $\tau_2$ at most once. Also, $\tau_2$ can preempt $\tau_3$ at most once. More formally, a single preemption from a job of $\tau_h$ on a job of $\tau_j$ is represented with an ordered pair $(\tau_h, \tau_j)$. Thus, all possible preemptions, within 46 time units, can be represented by the following multiset of ordered preemption pairs:
   
   $$\{(\tau_1, \tau_3), (\tau_1, \tau_3), (\tau_1, \tau_2), (\tau_2, \tau_3)\} \quad \text{(10)}$$

2. Divide the possible preemptions into partitions such that each partition accounts for single-job preemptions between the tasks.
   
   **Example:** To represent the partitions, we generate the multiset $\Lambda$ which consists of all possible preemptions, divided into partitions that account for single-job preemptions between the tasks. Given the possible preemptions from the multiset derived in the previous step, the multiset $\Lambda$ of all partitions is:

   $$\Lambda = \left\{ \begin{array}{l}
   \{(\tau_1, \tau_2), (\tau_1, \tau_3), (\tau_2, \tau_3)\} \\
   \{(\tau_1, \tau_3)\}
   \end{array} \right\}$$

   The multiset $\Lambda$ consists of two partitions (each represented as a set of preemptions), such that the first partition consists of the following preemptions $\{(\tau_1, \tau_2), (\tau_1, \tau_3), (\tau_2, \tau_3)\}$, meaning that it is possible that $\tau_1$ preempts $\tau_2$, that $\tau_1$ preempts $\tau_3$, and that $\tau_2$ preempts $\tau_3$. Jointly, the preemptions consist of all possible preemptions among the three tasks within a duration of 46 time units.

3. Compute the CRPD bounds for each partition individually.
   
   **Example:** As we showed in the previous section, when a single job of each task may preempt the other jobs with lower priority, the upper bound on CRPD is 8 time units. This is the upper bound on all preemptions accounted in Partition 1. Considering Partition 2, it consists of a single preemption, from a job of $\tau_1$ on $\tau_3$, and in this case the upper bound is 4 time units since the preemption may lead to the reloads of cache blocks 3, 4, 5 and 6.

4. Sum the CRPD bounds of all partitions to obtain the cumulative CRPD bound on all possible preemptions within duration $t$.

   **Example:** The sum of upper bounds for Partition 1 and Partition 2 is $8 + 4 = 12$, which is the upper bound on all preemptions within 46 time units of the three shown tasks.
In the remainder of this section, we formally define the introduced terms, and prove that the proposed analysis results in a safe CRPD upper bound. The running example remains and it serves for better understanding on how the above values are computed and what they formally represent. This section is divided into the following subsections: 5.1 – describes the computation of upper bounds on the number of preemptions, 5.2 – describes the preemption partitioning, 5.3 – computation of CRPD bound for single partition, 5.4 – computation of CRPD bound for all preemptions, 5.5 – correctness proof for the computation of the worst-case response time, 5.6 – time complexity, and 5.7 – the additional computation for CRPD bound for single partition, based on finding the worst-case preemption combination.

5.1 Computing the upper bounds on the number of preemptions

**Definition 1.** An upper bound $E_{j}^{h}(t)$ on times a task $\tau_{h}$ can preempt $\tau_{j}$ ($h < j$) within duration $t$ is defined with the following equation:

$$E_{j}^{h}(t) = \left\lfloor \frac{t}{T_{h}} \right\rfloor \times \left\lceil \frac{t}{T_{j}} \right\rceil$$

(11)

**Proposition 2.** $E_{j}^{h}(t)$ is an upper bound on number of possible preemptions from $\tau_{h}$ on $\tau_{j}$ within duration $t$.

**Proof.** Let us consider the following cases:

- $\left\lfloor \frac{t}{T_{h}} \right\rfloor \leq \left\lfloor \frac{t}{T_{j}} \right\rfloor$: Each job of $\tau_{h}$ can preempt $\tau_{j}$ at most once, therefore the number of $\tau_{h}$ jobs which can be released within duration $t$ is a safe bound on the number of preemptions from $\tau_{h}$ on $\tau_{j}$ within $t$.

- $\left\lfloor \frac{t}{T_{h}} \right\rfloor > \left\lfloor \frac{t}{T_{j}} \right\rfloor$: An upper bound on preemptions from jobs of $\tau_{h}$ on a single job of $\tau_{j}$ is equal to $\left\lfloor \frac{R_{j}}{T_{h}} \right\rfloor$ since it is also an upper bound on number of times that jobs of $\tau_{h}$ can be released within the worst-case response time $R_{j}$ of a single job. Since Equation 11 applies the bound $\left\lfloor \frac{R_{j}}{T_{h}} \right\rfloor$ on each job of $\tau_{j}$ which can be released within $t$, the proposition holds.

5.2 Preemption partitioning

Once the all possible preemptions which can occur within duration $t$ are identified, we divide them into partitions, such that no partition accounts for the same preemption pair of the first $i$ tasks in $\Gamma$, and such that all partitions jointly account for all possible preemptions.

**Definition 3.** A multiset $\Lambda_{1,t}$ of partitions consisting of all possible preemptions that can occur within duration $t$, between the jobs of the first $i$ tasks of $\Gamma$.

$$\Lambda_{1,t} = \{\lambda_{1}, \lambda_{2}, ..., \lambda_{z}\} \text{ such that } \lambda_{r} = \{\{\tau_{h}, \tau_{j}\} | r \leq E_{j}^{h}(t)\}$$

(12)

In Equation 12, $\Lambda_{1,t}$ is defined as a multiset of of sets (partitions). Each set $\lambda_{r}$ consists of possible preemptions and each preemption is represented as an ordered pair $(\tau_{h}, \tau_{j})$ where the first element represents the preempting, and the second element represents the preempted task. The multiset $\Lambda$ is formed of exactly $z$ partitions, where $z = \max\{E_{j}^{h}(t) | 1 \leq h < j \leq i\}$. Each partition consists of disjunct preemptions, meaning that no partition contains two same preemption pairs.

**Example:** Given the taskset from the running example in Figure 2, the multiset $\Lambda_{3,46}$ is computed as follows.

$$\Lambda_{3,46} = \{\lambda_{1}, \lambda_{2}\} \text{ where } \lambda_{1} = \{(\tau_{1}, \tau_{2}), (\tau_{1}, \tau_{3}), (\tau_{2}, \tau_{3})\} \text{ and } \lambda_{2} = \{(\tau_{1}, \tau_{3})\}$$

(13)
It is important to notice that the multiset union ($\cup$) of all partitions in $\Lambda_{3,46}$ results in the multiset of all possible preemptions, e.g.,

$$\lambda_1 \cup \lambda_2 = \{(t_1, \tau_2), (t_1, \tau_3), (t_2, \tau_3)\} \cup \{(t_1, \tau_3)\} = \{(t_1, \tau_2), (t_1, \tau_3), (t_2, \tau_3), (t_1, \tau_3)\}$$

▶ **Proposition 4.** Multiset $\Lambda_{i,t}$ consists of all possible preemptions that may occur within duration $t$, between the jobs of the first $i$ tasks of $\Gamma$.

**Proof.** Directly follows from Proposition 2 and Equation 12 since Equation 12 includes each possible preemption, occurring within duration $t$ between the first $i$ tasks of $\Gamma$, in one of the partitions of $\Lambda_{i,t}$.

### 5.3 CRPD bound on preemptions from a single partition

As suggested in Section 3, considering the Problem 1 of CRPD over-approximation, computing a bound for different preemption partitions individually, instead of computing it for all preemptions at once, may result in more precise CRPD estimations.

To achieve this, once the multiset $\Lambda_{i,t}$ of preemption partitions is computed, an upper bound on CRPD resulting from preemptions of a single partition $\lambda_i \in \Lambda_{i,t}$ can be computed by selecting the minimum CRPD bound among the results from UCB-Union and ECB-Union approaches. Here, we describe the improvements and adjustments on those approaches to compute CRPD bound from preemptions contained within a partition.

In the following equations, $aff(i,h,\lambda_r)$ represents a set of tasks with priorities higher than or equal to $\tau_r$ and lower than $\tau_h$ which can be preempted by $\tau_h$ according to preemptions represented in $\lambda_r$. Formally: $aff(i,h,\lambda_r) = \{\tau_h \mid (\tau_h, \tau_k) \in \lambda_r \land \tau_k \in hpe(i)\}$. Also, with $hp(i, \lambda_r)$ we denote a set of tasks with priorities higher than $\tau_i$ such that for each $\tau_h \in hp(i, \lambda_r)$ there is $(\tau_h, \tau_i) \in \lambda_r$.

First, we improve and adjust the ECB-Union approach, proposed by Altmeyer et al. [4]. In that approach, for a job of $\tau_h$, it is accounted that it directly preempts one of the tasks from $aff(i,h,\lambda_r)$ set such that the maximum possible number of UCBs are evicted. In order for this approach to be correct, it is also accounted that tasks that can preempt $\tau_h$ also contribute to the evictions of useful cache blocks of the preempted task. This scenario is represented by a CRPD bound $\gamma_{i,h,eccb}^{\lambda_r}$. We further improve this formulation by accounting that a preemption from a single job of $\tau_h$ on any job of $\tau_k$ from $aff(i,h,\lambda_r)$ cannot cause more cache-block reloads than the maximum number of UCBs that can be evicted at a single preemption point of $\tau_k$. The maximum number of UCBs at a single preemption point of $\tau_k$ is represented by $ucb_k^{\lambda_r}$. The above translates to Equation 14.

$$\gamma_{i,h,eccb}^{\lambda_r}(\lambda_r) = \max_{\tau_k \in aff(i,h,\lambda_r)} \left\{ \min \left( \left\{ \left| \bigcup_{\tau_h \in hp(h,\lambda_r) \cup \{\tau_k\}} ECB_{\lambda_r} \cap UCB_k \right|, ucb_k^{\lambda_r} \right\} \right) \right\}$$  

(14)

We build the correctness of the proposed computation on the correctness of the standard ECB-Union method [4].

▶ **Proposition 5.** $\gamma_{i,h,eccb}^{\lambda_r}(\lambda_r)$ is an upper bound on number of reloads that may be imposed by a direct preemption from $\tau_h$ on one of the tasks within $aff(i,h,\lambda_r)$ set.

**Proof.** A direct preemption from $\tau_h$ on one of the tasks within $aff(i,h,\lambda_r)$ set cannot cause more reloads than the maximum number of UCBs of a preemptable task, which can be evicted by $\tau_h$ and all the tasks that may preempt $\tau_h$. Also, such bound cannot be greater than the maximum number of useful cache blocks $ucb_k^{\lambda_r}$ that may be present at a single preemption point within a preemptable task, which concludes the proof.
The ECB-Union based upper bound on all preemptions from $\lambda_r$ is computed by summing all $\gamma_{i,h}^{ecbp}$ terms for each possibly preemiting task, from $\tau_1$ to $\tau_{i-1}$:

$$\gamma_i^{ecbp}(\lambda_r) = \sum_{h=1}^{i-1} \gamma_{i,h}^{ecbp}(\lambda_r) \quad (15)$$

**Proposition 6.** $\gamma_i^{ecbp}(\lambda_r)$ is an upper bound on number of reloads that can be caused by preemptions from the partition $\lambda_r$.

**Proof.** For each direct preemption from the preemting jobs of tasks from $\tau_1$ to $\tau_{i-1}$ in $\lambda_r$, Equation 15 accounts that the upper-bounded number of cache-blocks is reloaded in one of the preemptable jobs, as follows from Proposition 5. Therefore, the proposition holds. ◀

Next, we adjust the UCB-Union approach, proposed by Tan and Mooney [30]. In this approach, for a job of $\tau_h$, it is assumed that it can evict useful cache blocks from each task $\tau_k$ from the $aff(i,h,\lambda_r)$ set. However, since a single job of $\tau_h$ can directly or indirectly preempt each $\tau_k$ at only one of its preemption points, this cost can at most be equal to the sum of the number of maximum useful cache blocks at single preemption point of each task $\tau_k$ from $aff(i,h,\lambda_r)$. The above is formally represented with $\gamma_{i,h}^{ucbp}$ in the following equation:

$$\gamma_{i,h}^{ucbp}(\lambda_r) = \min \left( \left| \left( \bigcup_{\tau_k \in aff(i,h,\lambda_r)} UCB_k \right) \cap ECB_h \right| , \sum_{\tau_k \in aff(i,h,\lambda_r)} ucb_k \right) \quad (16)$$

We build the correctness of the proposed computation on the correctness of the standard UCB-Union method [30].

**Proposition 7.** $\gamma_{i,h}^{ucbp}(\lambda_r)$ is an upper bound on number of reloads within all tasks from $aff(i,h,\lambda_r)$, that may be imposed because of the cache-block accesses from a single job of $\tau_h$.

**Proof.** A job of $\tau_h$ cannot impose more than one cache block reload per cache-memory block $m$, such that $m \in ECB_h$, and $m \in UCB_k$ for any $\tau_k$ such that $\tau_k \in aff(i,h,\lambda_r)$, as follows from UCB-Union [30]. Also, since each task $\tau_k$ from $aff(i,h,\lambda_r)$ can be preempted by $\tau_h$ at only one of its preemption points, the maximum number of reloads from $\tau_h$ cannot be greater than the sum of the maximum numbers of useful cache blocks that may be present at a preemption point within each such task. This concludes the proof. ◀

The UCB-Union based upper bound on all preemptions from $\lambda_r$ is also computed by summing all $\gamma_{i,h}^{ucbp}$ terms for each possibly preemting task from $\tau_1$ to $\tau_{i-1}$:

$$\gamma_i^{ucbp}(\lambda_r) = \sum_{h=1}^{i-1} \gamma_{i,h}^{ucbp}(\lambda_r) \quad (17)$$

**Proposition 8.** $\gamma_i^{ucbp}(\lambda_r)$ is an upper bound on number of reloads that can be caused by preemptions from the partition $\lambda_r$.

**Proof.** For each possibly preemting job from $\tau_1$ to $\tau_{i-1}$ in $\lambda_r$, Equation 17 accounts that the job leads to upper-bounded number of cache-block reloads in its possibly preemptable jobs, as follows from Proposition 7. Therefore, the proposition holds. ◀

The final upper bound $\gamma_i(\lambda_r)$ on CRPD from possible preemptions given in $\lambda_r$, between single jobs of the first $i$ tasks from $\Gamma$, is defined as the least bound of the two:

$$\gamma_i(\lambda_r) = \min \left( \gamma_{i}^{ecbp}(\lambda_r) , \gamma_{i}^{ucbp}(\lambda_r) \right) \times BRT \quad (18)$$
Proposition 9. \( \gamma_i(\lambda_r) \) is an upper bound on CRPD from possible preemptions given in the partition \( \lambda_r \).

Proof. Follows from Propositions 6 and 8 since Equation 18 results in the least bound.

5.4 CRPD bound on all preemptions within a time interval

Now, we define a computation for the CRPD bound on all preemptions which can occur within duration \( t \), between the first \( i \) tasks of \( \Gamma \).

Definition 10. An upper bound \( \gamma(i,t) \) on CRPD of all preemptions, which can occur within duration \( t \) between the first \( i \) tasks of \( \Gamma \), is defined with the following equation:

\[
\gamma(i,t) = \sum_{k=1}^{\left| \lambda_{i,t} \right|} \gamma_i(\lambda_r)
\]  \hspace{1cm} (19)

Proposition 11. \( \gamma(i,t) \) is an upper bound on CRPD of all preemptions which can occur within duration \( t \) between the first \( i \) tasks of \( \Gamma \).

Proof. Directly follows from Propositions 4 and 9, since Equation 19 is a sum of CRPD upper bounds of preemption partitions that jointly consist of all preemptions within \( t \).

5.5 Worst-case response time

In this subsection, we prove that the computed worst-case response time is an upper bound.

Theorem 12. \( R_i \) is an upper bound on worst-case response time of \( \tau_i \).

Proof. By induction, over the tasks in \( \Gamma \) in a decreasing priority order.

Base case: \( R_1 = C_1 \), because \( hp(i) = \emptyset \). Since \( C_i \) is the worst-case execution time of \( \tau_i \) the proposition holds.

Inductive hypothesis: Assume that for all \( \tau_h \in hp(i) \), \( R_h \) is an upper bound on worst-case response time of \( \tau_h \).

Inductive step: We show that Equation 9 computes the worst-case response time of \( \tau_i \). Consider the least fixed point of Equation 9, for which \( R_i = R_i^{(l)} = R_i^{(l+1)} \). At this point, the equation accounts for the following upper bounds and worst-case execution times:

\( C_i \), which is the worst-case execution time of \( \tau_i \), assumed by the system model.

\( \gamma(i,R_i) \), which is proved by Proposition 11 to be an upper bound on CRPD of all jobs which can be released within duration \( R_i \), and have higher than or equal priority to \( \tau_i \).

\( \sum_{\forall \tau_h \in hp(i) [R_i/T_h]} C_h \), which is the worst-case interference caused by execution of all jobs of tasks with higher priority than \( \tau_i \) without CRPD. Since we proved for all the factors which can prolong the response time of \( \tau_i \) that they are accounted as the respective execution and CRPD upper bounds in Equation 9, then their sum results in an upper bound.

5.6 Time complexity

The time complexity of the proposed analysis can be improved since in its current form Equation 12 explicitly creates all partitions which can lead to re-computation of CRPD bounds for many identical partitions. For this reason, we first define the matrix \( A_{i,t} \), from which it is possible to identify how many repeated partitions there are, and compute CRPD bound for each distinct partition only once, as introduced in Algorithm 1.
【Definition 13.】A matrix \( A_{i,t} \) of upper bounds on number of preemptions between each pair of tasks with higher than or equal priority to \( P_i \) which can occur within duration of \( t \), is defined with the following equation:

\[
A_{i,t} = (a_{j,h}) \in \mathbb{N}^{i \times i} \mid a_{j,h} = \begin{cases} 
0 & , j \leq h \\
E^h_j(t) & , j > h
\end{cases}
\]  

(20)

【Proposition 14.】\( A_{i,t} \) stores an upper-bounded number of preemptions, which can occur within \( t \), between each pair of tasks with higher than or equal priority to \( P_i \).

Proof. Proposition 14 follows directly from Proposition 2 and the fact that \( \tau_j \) cannot preempt any task \( \tau_h \) of higher priority, or \( \tau_j \) itself (\( j \leq h \)).

Equation 20 defines a square matrix \( A_{i,t} \) such that the number of rows and columns is equal to \( i \), and each entry of the matrix represents the maximum number of preemptions from a task \( \tau_h \) on \( \tau_j \) within duration \( t \).

Example: Given the taskset from Figure 2, a matrix of preemptions during 46 time units looks as follows:

\[
A_{3,46} = \begin{bmatrix}
\tau_1 & \tau_2 & \tau_3 \\
0 & 0 & 0 \\
1 & 0 & 0 \\
2 & 1 & 0
\end{bmatrix}
\]

The element \( a(2,1) = 1 \) represents the maximum number of preemptions from \( \tau_1 \) on \( \tau_2 \) during 46 time units (note \( R_2 = 14 \)).

Algorithm explanation: In a matrix \( A_{i,t} \), there are at most \( \frac{n(n-1)}{2} \) values representing different numbers of possible preemptions among the tasks. Therefore, there are at most \( \frac{n(n-1)}{2} \) distinct partitions to be generated. In Algorithm 1, we define the procedure that first generates \( A_{i,t} \) (line 3), and then generates distinct partitions one by one (lines 4 – 10). For each distinct partition, we compute the number \( sp \) of times a partition is repeated, then

Algorithm 1 Algorithm for computing the cumulative CRPD during a time interval of length \( t \).

| Data: | Time duration \( t \), task index \( i \), Taskset \( \Gamma \) |
|-------|
| Result: | CRPD upper bound \( \xi \) on all jobs with priority higher than or equal to \( P_i \), which can be released within duration \( t \). |

1 fn \( \gamma(i,t) \)
2 \( \xi \leftarrow 0 \)
3 \( A_{i,t} \leftarrow \) generate the matrix of maximum preemption counts between the tasks (Equation 20)
4 while \( A_{i,t} \neq 0_{i \times i} \) do
5 \( sp \leftarrow \) minimum value from \( A_{i,t} \), greater than zero
6 \( \lambda \leftarrow \{(\tau_n, \tau_j) \mid sp \leq a_{j,h}\} \)
7 \( \gamma_i(\lambda) \leftarrow \) compute the CRPD upper bound from the preemptions in \( \lambda \)
8 \( \xi \leftarrow \xi + sp \times \gamma_i(\lambda) \)
9 \( A_{i,t} \leftarrow \) decrease all values, greater than zero, by \( sp \)
10 end
11 return \( \xi \)
compute the partition (line 6), and account for its CRPD bound \( sp \) times in the cumulative CRPD bound \( \xi \) that is updated for each distinct partition (lines 7 and 8). After this, the partitioned preemptions are removed (line 9), and the next distinct partition is computed until no more preemptions are left to be partitioned. Formally, termination criteria is satisfied when \( A_{xt} \) equals to the zero matrix \( 0_{xt} \). At the end, the algorithm results in the same CRPD bound as Equation 19. Using this algorithm, the time complexity is \( O(n^3 \times x) \), where the complexity of computation at line 6 is \( O(x) \).

5.7 CRPD computation using preemption scenarios

In this section, we propose an alternative computation for the upper bound \( \gamma_i(\lambda) \) on CRPD of preemptions in the partition \( \lambda \). The goal is to compute the CRPD bound from a single worst-case preemption combination among the preemptions from \( \lambda \), addressing Problem 2 from Section 4. To achieve this, we first formally define the following terms:

- **Preemption scenario** \( (\tau_i, PT) \), and its CRPD upper bound \( \gamma(\tau_i, PT) \),
- **Preemption combination** \( \Pi_{\lambda}^c \), and its CRPD upper bound \( \gamma(\Pi_{\lambda}^c) \).

Informally, we define a preemption combination as a set of feasible preemptions where only one job of each task is involved, such that all accounted preemptions are present in a partition \( \lambda \). Before being able to formally define a preemption combination, we first formally define a preemption scenario.

**Definition 15 (Preemption scenario \( (\tau_i, PT) \)).** A preemption scenario represents a single interruption due to preemption of a task and it is defined as an ordered pair \( (\tau_i, PT) \), where \( \tau_i \) represents the preempted (interrupted) task, and \( PT \) is a set of preempting tasks which execute after the interruption at \( \tau_i \) and before the immediate resumption of \( \tau_i \). Formally, for each preemption scenario \( (\tau_i, PT) \) it holds that \( PT \subseteq hp(i) \).

**Example:** Given the example from Fig. 2, the first preemption scenario in \( \tau_3 \) is \( (\tau_3 , \{\tau_1, \tau_2\}) \), and the second preemption scenario is \( (\tau_3 , \{\tau_1\}) \). Also, in the same figure, \( \tau_2 \) is preempted once and this preemption scenario is \( (\tau_2 , \{\tau_1\}) \).

In order to compute the upper bound on CRPD on \( \tau_i \), resulting from one interruption scenario, the ordering of the preempting tasks is not important. All of them are equally capable of evicting cache blocks of \( \tau_i \) between its preemption and resumption, regardless of their ordering.

**Definition 16 (CRPD of a preemption scenario \( \gamma(\tau_i, PT) \)).** An upper bound \( \gamma(\tau_i, PT) \) on the CRPD of a preempted task \( \tau_i \) resulting from a preemption scenario \( (\tau_i, PT) \) is:

\[
\gamma(\tau_i, PT) = |UCB_i \cap \bigcup_{\tau_h \in PT} ECB_h| \times BRT
\]  

(22)

**Proposition 17.** \( \gamma(\tau_i, PT) \) is an upper bound on the CRPD of a preempted task \( \tau_i \) resulting from a preemption scenario \( (\tau_i, PT) \).

**Proof.** Since Equation 22 accounts that each UCB from \( \tau_i \) is definitely reloaded with the worst-case block reload time if there is a corresponding evicting cache block from any of the preempting tasks within a scenario, the proposition holds.

**Example:** Given the preemption scenario \( (\tau_3 , \{\tau_1, \tau_2\}) \), the upper bound on CRPD of \( \tau_3 \) is:

\[
\gamma(\tau_3 , \{\tau_1, \tau_2\}) = | UCB_3 \cap \{ECB_1 \cup ECB_2\} | = 6
\]
A safe upper bound on CRPD of $\tau_i$ resulting from a preemption scenario $(\tau_i, PT)$ can be tightened even more if the low-level task analysis can provide more detailed information on UCBs and ECBs at different program points. In such case, the bound is computed as the maximum intersection of UCBs from a single point within $\tau_i$ and the evicting cache blocks of tasks in $PT$. This is the case because Equation 22 considers a single preempted point and tasks which may evict cache blocks before preempted task resumes to execute. On the other hand, many existing approaches consider multiple preemption scenarios at once, and therefore this improvement is not applicable in their case, as shown by Shah et al. [27].

Given the formal definition of preemption scenarios, now we can define a preemption combination. With this definition, we need to insure that a preemption combination consists only of preemption scenarios which account for interactions between a single job of each task. Therefore, we need to insure that a preemption combination does not include two preemption scenarios which are mutually exclusive, given the constraint of using only single jobs.

**Definition 18 (Preemption combination $\Pi^c$).** A preemption combination $\Pi^c$ is defined as a set of disjoint non-empty preemption scenarios between single jobs of tasks in $\Gamma$ such that:

1) If there are two preemption scenarios $(\tau_j, PT^j)$ and $(\tau_l, PT^l)$ in $\Pi^c$ such that $\tau_h \in PT^j \cap PT^l$ and $P_j > P_l$, it implies that $\tau_j \in PT^l$.

2) Each preemiting task $\tau_h \in PT$, where $(\tau_j, PT) \in \Pi^c$, can be in at most one preemption scenario imposed on $\tau_j$.

The first constraint refers to a case: If a single job of task $\tau_h$ preempts single jobs of tasks $\tau_j$ and $\tau_l$, where $P_j > P_l$, then that job of $\tau_l$ is definitely preempted by the $\tau_j$ job.

The second constraint accounts that an additional preemption scenario with $\tau_h$ implies that $\Pi^c$ accounted for two jobs of $\tau_h$ preemting a job of $\tau_j$, while the definition accounts for at most one job of each task.

**Example:** Given a definition of a preemption combination, one possible combination is: $\{(\tau_3, \{\tau_1\}), (\tau_2, \{\tau_1\})\}$ which describes the preemption scenario where $\tau_1$ directly preempts $\tau_3$ at one preemption point, while $\tau_2$ directly preempts $\tau_3$ at another preemption point. However, the set $\{\{\tau_3, \{\tau_1\}\}, \{\tau_2, \{\tau_1\}\}\}$ is not a preemption combination, because it describes the case where a job of $\tau_3$ is preempted by a job of $\tau_1$, and a job of $\tau_2$ is preempted by a job of $\tau_1$, while a job of $\tau_2$ does not preempt a job of $\tau_3$. Since this is the case, more than two jobs of $\tau_1$ are accounted, which violates Definition 18.

**Definition 19 (Preemption combination consistent with $\lambda$).** We say that $\Pi^c$ is a preemption combination consistent with the preemption partition $\lambda$ iff for any preemption scenario $(\tau_j, PT) \in \Pi^c$ the preemptions captured by the scenario are possible, i.e. present in $\lambda$. Formally: $\forall (\tau_j, PT) \in \Pi^c: \forall \tau_h \in PT : (\tau_j, \tau_h) \in \lambda$.

**Example:** Given the preemption partition $\lambda = \{(\tau_1, \tau_2), (\tau_1, \tau_3), (\tau_2, \tau_3)\}$, a preemption combination consistent with $\lambda$ is $\{\{\tau_3, \{\tau_1\}\}, \{\tau_2, \{\tau_1\}\}\}$ since it describes preemption scenarios made of preemptions that are possible, i.e. present in $\lambda$.

**Definition 20 (CRPD $\gamma(\Pi^c)$ of a preemption combination).** An upper bound $\gamma(\Pi^c)$ on the CRPD of a single preemption combination $\Pi^c$ is defined as the sum of upper bounds of all preemption scenarios in $\Pi^c$. Formally, it is defined as:

$$\gamma(\Pi^c) = \sum_{(\tau_h, PT) \in \Pi^c} \gamma(\tau_h, PT)$$

(23)

**Proposition 21.** $\gamma(\Pi^c)$ is an upper bound on CRPD of preemptions accounted within $\Pi^c$. 

5:14 Improving the Accuracy of Cache-Aware RTA Using Preemption Partitioning
Example: Given the preemption combination of two direct preemptions from Figure 1, CRPD upper bound is: \( \gamma\left(\{(\tau_1, \{\tau_1\}), (\tau_3, \{\tau_2\})\}\right) = \gamma(\tau_1, \{\tau_1\}) + \gamma(\tau_3, \{\tau_2\}) = 4 + 4 = 8 \). Given the preemption combination of a nested preemption from the figure, it is: \( \gamma\left(\{(\tau_3, \{\tau_1, \tau_2\}), (\tau_2, \{\tau_1\})\}\right) = \gamma(\tau_3, \{\tau_1, \tau_2\}) + \gamma(\tau_2, \{\tau_1\}) = 6 + 2 = 8 \).

Now, we can imagine a set which consists of all possible preemption combinations which are consistent with preemptions enlisted in \( \lambda \). Then, among all the generated preemption combinations, we find one which results in the worst-case CRPD and declare that as a safe upper-bound, since that is the maximum obtainable CRPD value among all the possible preemption combinations.

However, to generate such complete set of all possible preemption combinations is computationally inefficient. A potential solution can come from the fact that it is enough to compute a subset of the complete set of combinations, as long as we are sure that no greater CRPD value can be obtained in the remaining, unaccounted combinations. We show this with the following example: Given a set of possible preemptions \( \lambda = \{(\tau_1, \tau_2), (\tau_1, \tau_3), (\tau_2, \tau_3)\} \) from Figure 1, let us consider the following set of two combinations:

\[
\Pi_{3,\lambda} = \left\{ \left\{ (\tau_3, \{\tau_1\}), (\tau_3, \{\tau_2\}) \right\}, \left\{ (\tau_3, \{\tau_1, \tau_2\}), (\tau_2, \{\tau_1\}) \right\} \right\}
\]

\( \Pi_{3,\lambda} \) consists of: 1) a combination of direct preemption scenarios, and 2) a combination of nested preemption. Any other possible preemption combination, from preemptions in \( \lambda \), can only be derived by omitting at least one preemption from a preemption scenario from one of the two combinations given in \( \Pi_{3,\lambda} \). E.g. preemption combination \( \{(\tau_3, \{\tau_1, \tau_2\})\} \) is equal to and results in the same CRPD as \( \{(\tau_3, \{\tau_1, \tau_2\}), (\tau_2, \emptyset)\} \). Also, all of the preemption scenarios from \( \{(\tau_3, \{\tau_1, \tau_2\})\} \) are already included in the second combination. Therefore, all the other possible combinations cannot result in a greater CRPD value than those in \( \Pi_{3,\lambda} \), meaning that this subset is sufficient to compute a safe CRPD.

A preemption combination which is constructed by adding a preemption scenario to any of the combinations in \( \Pi_{3,\lambda} \) cannot be obtained. This is the case because in the first combination, it is accounted that \( \tau_1 \) is preempted by both tasks, at two different points, accounting for all preemptions in \( \lambda \) where \( \tau_3 \) can be preempted, i.e. \( (\tau_1, \tau_3) \) and \( (\tau_2, \tau_3) \). In this case, \( \tau_2 \) cannot be preempted considering preemption \( (\tau_1, \tau_2) \in \lambda \) as shown in Definition 18. In the second combination, \( \tau_3 \) is interrupted once while both tasks preempt it, and \( \tau_2 \) is preempted by \( \tau_1 \), meaning that all preemptions from \( \lambda \) are accounted.

In order to define a safe set of combinations \( \Pi_{i,\lambda} \), such that at least one of those combinations may result in the worst-case CRPD, we first introduce a term of set partitioning\(^1\) in order to represent different ways one task may be preempted by the others. Example: Given the task \( \tau_3 \), set partitions of a set \( \{\tau_1, \tau_2\} \) of its potentially preempting tasks are: 1) \( \{\{\tau_1, \tau_2\}\} \), and 2) \( \{\{\tau_1\}, \{\tau_2\}\} \).

Given a preemptable task \( \tau_k \), and a set of its possibly preempting tasks \( PT \), all set partitions of \( PT \) represent all the ways \( \tau_k \) may be preempted such that each task from \( PT \) preempts \( \tau_k \). This is the case because set partitions represent all the ways a set can

---

\(^1\) Set partitioning is a mathematical concept sometimes also known as Bell partitioning [1, 18] named after Eric Temple Bell. There are many fast algorithms for generating set partitions, e.g. [13, 14].
be grouped in non-empty subsets, such that each set element is included in exactly one subset. Analogically, in this paper, each set partition is transformed into a preemption combination defining one way how a task (e.g. $\tau_3$ above) can be preempted. Each set partition consists of subsets, and each subset represents a preemption scenario on the preempted task. This transformation is formally defined in function $\text{generateCombs}(PT, \tau_k)$ in Algorithm 2. Example: Considering different ways $\tau_3$ can be preempted, set partition $\{\{\tau_1, \tau_2\}\}$ consists of a single subset, and forms a preemption combination $\{(\tau_3, \{\tau_1, \tau_2\}\}$, while set partition $\{\{\tau_1\}, \{\tau_2\}\}$ consists of two subsets and forms a preemption combination $\{(\tau_3, \{\tau_1\}), (\tau_3, \{\tau_2\}\}$ with two preemption scenarios: $(\tau_3, \{\tau_1\})$, and $(\tau_3, \{\tau_2\})$.

**Proposition 22.** Given a preemptable task $\tau_k$, and a set of possibly preempting tasks $PT$, any combination of preemptions on $\tau_k$ will result in a less than or equal CRPD than any combination generated from $\text{generateCombs}(PT, \tau_k)$.

**Proof.** By contradiction: Let us assume that there is a preemption combination $\Pi_k^*$ representing the ways how $\tau_k$ can be preempted by tasks from $PT$, and that $\Pi_k^*$ can result in a greater CRPD than any combination derived from $\text{generateCombs}(PT, \tau_k)$. The combinations generated from $\text{generateCombs}(PT, \tau_k)$ represent all the ways $\tau_k$ may be preempted such that each task from $PT$ preempts $\tau_k$ since set partitions represent all the ways a set can be grouped in non-empty subsets, such that each element is included in exactly one subset. Thus, $\Pi_k^*$ must omit at least one preemption, compared to at least one preemption combination derived from $\text{generateCombs}(PT, \tau_k)$. The initial assumption therefore contradicts Proposition 21 because $\Pi_k^*$ cannot impose larger CRPD than the corresponding preemption combination from $\text{generateCombs}(PT, \tau_k)$, which accounts for the same preemptions as in preemption scenarios from $\Pi_k^*$ and at least one additional preemption compared to $\Pi_k^*$. \hfill $\blacksquare$

Using the concept of set partitioning to represent the ways a single task may be preempted, we generate a set $\Pi_{i, \lambda}$ of preemption combinations on how all tasks from $\tau_i$ to $\tau_1$ can interact among each other:

**Definition 23.** By $\Pi_{i, \lambda}$ we denote the result from Algorithm 2, i.e. the set of preemption combinations between the first $i$ tasks of $\Gamma$ such that each combination is consistent with $\lambda$.

We describe Algorithm 2 in more details and we use a running example from Figure 2 to show the algorithm walk-through in Figure 3. As stated before, for each $\tau_k$, from $\tau_1$ to $\tau_1$, the algorithm first generates possible combinations on how $\tau_k$ can be preempted, using set partitioning (line 3). This process is defined in function $\text{generateCombs}$ (line 7) and it translates the set partitions of possibly preempting tasks on $\tau_k$, into different ways $\tau_k$ can be preempted, which is represented with a set of preemption combinations (line 16). Then, for each of those combinations, the algorithm performs $\text{extendCombs}$ (line 4), which is a function that updates the existing preemption combinations, with further preemption scenarios that are possible on the preempting tasks of $\tau_k$. Take for example the preemption combination $\Pi_c^*$, given in Figure 3.

The combination represents the case where $\tau_4$ is preempted at one preemption point, by all of its three possibly preempting tasks $(\tau_1, \tau_2, \tau_3)$. In the figure, this is represented by one arrow (standing for one preempted point of $\tau_4$) and tasks preempting a point (above the arrow). Function $\text{extendCombs}()$ further computes possible ways of preempting $\tau_3$ since $\tau_3$ is the lowest-priority preempting task from the preemption scenario $(\tau_4, \{\tau_1, \tau_2\})$. Those ways are represented with a set $\Pi_c^*$ of preemption combinations. After this, the function updates the preemption combinations with a Cartesian product of the two. Therefore, on the right side of the figure, you may notice that now we have two new combinations, updating the $\Pi_c$ with different ways $\tau_1$ can be preempted. The topmost combination can be updated further on, since preemption scenario $(\tau_3, \{\tau_1, \tau_2\})$ can be updated with additional scenario on how $\tau_2$ can be preempted by $\tau_1$. This is eventually computed within the algorithm because condition
in line 18 insures that all combinations are updated until no new preemption scenario can be added to any of the existing preemption combinations. More formally, this criteria is satisfied when for each preemption scenario \((\tau_x, PT)\) within any preemption combination from \(\Pi_k, \lambda\), function \(\text{extended?}((\tau_x, PT))\) yields true (\(\top\)), meaning that all preemption scenarios are extended.

\(\blacktriangleright\) **Proposition 24.** \(\Pi_{i, \lambda}\) is a safe set of preemption combinations between the single jobs of the first \(i\) tasks in \(\Gamma\), i.e. there is no preemption combination consistent with \(\lambda\) with a higher CRPD than the maximum CRPD of the combinations in \(\Pi_{i, \lambda}\).

---

**Algorithm 2** Algorithm that generates a set \(\Pi_{i, \lambda}\) of preemption combinations.

```plaintext
Data: Set of possible preemption pairs \(\lambda\), task index \(i\)
Result: A set \(\Pi_{i, \lambda}\) of preemption combinations consistent with \(\lambda\)
1 \(\Pi_{i, \lambda} \leftarrow \emptyset\)
2 for \(k \leftarrow i\) to 2 by \(-1\) do
3 \(\Pi'_k, \lambda \leftarrow \text{generateCombs}(hp(k), \tau_k)\)
4 \(\Pi_{i, \lambda} \leftarrow \Pi_{i, \lambda} \cup \text{extendCombs}(\Pi'_k, \lambda)\)
5 end
6 return \(\Pi_{i, \lambda}\)

fn \text{generateCombs}(PT, \tau_k)
7 \(\Pi_{k, \lambda} \leftarrow \emptyset\)
8 \(PT_{k, \lambda} \leftarrow \text{remove these tasks from } PT\) that cannot preempt \(\tau_k\) according to \(\lambda\)
9 \(\text{partitions}(PT) \leftarrow \text{generate all possible partitions of a set } PT_{k, \lambda},\)
10 representing ways a job of \(\tau_k\) can be preempted.
11 for each partition \(\in \text{partitions}(PT)\)
12 \(\Pi'_k \leftarrow \emptyset\)
13 for each subset \(\in \text{partition}\)
14 \(\Pi'_k \leftarrow \Pi'_k \cup \{(\tau_k, \text{subset})\}\)
15 \(\Pi_{k, \lambda} \leftarrow \Pi_{k, \lambda} \cup \Pi'_k\)
16 return \(\Pi_{k, \lambda}\)

fn \text{extendCombs}(\Pi_{k, \lambda})
17 while \(\Pi' \in \Pi_{k, \lambda} : \exists(\tau_r, PT) \in \Pi^c | \text{extended?}((\tau_r, PT), \Pi^c) = \top \) do
18 \(\tau_l \leftarrow \text{lowest-priority task in } PT\)
19 \(\Pi'_l \leftarrow \text{generateCombs}(PT \setminus \tau_l, \tau_l)\)
20 for each \(\Pi^c \in \Pi_{k, \lambda} | (\tau_r, PT) \in \Pi^c\)
21 \(\Pi_{k, \lambda} \leftarrow \Pi_{k, \lambda} \cup (\Pi^c \times \Pi')\)
22 \(\Pi_{k, \lambda} \leftarrow \Pi_{k, \lambda} \cup \Pi'_l\)
23 end
24 return \(\Pi_{k, \lambda}\)

fn \text{extended?}((\tau_r, PT), \Pi^c)
25 \(\tau_l \leftarrow \text{lowest-priority task in } PT\)
26 if \(\exists(\tau_r, PT) \in \Pi^c | \tau_r = \tau_l\) then
27 return \(\top\); 
28 else return \(\bot\); 
```

**Proof.** By contradiction: Let us assume that there is a preemption combination \(\Pi^c_k\) between the single jobs of the first \(i\) tasks, consistent with \(\lambda\), which can result in a higher CRPD than any of the combinations in \(\Pi_{i, \lambda}\). For each task \(\tau_k\) such that \((1 < k \leq i)\), it is accounted that \(\tau_k\) experiences the worst-case CRPD at one of the generated combinations, as follows from

---

**Figure 3** Top: Algorithm walkthrough with an example from Figure 2. Bottom: Example for extending the combination \(\Pi^c\) of four tasks.
Proposition 22 and line 3. Each such a combination is extended in line 4, accounting for
further worst-case preemption scenarios on how all the preemting tasks can be preempted,
and Algorithm 2 stops only when no more preemption scenarios can be generated and added
to a set of preemption combinations $\Pi_i,\lambda$. This further implies that $\Pi_c^\prime$ must omit at least
one preemption from at least one of its preemption scenarios compared to any combination
from $\Pi_i,\lambda$. Moreover, by construction of Algorithm 2, there is a preemption combination
$\Pi_w^\prime$ in $\Pi_i,\lambda$ which is a superset over the $\Pi_c^\prime$, i.e. there is a mapping of preemption scenarios
between $\Pi_w^\prime$ and $\Pi_c^\prime$ such that each preemption scenario of $\Pi_w^\prime$ includes same preemptions as
the respective scenario in $\Pi_c^\prime$, but may also include additional ones not accounted by $\Pi_c^\prime$. As
follows from Propositions 21 and 22, $\Pi_c^\prime$ can only result in CRPD less than or equal to the
one from $\Pi_w^\prime$. This contradicts the initial assumption. ◀

Finally, we can compute an upper bound on CRPD resulting from the worst-case pre-
emption combination consisting of the preemptions in $\lambda$, with the following equation:

$$\gamma_i(\lambda) = \max_{\Pi^c \in \Pi_i,\lambda} \gamma(\Pi^c)$$  \hspace{1cm} (24)

▸ Proposition 25. $\gamma_i(\lambda)$ is an upper bound on CRPD from preemptions given in the partition
$\lambda$, between the single jobs of the first $i$ tasks from $\Gamma$.

Proof. Equation 24 computes the maximum upper bound from all preemption combinations
accounted by $\Pi_i,\lambda$. Then, following from Propositions 21 and 24, the proposition holds. ◀

Example: Given a set of possible preemptions $\lambda = \{(\tau_1, \tau_2), (\tau_1, \tau_3), (\tau_2, \tau_3)\}$ from Figure 1
and continuing from the example after Proposition 21, the upper bound on CRPD resulting
from preemptions in $\lambda$ is computed as $\gamma(\lambda) = \max\{(8, 8)\} = 8$.

5.8 Adjustment for LRU caches

The proposed methods can also be used for set-associative LRU caches with a single modifi-
cation, as shown by Altmeyer et al. [4, 6]. In case of LRU set-associative cache, a cache-set
may contain several useful cache blocks, e.g., $UCB_2 = \{1, 2, 2, 2\}$ means that $\tau_2$ contains
three cache blocks in cache-set 2, and one UCB in cache set 1. Upon preemption, one ECB
of the pre-empting task may suffice to evict all UCBs of the same cache-set, meaning that
$ECB_1 = \{1, 2\}$ may evict all cache blocks of $\tau_2$. Therefore, the current notion of the ECBs
and UCBs of a task may remain unchanged if a bound on CRPD due to preemption from $\tau_h$
on $\tau_i$ is defined as: $UCB_i \cap ECB_h$ where the result is a multiset that contains each element
from $UCB_i$ if it is also in $ECB_h$, e.g. $UCB_2 \cap ECB_1 = \{1, 2, 2, 2\} \cap \{1, 2\} = \{1, 2, 2, 2\}$. In
case of FIFO and PLRU cache replacement policies, the concepts of useful and evicting cache
blocks cannot be applied, as shown by Burguiere et al. [10].

6 Evaluation

In this section, we show the evaluation results. The goal of the evaluation was to investigate
to what extent the proposed method is able to identify schedulable tasksets upon the analysis
of the cache-related preemption delays. We compared the state-of the art analyses for CRPD:
(ECB-Union Multiset), (UCB-Union Multiset) methods, and (Combined Multiset), with two
versions of the proposed method, i.e. (Partitioning-ver1) which computes CRPD according to
Section 5.3, and the version (Partitioning-ver2) which computes CRPD from the worst-case
preemption combination, presented in Section 5.7.
As shown by Shah et al. [27], an evaluation of the CRPD-aware methods should consider task parameters derived by using the existing low-level analysis tools. Therefore, in this paper we use the suggested task parameters that are derived with LLVMTA analysis tool [17], used on Mälardalen [16] and TACLe [15] benchmark tasks. The derived task characteristics are shown in Table 1, and they are: worst-case execution time, expressed in terms of wall-clock time, set of evicting cache blocks, set of definitely useful cache blocks (shown in the table as the size of the respective sets – ECB and DC-UCB), and the maximum number (Max DC-UCB) of definitely useful cache blocks per any program point of a task. The characteristics were derived with assumed direct-mapped instruction cache and a data scratchpad. The assumed cache memory consists of 256 sets with line size equal to 8 bytes, while block reload time is equal to 22 cycles. For more details about the low-level analysis refer to [27].

As shown by Shah et al. [27], an evaluation of the CRPD-aware methods should consider task parameters derived by using the existing low-level analysis tools. Therefore, in this paper we use the suggested task parameters that are derived with LLVMTA analysis tool [17], used on Mälardalen [16] and TACLe [15] benchmark tasks. The derived task characteristics are shown in Table 1, and they are: worst-case execution time, expressed in terms of wall-clock time, set of evicting cache blocks, set of definitely useful cache blocks (shown in the table as the size of the respective sets – ECB and DC-UCB), and the maximum number (Max DC-UCB) of definitely useful cache blocks per any program point of a task. The characteristics were derived with assumed direct-mapped instruction cache and a data scratchpad. The assumed cache memory consists of 256 sets with line size equal to 8 bytes, while block reload time is equal to 22 cycles. For more details about the low-level analysis refer to [27].

Tasks are generated by randomly selecting a subset of tasks from one of the two benchmarks, Mälardalen or TACLe, specified in each figure. We generated 1000 tasks for each pair of selected utilisation and taskset size. Since the task binaries were analysed individually, they all start at the same address (mapping to cache set 0). In a multi-task scheduling situation this can hardly be a case because the ECB and UCB placement is determined by their respective locations in memory. We took this into account by randomly shifting the cache set indices, e.g. the ECB in cache set modulo 256 is shifted to the cache line equal to \((i + \text{random}(256)) \mod 256\). Task utilisation were generated using U-Unifast algorithm, as proposed by Bini et al. [8]. Minimum inter-arrival times were then computed using equation \(T_i = C_i/U_i\), while the deadlines are assumed to be implicit, i.e. \(D_i = T_i\). Task priorities were assigned using deadline-monotonic order.

In Figure 4, on the leftmost plot, we show the schedulability results of an experiment where we generated tasksets of size 9, from the Mälardalen tasks (top left), and TACLe tasks (bottom left). For each generated taskset, its utilisation was varied from 0.5 to 1, by step of 0.01. The results show that Partitioning-ver2 and Partitioning-ver1 identify the highest number of schedulable tasksets, even up to 23% more for Partitioning-ver2, and 20% more for Partitioning-ver1, compared to Combined multi-set.
To increase the exhaustiveness of the performed evaluation and the respective results, for the rightmost plots from Figure 4 we used the weighted schedulability measure in order to show a 2-dimensional plot which would otherwise be a 3-dimensional plot, as proposed by Bastoni et al. [7]. In those figures, we show the weighted schedulability measure $W_y(|\Gamma|)$, for schedulability test $y$ as a function of taskset size $|\Gamma|$. For each taskset size (in range from 3 to 10), this measure combines data for all of the tasksets generated for each utilisation level from 0.85 to 1, with step of 0.1, since for utilisation levels from 0 to 0.85 all of the compared methods deem almost all tasksets to be schedulable. For each taskset size $|\Gamma|$, the schedulability measure $W_y(|\Gamma|)$ is equal to $W_y(|\Gamma|) = \sum_{\forall \Gamma} (U_\Gamma \times B_y(\Gamma, |\Gamma|)) / \sum_{\forall \Gamma} U_\Gamma$, where $B_y(\Gamma, |\Gamma|)$ is the binary result (1 if schedulable, 0 otherwise) of a schedulability test $y$ for a taskset $\Gamma$ and taskset size $|\Gamma|$. Weighting the schedulability results by taskset utilisation means that the method which succeeds to produce a higher weighted measure, compared to the others, is more prone to identify tasksets with higher utilisation as schedulable.

The results show that Partitioning-ver2 is able to identify more schedulable tasksets compared to the others for any given taskset size, immediately followed by Partitioning-ver1. Also, as the taskset size increases, the multiset-based methods deteriorate more in identifying schedulable tasksets compared to the proposed methods. This means that partitioning-based methods are able to identify more tasksets as schedulable with an increase of the taskset size and utilisation.

Next, we report the worst-case computation time results since Partitioning-ver2 uses set partitioning which is known to be a computation with quadratic/exponential complexity, depending on the algorithm type. The results, reported in the left-most plot in Figure 5,
Figure 5 Leftmost: The worst-case measured analysis time per taskset, at different taskset size. Center and rightmost: Venn Diagrams[19] representing schedulability result relations between different methods, over 120000 analysed tasksets per each – TACLe Benchmark and Mälardalen Benchmark.

were computed on MacBook Pro (Retina, 13-inch, Early 2015) version, with Intel Core i5 processor of 2.9 GHz, and DDR3 RAM memory of 8 GB, and 1867 MHz. We used a sequential set partitioning algorithm, and as shown in the graph, in this case exponential complexity is evident for Partitioning-ver2. However, the proposed method is intended to be used offline, and its performance can be improved using the algorithm from [14], and even more with parallel computing, e.g. set partitioning algorithms proposed by Djokic et al. [13]. In contrast, Partitioning-ver1 has a low worst-case time measured for each experiment for different taskset sizes, similar to the the Combined-multiset approach.

Finally, we show the relations between the results in Figure 5 (central and rightmost figures). In the central figure, it is evident that all tasksets from TACLe benchmark, that are identified as schedulable by Combined-multiset, are also identified as schedulable by Partitioning-ver1 and Partitioning-ver2. However, partitioning-based approaches identify 5568 (and 9087) additional schedulable tasksets depending on the benchmark, while Partitioning-ver2 identifies additional 348 (and 1059) schedulable tasksets compared to Partitioning-ver1. In conclusion of the evaluation, we notice that the proposed partitioning-based algorithms outperform existing state of the art Combined-multiset approach. Also Partitioning-ver2 outperforms Partitioning-ver1, however this comes with the expense of time complexity. The complexity of Partitioning-ver2 can be further decreased by narrowing down the task interactions for which the preemption combinations should be generated. This remains as a part of the future work as well as the formal proof of the dominance relations between the methods. Finally, the proposed approaches allow for a hybrid, joint use of the two proposed algorithms, while Partitioning-ver1 significantly outperforms the existing multiset approaches without the expense of time complexity.

7 Conclusions

In this paper, we proposed a partitioning based cache-aware schedulability analysis for precise and safe estimation of cache-related preemption delays in the context of fully-preemptive scheduling of real-time systems with sporadic tasks with fixed priorities. The proposed methods are based on a precise analysis of: 1) different preemption subgroups, and 2) different preemption combinations that may occur within a system, and therefore they are able to compute more precise cache-related preemption delay estimations compared to the state of the art approaches. The evaluation was performed using the realistic task parameters
from well-established benchmarks, obtained with a low-level analysis tool, and it showed that the proposed approaches manage to identify significantly more schedulable tasksets compared to the other preemption-cost aware approaches.

In future work, we will apply the proposed method in the context of limited preemptive scheduling since for such task model partitioning-based consideration of preemptions can lead to a more precise computation of cache-related preemption delay. We will also apply the proposed methods to other cache architectures and replacement protocols since many existing analyses inherit the overly pessimistic estimations which are identified in this paper. Finally, we will define a more precise static analysis on number of cache block reloads that are possible during the execution of a task since the existing useful cache block concept significantly over-approximates cache-block reloadability.
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1 Introduction

From a practical point of view, any effective multiprocessor real-time locking protocol should avoid some obvious pitfalls:
1. Non-conflicting accesses to different resources should not be needlessly serialized.
2. Tasks should not be delayed due to contention for resources they do not even access.
3. A real-time locking protocol should not make it impossible to provision latency-sensitive tasks carefully designed to not require any shared resources (such as critical interrupt handlers with stringent sub-millisecond deadlines).
4. Worst-case blocking should not be exponential.

It is not difficult to see how a protocol that fails to meet these requirements would result in costly and inefficient over-provisioning. It may thus come as a surprise that no multiprocessor real-time locking protocol in the published literature satisfies all four properties!

The reason, however, is all the more understandable: these innocuous-looking requirements translate to well-known real-time locking protocol properties that are difficult to ensure by themselves, let alone jointly in a single protocol. In particular, Requirement 3 rules out any locking protocol that relies on the non-preemptive execution of critical sections, a
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trait of virtually all spin-lock protocols [8]. Requirement 1 implies that a protocol must support fine-grained nested locking [3, 31, 32] — that is, tasks must be able to incrementally lock additional resources while already holding some other shared resources — because the alternative, namely coarse-grained group locking [4], serializes even trivially non-conflicting requests for resources in the same group. Fine-grained nested real-time locking, however, is a notoriously difficult problem [3, 8, 31], and easily gives rise to blocking bounds that are exponential in the number of simultaneously acquired resources [8, 19, 31]. In fact, it is a fundamental algorithmic challenge to ensure both Requirements 1 and Requirements 4 in a single protocol. The only known protocol to surmount this challenge is Ward and Anderson’s Real-Time Nested Locking Protocol (RNLP) [32, 33], and actually does so with asymptotically optimal bounds on priority inversion blocking [10, 32].

The RNLP, in turn, does not satisfy Requirement 2. As we discuss in more detail in Section 2, the RNLP relies on a token lock that regulates contention for shared resources, an ingenious element of the RNLP’s design that ensures its asymptotic optimality. However, in its configuration for suspension-based locking (under “suspension-oblivious analysis,” see Section 2), this token lock becomes a global bottleneck that causes tasks to delay each other even if they do not share any resources.

To satisfy Requirements 2 and 3, a locking protocol must temporally isolate tasks from each other when they do not access the same resources, which is known as independence preservation [6], a concept we discuss in detail in Section 2. The only protocol to date to realize independence preservation for clustered scheduling is the O(m) Independence-Preserving Protocol (OMIP) [6]. However, the OMIP as originally proposed fails to satisfy Requirement 1 since it can realize nested locking only through group locks — and if the OMIP is extended to permit fine-grained locking, it fails to satisfy Requirement 4 due to its FIFO queuing structure, which gives rise to exponential worst-case blocking [31].

Seemingly, the satisfaction of one of the four requirements comes at the cost of another. Is this a fundamental limitation? Is it perhaps impossible to satisfy all four requirements at once? As we show in this paper, the answer to both questions is no — it is in fact possible to combine fine-grained nesting, independence preservation, and asymptotically optimal pi-blocking in a single protocol, which we demonstrate by constructing the first such protocol.

In related work, the Priority Inheritance Protocol (PIP) [16, 28, 30] provides independence preservation, but only on uniprocessors or globally-scheduled systems, and the multiprocessor variant [16, 37] does not support nested critical sections. The Flexible Multiprocessor Locking Protocol (FMLP) [4] likewise is independence-preserving only under global scheduling, and only supports group locks [4, 37]. The Multiprocessor Bandwidth Inheritance Protocol (MBWI) [18, 19] and the Multiprocessor Resource Sharing Protocol (MrsP) [14] both allow for fine-grained nested locking. Unfortunately, they are subject to the exponential blow-up in blocking times described by Takada and Sakamura [31]. Several variants of the RNLP [32, 33] have been introduced in recent years to enable reader-writer synchronization [34], to provide contention-sensitive pi-blocking bounds [23], and to reduce implementation overheads in the locking protocol itself by means of a fast path [26] and lock servers [25]. However, none of these variants removes the algorithmic bottleneck of a single, shared token lock. For further discussion of the larger area of multiprocessor real-time locking protocols, we refer the interested reader to a recent comprehensive survey [8].

The contributions of this paper are as follows. First, we examine what it means to be independence-preserving in the presence of nested locking (Section 3), and the ensuing implications on asymptotic pi-blocking bounds (Section 3.1). Our main contribution is the Group Independence-Preserving Protocol (GIPP), the first asymptotically optimal, independence-
preserving, real-time fine-grained nested locking protocol for clustered scheduling under suspension-oblivious analysis (Section 4). In other words, the GIPP is the first multiprocessor real-time locking protocol that meets all of the desirable Requirements 1–4. To realize the GIPP, we develop and analyze a novel \textit{Clustered k-Exclusion Independence-Preserving Protocol} (CKIP), an asymptotically optimal independence-preserving k-exclusion lock for clustered scheduling (Section 4.1). Lastly, we provide a fine-grained pi-blocking analysis of the GIPP using a state-of-the-art blocking analysis method based on linear programming (Section 5), and present an empirical evaluation that shows the GIPP to perform favorably in comparison to both the OMIP and the RNLP across a wide range of workloads (Section 6).

2 Background and Definitions

We assume the sporadic task model with \( n \) tasks \( \tau = \{T_1, \ldots, T_n\} \) scheduled on \( m \) identical processors. Tasks are executed as a series of \textit{jobs}, and we use \( J_i \) to denote a job of \( T_i \). Each \( T_i \) is characterized by a \textit{worst-case execution time} (WCET) \( \epsilon_i \), a period \( p_i \) (i.e., the minimum arrival separation between jobs), and a \textit{relative deadline} \( d_i \). We assume implicit deadlines in this work, i.e., \( d_i = p_i \), but the derived results do not depend on this constraint.

A job is said to be \textit{pending} from the time it arrives until the time it completes. While a job is pending, it can be in one of two states: a \textit{ready} job can be scheduled on a processor, whereas a \textit{suspended} job cannot be scheduled. We assume that jobs do not self-suspend, and that all suspensions are due to interactions with the locking protocol(s) of the system.

\textbf{Shared Resources.} Tasks compete for a set of \( q \) serially-reusable shared resources \( \Gamma = \{\ell_1, \ldots, \ell_q\} \). Each task \( T_i \) accesses a possibly empty subset \( \gamma_i \subseteq \Gamma \) of the shared resources in the system. A \textit{locking protocol} arbitrates requests from tasks for the shared resources in \( \Gamma \) such that no shared resource is held at the same time by two different tasks.

We say \( J_i \) \textit{requires} a shared resource \( \ell_a \) at the first instant access to \( \ell_a \) is required for the continued execution of \( J_i \). Once \( J_i \) requires \( \ell_a \), it \textit{issues} a request \( \mathcal{R} \) to the locking protocol to \textit{acquire} \( \ell_a \). \( \mathcal{R} \) is said to be \textit{unsatisfied} from the time it is issued until \( J_i \) acquires \( \ell_a \), at which point \( \mathcal{R} \) is said to be \textit{satisfied}. \( \mathcal{R} \) becomes \textit{complete} when \( J_i \) \textit{releases} \( \ell_a \), which is also when \( J_i \) no longer requires \( \ell_a \). Conversely, we say that \( \mathcal{R} \) is \textit{incomplete} from the time it is issued until it is completed. While \( J_i \) waits to acquire \( \ell_a \), it is said to make \textit{progress} if (one of) the job(s) that prevent(s) \( J_i \) from acquiring \( \ell_a \) is scheduled. Any method employed by a locking protocol to ensure that a job makes progress is called a \textit{progress mechanism}.

If a \( J_i \) issues a request \( \mathcal{R} \) for a shared resource \( \ell_a \) while holding no other shared resources, then \( \mathcal{R} \) is said to be an \textit{outermost request}. Conversely, if \( J_i \) issues \( \mathcal{R} \) for a shared resource \( \ell_b \) while holding \( \ell_a \), then \( \mathcal{R} \) is said to be a \textit{nested request}. We do not require that requests are properly nested; it is possible for \( J_i \) to acquire \( \ell_a \), and then \( \ell_b \) via a nested request, but release \( \ell_a \) before releasing \( \ell_b \), as seen in Figure 1.

We construct a strict (irreflexive) partial ordering \( \succ \) on \( \Gamma \) from the behavior of the tasks in \( \tau \): let \( \ell_a \succ \ell_b \) iff there exists a task that requests \( \ell_b \) while holding \( \ell_a \). It follows that we do not permit workloads where \( \ell_a \succ \ell_b \) and \( \ell_b \succ \ell_a \) both hold (which precludes deadlock).

Consider Figure 1. Let \( t_1 \) be the time that \( J_i \) issues an outermost request for a shared resource \( \ell_a \), and \( t_4 \) be the next point in time where both the outermost request is complete, and \( J_i \) holds no other shared resources. We call the part of \( J_i \)'s execution in the time interval \( [t_1, t_4] \) an \textit{outermost critical section}. We define the \textit{critical section length} to be the time required to execute a critical section in the absence of any blocking, and use \( L_{t_1,a} \) to denote the length of \( J_i \)'s longest outermost critical section that begins with an outermost request for \( \ell_a \). Note
Scheduling. We target clustered scheduling in this work. Under clustered scheduling, the
$m$ processors in the system are grouped into disjoint subsets of size $c$ called clusters. For
simplicity, we assume $m = k \cdot c$ where $k \in \mathbb{Z}^+$. Each task is statically assigned a home cluster,
denoted by $C(T_i)$, which it will be scheduled in. The tasks in each cluster are scheduled by a
global scheduling algorithm applied to the processors in that cluster. Global and partitioned
scheduling are special cases of clustered scheduling where $c = m$ and $c = 1$, respectively.

We assume the use of Job-Level Fixed Priority (JLFP) scheduling algorithms such as
Earliest-Deadline First (EDF) scheduling or Fixed-Priority (FP) Scheduling. The priorities
assigned to jobs are assumed to be unique in each cluster, with any ties broken in favor of
lower-indexed jobs. A job $J_i$ has both an effective priority and a base priority. $J_i$’s base
priority, which is determined by the scheduling algorithm, never changes, but its effective
priority may change due to interactions with a locking protocol; the scheduler uses $J_i$’s
current effective priority when scheduling jobs. We let $H(J_i, t)$ be a predicate that indicates
whether $J_i$ is among the $c$ highest effective-priority pending jobs at time $t$ in its home cluster.

Priority Inversion. Intuitively, a priority inversion is said to occur when the execution of a
higher-priority job is delayed due to the execution of a lower-priority job [28, 30]. A typical
example of this occurs when a lower-priority job holds a shared resource that a higher-priority
job is requesting, and so the higher-priority job’s execution is delayed until the resource is
released. We refer to this type of blocking as priority inversion blocking (pi-blocking).

Under suspension-oblivious analysis (s-oblivious analysis) it is assumed that tasks never
self-suspend (even though they may), and any self-suspension is treated as execution
time. Conversely, suspension-aware analysis (s-aware analysis) explicitly accounts for self-
suspensions. These two methods of analysis yield different lower-bounds on the pi-blocking
incurred by a job due to requests for shared resources, which are $\mathcal{O}(n)$ and $\mathcal{O}(n)$, respec-
tively [10]. Locking protocols that ensure $\mathcal{O}(m)$ and $\mathcal{O}(n)$ per-job pi-blocking under s-oblivious
analysis and s-aware analysis, respectively, are said to be asymptotically optimal [10].

We focus on s-oblivious analysis in this work, and adapt the definition for s-oblivious
priority inversion under clustered scheduling from previous work [6].

Definition 1. $J_i$ incurs an s-oblivious priority inversion at time $t$ iff $J_i$ is not scheduled
and its priority is among the top $c$ priorities of pending jobs in cluster $C(T_i)$, i.e., if $H(J_i, t)$. 

![Figure 1](image-url) An outermost critical section spanning from time $t_1$ until time $t_4$. It begins with an
outermost request for $\ell_a$ at time $t_1$, which completes at time $t_3$. The nested request for $\ell_b$ begins at
time $t_2$ and completes at time $t_4$. That $L_{i,a} \leq t_4 - t_1$, as $J_i$ can experience scheduling or blocking delays during the execution of
its outermost critical section. The maximal critical section length of $J_i$ is $L_{i}^{\text{max}} = \max_a L_{i,a}$
and the maximal critical section length among all tasks is $L^{\text{max}} = \max_i L_{i}^{\text{max}}$. 

Figure 1
Let $b_i$ denote the maximum amount of s-oblivious pi-blocking that any job of $T_i$ incurs. When deriving asymptotic bounds on $b_i$, we consider $L^{\text{max}}$ to be a constant (i.e., not a function of $m$ nor $n$). Following prior work [8, 10, 27, 28, 30], we consider pi-blocking to be bounded only if no $b_i$ depends on any $e_i$ (the $e_i$ parameter is not considered to be a constant).

**Independence Preservation.** The high-level idea of independence preservation is that tasks are isolated from “unrelated” critical sections. This can be easily pictured for locking protocols that do not permit nested locking: if a task never requests a shared resource $\ell_a$, then it incurs no pi-blocking as a result of requests by other tasks for $\ell_a$. This is of particular importance when considering latency-sensitive tasks, defined as follows.

▶ **Definition 2.** A task $T_i$ is said to be latency-sensitive if its slack, the difference between its relative deadline and WCET, is less than the length of the longest critical section of some other task, i.e., $d_i - e_i < L^{\text{max}}$.

If critical sections are permitted to execute non-preemptively, then a job of a latency-sensitive task necessarily misses its deadline if its release coincides with a lower-priority task executing non-preemptively for $L^{\text{max}}$ time units, thus providing clear motivation for independence preservation. Prior work introduced the notion of independence preservation [6] among tasks under the assumption that nested resource requests are never made. For clarity, and to build upon it later, we restate the definition here.

▶ **Definition 3.** Let $b_{i,a}$ denote the maximum pi-blocking incurred by $J_i$ due to requests for a shared resource $\ell_a$, and $N_{i,a}$ be the number of times $J_i$ requests $\ell_a$. Under s-oblivious analysis, a locking protocol is non-nested independence-preserving iff $N_{i,a} = 0$ implies $b_{i,a} = 0$.

**Priority Donation.** The progress mechanism Replica-Request Priority Donation (RRPD) [35] was introduced to realize the Replica-Request Priority Donation Global Locking Protocol ($R^2\text{DGLP}$) [35], a real-time $k$-exclusion lock for globally-scheduled systems. RRPD is a modification of the earlier Job-Release Priority Donation (JRPD) progress mechanism [11]; RRPD has a job donate its priority upon requesting a resource, whereas donation happens upon arrival (i.e., release) under JRPD. Unlike JRPD, which was designed for clustered systems, RRPD relies on the ability to compare priorities among all jobs. Thus, RRPD applies only to globally-scheduled systems, as analytically speaking, numeric priority values are incomparable across clusters. This trade-off allows the $R^2\text{DGLP}$ to realize non-nested independence preservation as jobs only donate their priority upon resource request. We revisit RRPD further in Section 4, and the $R^2\text{DGLP}$ in Section 4.1.

**Nested Locking Protocols.** The way locking protocols support nesting can be divided into two broad categories: coarse-grained locking and fine-grained locking. The FMLP [4] is an example of a real-time locking protocol that employs coarse-grained nested locking. Under the FMLP, resources are split into groups, and each group has a corresponding group lock. A job that holds a group lock has mutually-exclusive access to all the resources in the corresponding group; while simple, the loss in parallelism is clear.

In contrast to coarse-grained locking, fine-grained locking allows shared resources to be acquired incrementally. For example, the RNLP [32] allows jobs to issue nested requests for resources as they are needed, which provides more opportunities for parallelism when compared to simple group locks. However, the increased potential for parallelism comes at the cost of more complicated protocol rules and data structures when compared to group locks, as group locks can be realized with simpler non-nested locking protocols.
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The RNLP [32] was a breakthrough in real-time nested locking, as it is the first, and to date only, asymptotically optimal fine-grained nested locking protocol for multiprocessor systems. It can be applied under clustered (and therefore global/partitioned) scheduling. The RNLP is in fact a “meta protocol” in the sense that it defines the properties that a token lock and a request satisfaction mechanism (RSM) must obey to realize an optimal nested locking protocol. The token lock restricts the number of jobs that can hold resources at any given time, and the RSM sequences requests of the token holders and ensures progress. The behavior of a particular instantiation (i.e., a token lock/RSM combination) of the RNLP is largely determined by the progress mechanisms that token lock and RSM employ. Ward and Anderson demonstrate a number of possible instantiations of the RNLP [32]. When instantiated for s-oblivious analysis, the token lock is configured to provide $m$ tokens. We examine the rules, requirements, and structure of the RNLP further in Section 4.

Summary. If shared resources that will be held at the same time are protected by a group lock, then both the OMIP and R$^2$DGLP can realize asymptotically optimal coarse-grained nested locking under clustered and global scheduling, respectively, while still remaining non-nested independence-preserving.

Non-nested independence preservation is not trivially realized with the RNLP in the absence of nested locking. Fundamentally, the use of a token lock that arbitrates access to $m$ tokens (and thus restricts the number of resource-holding jobs to $m$) precludes non-nested independence preservation; when all tokens in the system are held, a job must wait to acquire a token, even if the resource it requires is never accessed by any other task. In fact, to the best of our knowledge, prior work has not yet considered what it means to be independence-preserving in the context of fine-grained nested locking.

3 Nested Independence Preservation

The notion of independence preservation introduced in Definition 3 does not directly apply to nested locking, and there exists more than one way to generalize the notion in a conceptually analogous way, depending on when exactly resources involved in nesting are considered to be “related” (i.e., when they are considered “non-independent”). We consider two possible definitions in the following that we consider to be the most natural ways of expressing the idea.

3.1 Outer-Lock Independence Preservation

The core idea behind outer-lock independence preservation is that there is an asymmetric, transitive, and reflexive relation, which we call dependence, between a shared resource $\ell_a$, and shared resources acquired via nested requests (with respect to an outer request for $\ell_a$).

More precisely, for a shared resource $\ell_a \in \Gamma$, we say it depends on the set $[\ell_a]^{ol} = \{\ell_x \mid \ell_a \succeq \ell_x\} \cup \{\ell_a\}$. Similarly, a task $T_i$ depends on the set of shared resources $D^{ol}_i = \bigcup_{\ell_a \in \Gamma_i} [\ell_a]^{ol}$. Based on this precise notion of dependence, we define outer-lock independence preservation.

► Definition 4. Let $b_{i,a}$ denote the maximum pi-blocking incurred by $J_i$ due to requests by any task for a shared resource $\ell_a$. Under s-oblivious analysis, a locking protocol is outer-lock independence-preserving iff $\ell_a \notin D^{ol}_i$ implies $b_{i,a} = 0$.

Outer-lock independence preservation as a notion for nested independence preservation has a fundamental impact on the pi-blocking incurred by a job under s-oblivious analysis. In fact, it turns out that for a large class of locking protocols (that arguably includes all “reasonable” locking protocols), the per-request pi-blocking bound is necessarily non-optimal.
under rate monotonic (RM), deadline monotonic (DM), or EDF scheduling (and s-oblivious analysis). Our proof of the non-optimality of outer-lock independence-preserving locking protocols requires the following seemingly obvious property.

**Definition 5.** Let \( \Gamma' \subseteq \Gamma \) denote the set of shared resources currently held by all tasks in the system. A locking protocol is non-procrastinating if any request for a shared resource (by one of the \( c \) highest-priority pending jobs in each cluster) is satisfied immediately if \( |\Gamma'| = 0 \).

We are not aware of any real-time locking protocol in the literature that does not satisfy a request \( \mathcal{R} \) for a shared resource by one of the \( c \) highest-priority pending jobs when \( |\Gamma'| = 0 \). If we assume non-clairvoyance, and that tasks are sporadic (i.e., we cannot predict future job arrivals), then delaying the satisfaction of \( \mathcal{R} \) is tantamount to willingly wasting CPU time; this is in direct contradiction to one of the most important goals of an effective real-time locking protocol. Non-procrastination is also a fairly weak property as it does not impose restrictions on how to arbitrate access to resources once contention is present.

We use a parameterized task set to lower-bound pi-blocking under RM, DM, and EDF.

**Definition 6.** Let \( \tau^{sl}(n) = \{T_1, \ldots, T_n \} \) be a task set of \( n \) tasks that share \( n \) resources \( \{\ell_1, \ldots, \ell_n\} \), where \( n \geq m \geq 2 \), with the following properties: (i) \( \ell_1 > \ell_2 > \ldots > \ell_{n-1} > \ell_n \); (ii) \( \forall 1 \leq i \leq n \) \( e_i = 4 \); (iii) \( \forall 1 \leq i \leq n \) \( p_i = d_i = e_i \cdot n \cdot i \); (iv) \( \forall 1 \leq i < n \) jobs of \( T_i \) require \( \{\ell_i\} \) during the first two units of their execution, and then \( \{\ell_i, \ell_{i+1}\} \) during the last two units of their execution; (v) jobs of \( T_n \) require \( \{\ell_n\} \) throughout the four units of their execution.

**Theorem 7.** There exists an arrival sequence of \( \tau^{sl}(n) \) such that \( \max_{T_i \in \tau^{sl}(n)} b_i = \Omega(n) \) under s-oblivious analysis for any suspension-based incremental locking protocol that is non-procrastinating and outer-lock independence-preserving, when scheduled under RM, DM, or EDF scheduling (with respect to each cluster).

**Proof.** Let \( a_{i,1} \) denote the first arrival of \( T_i \). Consider the arrival sequence of \( \tau^{sl}(n) \) where \( a_{i,1} = i - 2 \) for \( 2 \leq i \leq n \) and \( a_{1,1} = n - 1 \). An example of \( \tau^{sl}(4) \) with this arrival sequence is depicted in Figure 2. At time \( t = 0 \), \( J_2 \) requests and acquires \( \ell_2 \), as we assume the use of a non-procrastinating locking protocol. At time \( t = 1 \), a request for \( \ell_3 \) is made by \( J_3 \). If \( J_3 \) does not acquire \( \ell_3 \) (and is therefore not scheduled) at \( t = 1 \), then the blocking that results from delaying \( J_3 \)'s request would result in a violation of outer-lock independence preservation.
as we would then have \( b_{3,2} > 0 \) despite \( \ell_2 \notin D_3^{ol} \). The same argument analogously applies to all jobs released up until \( t = n - 1 \) when \( J_1 \) arrives and issues a request \( R_1 \) for \( \ell_1 \). There are then two cases to consider: \( R_1 \) is satisfied immediately, or it is satisfied at a later time.

In the first case \( R_1 \) is satisfied immediately and \( J_1 \) issues a nested request \( R_2 \) for \( \ell_2 \) at time \( t = n + 1 \). The maximum number of units of execution completed for jobs \( J_2, \ldots, J_n \) up to \( t = n + 1 \) is \( (n - 1) \cdot 2 + 1 = 2n - 1 \) for any \( m \geq 2 \). This is because jobs \( J_2, \ldots, J_{n-1} \) can execute for at most 2 units of time before suspending due to a nested request for an already held resource, and because \( J_n \) can execute for at most 3 units of time until \( R_2 \) is issued. Therefore, at the time \( R_2 \) is issued, there are \( (\sum_{i=2}^{n-2} e_i) - (2n - 1) = (n - 1) \cdot 4 - (2n - 1) = 2n - 3 \) units of execution left before jobs \( J_2, \ldots, J_n \) complete and \( \ell_2 \) becomes available for acquisition by \( J_1 \). Furthermore, as jobs \( J_2, \ldots, J_{n-1} \) are all waiting for the job with the next-highest index to release a resource, their executions are serialized. Thus \( J_1 \) incurs at the very least \( 2n - 3 = \Omega(n) \) time units of \( s \)-oblivious pi-blocking while waiting to acquire \( \ell_2 \).

In the second case, we assume \( R_1 \) is satisfied at time \( t = n - 1 + \epsilon \) where \( \epsilon > 0 \) (i.e., not immediately). Then, \( J_1 \) would begin to incur \( s \)-oblivious pi-blocking at \( t = n - 1 \), as it is the highest-priority job and not scheduled. This situation cannot result in a reduction of the \( s \)-oblivious pi-blocking that \( J_1 \) incurs in the first case because (i) \( J_1 \) is the highest-priority job by construction, and (ii) that the serialization of executions described in the first case enforces a minimum of \( 2n - 3 \) units of execution before \( \ell_2 \) is released. Therefore, the asymptotic lower-bound in the first case applies, as \( J_1 \) still incurs a minimum of \( 2n - 3 = \Omega(n) \) units of \( s \)-oblivious pi-blocking while waiting to acquire \( \ell_2 \).

To conclude, under a standard set of assumptions and commonly used scheduling algorithms, any outer-lock independence-preserving protocol is necessarily non-optimal with respect to \( s \)-oblivious pi-blocking. In the rest of this paper, we focus on an alternative definition for nested independence preservation, which we call group independence preservation.

### 3.2 Group Independence Preservation

With group independence preservation, the relationships that exist among shared resources and tasks are defined by relaxing when resources are considered to be non-independent.

Let \( \circ \) be a symmetric relation on the set of shared resources \( \Gamma \). For any \( \ell_a \in \Gamma \), let \( \ell_b \circ \ell_a \), and for any \( \ell_a, \ell_c \in \Gamma \) let \( \ell_b \circ \ell_c \) if \( \ell_b > \ell_a \) or \( \ell_c > \ell_a \). The transitive closure of \( \circ \) forms an equivalence relation on the resources in \( \Gamma \), which we denote with \( \sim \). Then the equivalence class \( g(\ell_a) = \{ \ell_x \in \Gamma \mid \ell_a \sim \ell_x \} \) is the set of resources that \( \ell_a \) is associated with.

We refer to these equivalence classes as groups, and let \( G = \{ g_1, \ldots, g_r \} \) be the set of resource groups in the system. From the definition of a group, it naturally follows that the groups in \( G \) are disjoint, and that their union yields \( \Gamma \). This definition of groups matches the notion of resource groups used in the FMLP [4]. Based on this notion of resource groups, we say that a task \( T_i \) is associated with the shared resources \( D_i = \bigcup_{\ell_a \in g_i} g(\ell_a) \).

\[ \square \]

**Definition 8.** Let \( b_{i,a} \) denote the pi-blocking incurred by \( J_i \) due to requests by any task for a shared resource \( \ell_a \). Under \( s \)-oblivious analysis, a locking protocol is group independence-preserving iff \( \ell_a \notin D_i \) implies \( b_{i,a} = 0 \).

Stated differently, group independence is preserved if the overall \( s \)-oblivious pi-blocking \( b_i = \sum_a b_{i,a} \) of each task does not depend on resources that the task is not associated with.

### 4 The Group Independence-Preserving Protocol

We show that group independence-preserving protocols do not necessarily suffer from the \( \Omega(n) \) \( s \)-oblivious pi-blocking bound seen with outer-lock independence preservation. We
Figure 3 Under the RNLP, a job $J_i$ that requests a resource $\ell_a$ first competes for a token. Once $J_i$ acquires a token, a timestamp $ts(J_i)$ is recorded, and the request is enqueued into the priority queue $RQ_a$ ordered by the token-acquisition timestamps. The job of the request that occupies the head of a queue holds the corresponding shared resource.

The timestamps are assumed to be unique, and thus there is a total order on them.

The RNLP. As a brief reminder, an instantiation of the RNLP consists of a token lock and an RSM. We speak in the context of a job $J_i$ that requires a shared resource $\ell_a \in \Gamma$ when reviewing the following rules. Under the rules of the RNLP [32, Section 3], $J_i$ first competes for a token $\lambda$ in the token lock before it can actually issue a request for $\ell_a$. Once $J_i$ acquires $\lambda$, a timestamp $ts(J_i)$ of the current time is recorded. Conceptually, $J_i$ now enters the RSM, and is placed in a priority queue $RQ_a$ ordered by increasing timestamp; such a priority queue exists for each shared resource in $\Gamma$. $J_i$ waits until it becomes the head of $RQ_a$, and then it holds $\ell_a$ unless a job $J_b$ holds a shared resource $\ell_b$ s.t. $\ell_b \preceq \ell_a \land ts(J_b) < ts(J_i)$. Once $J_i$ completes its request for $\ell_a$ it is dequeued from $RQ_a$ and the new head of $RQ_a$ (if any) acquires $\ell_a$ subject to the previous constraints. As requests need not be properly nested, $J_i$ may continue to compete for shared resources in the RSM. Once $J_i$ has completed its outermost critical section, it releases $\lambda$. This queuing structure is depicted in Figure 3.

The RNLP specifies properties [32] that a token lock and RSM must have to realize a valid instantiation of the RNLP. Of the following properties, T1 and T2 apply to the token lock, and R1 applies to the RSM.

T1 There are at most $c$ token-holding jobs per cluster at any time (and thus $m$ system-wide).

T2 If a job is pi-blocked waiting for a token, then it makes progress (i.e., the token holder is scheduled).

R1 If a job is pi-blocked by the RSM, then the job makes progress.

Finally, we restate one of the RNLP’s theorems, as we use it to prove properties of the GIPP later in this work. We refer to the original RNLP paper for its proof [32].

Theorem 9 ([32, Theorem 1], paraphrased). The maximum amount of pi-blocking in the RSM, when waiting is realized by suspending, is $(m - 1) \cdot L^{\max}$. 

1 The timestamps are assumed to be unique, and thus there is a total order on them.

2 For clarity, the head of a queue $RQ_a$ is the request with the oldest (i.e., earliest) timestamp.
RRPD. Under the rules of RRPD [35, Section 3], a job donates its priority upon requesting a resource, and as such only becomes a priority donor at most once per outermost critical section. Thus if a job does not request a resource, it never donates its priority to jobs requesting said resource. We speak in the context of a job \(J_i\) that requires a shared resource \(\ell_a\) in \(\Gamma\) when reviewing the following rules. Furthermore, we discuss RRPD in the context of a single cluster despite it having been designed for globally-scheduled systems, as we assume throughout this paper that clusters function independently with respect to RRPD. We refer the reader to Figure 4 for a visual depiction of the life-cycle of an RRPD request, and the terminology used. Let \(R(\ell_a, t)\) denote the (possibly empty) set of the \(c\) highest effective-priority jobs that require \(\ell_a\) at time \(t\). If \(J_i\) requires \(\ell_a\) and \(J_i \in R(\ell_a, t)\) then \(J_i\) may issue a request for \(\ell_a\), unless it becomes a priority donor first. \(J_i\) becomes the priority donor of a job \(J_d\) at time \(t_1\) (see Figure 4) if (i) \(J_i \in R(\ell_a, t)\), (ii) there are \(c\) jobs with an incomplete request for \(\ell_a\), and (iii) \(J_d\) is the lowest-effective priority job with an incomplete request for \(\ell_a\); while \(J_i\) donates its priority to \(J_d\) in the interval \([t_2, t_4]\) it is suspended and assumed to have no effective-priority. Should \(J_i\) be displaced from \(R(\ell_a, t)\) while donating its priority to \(J_d\) by a job \(J_k\), then \(J_i\) ceases to be a priority donor and \(J_k\) becomes \(J_d\)’s priority donor. Finally, if \(J_i\) is \(J_d\)’s priority donor when \(J_d\) completes its outermost critical section, then \(J_i\) ceases to be a priority donor.

We now restate two of the RRPD’s lemmas as we use them later when constructing the components required to realize the GIPP. Their proofs are available in the original work [35].

**Lemma 10 ([35, Lemma 2 (adapted for clustered scheduling)]).** There are at most \(c\) jobs per cluster with an incomplete request for a replica of a shared resource \(\ell_a\) at any time.

**Lemma 11 ([35, Lemma 4]).** Under RRPD, if a job \(J_i\) that requires a replica of \(\ell_a\) is pi-blocked waiting for a replica of \(\ell_a\) it either has an incomplete request for a replica of \(\ell_a\) or it is a priority donor.

GIPP. At a very high level, the GIPP works as follows. For each group, we instantiate a separate instance of the RNLP. Crucially, the choice of token lock and RSM used to instantiate each instance of the RNLP must not violate group independence preservation, that is, any progress mechanisms employed must lend themselves to group independence preservation. Progress mechanisms like priority boosting that rely on elevating a job’s priority can cause jobs that never request shared resources to incur release-blocking, which precludes the property of group independence preservation; this is highly undesirable in the presence of latency-sensitive tasks [6]. Furthermore, progress mechanisms that rely on the ability to directly compare priorities across clusters can result in unbounded pi-blocking (i.e., the
blocking depends on some other task’s WCET) [6]. The challenges to realizing the GIPP are then to (i) construct an appropriate token lock and RSM, (ii) prove the token lock and RSM satisfy the required properties of the RNLP, (iii) prove the optimality of the GIPP under s-oblivious analysis, and (iv) prove that the GIPP is group independence-preserving.

We construct the token lock in Section 4.1, and the RSM in Section 4.2. We then show how to use these two components to realize the GIPP in Section 4.3.

4.1 An Independence-Preserving k-Exclusion Locking Protocol

To realize the GIPP we use a single token lock that is common to all the instantiations of the RNLP. If there are $r$ groups (and therefore $r$ instances of the RNLP), then a token lock that arbitrates access to $r$ distinct token types, where each token type has $m$ replicas, will suffice. However, as stated earlier, any such token lock must lend itself to independence preservation. To the best our knowledge, no such $k$-exclusion locking protocol (i.e., token lock) exists for clustered scheduling. To realize such a token lock, we generalize the R$^2$DGLP [35], which satisfies the requirements just described, with the exception that it was designed for globally-scheduled systems. Ward et al. use the term replica instead of token when discussing shared resources in the context of RRPD and R$^2$DGLP; we use the terms interchangeably.

As discussed in Section 2, the R$^2$DGLP uses RRPD as a progress mechanism. Thus, to generalize the R$^2$DGLP to clustered scheduling, the requirement that priorities across all jobs are comparable must be lifted. Additionally, RRPD alone is not enough to ensure progress [35], which means that replica-holders (i.e., token holders) are not guaranteed to be scheduled without the aid of an additional progress mechanism. The R$^2$DGLP solves this with priority inheritance, as the protocol targets globally-scheduled systems. However, the R$^2$DGLP does not strictly mandate the use of priority inheritance, instead, any locking protocol that utilizes RRPD must satisfy the following property [35, Section 3].

\[ P1 \] A job $J_i$ with an incomplete replica request makes progress (i.e., either $J_i$ is scheduled itself or the replica-holding job that $J_i$ is waiting for is scheduled) if $J_i$ has sufficient priority to be scheduled in $C(T_i)$.

We introduce the Clustered $k$-Exclusion Independence-Preserving Protocol (CKIP) as a generalization of R$^2$DGLP that is non-nested independence preserving, asymptotically optimal under s-oblivious analysis, and employable under clustered scheduling. The CKIP is realized by having tasks compete amongst each other in their home clusters under the rules of RRPD, but not across clusters. This is possible as priorities can be directly compared within each cluster. However, this means that priority inheritance can no longer be used to ensure that replica holders make progress. To this end, we employ allocation inheritance [21, 22, 20] (sometimes referred to as migratory priority inheritance [6, 12]), an independence-preserving progress mechanism that works across clusters, and which is also used in the OMIP [6]. We define allocation inheritance in the context of the CKIP and GIPP as follows.

> Definition 12 (allocation inheritance). Let $J_i$ be a job that holds a replica of a shared resource $\ell_a$ that has $k \geq 1$ replicas, and $W_i$ be the set of jobs across all clusters waiting to acquire a replica of $\ell_a$. Under allocation inheritance (AI), if $J_i$ is not scheduled and there exists a job $J_k \in W_i \cup \{ J_i \}$ that has sufficient priority to be scheduled in $C(T_k)$, then $J_i$ migrates to $C(T_k)$ (if necessary) and runs with $J_k$’s priority. While $J_i$ executes in $C(T_k)$ with $J_k$’s priority, we call $J_k$ an allocation donor. Once $J_i$ releases $\ell_a$, it migrates back to $C(T_i)$ (if necessary) and resumes execution when it has sufficient priority. Finally, $J_i$’s allocation donor (if any) ceases to be an allocation donor when $J_i$ releases $\ell_a$. 
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![Figure 5](image-url) Queuing structure of the CKIP, which has been adapted from the R²DGLP [35]. At any time, each of the $m/c$ clusters has at most $c$ incomplete requests for a replica of a given shared resource. Requests are enqueued into the replica queue with the least number of requests in it.

Now armed with an independence-preserving progress mechanism [6], we can construct the CKIP by adapting the rules that define the R²DGLP [35, Section 4]. The rules and structure of the CKIP differ enough from the R²DGLP that its rules do not directly apply. Therefore, we present the modified rules and structure in full below.

**Structure.** Tasks compete for a set of $q$ shared resources $\Gamma = \{\ell_1, \ldots, \ell_q\}$ where each resource $\ell_a$ has $k \geq 1$ replicas. Nested requests are not permitted. Each of the $k$ replicas has an associated FIFO queue of size $\lfloor m/k \rfloor$ that jobs are placed in when requesting a replica; we use $\text{KQ}_a$ to refer to any one of the queues for $\ell_a$. The queuing structure of the CKIP closely resembles the R²DGLP and is depicted in Figure 5. The following rules for CKIP focus on a single replicated resource $\ell_a \in \Gamma$, though they directly apply to all resources in $\Gamma$.

- **K1** Jobs issue requests subject to the rules of RRPD. When $J_i$ requests $\ell_a$, it is enqueued into a KQ$_a$ with the fewest number of jobs in it, and suspends while it waits.
- **K2** $J_i$’s request for $\ell_a$ is satisfied when it becomes the head of KQ$_a$, and thus becomes ready.
- **K3** While $J_i$ is the head of KQ$_a$, it benefits from AI, but only with respect to the other jobs in the same KQ$_a$ as $J_i$ (i.e., $W_i$ is comprised of the jobs in KQ$_a$ that $J_i$ is the head of).
- **K4** When $J_i$’s request for $\ell_a$ is completed, it is dequeued from KQ$_a$ and the new head (if any) acquires the replica. If $J_i$ had benefited from AI, it returns to its home cluster and assumes its former (possibly donated) priority. If $J_i$ has a priority donor due to RRPD in C$(T_i)$, the donor may now issue a request subject to the rules of RRPD.

> **Lemma 13.** Rule K3 ensures property P1.

**Proof.** If $J_i$ in KQ$_a$ has sufficient priority to be scheduled in C$(T_i)$, then under AI, the head of KQ$_a$ can migrate to C$(T_i)$ and execute with $J_i$’s priority (if necessary). Therefore, the replica-holder is scheduled and $J_i$ makes progress. ◀

> **Lemma 14.** A job $J_i$ that incurs pi-blocking while acting as a priority donor under the rules of RRPD makes progress.

---

3 One might wonder whether the CKIP and hence the GIPP could also be realized with a progress mechanism that does not result in inter-cluster migrations. Unfortunately, that is not the case: it is generally impossible for a protocol to ensure bounded pi-blocking, be independence-preserving, and avoid inter-cluster migrations at the same time even in the non-nested case [6].
Proof. Let \( J_x \) be the job that \( J_i \) donates its priority to. Then \( J_x \) has an incomplete request for a replica of a shared resource \( \ell_a \) that both jobs require. Because \( J_i \) has sufficient priority to be scheduled in \( C(T_i) \) – otherwise it would not incur s-oblivious pi-blocking – \( J_x \) does as well, as \( C(T_i) = C(T_x) \) and since \( J_x \) receives its effective priority from \( J_i \). Therefore, \( J_x \) makes progress by Lemma 13, which means \( J_i \) does as well. \( \blacksquare \)

\[ \text{Lemma 15.} \quad \text{The CKIP ensures property } T_1 \text{ with respect to each replicated resource.} \]

Proof. RRPD is orchestrated on a per-cluster basis under the CKIP, and so we can reason about each cluster individually as if it were a lone globally-scheduled system with \( c \) processors. Then, by Lemma 10 there are at most \( c \) incomplete requests for a given replicated resource per cluster, and therefore at most \( m \) across a clustered system as \( m \cdot c = m \). \( \blacksquare \)

\[ \text{Lemma 16.} \quad \text{The CKIP ensures property } T_2. \]

Proof. By Lemma 11, a job \( J_i \) that requires a replica of a shared resource \( \ell_a \) has an incomplete request, or is a priority donor. By Lemma 14, \( J_i \) makes progress while acting as a priority donor, and by Lemma 13, \( J_i \) makes progress while it has an incomplete request. Thus, \( J_i \) makes progress if it incurs pi-blocking while waiting for a token (i.e., replica of \( \ell_a \)). \( \blacksquare \)

\[ \text{Theorem 17.} \quad J_i \text{ incurs at most } (2 \lceil \frac{m}{k} \rceil - 1) \cdot L_{\text{max}} \text{ s-oblivious pi-blocking while waiting to acquire a replica of a shared resource } \ell_a. \]

We refer the reader to an online appendix [29] for the proof of Theorem 17 that establishes the CKIP’s optimal \( O(\frac{m}{k}) \) bound on pi-blocking under s-oblivious analysis, as it follows analogously to the proof of the optimality of the \( R^2 \)DGLP [35, Section 4].

\[ \text{Theorem 18.} \quad \text{The CKIP is non-nested independence-preserving under any JFLP scheduler.} \]

Proof. Under the CKIP, requests for replicas of shared resources are arbitrated under the rules of RRPD in each cluster. The rules of RRPD are such that jobs do not incur pi-blocking for resources they do not access [35]. Thus, any pi-blocking \( J_i \) incurs due to requests for a resource \( \ell_a \notin \gamma_i \) would need to be the result of the use of AI as a cross-cluster progress mechanism. However, any job that benefits from AI only executes with the priority of another job currently waiting on a replica of the same resource, which precludes \( J_i \) from incurring pi-blocking due to jobs inheriting allocations [6]. Thus, if \( N_{i,a} = 0 \) then \( b_{i,a} = 0 \). \( \blacksquare \)

4.2 An Independence-Preserving RSM

The GIPP requires that its RSM lends itself to independence preservation, and no such suitable RSM for clustered scheduling has been proposed in prior work. Thus, we introduce the Allocation Inheritance Resource Satisfaction Mechanism (AI-RSM). The AI-RSM applies to clustered scheduling, and utilizes AI to ensure progress among jobs competing for shared resources. Let \( ts(J_i) \) be the time that \( J_i \) acquired its token (and therefore entered the RSM), and let \( sr(J_i,t) \) be the set of resources \( J_i \) holds at time \( t \). Finally, we let \( A_{i,a,t} = \{ J_k : ts(J_k) < ts(J_i) \land (\ell_a \in sr(J_k,t) \lor \exists \ell_b \in sr(J_k,t) \text{ s.t. } \ell_b \succ \ell_a) \} \) denote the set of jobs that can prevent \( J_i \) from acquiring \( \ell_a \) at time \( t \), which follows from the rules of the RNLP.

A1 When the AI-RSM prevents \( J_i \) from acquiring a shared resource \( \ell_a \) at time \( t \), \( J_i \) donates its allocation to the job in \( A_{i,a,t} \) with the earliest timestamp under the rules of AI.
requests

The maximum amount of s-oblivious pi-blocking incurred per outermost request under the GIPP is $(2m - 1) \cdot L_{\text{max}} = O(m)$ under any JLFP scheduler.

Proof. The CKIP satisfies property T1 by Lemma 15, and the AI-RSM satisfies property R1 by Lemma 19. Therefore, the maximum amount of s-oblivious pi-locking a job incurs while in the AI-RSM is $L_{\text{RSM}} = (m - 1) \cdot L_{\text{max}}$ by Theorem 9, as the corresponding RNLP proof generalizes to any protocol that satisfies these two properties.

Under the rules of the RNLP, a job holds a token for the entire duration it is in the RSM, and releases its token after completing its outermost critical section. The RNLP
proof of Theorem 9 establishes that a job is pi-blocked for at most \( m - 1 \) outermost critical sections while in any RSM. Thus, after a job completes its outermost critical section, the maximum amount of time the job holds a token is \( L_{\text{token}} = m \cdot L_{\text{max}} \). By Theorem 17, a job waiting to acquire a token under the CKIP incurs at most \((2 \left\lfloor \frac{m}{k} \right\rfloor - 1) \cdot L_{\text{token}}\) units of s-oblivious pi-blocking. Under the GIPP, there are \( m \) tokens for each group (i.e., \( k = m \)), so the pi-blocking incurred while waiting for a token simplifies to \( L_{\text{token}} \) as \((2 \left\lfloor \frac{m}{m} \right\rfloor - 1) = 1\).

The total s-oblivious pi-blocking a job occurs per outermost request is then the sum of the pi-blocking incurred while waiting to acquire a token and while competing in the AI-RSM, which is \( L_{\text{token}} + L_{\text{RSM}} = m \cdot L_{\text{max}} + (m - 1) \cdot L_{\text{max}} = (2m - 1) \cdot L_{\text{max}} \).

\[\text{Proof.}\] By the structure of the GIPP, a job interacts with the CKIP for the entire duration it interacts with the GIPP. Under the CKIP, nested requests are not permitted, so each shared resource (e.g., token type) forms its own group. When each group consists of a single resource, the definition of group independence preservation trivially reduces to non-nested independence preservation. Thus, it follows that the CKIP is group independence-preserving.

To prove the claim, it hence suffices to show that the GIPP remains group independence-preserving while token holders compete for shared resources in the AI-RSM. We prove this by contradiction: suppose a job \( J_i \) that does not request a token \( \lambda_x \) for a group \( g_x \) incurs pi-blocking due to a request for \( \lambda_x \) by a job \( J_k \). Under the AI-RSM, \( J_k \)'s effective priority is raised to that of another job competing for resources in \( g_x \). Thus, if \( J_k \)'s effective priority in \( C(T_i) \) is greater than \( J_i \)'s, there must be another job \( J_h \) in \( C(T_i) \) that requires resources in \( g_x \) and has a higher base priority than \( J_i \). As this argument applies to any such job \( J_h \), and since AI establishes a one-to-one relationship among donors and recipients (i.e., donor priorities are not “duplicated”), it follows there are at least \( c \) higher-base-priority jobs in \( C(T_i) \), and hence \( J_i \) does not incur pi-blocking according to Definition 1. Contradiction.

It is worth noting that, in special cases, the GIPP emulates the behavior of the RNLP and the OMIP, respectively. When there is just a single group (i.e., \( r = 1 \)), the GIPP effectively reduces to the RNLP in the sense that there is a single, global token lock. Conversely, when \( r = |\Gamma| \), the GIPP behaves like the OMIP. These cases are examined further in Section 6.

5 Fine-Grained Pi-Blocking Analysis

We next introduce a fine-grained, non-asymptotic pi-blocking analysis for the GIPP, which we formulate as a Linear Programming (LP) problem as in prior work [7, 6, 36]. The asymptotic bound presented in Section 4.3 is coarse-grained as it does not reflect the exact resources each task requests, individual critical section lengths, nor the frequency of critical sections. The following analysis is fine-grained in the sense that it considers these workload-specific aspects to obtain a less pessimistic, but still safe upper-bound on s-oblivious pi-blocking.

In the following, we let \( T_i \) denote the task under analysis and let \( J_i \) denote an arbitrary job of \( T_i \). For each other task \( T_x \), we let \( \theta^x_i \) denote a bound on the maximum number of jobs of \( T_x \) that overlap with \( J_i \) (i.e., that are pending while \( J_i \) is pending). Let \( r_i \) and \( r_x \) be the maximum response times of \( T_i \) and \( T_x \), respectively. Then \( \theta^x_i = \left\lceil \frac{r_i + r_x}{p_x} \right\rceil \) [5, 7].

We denote \( T_x \)'s \( y \)th outermost critical section as \( O_{x,y} \), its length as \( L^O_{x,y} \), the set of resources it accesses as \( S_{x,y} \), and define \( O_x(g) \triangleq \{O_{x,y} \mid S_{x,y} \subseteq g\} \). Note that the index \( y \) is used only for enumeration purposes and does not imply an order; each job of \( T_x \) may execute its outermost critical sections in any order. For each task \( T_x \neq T_i \), each outermost request
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\[O_{x,y} \text{ and } v \in \{1, \ldots, \theta^*_x\},\]
we introduce two real-valued variables \(X^T_{x,y,v}\) and \(X^R_{x,y,v}\), each with domain \([0,1]\). These variables are called blocking fractions \([7]\) and serve to encode the portion of \(T_x\)'s \(v\)th overlapping instance of \(O_{x,y}\) that contributes to the pi-blocking that \(J_i\) incurs. We use \(X^T_{x,a,v}\) and \(X^R_{x,a,v}\) to respectively encode the token and RSM blocking that \(J_i\) incurs, where token blocking refers to the time spent waiting to acquire a token, and RSM blocking refers to time spent waiting for a resource within the AI-RSM.

With these definitions in place, the pi-blocking incurred by \(J_i\) can be stated as

\[b_i = \sum_{T_x \neq T_i} \sum_{O_{x,v}} \sum_{v=1}^{\theta^*_i} (X^T_{x,y,v} + X^R_{x,y,v}) \cdot L^O_{x,y}.\]  

(1)

By interpreting Equation (1) as the objective function of an LP maximization problem, we obtain an upper bound on the maximum pi-blocking incurred by any \(J_i\) \([7, 6, 36]\). To avoid excessive pessimism, we introduce in the following LP constraints that reflect both the invariants of the GIPP and properties of the specific task set under analysis.

To start, we prevent any blocking critical section from being counted twice.

**Constraint 22.** \(\forall T_x \neq T_i : \forall O_{x,y} : \forall v : X^T_{x,y,v} + X^R_{x,y,v} \leq 1\)

**Proof.** A single critical section of \(T_x\) cannot cause \(J_i\) to experience token blocking and RSM blocking simultaneously: to wait for a resource within the AI-RSM, \(J_i\) must already hold a token, but while \(J_i\) competes for a token it cannot yet interact with the RSM. Thus, the combined token and RSM blocking induced by one of \(T_x\)'s critical sections cannot exceed the length of the critical section (i.e., the blocking fractions sum to at most one).

Next, we bound the maximum amount of token blocking that \(J_i\) incurs. In preparation, let \(\tau_k\) be the set of tasks assigned to cluster \(C_k\), and \(\tau'_k = \tau_k \setminus \{T_i\}\). Furthermore, \(\phi_{i,g} \triangleq |\{O_{i,y} \mid S_{x,y} \cap g \neq \emptyset\}|\) denotes the number of times \(J_i\) issues an outermost request for a resource in \(g\), and \(\beta_{k,g} \triangleq \left| \left\{ T_x \mid T_x \in \tau_k \land \bigcup O_{x,y} S_{x,y} \cap g \neq \emptyset \right\} \right|\) is the number of tasks in \(C_k\) that request a resource in \(g\). Based on these definitions, we state a bound on the number of times that \(J_i\) must wait for a token. In Equation (2), let \(k\) denote the index of \(C(T_i)\).

\[W_{i,g} \triangleq \begin{cases} 0 & \beta_{k,g} \leq c \\ \min(\phi_{i,g}, \phi'_{i,g}) & \text{otherwise} \end{cases} \quad \text{where } \phi'_{i,g} \triangleq \left( \sum_{T_x \in \tau'_k} (\phi_{x,g} \cdot \theta^*_x) \right) - c + 1 \]  

(2)

**Lemma 23.** \(W_{i,g}\) upper-bounds the number of times \(J_i\) must wait for a token of group \(g\).

**Proof.** By case analysis. Let \(k\) denote the index of \(C(T_i)\). First, if \(\beta_{k,g} \leq c\), then there are at most \(c\) tasks in \(C(T_i)\) that ever require a token for group \(g\) (including \(T_i\)). Therefore, there are never more than \(c\) token holders per cluster under the CKIP, which effectively reserves \(c\) tokens for each cluster. Thus, whenever \(J_i\) requires a token for group \(g\), one is always available, and \(J_i\) never needs to wait for a token: \(W_{i,g} = 0\) if \(\beta_{k,g} \leq c\).

Otherwise, if \(\beta_{k,g} > c\), then \(J_i\) requires a token no more than \(\phi_{i,g}\) times, and hence clearly \(W_{i,g} \leq \phi_{i,g}\). To obtain \(W_{i,g} \leq \phi'_{i,g}\), consider the number of times that other tasks require a token while \(J_i\) is pending, which is bounded by \(\sum_{T_x \in \tau'_k} (\phi_{x,g} \cdot \theta^*_x)\). Since \(J_i\) must wait for a token only if all tokens are currently held by other tasks, the worst case occurs when \(c - 1\) tokens are held “indefinitely” (i.e., if they remain unavailable throughout the interval during which \(J_i\) is pending) and the remaining \(\phi'_{i,g} = \left( \sum_{T_x \in \tau'_k} (\phi_{x,g} \cdot \theta^*_x) \right) - c + 1\) requests must all share a single token, and thus \(W_{i,g} \leq \phi'_{i,g}\).  

\[\square\]
We further restrict under which conditions \( J_i \) incurs token blocking at all.

\textbf{Lemma 24.} \( J_i \) incurs token blocking (i.e., it incurs pi-blocking while waiting to acquire a token for a group \( g \)) only if it is a priority donor under the rules of the RRPD.

\textbf{Proof.} Recall that GIPP allocates group tokens using the CKIP, and that the CKIP employs RRPD. As there are \( k = m \) tokens per group (i.e., replicas per token type), the CKIP’s per-replica FIFO queues have length \( \lceil \frac{k}{T} \rceil = 1 \). Since by Rule K2 the head of each per-replica FIFO queue holds the replica (i.e., a token), and jobs enter a queue immediately when they issue a request (Rule K1), it follows that \( J_i \) can be waiting for a token only \textit{before} it issues its request for a token, that is, while it serves as a priority donor under the rules of the RRPD in the time span between requiring a token and actually issuing a request (recall Figure 4).

Lemmas 23 and 24 allow us to establish a constraint on token blocking due to each task.

\textbf{Constraint 25.} \( \forall g \in G \) : \( \forall T_x \neq T_i : \sum_{O_x \in O_x(g)} \sum_{v=1}^{\theta_i} X_{x,v}^T \leq W_{i,g} \)

\textbf{Proof.} Suppose not. Then there exists a task \( T_x \) that token-blocks \( J_i \) with more than \( W_{i,g} \) outermost critical sections (w.r.t. some group \( g \)). If \( W_{i,g} = 0 \), then by Lemma 23 \( J_i \) must never wait to acquire a token for group \( g \), which immediately yields a contradiction. Hence assume \( W_{i,g} > 0 \). As \( J_i \) waits for a token for \( g \) at most \( W_{i,g} \) times (Lemma 23), this implies that there exists an outermost critical section \( O_{i,z} \) executed by \( J_i \) such that \( J_i \) is delayed, while waiting to acquire a token for \( g \) in preparation of \( O_{i,z} \), by at least two outermost critical sections of \( T_x \). By Lemma 24, \( J_i \) is a priority donor while it incurs token blocking. According to the rules of the RRPD (recall Section 2), \( J_i \) becomes a priority donor at most once per request, and only for a single other request: either immediately when \( J_i \) requires a token to commence \( O_{i,z} \), or not at all. It follows that \( T_x \) must pi-block \( J_i \) with two distinct outermost critical sections while \( J_i \) continuously serves as the priority donor of some job \( J_i \). Since under the rules of the RRPD \( J_i \) ceases to be a priority donor as soon as \( J_i \) finishes its outermost critical section (i.e., when \( J_i \) releases its token), \( J_i \) cannot be a job of \( T_x \). Hence there remains only one other way for an outermost critical section of \( T_x \) to delay \( J_i \), namely by delaying one or more requests of \( J_i \) within the RSM, which transitively causes \( J_i \) to incur pi-blocking. Consider the later of \( T_x \)’s two outermost critical sections that cause \( J_i \) to incur pi-blocking while donating its priority to \( J_i \). Since it is the second outermost critical section of \( T_x \) in this interval, \( T_x \) necessarily must have acquired a token for group \( g \) strictly after the beginning of the interval, when \( J_i \) was already holding its token. However, the RSM satisfies resource requests strictly in order of increasing token-acquisition timestamps, and thus \( T_x \)’s second outermost critical section cannot delay \( J_i \). Contradiction.

We similarly bound the aggregate token blocking across all tasks in each cluster.

\textbf{Constraint 26.} \( \forall g \in G \) : \( \forall k \in \{1, \ldots, m \} : \sum_{T_x \in \tau_k} \sum_{O_x \in O_x(g)} \sum_{v=1}^{\theta_i} X_{x,v}^T \leq W_{i,g} \cdot \min(c, \beta_{k,g}) \)

\textbf{Proof.} Again the case of \( W_{i,g} = 0 \) is trivial; hence assume \( W_{i,g} > 0 \) and suppose the invariant does not hold. Then analogously to the proof of Constraint 25, there exists a contiguous interval \( [t_1, t_2] \) and a cluster \( C_k \) such that both (i) \( J_i \) serves as the priority donor of some job \( J_i \) throughout \( [t_1, t_2] \), and (ii) \( J_i \) incurs pi-blocking during \( [t_1, t_2] \) due to at least
min(c, β_{k,g}) + 1 \) outermost critical sections executed by tasks in \( \tau_k \). Also analogously to the proof of Constraint 25, no task delays \( J_i \) with more than one outermost critical section during \( [t_1, t_2] \). Because the RSM satisfies requests strictly in order of increasing token-acquisition timestamps, any job that delays \( J_i \) within the RSM (and hence transitively causes \( J_i \) to incur token blocking) must have acquired its token for group \( g \) before \( J_i \) did so, and hence no later than at time \( t_1 \). Furthermore, any such job necessarily releases its token only some time after \( t_1 \). At time \( t_1 \) there hence exist at least \( \min(c, β_{k,g}) + 1 \) token-holding jobs in cluster \( C_k \). However, the CKIP ensures that no more than \( c \) jobs in \( C_k \) hold a token at any time, and by definition at most \( β_{k,g} \) tasks in \( \tau_k \) require a token for group \( g \). Contradiction. ▶

This concludes the constraints on token blocking. We next constrain RSM blocking, that is, the \( \pi \)-blocking incurred by \( J_i \) while it holds a token and waits for individual resources. First, we observe on a per-cluster basis that RSM blocking across all tasks is limited by the number of resource requests that \( J_i \) issues because the RSM serves jobs in timestamp order.

▶ Constraint 27. \( \forall g \in G : \forall k \in \{1, \ldots, \frac{m}{c}\} : \)

\[
\sum_{T_x \in \tau_k} \sum_{O_{x,g} \in O_{(g)}} \theta^i_{x,y} \sum_{v=1}^{c} X^R_{x,y,v} \leq \begin{cases} 
\phi_{1,g} \cdot \min(c, β_{k,g}) & T_i \notin \tau_k \\
\phi_{1,g} \cdot \min(c-1, β_{k,g}-1) & \text{otherwise}
\end{cases}
\]

Proof. If \( φ_{1,g} = 0 \), then \( J_i \) does not access resources in group \( g \) and the invariant is trivial. Hence, suppose the invariant does not hold. First consider the case \( T_i \notin \tau_k \): then there exists an interval \( [t_1, t_2] \) during which \( J_i \) holds a token for group \( g \) such that \( J_i \) incurs RSM blocking due to more than \( \min(c, β_{k,g}) \) outermost critical sections executed by jobs in \( C_k \). Analogously to the proof of Constraint 26, it follows that more than \( \min(c, β_{k,g}) \) jobs must hold a token for group \( g \) at time \( t_1 \), which is impossible. In the second case, if \( T_i \in \tau_k \), then \( J_i \) necessarily holds one of the \( c \) available tokens (otherwise it could not interact with the RSM), so that there are only \( c - 1 \) tokens available to other tasks, and only \( β_{k,g} - 1 \) other tasks in \( \tau_k \) that are also accessing resources in group \( g \). ▶

Next we constrain RSM blocking in a more detailed fashion by considering which critical sections actually conflict within the RSM. The resulting constraint is essential to realizing the benefits of the increased parallelism in nested locking protocols (relative to coarse-grained group-locking) at analysis time, and not just at runtime. To this end, we require some further terminology. First, we say that a set of resources \( s \) is possibly conflicting with another set of resources \( s' \) if either (i) \( s \cap s' \neq \emptyset \) or (ii) \( \exists \ell_b \in s, \ell_a \in s' \) such that \( \ell_a > \ell_b \). Second, we define \( F_i(s) \equiv |\{O_{i,y} \mid S_{i,y} \text{ possibly conflicts with } s\}| \) to count the number of outermost critical sections of \( T_i \) in which it needs resources that the RSM may have to withhold due to other jobs holding resources in \( s \). Finally, we let \( S^i(g) \equiv \{S_{x,y} \mid T_x \neq T_i \land S_{x,y} \cap g \neq \emptyset\} \) denote the set of all combinations of resources in group \( g \) acquired by other tasks. Based on these definitions, we constrain RSM blocking as follows.

▶ Constraint 28. \( \forall g \in G : \forall s \in S^i(g) : \forall k \in \{1, \ldots, \frac{m}{c}\} : \)

\[
\sum_{T_x \in \tau_k} \sum_{O_{x,s} \in O_{(s)}} \sum_{v=1}^{c} X^R_{x,s,v} \leq \begin{cases} 
F_i(s) \cdot \min(c, β_{k,g}) & T_i \notin \tau_k \\
F_i(s) \cdot \min(c-1, β_{k,g}-1) & \text{otherwise}
\end{cases}
\]

Proof. Consider any group \( g \), set of resources \( s \in S^i(g) \), and cluster \( C_k \). For \( J_i \) to incur RSM blocking when issuing a request for some resource \( \ell_b \in g \), there must exist a job \( J_x \) with
an earlier token-acquisition time that either already holds \( \ell_a \), or that holds a resource \( \ell_a \in g \) such that \( \ell_a \succ \ell_b \). In other words, \( J_i \) incurs RSM blocking only if \( \{ \ell_b \} \) is possibly conflicting with the set of resources already held by jobs with earlier timestamps. Recall that \( F_i(s) \) counts the number of outermost critical sections of \( T_i \) accessing resources that are possibly conflicting with \( s \). It follows that \( J_i \) executes at most \( F_i(s) \) outermost critical sections that may encounter RSM blocking due to outermost critical sections of tasks in \( \tau_i^j \) that access \( s \) or a subset of \( s \) (i.e., the requests represented on the left-hand side of the constraint). As in the proof of Constraint 27, it is easy to show that no more than \( \min(c, \beta_{k,g}) \) (respectively, \( \min(c-1, \beta_{k,g} - 1) \)) outermost critical sections can cause RSM blocking per each outermost critical section of \( J_i \) if \( T_i \notin \tau_k \) (respectively, \( T_i \in \tau_k \)). The bound follows.

\[\]

6 Schedulability Experiments

We compared the GIPP against the OMIP and the RNLP as (i) they are both asymptotically optimal with respect to s-oblivious pi-blocking, (ii) the OMIP [6] is the only prior independence-preserving locking protocol for clustered scheduling, and (iii) the RNLP [32] is the only prior fine-grained nested locking protocol that ensures asymptotically optimal pi-blocking bounds under clustered scheduling.

To conduct meaningful experiments, one requires a fine-grained (i.e., non-asymptotic) pi-blocking analysis. The OMIP has such analysis, which is also formulated as an LP [6], which we use in these experiments. However, for the RNLP, there are surprisingly no fine-grained bounds available in prior work. We therefore had to adapt our analysis of the GIPP (Section 5) to the RNLP. To this end, we created an instantiation of the RNLP called the CA-RNLP that uses the the CKIP as its token lock and AI-RSM as its RSM. As the RNLP and hence the CA-RNLP uses only a single, global token lock, our analysis in Section 5 is applicable to the CA-RNLP if one presumes that all resources are part of a single group.

We generated task sets with Emberson et al.’s method [17] via the SchedCAT [9] library and considered all combinations of the following parameter choices. Each task set consisted of \( n \in \{2.0m, 3.0m\} \) tasks with total utilization \( U \in \{0.4m, 0.6m\} \) to be scheduled on \( m \in \{4, 8, 16\} \) processors under partitioned EDF scheduling (\( c = 1 \)). There were \( n^{nl} \in \{0.0m, 0.5m, 1.0m\} \) latency-sensitive tasks in the task set, and \( n - n^{nl} \) non-latency-sensitive (i.e., regular) tasks. Periods were drawn uniformly at random from the set \( \{1ms, 2ms, 4ms, 5ms, 8ms\} \) for latency-sensitive tasks, and from the set \( \{10ms, 20ms, 25ms, 40ms, 50ms, 100ms, 125ms, 200ms, 250ms, 500ms, 1000ms\} \) for regular tasks; the specific period values were inspired by Kramer et al.’s work on producing real-world automotive benchmarks [24]. Latency-sensitive tasks shared three resources in a single group, and each issues one or two outermost requests for resources in their group at random. The regular tasks shared twelve resources split into equally sized groups of \( g^{size} = \{1, 2, 3, 4\} \) resources. Each regular task accessed just one group, and issued from \( \{1, \ldots, N^{max}\} \) outermost requests for resources in that group at random, where \( N^{max} \in \{1, 2, 3\} \). The outermost critical section lengths of latency-sensitive tasks were drawn uniformly at random from \( [1\mu s, 15\mu s] \), and from \( [1\mu s, mcs] \) for regular tasks, where \( mcs \) varied across \([5\mu s, 1000\mu s]\) in increments of \( 5\mu s \).

Each resource group was of one of two types \( g^{type} \in \{\text{wide}, \text{deep}\} \). More precisely, we say a shared resource \( \ell_b \in \Gamma \) is a top-level resource if \( \ell_b \in \Gamma \) s.t. \( \ell_a \succ \ell_b \), and consider a group to be wide if at least half of its resources are top-level, and deep otherwise. Tasks were assigned a minimal set of requests to form the desired groups; afterwards tasks were assigned outermost requests for resources in their corresponding group at random until each made \( N^{max} \) requests (per job); each outermost request contained a nested request with probability 0.5.
There are 864 combinations of the varied parameters \((n, n_l, U, m, N_{\text{max}}, g_{\text{size}}, g_{\text{type}})\). Some combinations are duplicate in effect (i.e., wide and deep groups of size one are the same), or not possible to generate. After removing such combinations from consideration, there remain 522 combinations. For each combination, we generated 1000 task sets per \(m_{\text{csl}}\) value (i.e., per point on the x-axis), and then tested each task set for schedulability under the GIPP, OMIP, and the CA-RNLP. Figures 7 to 9 show three select scenarios out of the 522 combinations; all graphs are provided in an online appendix [29]. (Figure 10 further shows a hand-crafted example to highlight a specific behavior as discussed below.)

In our large-scale experiments, both the GIPP and the OMIP retained a high level of schedulability for most parameter configurations. In most cases, the CA-RNLP provided a substantially lower level of schedulability than the GIPP or the OMIP. We now outline some key observations drawn from the large-scale schedulability experiments. As our first observation, we notice that the GIPP performs noticeably better than the OMIP and the CA-RNLP in most of our experiments, and never worse. In corner cases, the performance of the GIPP approaches that of the OMIP when \(g_{\text{size}} = 1\), and the CA-RNLP when \(g_{\text{size}} = |\Gamma|\) (i.e., the total number of resources). As a result, the GIPP never performs worse than the better-performing of the two baselines. This is apparent in Figure 7 and Figure 8.

Our second observation is that the isolation of latency-sensitive tasks greatly impacts schedulability. When latency-sensitive tasks must compete with regular tasks for the same set of tokens, schedulability quickly drops under the CA-RNLP as \(m_{\text{csl}}\) increases (see Figure 7). As our third observation, we note that even in the absence of latency-sensitive tasks, schedulability is greatly affected by the use of a single, global token lock (i.e., if tokens are not group-specific). As \(m_{\text{csl}}\) increases, schedulability under the CA-RNLP drops at a roughly linear rate in Figure 8, whereas task sets remain schedulable for the entire range of
mcsl under the GIPP and the OMIP. This demonstrates that a single token lock ultimately becomes a bottleneck for otherwise schedulable task sets. As a fourth observation, the benefits of (group) independence preservation diminish under high contention for all resources. This is shown in Figure 9, where roughly the same pattern of schedulability is seen under all three protocols. In contrast, the benefits of independence preservation are more clearly seen when there is a greater degree of isolation as in Figure 8.

This concludes our discussion of the large-scale schedulability study. As the workload generator with the chosen set of parameters did not generate a sufficient number of task sets that hit weak points of the OMIP, we further set up an experiment with a hand-crafted task set; the result is shown in Figure 10. The four tasks of the task set share a single wide group of size four. Three of the tasks access only top-level resources, while the fourth task makes the necessary requests to form the group. The rules and structure of the GIPP and the CA-RNLP allow for top-level resources to be acquired independently, which is not possible with the OMIP’s group locks. Thus, as a final and fifth observation, we note that fine-grained nested locking offers a noticeable increase in schedulability when compared to group locks for heavily asymmetric resource access patterns.

7 Conclusion

We have examined the concept of independence preservation in the context of fine-grained nested locking. On the one hand, outer-lock independence preservation yields non-optimal bounds on s-oblivious pi-blocking. On the other hand, group independence preservation can be realized with asymptotically optimal pi-blocking bounds (under s-oblivious analysis), as demonstrated with the GIPP. To obtain the GIPP, we constructed the CKIP as a building block, which is noteworthy in itself as it is the first asymptotically optimal, non-nested independence-preserving, k-exclusion lock for clustered scheduling. Finally, we demonstrated with empirical experiments using a fine-grained pi-blocking analysis of the GIPP that it avoids the bottleneck imposed by the RNLP’s single token lock (or group locks under the OMIP), thereby allowing latency-sensitive tasks to be accommodated.

In future work, it would be interesting to extend the GIPP to semi-partitioned scheduling [1, 2, 13]. It will also be necessary to study the real-world overheads (e.g., cache misses, TLB flushes, inter-processor interrupts, etc.), which the GIPP is particularly exposed to due to its use of allocation inheritance, in a practical system such as LITMUSRT [5, 15].

References


The Safe and Effective Use of Learning-Enabled Components in Safety-Critical Systems

Kunal Agrawal
Washington University in Saint Louis, MO, USA
kunal@wustl.edu

Sanjoy Baruah
Washington University in Saint Louis, MO, USA
baruah@wustl.edu

Alan Burns
The University of York, UK
alan.burns@york.ac.uk

Abstract
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1 Introduction

Many autonomous cyber-physical systems (CPS’s) such as self-driving cars are safety-critical, and must have their safety properties verified before they can be considered for deployment. However approaches that have traditionally been used for the purposes of performing safety assurance in safety-critical systems do not seem directly applicable to modern autonomous CPS’s due to multiple reasons, including the presence of complex and adaptive functionalities that are based upon the incorporation of machine learning techniques that are not well understood in the way that components traditionally used in safety-critical systems are. The importance, as well as the enormous complexity, of the problem of obtaining assurance for autonomous CPS’s that incorporate machine learning has been widely recognized, and approaches for solving this problem are being actively sought – consider the following example initiatives:
The Assured Autonomy Program [8] of the United States Defense Advanced Research Projects Agency (DARPA) has a goal of creating technology for establishing assurance of CPS’s that contain “Learning-Enabled Components” (LECs), which are an abstraction defined in [8] that generalizes a wide variety of popular machine learning approaches.

In a similar vein, the Assuring Autonomy International Programme [1] is an initiative funded by the international insurance company Lloyd’s of London at the University of York (UK), motivated in part by a 2016 study by Lloyd’s identifying assurance and regulation as being amongst the biggest obstacles to realising the benefits of robotics and autonomy.

Yet another important example project in this space is the Bounded Behavior Assurance initiative [6], spearheaded by the major US defense contractor Northrop Grumman Corporation, which seeks to define processes for establishing assurance (and eventually, obtaining certification) that the behavior of unmanned aerial vehicles that use machine learning to make safety-critical and mission-critical decisions will always remain within pre-specified bounds.

It is widely accepted that predictability of run-time behavior [10] is very important for the purposes of assuring safety in safety-critical systems. Although most non-trivial safety-critical systems inevitably encounter some unpredictability in run-time behavior, safety-critical systems designers have developed a range of advanced and sophisticated techniques for dealing with inherent run-time unpredictability with regards to extra-functional properties such as timing (the duration required to complete execution) or energy consumption. However, safety-critical systems that make use of LECs tend to additionally not be predictable from the functional perspective: the precise “worth” or value of a computation performed by an LEC that incorporates deep learning or similar AI-based techniques is often not easily predicted beforehand. This aspect of run-time unpredictability has not been as widely studied in the safety-critical systems community: How should one deal with such functional uncertainty in safety-critical systems? In this paper, we continue our investigations, first reported in [3], of one possible approach for doing so for a particular form of computation involving LECs, that possess the following characteristics:

- The overall computation can be considered to be a multi-stage one, in which a series of functional blocks are to be executed in a specified sequence. For an execution of the computation to be considered correct (and hence safe), a specified minimum level of service must be obtained cumulatively over all the stages; we assume that this minimum level of service is quantified as a numerical target value.

- We have a choice of different alternative implementations for each stage of the computation, some or all of which may involve the use of LECs. Each implementation takes some duration to complete execution, and achieves an associated value – a quantitative measure of the quality of the computation that was achieved by executing that implementation.\(^1\)

We perform the complete end-to-end computation by selecting and executing exactly one of the implementation choices for each stage, in sequence. The total value obtained by the end-to-end computation is defined to be the sum of the values associated with the implementations that were selected for the individual stages.

- We can monitor the computation – determine certain aspects of system state – after each stage during run-time.

---

\(^1\) It may be convenient to think of this value as a measure of the progress that will be made towards achieving the overall objective for the computation, if this implementation were selected for this stage of the computation.
For computations that can be characterized in this manner, we consider different approaches for scheduling the computation in ways that guarantee safety – i.e., guarantee that the computation will achieve the specified target value of quality of service – and optimize for performance – specifically, reduce the overall duration of the computation. We provide a precise formulation of the scheduling problem that needs to be solved as a constrained optimization problem (Section 2); explore a number of algorithms, ranging from provably optimal ones (Section 3) to simple heuristics that are efficiently implementable (Section 4), for solving this problem; and compare these different algorithms via simulation experiments on randomly-generated synthetic workloads (Section 4).

Organization. The remainder of this paper is organized in the following manner. In Section 2 we formally specify the problem that is studied in this paper, and present arguments making the case that this is indeed a relevant problem that merits further exploration by the real-time computing community. In Section 3 we present algorithms for solving this problem, and derive properties that demonstrate the correctness and characterize the efficacy of our algorithms. In Section 4 we explore some heuristic solution techniques: although these heuristics are easily shown to be non-optimal, some simulation-based experiments on synthetically generated workloads indicates that carefully chosen heuristics may be adequate for solving some specific classes of the problem in a near-optimal manner. We discuss some directions in which the problem we are studying here could be generalized in Section 5, and conclude in Section 6 by placing this work within a larger perspective on the design and analysis of highly complex safety-critical cyber-physical systems.

2 Model and Problem Statement

In this section we motivate and formally define the model of LEC-enabled computations that we are considering in this paper. We highlight, via illustrative examples, some of the challenges that arise in the pre-runtime safety analysis of such systems that we seek to solve, and formally define the problem that is studied in the remaining sections of this paper.

As discussed in Section 1 above, we consider multi-stage computations in which a series of functional blocks are to be executed in a specified sequence, and we have a choice of several different implementations for each stage. Let $n$ denote the number of stages, and $m$ the maximum number of available alternative implementations for any stage. (An example multi-stage computation with $n = 2$ and $m = 3$ is depicted in Figure 1.) Let $V \in \mathbb{N}$ denote a target value that must be obtained cumulatively across all stages of the computation. We will use the notation $I_{i,j}$ to denote the $j$’th implementation choice for the $i$’th stage, $0 \leq i < n$ and $0 \leq j < m$. Let $V_{i,j} \in \mathbb{N}$ denote the value that is obtained by executing the implementation $I_{i,j}$, and let $C_{i,j} \in \mathbb{N}$ denote the duration of this execution – we do not assume that the numerical values of these parameters are known prior to executing $I_{i,j}$ (and indeed allow for the possibility that they may be different on different executions of $I_{i,j}$). Consider some execution of the end-to-end computation, and let $\phi(i)$ denote the implementation of the $i$’th stage that is chosen (i.e., $I_{i,\phi(i)}$ is the executed implementation) for each $i$, $0 \leq i < n$. Note that the function $\phi(\cdot)$ thus specifies the schedule for the computation – we will henceforth often refer to it as the scheduling function, or simply the schedule, for the computation. It is required that the scheduling function $\phi(\cdot)$ satisfy the constraint that $\sum_i V_{i,\phi(i)} \geq V$; from amongst all the functions $\phi$ that do so, we seek one that minimizes $\sum_i C_{i,\phi(i)}$. That is, our correctness constraint is that the sum of the values returned across all $n$ stages should equal (or exceed) the specified threshold value $V$, while the performance objective is that the cumulative duration of the computation be minimized.
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\[ V = 10 \]

\[ \mathcal{I}_{0,0}: (6, 30) \quad \mathcal{I}_{0,1}: (4, 10) \]

\[ \mathcal{I}_{1,0}: (7, 50) \quad \mathcal{I}_{1,1}: (4, 20) \quad \mathcal{I}_{1,2}: (3, 10) \]

**Figure 1** An instance discussed in Example 1: a 2-stage computation with a choice of two possible implementations for the first stage and three for the second, that must achieve a value of at least 10 \((V = 10)\). The ordered pairs represent the \((v_{i,j}, c_{i,j})\) parameters of the implementations.

As stated above, the \(C_{i,j}, V_{i,j}\) values are unknown prior to actually executing \(\mathcal{I}_{i,j}\), and will in general take on different values each time \(\mathcal{I}_{i,j}\) is executed. In order to be able to do pre-run-time verification, it is necessary that worst-case bounds be known on the values that these quantities may take. Let \(c_{i,j}\) and \(v_{i,j}\) denote safe worst-case bounds on the values of \(C_{i,j}\) and \(V_{i,j}\) respectively, that can be determined beforehand; by “safe,” we mean that it is guaranteed that \(C_{i,j} \leq c_{i,j}\) and \(V_{i,j} \geq v_{i,j}\) for all executions of \(\mathcal{I}_{i,j}\).

The value of \(c_{i,j}\) is what is commonly referred to in the real-time computing literature as the worst-case execution time (WCET) of the implementation \(\mathcal{I}_{i,j}\), and may be determined using the wide range of tools, techniques, and methodologies for WCET-determination [11] that have been developed within the real-time computing community. We require that similar tools, techniques, and methodologies be developed that enable us to determine lower bounds on the value of the computation that is performed by an LEC.

While we recognize that this is a major “ask” that will require a large concerted effort on the part of the safety-critical systems community, we believe it is unavoidable – we don’t really see any other path to enabling the safe and effective use of LECs in safety-critical systems.

If we are to be able to verify correctness of a given computation prior to run-time, it is evident that there should exist some implementation of each stage such that the worst-case value bounds of these implementations sum to at least the target value – this correctness requirement is formalized later (in Expression 1) as a feasibility test, and computations passing the feasibility test are said to be feasible. If a computation is deemed feasible, our approach, as briefly described in Section 1, will generate a schedule prior to run-time that can be verified for correctness, and shown to always have an acceptably small duration. What properties must such a schedule satisfy? Let us try to understand some of the issues involved via a simple example.

**Example 1.** Consider a 2-stage computation \((n = 2)\) with a choice of 2 implementations per stage \((m = 2)\), for which correctness requires that a cumulative value of at least 10 be obtained \((V = 10)\) – see Figure 1. (As explained in the caption to the figure, each implementation is labeled here with an ordered pair denoting the minimum value that is

---

Note: in much of the remainder of this paper we will make the simplifying assumption that the actual run-time of implementations does not vary much from their specified WCET’s: \(C_{i,j} \approx c_{i,j}\) for all \((i, j)\). This simplifying assumption allows us to highlight the primary focus of this paper, which is that of dealing with the uncertainty that is inherent in a priori characterizing the value obtained from many LEC’s. (This is also a reasonable assumption for the many Deep-Learning based LECs that are implemented as a known number of “layers” of matrix computations and therefore known to have very predictable and deterministic running times.) In Section 5 we briefly discuss how our work may be generalized by removing this simplifying assumption, and incorporating considerations of uncertainty along both the value and the timing dimensions.
guaranteed to be obtained by choosing to execute the implementation, and the maximum duration that the implementation may take to execute.) We note that since we have a choice of two implementations for the first stage and a choice of three implementations for the second stage, there is a total of $2 \times 3 = 6$ possible distinct schedules:

<table>
<thead>
<tr>
<th>No.</th>
<th>Schedule</th>
<th>Min. cumulative value</th>
<th>Guaranteed Correct?</th>
<th>Max. delay</th>
</tr>
</thead>
</table>
| 1.  | $(I_{0,0}; I_{1,0})$ | $6 + 7 = 13$ | Y | $30 + 50 = 80$
| 2.  | $(I_{0,0}; I_{1,1})$ | $6 + 4 = 10$ | Y | $30 + 20 = 50$
| 3.  | $(I_{0,0}; I_{1,2})$ | $6 + 3 = 9$ | N | —
| 4.  | $(I_{0,1}; I_{1,0})$ | $4 + 7 = 11$ | Y | $10 + 50 = 60$
| 5.  | $(I_{0,1}; I_{1,1})$ | $4 + 4 = 8$ | N | —
| 6.  | $(I_{0,1}; I_{1,2})$ | $4 + 3 = 7$ | N | —

Of these six, three can assure a value of at least 10 are are thus guaranteed correct; from amongst these correct schedules, the schedule $(I_{0,0}; I_{1,1})$ has the lowest associated delay bound of 50.

If a static schedule – one in which the choice of implementations is finalized prior to run-time – is desired then it is reasonable to choose the schedule $(I_{0,0}; I_{1,1})$ since it is the correct schedule that guarantees the best (smallest) maximum delay. Such a static schedule has the benefit of not requiring any run-time monitoring: under the assumption that the worst-case characterizations (of both the value obtained and the duration required) of the implementations is correct, this schedule is guaranteed to obtain the required value of $V = 10$ and is hence correct; additionally, from among all such static schedules the selected one is, informally speaking, clearly the “best” choice.

Suppose now that the schedules are permitted to be adaptive: they may be changed between stages in response to additional information that is revealed during run-time by monitoring the actual behavior (recall that the $c_{ij}$ and $v_{ij}$ values represent conservative worst-case estimates: the actual behavior experienced during run-time may well turn out to be superior to these worst-case estimates). Consider the following possible scenarios.

1. If while proceeding to execute the chosen schedule, $(I_{0,0}; I_{1,1})$, upon completing the first stage it is discovered that this stage actually returns a value $\geq 7$. Now since the value remaining to be acquired is $\leq 3$, it is safe to switch to the implementation $I_{1,2}$ for the second stage; doing so further reduces the maximum delay bound to $30 + 10 = 40$.

2. If we had instead initially chosen the schedule $(I_{0,1}; I_{1,0})$ (which is also guaranteed to be correct, albeit with a larger maximum delay bound of 60) and upon executing the first stage discovered that the value returned is $\geq 6$, it then becomes safe to switch to the implementation $I_{1,1}$ for the second stage, and doing so results in a maximum delay bound of $10 + 20 = 30$.

In the second scenario above, we started out with a sub-optimal schedule (from the static perspective), but run-time monitoring enabled the adaptive schedule to achieve a smaller delay than was achieved in the first scenario by starting out with the optimal static schedule. So when adaptive scheduling is permitted, which schedule should we start out with? In the absence of additional information (for instance, in our example above how likely is it that the value returned by $I_{0,1}$ will actually exceed 6?), we cannot think of any reason to go with an initial schedule other than the one with the best worst-case static guarantee (in our example, the schedule $(I_{0,0}; I_{1,1})$). However, it may be the case that additional information (over and above the worst-case bounds $c_{i,j}$ and $v_{i,j}$) regarding run-time behavior is available prior to run-time; if so, it may be possible to use such additional information to
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\[ \mathcal{V} = 10 \]

\[ \mathcal{I}_{0,0}: (6, 7, 30) \quad \mathcal{I}_{0,1}: (4, 6, 10) \]

\[ \mathcal{I}_{1,0}: (7, 8, 50) \quad \mathcal{I}_{1,1}: (4, 4, 20) \quad \mathcal{I}_{1,2}: (3, 6, 10) \]

**Figure 2** The example instance of Figure 1, with the typical values obtained by implementations also specified. The 3-tuples represent the \((v_{i,j}, v_{i,j}^T, c_{i,j})\) parameters of the implementations.

Furthermore optimize the initial schedule provided we are able to do so without compromising the correctness guarantee. An example of such additional information that may be available, that we consider to be particularly interesting and useful, is suggested by Quinton et al. [9] via the concept of **typical analysis**. The idea behind typical analysis is that while a worst-case characterization of a system must encompass all possible behaviors of the system, a “typical” characterization excludes pathological behaviors that are extremely unlikely to occur in practice.\(^3\) Let us suppose that our multi-stage computation is subjected to such typical-case analysis, and let the parameter \(v_{i,j}^T\) denote the typical value obtained by the implementation \(\mathcal{I}_{i,j}\); the interpretation being that implementation \(\mathcal{I}_{i,j}\) will obtain a value no smaller than \(v_{i,j}^T\) in all non-pathological executions of the computation.

With this notion of typical-case analysis in mind, let us revisit the scenarios introduced above. We can now state that if \(v_{0,1}^T \geq 6\) (in Figure 2, the example instance of Figure 1 is updated with the typical value parameters, the \(v_{i,j}^T\)'s, also specified), then choosing implementation \(\mathcal{I}_{0,1}\) rather than \(\mathcal{I}_{0,0}\) for the first stage

1. **Assures correctness** under all circumstances, and
2. **offers superior performance** – a smaller maximum delay – under typical circumstances.

**Problem statement.** We now summarize our workload model, and the problem we seek to solve. A problem **instance** is defined by specifying values for

- the number of stages \(n\) of the multi-stage computation;
- the maximum number of alternative implementations \(m\) for each stage;
- the target value \(\mathcal{V}\) that is needed for correctness;
- the worst-case and typical values \(v_{i,j}\) and \(v_{i,j}^T\) for the value-obtained parameters for each implementation \(\mathcal{I}_{i,j}\), \(0 \leq i < n, 0 \leq j < m\); and
- the worst-case execution time \(c_{i,j}\) of implementation \(\mathcal{I}_{i,j}\), \(0 \leq i < n, 0 \leq j < m\). (As previously noted –see footnote 2– we could, in principle, have worst-case and typical-case characterizations of the execution time parameters as well; we have chosen to not do so here in order to keep things simple. We will revisit and briefly discuss the implications of this choice in Section 6.)

To summarize, an **instance** \(I\) of our problem is characterized by

1. the \(n \times m\) implementations \(\mathcal{I}_{i,j}\), \((i,j) \in \{0, 1, \ldots, (n-1)\} \times \{0, 1, \ldots, (m-1)\}\), with each \(\mathcal{I}_{i,j}\) characterized by the 3-tuple \((v_{i,j}, v_{i,j}^T, c_{i,j})\); and
2. the target value \(\mathcal{V}\).

\(^3\) E.g., worst-case characterization of the value obtained by an implementation may be obtained by performing static analysis of the implementation, making worst-case (or pessimistic) assumptions and rigorously proving the value that will be obtained under these assumptions. In contrast, a typical characterization of this value may be obtained via extensive experimentation and measurement, executing the implementation under a wide range of “typical” conditions and using the smallest measured value that is obtained.
A schedule for such an instance is a function \( \phi : [0, 1, \ldots, n - 1] \rightarrow [0, 1, \ldots, m - 1] \), with \( \phi(i) \) denoting the implementation of stage \( i \) that is selected for execution in the schedule. An instance is said to be feasible if it is possible to schedule it in a manner that guarantees that the cumulative value \( V \) is obtained for all possible actual run-time behaviors; it is obvious that a necessary and sufficient feasibility condition is that

\[
\sum_{i=0}^{n-1} \left( \max_{j=0}^{m-1} v_{i,j} \right) \geq V
\]

(1)

Given a feasible instance, we seek a scheduling strategy for choosing an implementation \( \phi(i) \) for each stage \( i \) of the instance. We require that our strategy only make safe choices: never choose an implementation that could result in an incorrect schedule. If several safe choices are available, then our choice is governed by our optimization objective of minimizing execution duration; in this paper we advocate for choosing an implementation that guarantees the smallest overall delay under all typical circumstances, and derive algorithms that enable us to do so. In the following example we illustrate some of the issues that arise in choosing to optimize for the typical case rather than the worst case.

**Example 2.** Let us revisit the example of Figure 2. We note that

- If we were to choose implementation \( I_{0,0} \) for the first stage we are guaranteed to obtain a value of at least 6 units, which would leave us requiring the remaining 4 units of value from the second stage. Either of the implementations \( I_{1,0} \) or \( I_{1,1} \) is able to guarantee this; hence it is safe to choose implementation \( I_{0,0} \) for the first stage.

- If we were to instead choose to execute implementation \( I_{0,1} \) for the first stage, then we are guaranteed to obtain a value of at least 4 units. This would leave us requiring 6 units of value from the second stage. Since implementation \( I_{1,0} \) is able to guarantee this, we conclude that it is safe to choose implementation \( I_{0,0} \) for the first stage.

We have seen that from the perspective of safety we may therefore choose either implementation \( I_{0,0} \) or implementation \( I_{0,1} \) for the first stage. Let us examine how we would choose between the two implementations.

**Worst-case analysis.** We separately consider both choices of implementation for the first stage:

1. If we choose \( I_{0,0} \), then the lowest value that we would obtain is 6, and will then need an additional 4 units of value from the second stage. That requires that we choose \( I_{1,0} \) or \( I_{1,1} \) for the second stage; we prefer \( I_{1,1} \) since it has a lower delay, and hence end up with a bound of 30 + 20 = 50 on the delay.

2. If, on the other hand, we were to choose \( I_{0,1} \) for the first stage, then the lowest value that we would obtain is 4. That would leave us 6 units of value short of the target, and we must choose implementation \( I_{1,0} \) for the second stage. Thus results in a cumulative bound of 10 + 50 = 60 on the delay under typical circumstances.

Since 50 < 60, we would choose the implementation \( I_{0,0} \) for the first stage, and are guaranteed a maximum cumulative delay of 50 time units.

**Typical-case analysis.** We again consider both choices for the first stage:

- If we choose \( I_{0,0} \), then the lowest value that we would obtain under typical conditions is 7. Since we will then need an additional 3 units of value from the second stage, we may choose implementation \( I_{1,2} \) for the second stage, for a bound of 30 + 10 = 40 on the delay under typical circumstances.
If, on the other hand, we were to choose $I_{0,1}$ for the first stage, then the lowest value that we would obtain under typical conditions is 6. That would leave us 4 units of value short of the target; since these 4 units of value must be guaranteed to be obtained in the second stage, we must choose implementation $I_{1,1}$ for the second stage.\footnote{\textsuperscript{4}} This results in a cumulative bound of $10 + 20 = 30$ on the delay under typical circumstances. Since the delay bound is smaller if we choose $I_{0,1}$, we would prefer the implementation $I_{0,1}$ for the first stage. By so doing, we are able to guarantee a maximum cumulative delay of 30 time units under typical conditions (as opposed to the 50 time units that was guaranteed above, when we chose implementation $I_{0,0}$ based on worst-case analysis). However if we were to encounter atypical conditions whilst executing implementation $I_{0,1}$ and obtain less than $v_{0,1}^T = 6$ units of value, we may end up with a shortfall of more than four units of value and therefore need to execute implementation $I_{1,0}$ for the second stage, for a cumulative delay of $10 + 50 = 60$ time units.

Example 2 above illustrates the difference in the kinds of performance guarantees that are made by “traditional” worst-case analysis, and the typical-case analysis that we are proposing:

Typical analysis provides superior performance (in this example, smaller cumulative delay) under typical conditions, but may provide worse performance under atypical conditions. However, it does guarantee correctness (in our example, to obtain a cumulative value of at least 10) under all conditions, typical or atypical.

3 Scheduling Algorithms and Analysis

In this section we will develop algorithms that solve the problem described in Section 2 above. We derive two separate algorithms: one for solving the (preexisting) problem of optimizing performance for the worst case and the other, for the novel problem that is the major focus of this paper, of optimizing performance for the typical case (while assuring correctness under all cases, typical or not). It turns out (see Section 3.1 below) that both these optimization problems are NP-hard; hence, we should not expect to be able to find polynomial-time algorithms for solving them. We will however show that both our algorithms have pseudo-polynomial running time.

The remainder of this section is organized in the following manner. We show that our problems are unlikely to be solvable using polynomial-time algorithms in Section 3.1, develop pseudo-polynomial time algorithms for solving them in Sections 3.2–3.3, and formally specify their optimality properties in Section 3.4.

3.1 Computational Complexity

The problem we seek to solve is easily seen to be computationally intractable – NP-hard, by reduction from the Multiple-choice Knapsack Problem (MCKP) \footnote{\textsuperscript{7}}, a well-known NP-hard problem. The Multiple-choice Knapsack Problem (MCKP) may be defined in the following manner:

Given $k$ classes $N_1, \ldots, N_k$ of items, and a knapsack of capacity $c$. Each item $j \in N_i$ has a profit $p_{ij}$ and a weight $w_{ij}$, and the problem is to choose one item from each class such that the profit sum exceeds $p$ without having the weight sum exceed $w$. 

\footnote{\textsuperscript{4}} We could also have chosen $I_{1,0}$, but that has a larger delay bound, and hence offers inferior performance.
To determine whether a given instance of the form described above $\in$ MCKP, we could reduce it to an instance of our problem that comprises $k$ stages with a choice of $|N_i|$ implementations for the $i$th stage for each $i$, $1 \leq i \leq k$. The implementation $\mathcal{I}_{i,j}$ is assigned the parameters $v_{ij} = p_{ij}$, $v_{ij}^T = p_{ij}$, and $c_{ij} = w_{ij}$; the desired target value $V = p$. It is evident that this instance of our problem can guarantee a delay not exceeding $w$ if and only if the given instance $\in$ MCKP. Since determining whether an instance $\in$ MCKP is NP-hard, it follows that determining a schedule that optimizes for performance under typical conditions, while concurrently assuring correctness, is also NP-hard.

Observe that the instance of our problem obtained in the above reduction from MCKP has $v_{ij} = v_{ij}^T$ for all $(i,j)$; hence, its optimal solution would be exactly the same regardless of whether one were optimizing for performance under worst-case assumptions or typical-case ones. This establishes that the problem of optimizing for the worst case while assuring correctness is also an NP-hard problem.

3.2 Algorithm Description

As stated earlier, our objective is to obtain a schedule that optimizes for performance (i.e., minimizes the duration of computation) while assuring correctness – i.e., obtaining a cumulative value no smaller than the specified target $V$. Our approach toward achieving this is to construct, prior to run-time, a lookup table that will subsequently be used during run-time in a manner that is elaborated upon in Section 3.3.

Let us suppose that we have completed execution of the first $(i-1)$ stages during some execution of the computation, having obtained a cumulative value $\hat{V}$ by so doing, and wish to determine which implementation $\mathcal{I}_{i,j}$ of the $i$th stage we should choose in order to optimize for performance whilst continuing to assure correctness (i.e., guaranteeing that we will be able to obtain a cumulative value $V' \geq (V - \hat{V})$ under all circumstances, typical or not). Below, we first describe how one can identify, for each stage $i$ and each possible value for $V'$, which implementations are safe to execute (in the sense of not compromising correctness) in Section 3.2.1. Once we have figured out how to identify the safe implementations, we separately discuss, in Section 3.2.2 how to choose amongst them in order to optimize for the two different performance criteria – optimizing for the worst case and for the typical case.

3.2.1 Identifying safe implementations

For each $i, 0 \leq i \leq n$, let $\Delta_i$ denote the largest value that we can guarantee to obtain over the remaining stages – stages $i, (i+1), \ldots, (n-1)$ – of the computation, based upon the characterizations of the implementations that are available to us. It is evident that

\[
\Delta_n = 0 \quad \text{(Since there is no stage n)}
\]

and

\[
\Delta_i = \Delta_{i+1} + \max_{j=0}^{m-1} \{v_{ij}\} \quad (2)
\]

This computation is represented in pseudo-code form in Figure 3; since it comprises two nested loops, it is easily seen to take running time $\Theta(nm)$. (Notice that the feasibility condition of Expression 1 can be rewritten as $V \geq \Delta_0$; i.e., the target value $V$ needed for correctness is no smaller than the largest value that we can guarantee to obtain over [all] the stages $0, 1, \ldots, n-1$.)

Suppose now that that we are in the midst of executing the computation during some run – we have completed the stages $0, \ldots, (i-1)$ in a safe manner, and have an amount $V'$ remaining of the target value to be acquired (implying that the stages $0, \ldots, (i-1)$ together...
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ComputeDeltas(I)
1. $\Delta_n = 0$
2. for $i = n-1$ downto 0
   3. $tmp = 0$
   4. for $j = 0$ to $m-1$
      5. if ($v_{i,j} > tmp$) then $tmp = v_{i,j}$
   6. $\Delta_i = \Delta_{i+1} + tmp$

Figure 3 Pseudo-code for computing the $\Delta_i$ values – the maximum value that can be guaranteed over the stages $i, i+1, \ldots, (n-1)$ of the computation.

must have yielded a cumulative value $V - V'$. If we were to now choose the implementation $I_{i,j}$ for the $i$th stage and were to discover, upon having completed its execution, that doing so yielded the lowest (i.e., worst-case) value of $v_{i,j}$, we will need to obtain an additional amount $(V' - v_{i,j})$ of value over the remaining stages $(i + 1), \ldots, (n - 1)$. Hence for it to be safe for us to choose the implementation $I_{i,j}$ for the $i$th stage, it is necessary (and sufficient) that

$$ (v_{i,j} + \Delta_{i+1}) \geq V' $$

Expression 3 above can be thought of as constituting a run-time safety check: it is safe to use the implementation $I_{i,j}$ in order to obtain a remaining cumulative value $V'$ if and only if Expression 3 evaluates to true.

3.2.2 Choosing an implementation to execute

Based upon the cumulative value that has been obtained over the first $(i-1)$ stages, we saw above how one can identify which of the provided implementations of the $i$th stage are safe to execute. We now describe how we should choose from amongst these safe implementations in order to optimize for performance. We first consider, in Section 3.2.2.1, the case when we seek to optimize for performance in the worst case; subsequently in Section 3.2.2.2 we consider optimizing for the typical case.

3.2.2.1 Optimizing for the worst case

Conceptually speaking, we will build a table $W$ with $(n+1)$ rows and $(V+1)$ columns with the following interpretation. For any $i \in \{0, i, \ldots, n\}$ and any $v \in \{0, 1, 2, \ldots, V\}$, $W[i, v]$ denotes the smallest delay bound that we can guarantee if we are required to obtain a target value of at least $v$ over the stages $i, (i+1), \ldots, (n-1)$. The following recurrence defines the values for $W[i, v]$:

$$ W[n, 0] = 0 \quad \text{(Doing nothing, we trivially obtain a value 0)} $$

$$ W[n, v] = \infty \quad \text{for all } v > 0 \quad \text{(No positive value can be obtained over the non-existent n'th stage)} $$

$$ W[i, v] = \min_{j \mid v_{i,j} + \Delta_{i+1} \geq v} \left\{ c_{i,j} + W[i+1, v - v_{i,j}] \right\} $$

The third -recursive- equation above asserts that if we were to execute the $j$th implementation, we would spend a duration $c_{i,j}$ and obtain a value $v_{i,j}$ in the worst case, thereby requiring an additional value $(v - v_{i,j})$ in the following stages. And the worst-case duration for this is, by definition, given by $W[i + 1, v - v_{i,j}]$. 


**Figure 4** Pseudo-code for computing the tables $T[i,v]$ and $I_T[i,v]$—see Section 3.2.2.2.

Observe that in this third equation we are restricting the choice of implementations (the values that the index $j$ may take) to only those that satisfy the safety/correctness condition of Expression 3, thereby ensuring that the choice of implementations in this $i$’th stage will not lead to an unsafe state.

For reasons that will become evident in Section 3.3, we concurrently also build a table $I_W$ of the same dimensions as the table $W$, with entry $I_W[i,v]$ storing the index $j$ for which the RHS in the third equation in Recurrence 4 is minimized (i.e., choice of implementations for the $i$’th stage that minimizes the response time while guaranteeing a cumulative value $v$ over the stages $i,...,n-1$).

### 3.2.2.2 Optimizing for the typical case

The approach is very similar to the one shown in Section 3.2.2.1 above. Here we build a table $T$; for any $i \in \{0,i,...,n\}$ and any $v \in \{0,1,2,...,V\}$, $T[i,v]$ denotes the smallest delay bound that we can guarantee under all typical circumstances, if we are to obtain a target value of at least $v$ over the stages $i,(i+1),...,n-1$. We have

$$T[n,0] = 0$$
$$T[n,v] = \infty \text{ for all } v > 0$$
$$T[i,v] = \min_{j \mid v_{i,j} + \Delta_{i+1} \geq v} \left\{ c_{i,j} + T[i+1,v - v_{i,j}] \right\}$$

The only difference from Expression 4, the recurrence relation for worst-case analysis, arises in the third (recursive) equation, in specifying the value that remains to be obtained in the stages $(i+1),...,n-1$. While in Expression 4 this is the worst-case value guaranteed by $I_{i,j}$ (i.e., $v_{i,j}$), it is instead the lowest value guaranteed under typical circumstances (i.e., $v_{i,j}^T$) in Expression 5.

Analogous to the table $I_W$ in Section 3.2.2.1 above, we also build a table $I_T$ that stores, in $I_T[i,v]$, the index $j$ for which the RHS in the third equation in Recurrence 5 is minimized.

### Implementation Details, and Running time

Tables $W$ and $I_W$ for worst-case analysis, and tables $T$ and $I_T$ for typical-case analysis, are constructed similarly in a bottom-up fashion. The procedure for computing the $T$ and $I_T$ tables is depicted in pseudo-code form in Figure 4 (the pseudo-code for computing the $W$ and $I_W$ tables is analogous and hence omitted). The bottom-most row of the table ($i=n$) is not explicitly stored, but rather implicitly assumed initialized to all zeros. Row $i$ is filled in once
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all the rows \((i+1), \ldots, n-1\) have been filled. To compute each entry in row \(i\) of the table, we may need to examine each of the \(m\) alternative implementations \(I_{i,0}, I_{i,1}, \ldots, I_{i,m-1}\) (this is done in the \texttt{for} loop of lines 4–8); hence computing each entry in the table takes \(\Theta(m)\) time. Since there are \((n+1) \times (V+1)\) entries in the table, the entire table can be filled in with an overall running time of \(\Theta(mnV)\).

(Note that in order to compute the entries in the table it is necessary that the values \(\Delta_0, \Delta_1, \ldots, \Delta_n\) be known. Hence the pseudo-code of Figure 3 must be executed prior to calling this procedure. It was previously argued, in Section 3.2.1, that the pseudo-code of Figure 3 has a running time \(\Theta(nm)\); the overall computational complexity is therefore dominated by the cost of computing the tables \(W\) and/or \(T\), and remains \(\Theta(mnV)\).)

3.3 Run-time algorithms

We now explain how the tables \(W\) or \(T\), constructed as described in Section 3.2 above, are used during run-time. Section 3.3.1 discusses how the tables \(W\) and \(I_W\) may be used to optimize for performance in the worst case, and Section 3.3.2 discusses how the tables \(T\) and \(I_T\) may be used to optimize for performance in the typical case (while guaranteeing correctness in all cases, typical or not).

3.3.1 Optimizing for the worst case

Let us first suppose that we are optimizing for the worst case, and consider some actual execution of the system during run-time. A static schedule would pre-select an implementation for each stage prior to commencing execution of the first stage, and not change this decision during run-time, regardless of the actual values obtained at each stage. Such a schedule is readily determined using the tables \(W\) and \(I_W\) that were computed as discussed above, in Section 3.2:

1. Let \(j = I_W[0, V]\)
2. choose implementation \(I_{0,j}\) for stage 0
3. \(\text{sumVal} = v_{0,j}\)
4. \textbf{for} \(i = 1\) \textbf{to} \(n-1\)
5. \hspace{1em} Let \(j = I_W[i, V - \text{sumVal}]\)
6. \hspace{1em} choose implementation \(I_{i,j}\) for stage \(j\)
7. \hspace{1em} \(\text{sumVal} = \text{sumVal} + v_{i,j}\)

Such a static schedule has the advantage of not requiring run-time monitoring: since the scheduling choices are not changed regardless of how much value is actually obtained at each stage, there is really no reason to determine this via run-time monitoring.

An adaptive schedule, in contrast, would, at each stage, only select which implementation of that stage should be executed in order to optimize for worst-case running time subject to the constraint that the remaining value needed for assuring safety be obtainable. For stage 0, the choice is identical to the one selected by the static schedule above. However, the choice of implementations for future stages would depend upon the actual values obtained, as determined by run-time monitoring, by the chosen implementations of already-executed stages:
Let \( j = I_W[0, V] \)
execute implementation \( I_{0,j} \) for stage 0. Let \( \hat{v}_0 \) denote the value so obtained
\[ \text{sumVal} = \hat{v}_0 \]
for \( i = 1 \) to \( n - 1 \)
Let \( j = I_W[i, V - \text{sumVal}] \)
execute implementation \( I_{i,j} \) for stage \( j \). Let \( \hat{v}_i \) denote the value so obtained.
\[ \text{sumVal} = \text{sumVal} + \hat{v}_i \]

Since \( \hat{v}_i \) may be larger than \( v_{ij} \) for each \( i \) (recall that the \( v_{ij} \) values are assumed to be very conservative lower bounds), an adaptive schedule will, in general, tend to be different from the static one; additionally, different executions of the instance may result in different schedules (since the \( \hat{v}_i \) values may be different on different executions).

### 3.3.2 Optimizing for the typical case

It is not generally possible to synthesize a completely static schedule that optimizes for the typical case, since run-time monitoring may reveal that typical-case assumptions are violated upon executing some stage and when that happens, it is essential that correctness be preserved at the cost of abandoning the pre-computed schedule. A form of "semi-static" schedule could be conceived of, which would

(a) Precompute a static schedule assuming typical behavior, in a manner analogous to the manner in which the static schedule optimizing for the worst case was synthesized.

(b) Corresponding to each \( i, 0 \leq i < n - 1 \), pre-synthesize an alternative schedule for the stages \( i + 1, \ldots, n - 1 \) in the event that typical conditions are observed to have been violated while executing the selected implementation for the \( i \)'th stage. This alternative schedule would only seek to assure correctness without regard for performance; hence, it may simply execute at each stage the implementation characterized by largest worst-case value (the \( v_{ij} \) parameter).

However since such a semi-static schedule does not obviate the need for run-time monitoring (unlike static schedules optimizing for the worst case), there is no significant advantage to not going fully adaptive, as is done by the following run-time algorithm:

Let \( j = I_T[0, V] \)
execute implementation \( I_{0,j} \) for stage 0. Let \( \hat{v}_0 \) denote the value so obtained
\[ \text{sumVal} = \hat{v}_0 \]
for \( i = 1 \) to \( n - 1 \)
Let \( j = I_T[i, V - \text{sumVal}] \)
execute implementation \( I_{i,j} \) for stage \( j \). Let \( \hat{v}_i \) denote the value so obtained.
\[ \text{sumVal} = \text{sumVal} + \hat{v}_i \]

### 3.4 Characterization of Optimality

As stated in Sections 1 and 2, our objective has been to optimize for performance, measured as the duration of the computation, whilst assuring correctness: guaranteeing that the target value \( V \) will be obtained under all circumstances. We had pointed out that (at least) two distinct interpretations of the optimization objective seem reasonable – one optimizing for performance under all possible conditions and the other, optimizing for performance under all typical conditions – and had advocated in favor of adopting the latter interpretation (while accepting that the former may be more appropriate for certain systems). In Sections 3.2-3.3
above we defined a pair of pseudo-polynomial time algorithms that compute optimal solutions according to two different objectives; in this section we will precisely state in what manner these solutions are optimal.

As stated in Section 3.3, the pair of tables $W$ and $I_W$, and the pair of tables $T$ and $I_T$, could each be used in two different ways at runtime. Tables $W$ and $I_W$ could be used to construct a **static** schedule or an **adaptive** scheduling strategy, both of which are optimized for the worst case; Tables $T$ and $I_T$ could be used to construct either a **semi-static** or an adaptive scheduling strategy, both optimized for the typical case. We now state the performance guarantees that are made by each of these choices of scheduling strategies.

1. **Static schedule, using Tables $W$ and $I_W$:** Our run-time schedule guarantees a correct schedule with response time no greater than $W(0, V)$; additionally, no non-clairvoyant scheduling strategy can guarantee a correct schedule with smaller response time.

2. **Semi-static schedule, using Tables $T$ and $I_T$:** Our run-time scheduling strategy guarantees a correct schedule with response time no greater than $W(0, V)$ for all executions in which no implementation’s behavior violates the typical-case assumptions (i.e., each implementation $I_{ij}$ chosen for execution returns a value $\geq v_{ij}^T$); additionally, no non-clairvoyant scheduling strategy can guarantee a correct schedule with smaller response time for all typical executions.

3. **Adaptive scheduling, using Tables $W$ and $I_W$:** Our run-time schedule guarantees a correct schedule with response time no greater than $W(0, V)$. Additionally, suppose that a value $\hat{V}$ has been obtained over the first $(i - 1)$ stages during some execution of the system. Our scheduling strategy guarantees a correct schedule with remaining response time no larger than $W(i, V - \hat{V})$, and no non-clairvoyant correct scheduling strategy can guarantee a smaller remaining response time.

4. **Adaptive scheduling, using Tables $T$ and $I_T$:** Our run-time scheduling strategy guarantees a correct schedule with response time no greater than $W(0, V)$ for all executions satisfying the typical-case assumptions. Additionally, suppose that a value $\hat{V}$ has been obtained over the first $(i - 1)$ stages during some execution of the system. Our scheduling strategy guarantees a correct schedule with remaining response time no larger than $T(i, V - \hat{V})$ for all executions that satisfy the typical-case assumptions for the remaining stages, and no non-clairvoyant correct scheduling strategy can guarantee a smaller remaining response time.

### 4 Heuristic Approaches: A Brief Exploration

We have seen (Section 3.1) that for the kinds of computations studied in this paper the problem of scheduling in a manner that optimizes for performance while assuring correctness is NP-hard; however we were able to develop (Sections 3.2–3.3) pseudo-polynomial time algorithms for solving this problem optimally. Our solutions additionally have the desirable feature that all pseudo-polynomial time processing is performed prior to run-time: during run-time once the actual computation has commenced, the schedule, defined as the choice of implementation for each stage, may be determined via rapid (constant-time) table lookup operations.

---

5 Recall that a correct schedule guarantees to obtain a cumulative value $V$ over all the stages of the computation.
What are our alternatives if one is does not wish to do pseudo-polynomial processing even before run-time? In that case a number of greedy heuristics suggest themselves; in this section, we briefly examine a few such heuristics:

**G1:** At each stage \( i \), choose the safe implementation (recall that Section 3.2.1 explains how such safe implementations are identified) with the largest guaranteed value (i.e., largest value for \( v_{ij} \)). Stop\(^6\) upon having obtained the target value \( V \).

**G2:** At each stage \( i \), choose the safe implementation with the smallest execution time (i.e., smallest value for \( c_{ij} \)). As above, stop once the target value \( V \) has been obtained.

**G3:** At each stage \( i \), choose the safe implementation with the largest typical value density per unit of execution time (i.e., largest value of the ratio \( v^T_{ij}/c_{ij} \)). Once again, stop once the target value \( V \) has been obtained.

For each of these heuristics, it is relatively straightforward to identify circumstances (i.e., generate problem instances) upon which the heuristic performed arbitrarily poorly. However, it often appears to be the case that for randomly-generated instances that are generated according to some particular stochastic methodology at least one out of these three greedy heuristics (or out of a few other equally obvious ones, not listed above) does not suffer too much of a performance degradation in comparison to our pseudo-polynomial optimal algorithm under typical-case conditions.\(^7\) This leads us to conjecture that for any particular application system for which it is reasonable to assume that the implementation choices are characterized by parameters drawn from some underlying probabilistic distribution, it may suffice to test the system’s behavior in the typical case when scheduled using a number of such greedy heuristics and simply choose the heuristic with which it performs the best: it is likely (although of course not guaranteed) that this heuristic will provide performance that is close to that provided by the optimal pseudo-polynomial time algorithmic approach described in Sections 3.2–3.3.

In the remainder of this section we will provide some evidence to back up our conjecture that some greedy heuristic seems to perform reasonably well on problem instances whose parameters are drawn from some underlying probabilistic distributions. We do so via simulation experiments upon randomly-generated workloads of a particular kind, as detailed below. We will see that our observations in these experiments reveal that for this kind of workload, the greedy heuristic **G3** offers performance that (with rare exceptions) tends to lie within 10% or so of the performance offered by the optimal algorithm; hence if we have good reason to believe that the actual workloads we will encounter are appropriately modeled by the probabilistic model we are using to generate our workload and we are willing to pay a \( \approx 10\% \) performance penalty, then it is reasonable to use heuristic **G3** rather than the pseudo-polynomial time optimal algorithm. (We emphasize that it remains safe to use the heuristic even if the probabilistic model turns out to be incorrect: assuming that the worst-case characterizations of each implementation \( I_{ij} \) – its \( v_{ij} \) parameter – is indeed a true lower bound on the actual value that will be obtained upon executing \( I_{ij} \), correctness remains assured even if performance is far from optimal due to a mismatch between the assumed probabilistic model and reality.)

---

6 This assumes an interpretation of our computational model that if the required \( V \) units of computation are obtained upon completing \( i \) stages of the computation, then the remaining stages do not need to be executed. An alternative interpretation is to require that all stages be executed: under this interpretation, we subsequently execute that implementation of each remaining stage that has the smallest execution duration (\( c_{ij} \) parameter). Our broad conclusions remain unchanged for both interpretations.

7 Of particular note, the performance of the heuristic tends to be superior to that of the optimal (pseudo-polynomial time) algorithm optimizing for the worst-case. While this is not particularly surprising – we are evaluating under typical-case conditions while that algorithm optimizes for the worst case – we felt that it merits a note.
§1: Workload Generation. We consider workloads in which there is a choice of exactly two implementations per stage (in the notation introduced in Section 2, \( m = 2 \)) – one corresponding to “traditional” deterministic implementation and the other, to a learning-enabled component (LEC) that guarantees a smaller value but is likely to provide a greater value under typical conditions, than the traditional implementation. The parameters characterizing the workload generator are as follows:

1. The number of stages \( n (n \in \mathbb{N}) \).
2. Two positive integer parameters \( C_L \) and \( C_H \) (\( C_L \leq C_H \)).
   - The \( c_{ij} \) parameters of the implementations are drawn uniformly at random as integers from the range \([C_L, C_H]\).
3. Two positive integer parameters \( V_L \) and \( V_H \) (\( V_L \leq V_H \)).
   - The \( v_{ij} \) parameters of the implementations are drawn uniformly at random as integers from the range \([V_L, V_H]\). For each stage, two numbers are so drawn: the smaller becomes the \( v_{ij} \) for the LEC and the larger, for the traditional (deterministic) component.
4. Two positive integer parameters \( V_{TL} \) and \( V_{TH} \) (\( V_{TL} \leq V_{TH} \)).
   - The \( v_{Tij} \) parameters of the LEC implementations are obtained by multiplying their \( v_{ij} \) parameters by an integer drawn uniformly at random from the range \([V_{TL}, V_{TH}]\).
   - The \( v_{Tij} \) parameters of the traditional (deterministic) components are set equal to their \( v_{ij} \) values.
5. A real number \( \text{Slack} \) (\( 0 < \text{Slack} \leq 1 \)).
   - This is used to assign a value to the target parameter \( V \); this assigned value is \( \text{Slack} \) times the largest value that can be guaranteed across all the stages.

§2: The Experiments Performed. An assignment of values to each of the eight parameters \( \langle n, C_L, C_H, V_L, V_H, V_{TL}, V_{TH}, \text{Slack} \rangle \) constitutes a single configuration for our experiment. The precise configurations we examined are enumerated below; for each such examined configuration, we generated one hundred instances and determined the durations of the schedules that would be generated by the following five algorithm/ heuristics:

1. \( t_{\text{OPT}} \): The adaptive algorithm that optimizes for performance in the typical case.
2. \( w_{\text{OPT}} \): The adaptive algorithm that optimizes for performance in the worst case.
3. \( G_1 \): The adaptive greedy heuristic in which we choose, for each state, that safe implementation that guarantees the largest value.
4. \( G_2 \): The adaptive greedy heuristic in which we choose, for each state, that safe implementation that has the smallest execution duration.
5. \( G_3 \): The adaptive greedy heuristic in which we choose, for each state, that safe implementation that returns, in the typical case, the largest value per unit of execution time.

In a run-time scenario in which each chosen implementation \( I_{ij} \) executes for a duration exactly equal to \( c_{ij} \) and returns a value exactly equal to \( v_{ij} \). Note that \( t_{\text{OPT}} \), by design, generates the optimal schedule under these circumstances; hence for each configuration our experimental setup reports the average, over all hundred instances, of duration taken by each of the five algorithms normalized by the duration taken by \( t_{\text{OPT}} \). Here is one example of the kind of data reported by our experimental setup:

\[
\begin{align*}
n &= 5; \quad C_L &= 10; \quad C_H &= 50; \quad V_L &= 1; \quad V_H &= 5; \quad V_{TL} &= 2; \quad V_{TH} &= 10; \quad \text{Slack} &= 0.5 \\
\text{W-OPT} &= 1.34 \\
G_1 &= 4.44 \\
G_2 &= 6.26 \\
G_3 &= 1.14
\end{align*}
\]
Table 1: Reported average of the durations of the schedules generated by Algorithm \( w_{\text{OPT}} \) and the heuristics \( G_1, G_2, \) and \( G_3, \) relative to the duration of the schedule generated by Algorithm \( t_{\text{OPT}}, \) across 100 instances generated according to the configuration \( \langle n = 5, C_L = 10, C_H = 50, V_L = 1, V_H = 5, VT_L = 2, VT_H = 10, \text{Slack} \rangle, \) for the different values of \( \text{Slack} \) listed in the first column.

<table>
<thead>
<tr>
<th>Slack</th>
<th>( w_{\text{OPT}} )</th>
<th>( G_1 )</th>
<th>( G_2 )</th>
<th>( G_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>1.17</td>
<td>2.24</td>
<td>6.41</td>
<td>1.04</td>
</tr>
<tr>
<td>0.3</td>
<td>1.39</td>
<td>3.10</td>
<td>6.31</td>
<td>1.04</td>
</tr>
<tr>
<td>0.4</td>
<td>1.59</td>
<td>3.73</td>
<td>6.37</td>
<td>1.05</td>
</tr>
<tr>
<td>0.5</td>
<td>1.34</td>
<td>4.44</td>
<td>6.26</td>
<td>1.14</td>
</tr>
<tr>
<td>0.6</td>
<td>1.36</td>
<td>4.17</td>
<td>5.34</td>
<td>1.08</td>
</tr>
<tr>
<td>0.7</td>
<td>1.48</td>
<td>4.47</td>
<td>4.79</td>
<td>1.04</td>
</tr>
<tr>
<td>0.8</td>
<td>1.78</td>
<td>5.08</td>
<td>5.42</td>
<td>1.02</td>
</tr>
<tr>
<td>0.9</td>
<td>1.72</td>
<td>5.14</td>
<td>4.98</td>
<td>1.06</td>
</tr>
</tbody>
</table>

These data report that, across one hundred instances generated with the configuration

\( \langle n = 5, C_L = 10, C_H = 50, V_L = 1, V_H = 5, VT_L = 2, VT_H = 10, \text{Slack} = 0.5 \rangle, \)

the duration taken by Algorithm \( w_{\text{OPT}} \) was 1.34 times that taken by \( t_{\text{OPT}} \) on average, the duration taken by heuristic \( G_1 \) was 4.44 times that taken by \( t_{\text{OPT}} \) on average, the duration taken by heuristic \( G_2 \) was 6.26 times that taken by \( t_{\text{OPT}} \) on average, and the duration taken by heuristic \( G_3 \) was 1.14 times that taken by \( t_{\text{OPT}} \) on average.

§3: Observations. We examined a wide range of configurations, and the effect of changing one or a few parameters (while keeping the other unchanged) in order to explore the performance of the two optimal algorithms and the three heuristics upon workloads that are compliant with the modeling assumptions stated in §1 above. A typical set of observations is reported in Table 1: this reports on the outcomes upon eight closely-related configurations in which only the \( \text{Slack} \) parameter is changed. As can be seen from the numbers in Table 1, heuristic \( G_3 \) consistently offers performance close to the optimal algorithm, with the poorest relative performance for \( \text{Slack} = 0.5 \) where it is a mere 14\% poorer than the optimal. The other heuristics, in contrast, may be sub-optimal by factors exceeding five and six; even the pseudo-polynomial time optimal algorithm that optimizes for the worst case is off by as much as 78\% (for \( \text{Slack} = 0.8 \)).

Another set of results is depicted in Table 2 – here, the parameter \( \text{Slack} \) is fixed (at 0.8), while the number of stages \( n \) is varied. It may be seen that once again it is heuristic \( G_3 \) that performs well with a maximum performance degradation of 10\% (for \( n = 9 \)), while \( w_{\text{OPT}} \) may be off by up to 74\% and the heuristics \( G_1 \) and \( G_2 \) by more than a factor of six. It is also noteworthy that the performance of heuristic \( G_3 \) does not appear to drop off steeply as the number of stages increases: this is significant since the setup of our experiments means that the target value \( V \) tends to increase linearly with the number of stages, meaning that the running time of the optimal algorithms, which are polynomial in the value of \( V, \) will increase with increasing \( n. \) Hence, for large values of \( n \) (multistage computations with a large number of stages) the run-time savings of using the efficient greedy heuristic \( G_3 \) may be particularly worth our while.

Another useful lesson learned from our experimental evaluation relates to the performance of \( w_{\text{OPT}} \) relative to \( t_{\text{OPT}} \) under typical-case conditions. The numbers in the columns labeled \( w_{\text{OPT}} \) in Tables 1 and 2 indicate that one pays a significant performance penalty
Table 2 Reported average of the durations of the schedules generated by Algorithm \( w_{\text{Opt}} \) and the heuristics \( G_1 \), \( G_2 \), and \( G_3 \), relative to the duration of the schedule generated by Algorithm \( t_{\text{Opt}} \), across 100 instances generated according to the configuration \( \langle n, C_L = 10, C_H = 50, V_L = 1, V_H = 5, VT_L = 2, VT_H = 10, \text{Slack} = 0.8 \rangle \), for the different values of \( n \) listed in the first column.

<table>
<thead>
<tr>
<th>( n )</th>
<th>( w_{\text{Opt}} )</th>
<th>( G_1 )</th>
<th>( G_2 )</th>
<th>( G_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.53</td>
<td>4.56</td>
<td>4.89</td>
<td>1.01</td>
</tr>
<tr>
<td>6</td>
<td>1.51</td>
<td>4.84</td>
<td>5.21</td>
<td>1.04</td>
</tr>
<tr>
<td>7</td>
<td>1.74</td>
<td>5.41</td>
<td>5.77</td>
<td>1.03</td>
</tr>
<tr>
<td>8</td>
<td>1.41</td>
<td>6.15</td>
<td>6.46</td>
<td>1.07</td>
</tr>
<tr>
<td>9</td>
<td>1.38</td>
<td>6.01</td>
<td>6.40</td>
<td>1.10</td>
</tr>
<tr>
<td>10</td>
<td>1.50</td>
<td>5.99</td>
<td>6.52</td>
<td>1.02</td>
</tr>
<tr>
<td>15</td>
<td>1.50</td>
<td>5.13</td>
<td>5.67</td>
<td>1.04</td>
</tr>
<tr>
<td>20</td>
<td>1.54</td>
<td>5.44</td>
<td>6.11</td>
<td>1.05</td>
</tr>
<tr>
<td>30</td>
<td>1.52</td>
<td>5.55</td>
<td>6.31</td>
<td>1.05</td>
</tr>
<tr>
<td>40</td>
<td>1.42</td>
<td>5.37</td>
<td>6.14</td>
<td>1.10</td>
</tr>
<tr>
<td>50</td>
<td>1.49</td>
<td>5.47</td>
<td>6.26</td>
<td>1.08</td>
</tr>
<tr>
<td>100</td>
<td>1.51</td>
<td>5.64</td>
<td>6.49</td>
<td>1.08</td>
</tr>
</tbody>
</table>

(at least 17%, more typically in the 35% – 60% range and as high as 78%) under typical conditions by optimizing for the worst case; this provides further support for our advocating for explicitly optimizing for the typical case (while assuring safety in all cases, typical or not).

**Limitations of our evaluation.** Our experimental evaluation has been brief and somewhat cursory: we are not suggesting that these experiments are exhaustive enough, or have examined enough combinations of parameter values, to be able to draw authoritative or general conclusions. All that can be said is that these particular experiments do provide some support for our conjecture that perhaps efficient greedy heuristics are adequate for finding near-optimal solutions for workloads that are characterized by parameters drawn from certain well-behaved distributions. Hence our experimental evaluation is, at best, very preliminary: we plan to conduct a far more thorough evaluation in the future, considering a wider range of probabilistic models that are inspired by the observed characteristics of actual LECs and basing inferences upon more rigorous statistical methods (confidence intervals; refutable null hypotheses; etc.) than just the simple means (and standard deviations – not reported here) that we have collected and looked at thus far.

### 5 Generalizations

In this paper we have restricted our consideration of LEC-enabled computations (i.e., computations incorporating Learning-Enabled Components) to those that can be modeled as multi-stage computations with a choice of implementations per stage, and with each implementation \( I_{ij} \) characterized by a single worst-case execution time parameter \( c_{ij} \) and a pair of parameters \( v_{ij} \) and \( v_{ij}^{\text{T}} \) denoting the minimum value the implementation is guaranteed to yield under all and typical conditions respectively. We believe that analysis of this simple basic model is a necessary first step towards enabling the safe use of LECs in safety-critical systems. We now discuss several extensions to this basic model that would generalize it significantly in several directions and extend its applicability; we have been working on extending our analysis techniques to deal with these generalizations.
Typical and worst-case characterization of running time. The model used in this paper characterizes the running time of an implementation $I_{ij}$ with a single worst-case execution time parameter $c_{ij}$. There is no reason why worst-case execution time could also not be determined by both worst-case and typical-case analysis – indeed, the idea of typical-case analysis was first proposed [9] in the context of estimating worst-case execution time. Although many currently-popular LECs tend to be relatively deterministic with regard to their timing behavior (see footnote 2), we could in principle have a model in which each implementation $I_{ij}$ is characterized by both a $c_{ij}$ and a $c_{ij}^T$ denoting execution-time bounds under worst-case and typical-case circumstances. All the techniques developed in earlier sections of this paper generalized in a straight-forward manner to this situation.

State. It is possible for some state to be generated by each stage of a multi-stage computation and communicated to subsequent stages, with the behavior of these subsequent stages dependent upon the communicated state. For instance, the typical value that is obtained by an implementation at a particular stage may be dependent upon the particular computational operations performed by the implementations that were chosen for execution at previous stages. Consider for example a stage of an image progressing algorithm tasked with determining how many people there are in an image. The next stage may consist of classifiers, some of which are sensitive to this number. Knowing the value achieved at the previous stage is one method of capturing influence, but in general it is likely that further state information will be required.

The introduction of value-influencing state does not effect the framework developed in this paper. We retain the notions of worst-case value and duration, and hence retain the same definition of feasibility. However, the optimization problem becomes more difficult if there is a significant quantity of state with this influencing role; there may be more typical values to accommodate.

Modes. Some implementations of LECs may have multiple modes in which they are capable of operating: they offer a number of “(value, computation-time)” profiles, that are mutually incomparable. If the number of such modes is small then this is essentially equivalent to having more actual implementations (that happen to share the same worst-case behavior). However if the number of modes is high, or any one of a continuum of profiles is possible (as is the case with some anytime algorithms), then it is not immediately evident whether our proposed algorithms would scale appropriately with the number of modes that need to be considered. As future work we will attempt to classify the problem space into domains that are amenable to optimal solutions and those that will need to fall back on the use of heuristics.

6 Conclusions

Learning-Enabled Components (LECs) based upon deep learning and similar AI-based principles are poised to play a very significant role in safety-critical autonomous CPS’s; it is therefore highly desirable that the safety-critical systems research community come up with techniques that enable the analysis of such systems to both assure safety (which is essential) and optimize performance (which, for cost and related reasons, is highly desirable). This paper reports on some of our ongoing efforts in this direction. Building off recent work on typical-case analysis pioneered in [9] and continued in [4, 2, 5], we have argued that safety-critical systems whose run-time behavior incorporates a great deal of uncertainty should be
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designed to optimize for performance in the typical case (while guaranteeing safety in all cases, typical or not). We have further refined and expanded on a formal model that we had first proposed in [3], for representing the functional as well as the timing properties of some kinds of LECs that exhibit such uncertainties in a quantitative manner. We have formulated the problem of synthesizing computations that can be modeled as chains of functional blocks using LECs and that need to achieve a minimum cumulative value to assure safety, and for which performance is quantified by the total duration of the computation, as an optimization problem. We have developed an optimal algorithm for solving this problem – i.e., scheduling the computation in a manner that is safe under all circumstances and guarantees optimal performance (in our case, the duration taken to complete the computation) under all typical circumstances. We have also proposed three greedy heuristics that are sub-optimal but can be implemented to execute very efficiently with polynomial running time. We have compared our algorithm with these heuristics (and another algorithm – one that optimizes for performance in the worst, rather than typical, case) via simulation experiments upon synthetically generated workloads. As ongoing and future work we are evaluating, and will continue to evaluate, specific LECs (such as ones based on deep learning) to determine whether they are amenable to representation using our model and if not, how our model may be generalized to accommodate them (see, e.g., the discussion in Section 5 that has come out of our efforts in this direction).
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Real-time embedded systems (RTES) are required to interact more and more with their environment, thereby increasing their attack surface. Recent security breaches on car brakes and other critical components have already proven the feasibility of attacks on RTES. Such attacks may change the control-flow of the programs, which may lead to violations of the system’s timing constraints.

In this paper, we present a technique to detect attacks in RTES based on timing information. Our technique, designed for single-core processors, is based on a monitor implemented in hardware to preserve the predictability of instrumented programs. The monitor uses timing information (Worst-Case Execution Time - WCET) of code regions to detect attacks. The proposed technique guarantees that attacks that delay the run-time of any region beyond its WCET are detected. Since the number of regions in programs impacts the memory resources consumed by the hardware monitor, our method includes a region selection algorithm that limits the amount of memory consumed by the monitor. An implementation of the hardware monitor and its simulation demonstrates the practicality of our approach. In particular, an experimental study evaluates the attack detection latency.
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Introduction

Real-Time Embedded Systems (RTES) are becoming more and more present in our lives (IoT devices, embedded processors in cars, among others). Real-time constraints for these systems need to be validated through estimation of Worst-Case Execution Time (WCET) of their tasks [24] and schedulability analysis techniques.

Recent attacks on RTES [14] [7] [15] have shown attackers’ increased attention to these systems. In particular, the predictability of RTES helps the attacker figure out the timing to strike, making it easier to mount attacks. Improving the security of RTES is a challenging task. Indeed, the deployed techniques (Address Space Randomization, Stack Smashing Protection, Position Independent Executables to cite only a few of them [18,19]) must protect...
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the system against attacks, while maintaining the system’s predictability, and with limited overhead. However, the need for predictability of RTES is also a strength to protect the system against attacks. Information on the system behavior (typically WCET) is available offline, and can thus be used to detect anomalous behaviors resulting from attacks.

In this work, we propose to use the inherent predictability of RTES to protect them against control-flow hijacking attacks for single-core architectures. The new defense mechanism exploits fine-grained partial WCET estimations of the application to detect attacks. A custom hardware monitor is in charge of observing the execution time of code regions and raising the alarm if the region’s execution time is larger than its analyzed WCET, determined offline. The hardware monitor has a local memory containing the list of regions to monitor, together with their associated WCET. It then observes the execution at every clock cycle, by reading the current cycle counter and the program counter (PC) to detect execution times of code regions that are higher than the region’s WCET. The hardware monitor proceeds by snooping the PC and cycle counter, and this does not require any modification of the application under monitoring. The proposed technique can thus be used on legacy code.

The attacks detected by our technique are all those that divert a region of code from its original control flow for a duration larger than its WCET, whatever the source of the attack. In particular, software attacks caused by buffer overflows are supported. The proposed technique also detects fault attacks, that inject faults into the system via physical access to the device, using optical or electromagnetic perturbations. On the other hand, attacks that bypass checks in the code are not detected because they do not cause the observed run time of a code region to exceed the region’s WCET. Similarly, attacks that are fast enough are not detected. The guarantee provided by the proposed method is the detection of all attacks that increases the timing of a region beyond its WCET, whatever their source.

The selection of the regions to be monitored has an impact on the latency of attack detection: the smaller the WCET of the monitored regions, the faster the attack detection. On the other hand, monitoring more regions also increases the memory required for the hardware monitor. Since minimizing resource consumption is essential in any system, the proposed technique comes with a region selection algorithm that selects the best regions to monitor under resource constraints for the hardware monitor. The algorithm selects regions such that all code is covered (to detect attacks whatever their location) and provides a guarantee on the latency of attack detection. In our experiments, the algorithm reaches the optimal attack detection latency by selecting 47% of all the existing regions, on average.

Compared to related work on using timing information for detecting attacks (e.g. [27]), our technique does not impact the system predictability, since the system under monitoring is not modified. In addition, a technique is proposed to automate the selection of monitored regions. Compared to techniques using watchdogs to protect the control flow and memory accesses of programs [13] the technique we propose does not need any program instrumentation. A deeper comparison with related work is proposed in Section 7.

In summary the contributions of this paper are threefold:

- First, we present an algorithm, executed at compile-time, to select a set of regions whose timing will be monitored at run-time. Together, the regions cover the entire code, such that attacks can be detected whatever their location. The algorithm provides guarantees on the attack detection latency (largest WCET of the monitored regions), and operates

---

1 One may consider that buffer overflows cannot occur in systems using static WCET analysis, because static WCET estimation tools model the whole system memory and thus detect possible buffer overflows. However, static WCET estimation tools also accept user-provided annotations such as loop bounds. Such incorrect annotations can lead to vulnerabilities remaining undetected by the estimation tool.
under hardware constraints for the monitor, in particular limited memory for region storage. The algorithm is proven to provide the optimal attack detection latency in the absence of hardware constraints.

- Second, we contribute to a hardware monitoring co-processor, that uses WCET information on code regions to detect attacks. The practicality of the proposed hardware monitor is demonstrated using a simulation of the co-processor running along with a Leon 3 processor.

- Third, we provide an extensive evaluation of the proposed technique (compile-time selection of regions and hardware monitor) on a set of benchmarks. We evaluate the impact of memory constraints on the guaranteed attack detection latency and evaluate the actual detection latency and hardware cost of the monitor.

The rest of this paper is organized as follows. Section 2 gives an overview of the proposed time-based program monitoring technique. Section 3 details the algorithm we propose to select the regions to monitor, under resource constraints. Section 4 then gives implementation details. Experimental results are provided in Section 5. We discuss the scope and limitations of the method in Section 6. Related work is described in Section 7. Finally we conclude in Section 8.

2 Time-based detection of control flow hijacking attacks

The basic principle of our approach is to detect control-flow hijacking attacks by detecting if the run-time of code regions exceeds their statically estimated WCET. This approach handles attacks that divert the control-flow of the program to subvert a task (which could then be used to launch further attacks [3]). The approach is implemented using a dedicated hardware mechanism that measures the number of cycles spent in code regions and raises an alarm when the statically estimated WCET of the region is exceeded, meaning that an attack is under progress.

Selecting all regions in a given binary program not only consumes monitor memory but it is also not always beneficial. For example, selecting a very short region (in terms of WCET) does little for the protection if there exists a longer selected region, the maximum attack detection latency then being the duration of the longer region. Consequently, our approach comes with a compile-time selection of regions that are useful to reduce the attack detection latency. Region selection guarantees that all attacks modifying the control-flow for at least a known **Maximum Attack Window (MAW)** are detected, and operates under memory constraints for the hardware monitor. Thus the MAW is an upper bound of the attack detection latency. Region selection is performed on the program binary with no code modification. The set of regions selected at compile-time has the following properties:

- It completely covers the application binary, every reachable instruction is included in at least one region of the set. This way, attacks can be detected regardless of their location in the code. This ensures that there are no unprotected instructions.
- All regions are perfectly nested: two regions are either completely disjoint or one is fully included inside the other, such that monitored regions can be represented as a tree. This allows a simple yet efficient implementation of the monitor, using a stack representing regions entered and not exited yet.
- Regions only have one entry and one exit edge, as further detailed in Section 3.1.

For each selected region, the hardware monitor measures the execution time spent in the region, ignoring cycles spent in any inner selected regions, and compares it against the worst-case possible duration. The WCET of a region excluding inner selected regions is
called *Maximal Inner Duration* (MID) of the region. The MID of each region is computed at compile-time. The *Maximum Attack Window* (MAW) is the maximal MID of the set of monitored regions. An illustration of the MID of regions is depicted in Figure 1 for a very simple example of two regions $R_1$ and $R_0$, with $R_1$ nested in $R_0$. Plain lines at the bottom of the figure represent the MID of the two regions. Dotted lines at the top of the figure represent the possible execution times measured at run-time, an execution time higher than the MID reflecting the occurrence of an attack.

![Figure 1](image1.png)

**Figure 1** Maximal Inner Duration (MID) of nested regions.

Selecting the regions to monitor is a critical part of the proposed method, as it impacts the maximum attack window. The region selection algorithm we propose for solving this problem is presented in Section 3.

At run time, a dedicated hardware monitor measures the execution time of each region. As illustrated in Figure 2, the monitor has access to the program counter (PC) value of the processor at each cycle and uses it to determine whether the execution enters or exits a region. The monitor maintains a stack containing all regions currently active (entered and not yet exited) and the value of their cycle counters. The monitor only updates the cycle counter of the most nested region, currently under execution (stack top). The monitor uses two scratchpad memories: the *Stack Memory* (called SM in the following) is used to track active regions, and the *Region Memory* (called RM in the following) to store the tree of monitored regions.

![Figure 2](image2.png)

**Figure 2** Overview of the monitoring system.

More precisely, at each cycle, the monitor successively tests if the following (non-exclusive) situations occur:

1. If the PC value corresponds to the exit point of the most nested region, this region is removed from the stack. The containing region then becomes the most nested region, and the cycle counter resumes from the value previously stored in the stack for that region.
2. If the PC value corresponds to the entry point of a new region, included in the most nested region, the counter value of the most nested region is saved on the stack, and the monitor starts profiling the new region, with a counter starting at zero.

3. In all cases, the monitor increments the cycle counter of the most nested region and compares it with the value of the MID of the region. If it is greater than the MID, an attack is detected and an alarm is raised.

The monitor is implemented in such a way that it is able to analyze a new PC value at each cycle, and thus does not induce any slowdown in the execution of the application.

Due to the mode of operation of the monitor, false positives cannot occur: an execution time higher than the MID of a region, provided that WCETs are safely estimated, can only result from a control flow hijacking attack or a fault. On the other hand, attacks may stay undetected if they are fast enough (faster than the guaranteed attack detection latency).

**Hardware constraints**

Implementing the hardware monitor requires bounding the size of the Stack Memory (SM) and Region Memory (RM). Moreover, we want the monitor to analyze a PC value at every clock cycle. Bounding the resources required for implementing the monitor imposes the following constraints on the tree of selected regions:

- **Limited height** (maximal number of regions possibly active at the same time) to have a bounded size for SM
- **Limited arity.** This constraint allows to bound the number of simultaneous accesses to RM when several sub-regions (children in the region tree) can be entered from the currently active region.

The region selection algorithm presented in Section 3 assumes that the respective sizes of RM and SM, as well as the maximum tree arity are known. Selecting the best values for these parameters is achieved when dimensioning the hardware monitor for a given application. This impact of hardware constraints on attack detection latency is studied in Section 5.1.4.

3. **Off-line selection of monitored regions**

This section is devoted to a description of the algorithm we propose to select the regions to monitor. First, the properties of monitored regions are defined in Section 3.1. The algorithm, that guarantees a limited attack detection latency under the hardware constraints mentioned in Section 2 as well as a full program coverage is presented in Section 3.2, and an analysis of its complexity is sketched in Section 3.3. Moreover, we prove in Section 3.4 that, in the absence of hardware constraints, the algorithm is optimal (finds the smallest MAW).

3.1 **Properties of monitored regions**

Monitored regions are Single-Entry Single-Exit (SESE) regions (regions with a single entry edge and a single exit edge). They are extracted at compile time from the Control Flow Graph (CFG) of program binaries. For the scope of this paper, we use canonical SESE regions (simply called SESE regions in the following) as defined in [10]. A canonical SESE region \((a, b)\) is by definition a SESE region such that no other SESE regions starting at the edge \(a\) (resp. ending at \(b\)) is included in \((a, b)\). Canonical SESE regions can be viewed as the smallest SESE with \(a\) as entry edge or \(b\) as exit edge. By construction, the smallest size of a SESE region is a basic block (sequence of machine instructions with no branch except the last
SESE regions are proven in [10] to be properly nested (either completely nested or disjoint, at the function level), which allows them to be organized as an inter-procedural region tree. This is illustrated in the left part of Figure 3, where we can see a CFG with the SESE regions surrounding the nodes they contain. Region $R_0$ is disjoint from $R_1$. Regions $R_3$, $R_4$ and $R_5$ are nested in $R_1$. The corresponding tree structure is given in the right part of Figure 3.
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**Figure 3** Single Entry Single Exit (SESE) regions viewed in the Control Flow Graph of the application and organized as a tree.

### 3.2 Region selection algorithm

According to the behavior of the monitor presented in Section 2, and assuming a set of monitored regions $S$, an attacker has at most the highest Maximal Inner Duration (MID) among monitored regions to perform their attack. As defined previously, the highest MID defines the guaranteed Maximum Attack Window (MAW).

The objective of the region selection problem is to select the monitored regions, that altogether must cover the entire program, such that their maximum MID is as small as possible. The selection operates under resource constraints (memory for stack and storage of region information, maximum number of regions entries/exists to check at every clock cycle). The region selection algorithm is iterative and greedy (never performs backtracking). At each iteration, the algorithm optimizes (reduces) the MID of the selected region $R_m$ having the highest MID. The MID is reduced by selecting one sub-region $S$ of $R_m$ (children of $R_m$ in the inter-procedural region tree), since by definition, other regions have no impact on the MID of $R_m$. The sub-region $S$ is selected using a heuristic that estimates the new maximum attack window should $S$ be selected. Finally, once $S$ is selected, a new round of MID estimation takes place, with the new set of selected regions.

The algorithm is sketched in Listing 1. Variable $All$ contains all regions (regardless of whether they will be selected or not). Variable $Selected$ contains the current set of selected regions with their MID. $R_m$ is the region under optimization and $S$ the selected sub-region. Function $MaximalRegion$ returns the region having the highest MID. Function $MIDEstimation(r,s)$ computes (or re-computes) the MID of region $r$ assuming a null execution.
time for the regions in set \( s \). Finally, function \( \text{SelectSubRegion}(r, s) \) implements the heuristic and selects a sub-region of \( r \) given the current set of selected regions \( s \). In Listing 1, the MID of all regions is first computed and the region that covers the entire program is selected. The main loop of the algorithm then iteratively optimizes the region \( R_m \) with the highest MID.

There are two ways the algorithm can terminate. The first possibility is that there are no more sub-regions to select. This happens if all regions in a program have been selected, or if the region with the highest MID does not contain any unselected sub-region. The second possibility results from an impossibility to find a sub-region that meets the hardware constraints. Infringement of hardware constraints is tested in the main loop through variable \( \text{remainingSpace} \) (test of limited space for region storage) and in function \( \text{SelectSubRegion} \) (test of limited storage for the region stack and limited arity for the region tree).

Function \( \text{SelectSubRegion}(R, Selected) \) implements the heuristic that calculates a score for each as-yet-unselected sub-region \( S \) of \( R \). The score estimates the new maximum attack window should \( R \) be selected, and then selects the region \( R \) having the best (here lowest) score. The score is computed as follows:

\[
\text{score} = \max(MID(R, Selected) - T(R, Selected, S), MID(S, Selected))
\]

This score represents the best-case evolution of the MAW, i.e., what the new MAW would be if there was no other path than the worst-case path in the region. \( T(R, Selected, S) \) represents the contribution of sub-region \( S \) to \( \text{MID}(R, Selected) \). The first parameter of the \( \max \) function estimates the new MID of \( R \) should its sub-region \( S \) be selected. The second term is the MID of sub-region \( S \). The score is the maximum of the two parameters because the MAW is defined as the maximum of the MID of all selected regions. As the score is computed for every sub-regions of \( R_m \), the algorithm likely selects a sub-region that is not a direct child of \( R_m \).

After a sub-region \( S \) has been selected by the algorithm, all the MIDs affected by the newly selected region \( S \) have to be re-estimated. The affected MID are the ones of the regions that are higher in the inter-procedural region tree and thus include the selected region \( S \).
3.3 Complexity of region selection

We first evaluate the worst-case complexity of the region selection algorithm in terms of the number of operations on the regions. At each iteration, the algorithm selects a sub-region $R_m$. Such a selection requires verifying the stack and arity constraints for each sub-region whose number is, at worst, the number of regions in the program, $n$. The stack constraint check consists in finding the longest weighted path in the inter-procedural region tree, whose depth is at worst the number of regions. We can thus infer that the overall worst-case complexity of the stack check is $O(n^2)$. Verifying the arity requires checking, for each region already selected inside the maximal region, whether the newly selected sub-region increases its arity beyond the constraint. The arity of a region can be computed with a slightly modified depth-first search. Thus the worst-case complexity of arity checking is $O(n^3)$. As the number of iterations of the algorithm is, in the worst-case, the number of regions, we obtain a worst-case complexity of $O(n^4)$ in terms of the number of operations on regions.

As presented in section 5, most of the run-time of the region selection algorithm is spent in MID estimation. The complexity of MID estimation is equivalent to the complexity of WCET estimation, and is hidden in the WCET estimation tool. Thus, the most important complexity metric is the worst-case number of MID estimations. This number can be bounded as, in the worst-case, the algorithm evaluates the MID of all regions. Thus, the number of MID estimations cannot exceed $n^2$. In practice, the actual number is far lower, as the algorithm only has to estimate the MID of the regions higher in the inter-procedural region tree than the newly selected region, as the MID of other regions is not impacted. The observed run-time of region selection is studied in Section 5.1.2.

3.4 Maximum Attack Window optimality: proof sketch

The region selection algorithm is an iterative greedy algorithm, which selects a set of regions to monitor under hardware constraints (see Section 2) and aims at minimizing the MAW. The proposed algorithm satisfies the following optimality property: if hardware constraints are ignored, our algorithm selects the regions that minimize the MAW (as if all regions were selected). Proving this property relies on two lemmas.

▶ Lemma 1. When a new region is added to the set of selected regions, the MAW cannot increase.

▶ Lemma 2. If adding a new region reduces the MAW of an application, then it is a sub-region of the selected region having the maximal MID.

Only a proof sketch is given for Lemmas 1 and 2 for space considerations. Lemma 1 can be proven by noting that if a region $R$ has a MID $m$, then any path within this region has a MID lower than or equal to $m$. Thus selecting a sub-region $S$ inside $R$ only lowers or maintains the time on those paths, and thus the MID with $S$ selected, and consequently the MAW, does not increase. Lemma 2 is proven using the idea that, as regions are properly nested, if a selected region $S$ impacts the MID of another region $R$, then $S$ must be nested into $R$ to decrease the time of some instructions in at least one path of the affected region.

Assuming Lemmas 1 and 2 hold, let us show that the algorithm selects the regions that minimize the MAW when the algorithm stops. According to the code of the algorithm, there are three possible causes for the algorithm to end:

1. Hardware constraints are not met (lines 8 and 9 in the algorithm). This cannot happen here because we ignore hardware constraints.
2. All regions have been selected. Since according to Lemma 1 the MAW never increases when selecting a new region, we have then reached the minimal MAW.

3. The region having the maximal MID has no as-yet-unselected sub-regions. Then no region could reduce the MAW according to Lemma 2.

Consequently, when the algorithm ends, no region could further reduce the MAW.

4 Implementation

4.1 Target processor and compilation toolchain

Without loss of generality, we target in this paper a Leon 3 core, implementing the SPARC V8 instruction set, and in which we have deactivated the instruction and data caches. Programs are compiled using the gaisler compiler tool-chain [5]. The Leon 3 processor has branch delay-slots: the instruction located immediately after a (conditional or unconditional) branch instruction will always execute, regardless of the outcome of the branch. The processor also includes a branch predictor.

WCET and MID estimations use the commercial WCET estimation tool aiT for Leon 3, version 19.04i [2]. aiT implements value analysis using abstract interpretation, to determine the range of values in registers, automatic detection of loop bounds [6], as well as static analysis of the processor micro-architecture. This version implements a modification to the aiT original behavior to prevent the timing analysis of a part of the code (the time is then given by the user); the modification maintains the value analysis but discards the micro-architectural analysis.

4.2 Implementation of region selection

Region selection has been implemented in Python3. In a first step, the Control-Flow Graph is constructed, using the disassembled code of the provided binary. SESE regions are then extracted from the CFG, using the algorithm presented in [10]. Finally, we perform the region selection as previously presented in Listing 1. MID estimations are performed using aiT, by computing the WCET of the targeted regions and using aiT annotations to set the WCET of selected sub-regions to zero.

The algorithm computing the SESE regions provides the smallest SESE regions, with the minimum region size of one basic-block. Some of these regions are consecutive and thus can be merged into a larger SESE region, called domain. Including domains in the program region tree allows to perform the selection of larger regions with less resources. For example, instead of selecting 4 regions composing a loop body, it is possible to select the domain representing the fusion of these 4 regions, reducing memory requirements and mitigating arity constraints. It is still possible to select one of the 4 regions inside the domain to further reduce the MAW.

4.3 Implementation of the hardware monitor

As described in Section 2, the monitor needs to analyze a new PC value at each cycle (that may be the same as the one observed at the previous cycle). Based on this observed value, it decides whether to exit the active region and/or to enter a new one. In the following, we describe the design of the monitor capable of handling 4096 regions, with a maximal arity of 8 and a stack size of 64.
The program region tree is stored in the Region Memory (RM) using an array with 64 bits per region. Those 64 bits are divided in the following way:

- 24 bits for the address of the entry point (target of the region’s entry edge),
- 24 bits for the address of the exit point (target of region’s exit edge),
- 12 bits for encoding the index of the first child in the array (index start with 0), and
- 4 bits for encoding the number of children.

Moreover, we ensure that all children of a given region are stored consecutively. Hence the index of the first child of a region gives access to all children. Figure 4 is an example of representations. We can see that all children of region \( R_1 \) are stored consecutively, starting at index 3. In order to save memory, the MID of every region is not stored in RM. Instead, we use the MAW (highest MID) for all regions. This means that attacks are detected only when the counter of the current region reaches the MAW and not earlier (for regions whose MID is lower than the MAW). On the other hand, not saving the MID for every region saves memory and allows us to monitor more regions. RM is divided into eight banks, a region of index \( i \) being stored in bank \( i \mod 8 \). Consequently, all children of a region can be accessed within a single clock cycle.

The Stack Memory (SM) is encoded using 64-bit registers. In each register, 24 bits are used to store the counter value. The remaining bits contain a copy of the information on the region (24 bits for region exit, 12 bits for first children, 4 bits for the number of children) such that the monitor can test region exit without any access to RM.

The hardware monitor is described at the C level and synthesized into hardware description language using Mentor Catapult HLS (v10.3a). The system has been simulated at the C level and is currently being implemented on an Altera FPGA.

### 5 Experimental evaluation

In this section, we present the experimental study we conducted to evaluate our approach. This study is separated into two parts.

- Section 5.1 is dedicated to an evaluation of the region selection algorithm. We first study the effectiveness of region selection and the limits in the way we build regions. Then we measure the execution time of the selection algorithm, ignoring all hardware constraints. Finally, we evaluate the impact of hardware constraints on the quality of the results (MAW).

- Section 5.2 evaluates the hardware monitor. We first measure the latency of the attack detection. Then we compare our hardware-based approach against existing software-based methods. Finally, we evaluate the silicon area required to implement our approach and compare it with the area of the Leon core.
5.1 Evaluation of the region selection algorithm

5.1.1 Experimental setup

We use the Mälardalen [9] and PolyBench [17] benchmarks to evaluate the region selection algorithm. The Mälardalen benchmarks are composed of multiple programs written in C with many different program structures. In particular, among the benchmarks there are control-oriented programs such as statemate and nsichneu and more simple computational kernels such as fft1 or fir. The PolyBench benchmarks are computation kernels written in C, composed mostly of loop nests. To evaluate the region selection algorithm on as realistic as possible codes, we ruled out all benchmarks with less than 30 regions in the program structure tree. Furthermore, we eliminated benchmarks that could not be analyzed with only basic loop bound annotations.

We evaluate our technique on the following 24 programs: 16 from the Mälardalen benchmarks: adpcm, cnt, compress, crc, fft1, ludcmp, matmult, minver, ndes, nsichneu, statemate, ud, edn, st, lms and qsort-exam, and 8 from the Polybench benchmarks: gemver, 3mm, ludcmp, covariance, nussinov, adi, fddt-2d, heat-3d. There are two implementations of the ludcmp algorithm, one in each benchmark suite. To differentiate them in the next section we add the prefix poly_ to every program of the PolyBench suite.

5.1.2 Maximum Attack Window (MAW) without hardware constraints

We first estimate the best (i.e. smallest) MAW, obtainable by the selection algorithm when ignoring hardware constraints (size/arity). In Table 1, we compare, for each benchmark, the obtained MAW (obtained by the selection algorithm) with the WCET of the benchmark (equivalent to the MAW at the start of region selection). We also indicate the total number of regions per benchmark and the number of regions selected by the algorithm. The results show that 60% of the benchmarks have a MAW below 820 cycles. On the selected architecture, an instruction takes about 12 cycles (counting the SRAM access time). Thus, for 60% of the benchmarks, the MAW is about 69 instructions.

For 14 out of 24 benchmarks, the obtained MAW corresponds to a region containing a single basic block (labeled with a 'b' in the “Limiting reason” column). For these benchmarks, the MAW is between 274 and 5 039 cycles, with 50% of these benchmarks having a MAW below 614 cycles.

For the other 10 benchmarks (labeled with an ‘s’), higher values of MAW are obtained due regions containing a loop with a delay-slot. aiT handles delay-slots as special basic blocks to handle branch prediction. As the impact of a delay-slot on the WCET may differ depending on whether the branch is taken or not taken, aiT considers the delay-slot as two basic blocks, one for each outcome. This prevents us from placing the delay-slot instruction as the last instruction of a region. Thus, delay-slot instructions are often placed in an upper region in the region tree. As loops almost always have a header with a delay-slot, the delay-slot is placed in the region representing the loop. As the loop can iterate many times, the cost of the delay slot is multiplied by the loop bound, resulting in a region containing only a single delay-slot instruction but with a high MID. This region can then prevent the improvement of the MAW if it becomes the region with the highest MID.

For example, we sketch the desired behavior in Figure 5a: the delay-slot is part of the region \( R_1 \) and thus the delay-slot execution time is counted once in the MID of \( R_1 \). Figure 5b depicts the behavior of aiT, which duplicates the delay-slot for each branch outcome. It also adds guards on the delay-slot block, which forces us to include its execution time in \( R_0 \).
Table 1 Best attainable MAW, obtained when ignoring hardware constraints. For each benchmark, we provide the WCET of the whole application, the MAW obtained, the total number of regions and the number of selected regions. The last column gives the limiting factor for MAW reduction: either the size of the basic block (labeled 'b') or the way delay slots are handled (labeled 's').

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>WCET</th>
<th>MAW</th>
<th>overall regions</th>
<th>selected regions</th>
<th>Limiting reason</th>
</tr>
</thead>
<tbody>
<tr>
<td>lms</td>
<td>940449</td>
<td>1609</td>
<td>76</td>
<td>35</td>
<td>s</td>
</tr>
<tr>
<td>qsort-exam</td>
<td>220542</td>
<td>614</td>
<td>45</td>
<td>25</td>
<td>b</td>
</tr>
<tr>
<td>edn</td>
<td>1774300</td>
<td>3155</td>
<td>78</td>
<td>32</td>
<td>b</td>
</tr>
<tr>
<td>st</td>
<td>3218793</td>
<td>8001</td>
<td>60</td>
<td>18</td>
<td>s</td>
</tr>
<tr>
<td>poly_ludcmp</td>
<td>1300575626</td>
<td>961</td>
<td>43</td>
<td>31</td>
<td>s</td>
</tr>
<tr>
<td>poly_heat-3d</td>
<td>916894881</td>
<td>1953</td>
<td>35</td>
<td>9</td>
<td>b</td>
</tr>
<tr>
<td>poly_genver</td>
<td>20264113</td>
<td>961</td>
<td>33</td>
<td>22</td>
<td>s</td>
</tr>
<tr>
<td>poly_mussinov</td>
<td>3906470200</td>
<td>493</td>
<td>39</td>
<td>21</td>
<td>b</td>
</tr>
<tr>
<td>poly_3mm</td>
<td>254765399</td>
<td>450</td>
<td>44</td>
<td>24</td>
<td>b</td>
</tr>
<tr>
<td>poly_adl</td>
<td>552919400</td>
<td>1456</td>
<td>33</td>
<td>18</td>
<td>b</td>
</tr>
<tr>
<td>poly_fdtd-2d</td>
<td>289221703</td>
<td>1346</td>
<td>38</td>
<td>19</td>
<td>s</td>
</tr>
<tr>
<td>poly_covariance</td>
<td>379138134</td>
<td>801</td>
<td>34</td>
<td>21</td>
<td>s</td>
</tr>
<tr>
<td>ndes</td>
<td>1225593</td>
<td>661</td>
<td>101</td>
<td>38</td>
<td>b</td>
</tr>
<tr>
<td>matmult</td>
<td>3339921</td>
<td>340</td>
<td>53</td>
<td>24</td>
<td>b</td>
</tr>
<tr>
<td>compress</td>
<td>1758363</td>
<td>166358</td>
<td>102</td>
<td>79</td>
<td>s</td>
</tr>
<tr>
<td>statemate</td>
<td>144066</td>
<td>2970</td>
<td>362</td>
<td>21</td>
<td>b</td>
</tr>
<tr>
<td>ludcmp</td>
<td>113587</td>
<td>421</td>
<td>64</td>
<td>29</td>
<td>b</td>
</tr>
<tr>
<td>adpcm</td>
<td>2116152</td>
<td>16001</td>
<td>175</td>
<td>17</td>
<td>s</td>
</tr>
<tr>
<td>fft</td>
<td>439514</td>
<td>1117</td>
<td>75</td>
<td>17</td>
<td>b</td>
</tr>
<tr>
<td>minver</td>
<td>35614</td>
<td>5039</td>
<td>62</td>
<td>8</td>
<td>b</td>
</tr>
<tr>
<td>crc</td>
<td>764776</td>
<td>4355</td>
<td>33</td>
<td>16</td>
<td>s</td>
</tr>
<tr>
<td>ud</td>
<td>103136</td>
<td>398</td>
<td>56</td>
<td>27</td>
<td>b</td>
</tr>
<tr>
<td>nsichneu</td>
<td>231282</td>
<td>21891</td>
<td>755</td>
<td>753</td>
<td>s</td>
</tr>
<tr>
<td>cnt</td>
<td>79166</td>
<td>274</td>
<td>36</td>
<td>17</td>
<td>b</td>
</tr>
</tbody>
</table>

(a) Desired behavior. (b) Actual behavior.

Figure 5 Delay-slot handling example.
As $R_0$ contains the loop, the MID of $R_0$ depends on the number of iterations. This situation occurs in the $st$ benchmark, which contains a 1 000-iterations loop and a delay-slot whose WCET is estimated at 8 cycles. This results in an indivisible region of 8 001 cycles that blocks the improvement to the MAW.

### 5.1.3 Run-time of region selection without hardware constraints

The run-time of region selection, when ignoring hardware constraints, is given in Figure 6. Each benchmark is represented by a bar with the total time of MID estimations ($at$ runtime) as one part (top) of the bar and the run-time of the rest of the region selection algorithm as the other part (bottom). We do not represent $nsichneu$ as it would have flatten all the other benchmarks but we give the different times.

![Selection time per benchmark](image)

**Figure 6** Run-time of the region selection algorithm. $nsichneu$ is not presented to be able to avoid flattening the other benchmarks. For $nsichneu$, MID estimations ($at$) = 4 440 s, Other (Python) = 317 s.

These results empirically show that most of the computation time of the selection algorithm comes from the MID estimations by $at$. We also observe that the overall execution time remains acceptable for all represented benchmarks. In all benchmarks except $nsichneu$, region selection is performed in less than 200s. $nsichneu$ takes more time due to its structure that forces the selection algorithm to select almost all the regions, which requires many MID estimations. Most programs do not have a structure as specific as the one of $nsichneu$ and for them, the selection algorithm run-time remains very low.

### 5.1.4 Impact of hardware constraints

This section studies the impact of hardware constraints on the quality of region selection.
First, we observed that the required stack size in the benchmarks never exceeds 12 and the required size per stack element is 64 bits only. Thus, this factor has little importance on the resources consumed by the monitor. Consequently, we limit our analysis to the impact of limited memory for RM and limited arity for the region tree.

We first evaluate how limited size for RM impacts the obtained MAW. To do so, we extract the MAW for each iteration of the region selection algorithm without constraints. We can then have a representation of the MAW obtained if the selection algorithm had stopped due to limited RM size, without other constraints (stack / arity). The obtained curves depict the obtained MAW as a function of the number of selected regions, with each point being a newly selected region (which is equivalent to an increase of the RM size by 64 bits). Most of the curves have the same shape as ud, presented in Figure 7a.

For most benchmarks, the threshold plummets at the beginning of the selection and then decreases slowly or stabilizes, corresponding to two phases. The only benchmark for which the MAW decreases at approximately a constant rate is nsichneu as depicted in Figure 7b. This is due to the particular structure of this benchmark, imposing a one-by-one selection of a very small region at each iteration. Interestingly, on this benchmark, the algorithm does select from the most to the less interesting regions, as the slope of the curve decreases with the number of regions selected.

The best attainable MAW is reached when selecting a mean of 47% of the overall regions, with a standard deviation of 20% (noted 47±20%). When selecting the regions, 90% of the reduction is performed by selecting only 24%±19% of the regions selected at the end. The first selected regions are often very interesting to efficiently reduce the MAW. The large standard deviations are mostly due to the disparity in the complexities of the benchmarks.

The second studied hardware constraint is the arity constraint. To evaluate its influence, we perform the selection in three configurations, all without constraining the size of RM: unbounded arity, arity of 8 and arity of 4. The resulting MAW is given in Table 2.

The results indicate that for an arity of 8, all benchmarks except nsichneu have a MAW less than 2 times higher than with no arity constraint. 21 out of the 24 benchmarks have the same MAW as when the arity is unbounded. nsichneu remains a special case due to its structure, which makes the selection rely exclusively on the arity to reduce the MAW. We see in that case that the structure of the code has a strong impact on the capacity of our method to protect it.
For an arity of 4, 16 out of 24 benchmarks are not affected by the constraint. Among the affected 8 benchmarks, the increase in the MAW is so low that there is almost no difference in the protection for 3 of them. However, the other benchmarks except compress, see their MAW increase by a factor of 6 or more compared to a system with no arity constraint. In these cases, the attack window may be considered too large to efficiently protect the program and a superior arity is then required. compress is special as it has a very high MAW to begin with, so even a factor below two makes its MAW skyrocket even more. We conclude that arity has an important impact on the obtained MAW, but it seems that there is no need to increase the arity to more than 8 to have good results for almost all benchmarks.

Table 2 MAW in function of arity for all benchmarks (no limit on RM size).

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>No bound</th>
<th>4</th>
<th>8</th>
<th>Benchmark</th>
<th>No bound</th>
<th>4</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>adpcm</td>
<td>16001</td>
<td>16001</td>
<td>16001</td>
<td>cnt</td>
<td>274</td>
<td>274</td>
<td>274</td>
</tr>
<tr>
<td>compress</td>
<td>166358</td>
<td>313124</td>
<td>196406</td>
<td>crc</td>
<td>4355</td>
<td>4355</td>
<td>4355</td>
</tr>
<tr>
<td>edn</td>
<td>3155</td>
<td>145340</td>
<td>3155</td>
<td>fft</td>
<td>1117</td>
<td>1117</td>
<td>1117</td>
</tr>
<tr>
<td>lms</td>
<td>1609</td>
<td>1609</td>
<td>1609</td>
<td>ludcmp</td>
<td>421</td>
<td>621</td>
<td>421</td>
</tr>
<tr>
<td>matmult</td>
<td>340</td>
<td>340</td>
<td>340</td>
<td>minver</td>
<td>5039</td>
<td>5039</td>
<td>5039</td>
</tr>
<tr>
<td>ndes</td>
<td>661</td>
<td>707</td>
<td>661</td>
<td>nsichneu</td>
<td>21891</td>
<td>227184</td>
<td>223200</td>
</tr>
<tr>
<td>poly_3mm</td>
<td>450</td>
<td>450</td>
<td>450</td>
<td>poly_adi</td>
<td>1456</td>
<td>1456</td>
<td>1456</td>
</tr>
<tr>
<td>poly_covariance</td>
<td>801</td>
<td>801</td>
<td>801</td>
<td>poly_fdtd-2d</td>
<td>1346</td>
<td>1346</td>
<td>1346</td>
</tr>
<tr>
<td>poly_gemver</td>
<td>961</td>
<td>961</td>
<td>961</td>
<td>poly_heat-3d</td>
<td>1953</td>
<td>1953</td>
<td>1953</td>
</tr>
<tr>
<td>poly_ludcmp</td>
<td>961</td>
<td>961</td>
<td>961</td>
<td>poly_nussinov</td>
<td>493</td>
<td>518</td>
<td>493</td>
</tr>
<tr>
<td>qsort-exam</td>
<td>614</td>
<td>4047</td>
<td>1262</td>
<td>st</td>
<td>8001</td>
<td>8001</td>
<td>8001</td>
</tr>
<tr>
<td>statemate</td>
<td>2970</td>
<td>3014</td>
<td>2970</td>
<td>ud</td>
<td>398</td>
<td>398</td>
<td>398</td>
</tr>
</tbody>
</table>

5.2 Evaluation of the hardware monitor

This section evaluates the hardware monitor, in terms of observed detection latency and implementation overheads.

5.2.1 Observed attack detection latency

The experiments reported in this section have two objectives: to demonstrate that the proposed approach effectively detects control-flow deviations and evaluate the achieved attack detection latency.

The experiments operate on traces obtained using Modelsim SE-64 10.5a, that performs a cycle-accurate simulation of the Leon 3 core while it executes code. We post-processed the traces produce by Modelsim to extract the trace of PC values at each cycle and remove the C values corresponding to the instructions canceled after branch misspredictions. The C version of our monitor is configured with the result of our region selection algorithm with stack and memory constraints set at 1024 and arity constraint set at 8 as for our hardware evaluation (see section 5.2.3). It scans the trace to detects when the execution enters or exits. We simulate a scenario where the attacker escapes from the standard execution path from an unknown path and never returns back. This is done by modifying the PC value in the execution trace at a cycle picked randomly. Then we verify that the proposed hardware monitor detects the attack, and we measure the latency between the attack and its detection. For each application, the attack is inserted at 100000 random points. Due to
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experimental limitations, some optimizations on the estimation of the MAW are disabled for this experiment. Consequently, the MAW used here are different from the MAW presented in Table 1. Results of this experiment are presented in Table 3, giving the mean and standard deviation of the attack latency, expressed as a percentage of the MAW.

Table 3 Latency of the detection of an attack using the proposed mechanism. The number of cycles between the attack and its detection are provided as a percentage of the MAW determined statically.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Mean latency (% of MAW)</th>
<th>Standard deviation latency (% of MAW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>crc</td>
<td>99 %</td>
<td>0.8 %</td>
</tr>
<tr>
<td>lms</td>
<td>94 %</td>
<td>5.7 %</td>
</tr>
<tr>
<td>minver</td>
<td>68 %</td>
<td>29.8 %</td>
</tr>
<tr>
<td>fft</td>
<td>94 %</td>
<td>4.9 %</td>
</tr>
<tr>
<td>qsort-exam</td>
<td>97 %</td>
<td>2.7 %</td>
</tr>
</tbody>
</table>

We observe that all attacks are detected by the monitor. The latency is often close to the MAW as the attacks often take place in regions with a MID far lower than the MAW. Consequently, even if the attack is triggered close to the end of the region, the alarm is raised when the counter reaches the MAW. The minver application has a different behavior: most of the execution takes place in the region having the limiting MID. Thus, when the attack is triggered at the end of the region, it is detected quickly. We can see in Table 3 that minver has a latency of 64% of its maximal MAW.

5.2.2 Evaluation of overheads as compared to software approaches

As we opted for a hardware implementation of the monitor, our approach has no impact on the execution time. In comparison, software-based approaches require to read a cycle counter from memory and to compare the value with the MAW. Depending on the implementation, this software implemented monitoring system could even require a system call, as in the work from Zimmer at al. [27].

In this experiment, we evaluate the overhead of our technique if it were implemented in software. We use the execution traces extracted during the previous experiment to count the number of times a region is entered or exited during the execution. Then, we define three scenarios with different penalties for switching of region (entry / exit), corresponding to different implementation strategies for the monitoring system (e.g. with/without system calls, optimized or not). In the fast-soft scenario, monitoring a region requires 10 cycles at each region switch. In the medium-slow, it requires 20 cycles and in the slow-soft it requires 200 cycles.

Table 4 summarizes the results of this experiment. The first column provides for each application simulated, the number of times the monitor switches from one region to another. The other columns correspond to the performance penalty due to the software implemented monitoring of regions. We provide both the number of cycles spent in monitoring and the overhead relatively to the original execution time of the application. We can see that a software based approach can add a significant overhead in the execution time. Even for the fast-soft scenario, the overhead reaches 51% for qsort-exam. For medium-soft and slow-soft, the monitoring overhead is often larger than the original execution time. Of course, this overhead could be reduced by increasing the size of the monitored regions, but this also increases the detection latency. The hardware monitors does not affect the execution time of the application.
Table 4 Comparison between the overheads of the hardware monitor (hardware) and the state
of art assumed with a constant overhead at each region switch (entry or exit) in the worst-case
scenario for a subset of the benchmarks.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Region switch</th>
<th>0/switch (hardware)</th>
<th>10/switch (fast-soft)</th>
<th>20/switch (medium-soft)</th>
<th>200/switch (slow-soft)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>17 180</td>
<td>34 360</td>
<td>343 600</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>19%</td>
<td>39%</td>
<td>387%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>61 340</td>
<td>122 680</td>
<td>1 226 800</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>5%</td>
<td>10%</td>
<td>99%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>12</td>
<td>240</td>
<td>2 400</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1%</td>
<td>3%</td>
<td>29%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 090</td>
<td>21 800</td>
<td>218 000</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>28%</td>
<td>56%</td>
<td>556%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>306</td>
<td>6 120</td>
<td>61 200</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>51%</td>
<td>103%</td>
<td>1029%</td>
<td></td>
</tr>
</tbody>
</table>

5.2.3 Hardware overhead of monitor

The last experiments estimate the hardware cost of the monitor. We have synthesized both
the Leon core and the monitor, targeting a 28 nm technology from STMicroelectronics and a
working frequency of 50 MHz (default frequency of the Leon core). As the cost is dominated
by memory, this cost is separated from the other costs when giving the results.

Table 5 Area cost of the Leon core and of the proposed hardware monitor. Results are given for
different core configurations, with memory ranging from 64 kB to 512 kB, and a monitor capable of
monitoring 1 024 regions (which corresponds to 8 kB).

<table>
<thead>
<tr>
<th>Leon Memory Size</th>
<th>64 kB</th>
<th>128 kB</th>
<th>256 kB</th>
<th>512 kB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monitor Size</td>
<td>8 kB</td>
<td>1024 monitored regions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leon Area (µm²)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>core only</td>
<td>128 197</td>
<td>229 117</td>
<td>430 957</td>
<td>834 637</td>
</tr>
<tr>
<td>memory only</td>
<td>27 277</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>total</td>
<td>100 920</td>
<td>201 840</td>
<td>403 680</td>
<td>807 360</td>
</tr>
<tr>
<td>Monitor Area (µm²)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>monitor only</td>
<td>28 598</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>memory only</td>
<td>15 983</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>total</td>
<td>12 615</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overhead</td>
<td>22%</td>
<td>12%</td>
<td>7%</td>
<td>3%</td>
</tr>
</tbody>
</table>

Results are reported in Table 5. The first two lines are a summary of the configurations
studied. Then, area results for the Leon core and for the proposed monitor (in µm²) are
presented. For both of them, we provide the area consumed ignoring the memories and the
area of the memories. The last line gives the area overhead due to the use of the proposed
approach. We can see that, depending on the core configuration, the overhead of the monitor
goes from 22% to 3%. All these results corresponds to a monitor handling up to 1 024 regions.
This value was picked knowing that the biggest application we studied requires 80 regions
(ignoring nsichnea that requires 700 regions). We can estimate that doubling the number of
region handled by the monitor would double the area consumed by the memories.
6 Discussion

As any security mechanism, the design we propose has a limited scope that we discuss in this section. Since our work heavily relies on WCET estimation techniques and tools, their limitations impact the quality of our work. In particular, the pessimism of WCET estimates, even on small regions such as basic blocks, induces higher bounds for our detection and thus more time for the attacker to bend the program behavior.

We selected an implementation of the monitor that uses the same bound for all regions, to reduce the hardware overhead of the design. Storing the bound of each region in the memory and checking the elapsed time against this bound would certainly improve the security of the protection, at the expense of a higher hardware overhead to store all these data.

Using debug interfaces already present on the processor is an interesting idea to use this protection with less hardware overhead. For example, we could implement the monitor in software and use another core to run it in order to reduce the intrusiveness). Extension to debug-interface is left to future work. Another way to improve the protection would be to use less pessimistic WCET estimations (e.g. using hybrid methods) but this may provide unsound WCET estimates which would detect attacks where there are not (i.e. false-positive).

A second limitation is the type of attacks that can be detected by our protection. Our protection targets attacks that would modify the control-flow and not return at the right place in time. Our design does not try to prevent attacks that are not based on control-flow hijacking (e.g. data-only attacks [12]).

Finally, our current design does not yet handle multi-tasking operating system and multi-processor. We believe that multi-processors can be easily handled by dispatching the task on the processors off-line and using one monitor per processor. Multi-tasking operating systems on the other hand requires to detect context switches such that it also switches the monitor context. It also requires to partitioning the memory of the monitor to maintain the context of suspended tasks while running another task. To ensure that the right task is being monitored, the protection must also protect the scheduling. Finally, the protection have to protect the operating system itself. This is left to future work.

7 Related work

Many methods exist to protect systems, including real-time systems, against attacks. A first class of techniques is to prevent the attacks from happening, for instance by hardening the binary using checksums, or by modifying the memory layout of programs, or by introducing some randomness when generating schedules. Address Space Layout Randomization (ALSR) randomizes the start address of the key memory regions of a process (code, data, stack, libraries) to guard against buffer overflows. The use of ASLR in small embedded systems (for example, on 8 or 16-bits architectures) is less effective than in 32 or 64-bits architectures, as the system does not always contain enough entropy for them to be efficient [18]. In addition, when timing guarantees are required, WCET estimation techniques have to be re-designed for supporting the presence of unknown addresses for memory regions. The research presented in [8] proposes WCET estimation techniques (in particular instruction cache analysis) for different diversification granularities. This work was able to compute a far tighter WCET estimate than the one obtained with all miss assumption (i.e., equivalent to a system without a cache). However, a rough analysis of the data provided in this paper shows that the cost of fine grain diversification can be up to a 50% worst-case overhead, which is often too much for industrial purposes [21]. Another level at which diversification can be used in real-time
systems is at the schedule level. In [11], the goal is to prevent targeted side-channel attacks on other tasks by *shuffling* the schedule while conserving the deadlines criteria, either off-line or on-line.

A second class of techniques, complementary to prevention, is to let the attacker perform some actions and detect them before they cause harm to the system. *Detection techniques* use monitoring techniques, implemented either in hardware or in software, to look for the results of the attack, and not the causes. The sensitivity of the monitor is used to trade-off the security the monitor provides against how much it interferes with the system. The technique proposed in this paper is a detection technique.

Detection techniques differ by the class of information they monitor. Yoon et al. [26] monitors system calls at run-time and compares them to a list of system calls under normal execution. Walls et al. [23] presents a software technique that checks the integrity of the control flow of a program by monitoring the target of indirect branches and comparing them to the value for a normal execution. Hardware for control flow integrity verification is presented in [1]. Zimmer et al. [27] monitors execution times of code snippets of different granularities and compares them against estimated WCETs, to detect attacks such as control-flow hijacking. Like [27] we use timing information for attack detection. However, our research differs from [27] in several aspects: (i) we use dedicated hardware instead of software for detection of timing violations, and then have no impact on the predictability of monitored programs; (ii) we propose an algorithm to automate the selection of monitored regions and thus provide guarantees on the attack detection latency. In addition, in comparison to [27], we do not need Best-Case Execution Times (BCET) in our approach, a metric that is not currently supported by state-of-the-art WCET estimation tools.

Watchdogs have been intensively studied to protect against faults in RTES [13] [25]. In [13], the authors present a survey of different techniques to protect the control flow and memory accesses. The control-flow protection uses signatures inserted at the beginning of each protected block. These signatures are read by the watchdog which can ensure that the block corresponds to the signature and that the received signatures follow a correct order. In [25], the authors use the WCET of a block as a signature to ensure the correct timing behavior of the program. However, it does not handle computed branches. All these techniques require an instrumentation of the program that slows down the program while our solution can be applied without modification of the program. The second point is that these techniques are not focused on security. A fault happening naturally has a very low probability of modifying the signature or modifying the instructions while maintaining a correct signature. On the other hand, a well-crafted attack could subvert the system by modifying the time allocated for a block and transmitted to the watchdog.

A crucial characteristic of a monitor – that impacts its security, responsiveness and invasiveness – is if the monitor is made on *dedicated hardware* or in *software* by the system. Hardware-based monitors have better responsiveness as they can monitor the system faster than software can. As they use dedicated hardware, this kind of monitor uses less system resources, thus reducing the invasiveness of the monitor and reducing its impact on the determinism. Finally, the security is reinforced because hardware is dedicated to the monitoring and can thus be isolated from the system as well as protect the system itself. However, these advantages come with the cost of developing dedicated hardware for each type of required monitor [20] [16] or using a dedicated co-processor [4]. The monitor proposed in this paper is fully implemented in hardware, and is shown not to impact the predictability of software. Protection of the monitor itself against attacks, although not addressed in the current status of our work, should be facilitated by the limited and well-delimited amount of information used for the monitor operation.
Conclusion and future work

We have presented in this paper a technique to detect attacks in real-time systems based on WCET of code regions. A monitor, implemented in hardware, tests if a code region exceeds its WCET as the result of an attack, and raises an alarm should this happen. Experimental results show that the Maximum Attack Window guaranteed by our approach is as short as a basic block (tens of instructions for most codes).

Two factors limit the MAW guaranteed by our approach. The first one is the presence of delay-slots in the targeted architecture. Delay-slots, as detailed in Section 5, artificially enlarge the MAW, because they are accounted for in the enclosing selected region. This issue will not appear on architectures without delay-slots, but unfortunately would need a deep change in aIT to have a more precise estimation of the MAW. The other factor that prevents an extremely small MAW is the presence of long basic blocks in some applications. Addressing this issue would require to split long basic blocks in several regions, which would add complexity to the region selection algorithm. A promising direction would be to subtly change the algorithm as follows: in case the MAW is the duration of one basic block the basic block is split in two equal-length (in terms of number of instructions) regions.

Another way to improve the efficiency of attack detection would be to use Best Case Execution Times (BCET) in addition to WCETs. We did not further follow this direction for technical reasons, because state-of-the-art WCET estimation tools are strictly oriented towards worst-case performance and do not provide BCET values.

For the scope of this paper, we addressed the monitoring of a single task on a monoprocessor system. Extending this work for multi-processors and multi-tasks operating systems is left for future work.

As for the hardware implementation of the monitor, the monitor is currently described as C code and synthesized into VHDL using the High Level Synthesis (HLS) tool Catapult. Functional correction has been demonstrated through simulations. Ongoing work concerns the integration of the monitor on an FPGA board embedding the Leon 3 core. We also plan as future work to protect the monitor itself, in particular its memory, against fault attacks, using redundancy techniques. The monitor will then be tested against real attacks, including fault attacks, and the observed attack detection latencies will be observed and compared to the guaranteed latency.
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1 Introduction

Real-time Linux has been a recurring topic in both research [5, 6, 30] and industry [10, 11, 12, 21, 39] for more than a decade. Nowadays, Linux has an extensive set of real-time related features, from theoretically-supported schedulers such as SCHED_DEADLINE [27] to the priority inversion control in locking algorithms and a fully-preemptive mode. Regarding the fully-preemptive mode, Linux developers have extensively reworked the Linux kernel to reduce the code sections that could delay the scheduling of the highest-priority thread, leading to the well-known PREEMPT_RT variant. cyclic test is the primary tool adopted in the evaluation of the fully-preemptive mode of PREEMPT_RT Linux [8], and it is used to compute the time difference between the expected activation time and the actual start of execution of a high-priority thread running on a CPU. By configuring the measurement thread with the highest priority and running a background taskset to generate disturbance, cyclic test is used in practice to measure the scheduling latency of each CPU of the system. Maximum observed latency values generally range from a few microseconds on single-CPU systems to 250 microseconds on non-uniform memory access systems [35], which are acceptable values for a vast range of applications with sub-millisecond timing precision requirements. This way, PREEMPT_RT Linux closely fulfills theoretical fully-preemptive system assumptions that consider atomic scheduling operations with negligible overheads.

Despite its practical approach and the contributions to the current state-of-art of real-time Linux, cyclic test has some known limitations. The main one arises from the opaque nature of the latency value provided by cyclic test [4]. Indeed, it only informs about the latency value, without providing insights on its root causes. The tracing features of the kernel are often applied by developers to help in the investigation. However, the usage of tracing is not enough to resolve the problem: the tracing overhead can easily mask the real sources of latency, and the excessive amount of data often drives the developer to conjectures that are not the actual cause of the problem. For these reasons, the debug of a latency spike on Linux generally takes a reasonable amount of hours of very specialized resources.

A common approach in the real-time systems theory is the categorization of a system as a set of independent variables and equations that describe its integrated timing behavior. However, the complexity of the execution contexts and fine-grained synchronization of the PREEMPT_RT make application of classical real-time analysis for Linux difficult. Linux kernel complexity is undoubtedly a barrier for both expert operating system developers and real-time systems researchers. The absence of a theoretically-sound definition of the Linux behavior is widely known, and it inhibits the application of the rich arsenal of already existing techniques from the real-time theory. Also, it inhibits the development of theoretically-sound analysis that fits all the peculiarities of the Linux task model [23].

Aware of the situation, researchers and developers have been working together in the creation of models that explain the Linux behavior using a formal notation, abstracting the code complexity [2]. The Thread Synchronization Model for the fully-preemptive PREEMPT RT Linux Kernel [14] proposes an automata-based model to explain the synchronization dynamics for the de facto standard for real-time Linux. Among other things, the model can be used as an abstraction layer to translate the kernel dynamics as analyzed by real-time Linux kernel developers to the abstractions used in the real-time scheduling theory.

Paper approach and contributions: This paper leverages the Thread Synchronization Model [14] of Linux to derive a set of properties and rules defining the Linux kernel behavior from a scheduling perspective. These properties are then leveraged in an analysis that derives
a theoretically-sound bound to the scheduling latency that comprehensively considers the sources of delays, including all possible synchronization flows in the kernel code. The analysis builds upon a set of practically-relevant modeling variables inspired by the foundational principles behind the development of the PREEMPT_RT Linux Kernel. This paper also presents an efficient tracing method to observe the kernel events, which are used to define observed values for the variables used in the analysis, while keeping the runtime overhead and storage space to figures that make its use feasible in practice. The tool also analyzes the trace, serving to distinguish the various sources of the latency. Moreover, by exploring the interference caused by adopting different interrupt characterizations, the tool also derives latency bounds based on real execution traces. Finally, the experimental section compares the results obtained by the `cyclictest` and the proposed tool, showing that the proposed method can find sound bounds faster with acceptable overheads.

2 Background

This section provides background information on the main concepts used in this paper, and discusses related research works.

2.1 Linux Execution Contexts, Scheduling Dynamics, and Tracing

With the PREEMPT_RT patchset, Linux has four different preemption models for kernel space activities. This paper targets the fully-preemptive mode, in which there are three different execution contexts: non-maskable interrupts (NMI), maskable interrupts (IRQs), and threads [20]. Both NMIs and IRQs are asynchronous interrupts, i.e., mechanisms used to deliver events coming either from external hardware or by code running on other CPUs via inter-processor interrupts. The interrupt controller manages interrupts, both queueing and dispatching one NMI per-CPU and multiple IRQs. For each CPU, the NMI is the highest-priority interrupt, so it postpones and preempts IRQs. As a design choice, Linux (in the fully-preemptive mode) handles IRQs with IRQs disabled. Hence an IRQ cannot preempt another IRQ. Threads have no control over the NMI, but they can delay the execution of IRQs by temporarily disabling (masking) them.

Given the potential interference on the execution of threads, one of the design goals of PREEMPT_RT was to reduce the code executing in interrupt context to the bare minimum, by moving most of it to thread context. Despite the existence of different memory contexts in which a regular program can run, like kernel threads, or the process context in the user-space, from the scheduling viewpoint they are all threads. Linux has not one but five schedulers. When invoked, the set of schedulers are queried in a fixed order. The following schedulers are checked: (i) stop-machine, a pseudo-scheduler used to execute kernel facilities, (ii) SCHED_DEADLINE [27], (iii) the fixed-priority real-time scheduler, (iv) the completely fair scheduler (CFS), (v) the IDLE scheduler. Every time the schedulers execute, the highest-priority thread is selected for a context switch. When no ready threads are available, the IDLE scheduler returns the `idle thread`, a particular thread always ready to run. For simplicity, we refer hereafter with the term `scheduler` when mentioning the kernel code handling all the scheduling operations related to all five schedulers. The scheduler is called either voluntarily by a thread leaving the processor, or involuntarily, to cause a preemption. Any currently executing thread can postpone the execution of the scheduler while running in the kernel context by either disabling preemption or the IRQs. It is a goal of the fully-preemptive kernel developers to reduce the amount of time in which sections of code can postpone the scheduler execution.
Linux has an advanced set of tracing methods [28]. An essential characteristic of the Linux tracing feature is its efficiency. Currently, the majority of Linux distributions have the tracing features enabled and ready to use. When disabled, the tracing methods have nearly zero overhead, thanks to the extensive usage of runtime code modifications. Currently, there are two main interfaces by which these features can be accessed from user-space: perf and ftrace. The most common action is to record the occurrence of events into a trace-buffer for post-processing or human interpretation of the events. Furthermore, it is possible to take actions based on events, such as to record a stacktrace. Moreover, tools can also hook to the trace methods, processing the events in many different ways, and also be leveraged for other purposes. For example, the Live Patching feature of Linux uses the function tracer to hook and deviate the execution of a problematic function to a revised version of the function that fixes a problem [32]. A similar approach was used for runtime verification of the Linux kernel, proving to be an efficient approach [18].

2.2 Automata Models and the PREEMPT_RT Synchronization Model

An automaton is a well-known formal method, utilized in the modeling of Discrete Event Systems (DES). The evolution of a DES is described with all possible sequences of events \( e_1, e_2, e_3, \ldots, e_n \), with \( e_i \in E \), defining the language \( L \) that describes the system.

Automata are characterized by a directed graph or state transition diagram representation. For example, consider the event set \( E = \{\text{nmi\_entry}, \text{nmi\_exit}\} \) and the state transition diagram in Figure 1, where nodes represent system states, labeled arcs represent transitions between states, the arrow points to the initial state, and the nodes with double circles are marked states, i.e., safe states of the system.

Formally, a deterministic automaton, denoted by \( G \), is a tuple \( G = \{X, E, f, x_0, X_m\} \); where: \( X \) is the set of states; \( E \) is the set of events; \( f : X \times E \to X \) is the transition function, defining the state transition between states from \( X \) due to events from \( E \); \( x_0 \) is the initial state and \( X_m \subseteq X \) is the set of marked states.

An important operation is the parallel composition of two or more automata that are combined to compose a single, augmented-state, automaton [7], enabling the model of complex systems using the modular approach. In the modular approach, the system is modeled as a set of two classes of automata: generators and specifications. Each sub-system has a generator of events modeled independently. The synchronization rules of each sub-system are stated as a set of specification automata. Each specification synchronizes the actions of two or more generators. The parallel composition of all the generators and specifications creates the synchronized model [33].

The Thread Synchronization Model for the PREEMPT_RT Linux Kernel [14] proposes an automata-based model for describing the behavior of threads in the Linux PREEMPT_RT kernel. The model defines the events and how they influence the timeline of threads’ execution, comprising the preemption control, interrupt handlers, interrupt control, scheduling and locking, describing the delays occurred in this operation in the same granularity used by kernel developers. The model is constructed using the modular approach.
2.3 Related Work

Abeni et al. [1] defined a metric similar to cyclictest, evaluating various OS latency components of several standard and real-time Linux kernels existing at the time (2002).

Matni and Dagenais [29] proposed the use of automata for analyzing traces generated by the kernel of an operating system. Automata are used to describe patterns of problematic behavior. An off-line analyzer checks for their occurrences. Cerqueira and Brandenburg [9] described experiments with cyclictest to evaluate the scheduling latency experienced by real-time tasks under LITMUS\textsuperscript{RT}, vanilla Linux and Linux with the PREEMPT\_RT patch. The authors also discussed the advantages and limitations of using cyclic\textit{test} for estimating the capability of a system to provide temporal guarantees. A similar experimental study is presented in [22]. Reghanzani et al. [36] empirically measured the latencies of a real-time Linux system under stress conditions in a mixed-criticality environment.

Herzog et al. [24] presented a tool that systematically measures interrupt latency, at run-time, in the Linux vanilla kernel. No attempt is made to model Linux kernel scheduling. Regnier et al. [37] presented an evaluation of the timeliness of interrupt handling in Linux.

The ftrace preemptirqsoff tracer [38] enables the tracing of functions with either preemption or IRQs disabled, trying to capture the longest window. The approach in [38] does not differentiate between interference due to interrupts and the contribution due to different code segments disabling preemption or interrupts. Moreover, by adding tracing of functions it adds overhead to the measurement, thus potentially heavily affecting the result, often mispointing the real source of the latency.

Previous work in [20] and [14] used the timeline and automata-based models, respectively, to describe the Linux kernel behavior regarding threads and interrupt handlers context switches. This work uses the \textit{Thread Synchronization Model} [14] as the description of a single-CPU PREEMPT\_RT Linux system configured in the fully-preemptive mode. The advantages of using the model is many-fold: (1) it was developed in collaboration with kernel developers, and widely discussed by us with both practitioners [15, 16] and academia [13, 19]; (2) the model is deterministic, i.e., in a given state a given event can cause only one transition; (3) the model was extensively verified; (4) it abstracts the code complexity by using a set of small automata, each one precisely describing a single behavior of the system. Building upon these approaches, in this work we derive a set of properties and rules defining the Linux kernel scheduling behavior, from the mentioned \textit{Thread Synchronization Model} [14] based on automata. These properties are then used to derive a theoretically-sound bound to the scheduling latency. The proposed bound is based on a formalization of the Linux kernel behavior, where the value of the variables is experimentally measured. To the best of our knowledge, this is the first time that such a detailed analysis of the Linux scheduling behavior is done.

3 System Model

The task set is composed of a single NMI $\tau^{\text{NMI}}$, a set $\Gamma^{\text{IRQ}} = \{\tau_1^{\text{IRQ}}, \tau_2^{\text{IRQ}}, \ldots\}$ of maskable interruptions (IRQ for simplicity), and a set of threads $\Gamma^{\text{THD}} = \{\tau_1^{\text{THD}}, \tau_2^{\text{THD}}, \ldots\}$. The NMI, IRQs, and threads are subject to the scheduling hierarchy discussed in Section 2.1, i.e., the NMI has always a higher priority than IRQs, and IRQs always have higher priority than threads. Given a thread $\tau_i^{\text{THD}}$, at a given point in time, the set of threads with a higher-priority than $\tau_i^{\text{THD}}$ is denoted by $\Gamma_{LP,i}^{\text{THD}}$. Similarly, the set of tasks with priority lower than $\tau_i^{\text{THD}}$ is denoted by $\Gamma_{LP,i}^{\text{THD}}$. Although the schedulers might have threads with the same priority in their queues, only one among them will be selected to have its context loaded, and consequently, starting to run. Hence, when scheduling, the schedulers elect a single thread as the highest-priority one.
The system model is formalized using the modular approach, where the *generators* model the independent action of tasks and synchronization primitives, and the *specification* models the synchronized behavior of the system. The next sections explains the *generators* as the basic operations of the system, and the specifications as a set of *rules* that explains the system behavior.

### 3.1 Basic Operations

This section describes *generators* relevant for the scheduling latency analysis, starting with the interrupt behavior:

- **O1**: The NMI context starts with the entry of the NMI handler (*nmi_entry*), and exits in the return of the handler (*nmi_exit*). This operation is modeled as in Figure 1 (in Section 2).

- **O2**: Linux allows threads to temporarily mask interrupts (*local_irq_disable*), in such a way to avoid access to shared data in an inconsistent state. Threads need to unmask interrupts (*local_irq_enable*) at the end of the critical section, as modeled in Figure 2.

- **O3**: To enforce synchronization, the processor masks interrupts before calling an interrupt handler on it. IRQs stays masked during the entire execution of an interrupt handler (*hw_local_irq_disable*). Interrupts are unmasked after the return of the handler (*hw_local_irq_enable*), as shown in Figure 3. In the model, these events are used to identify the begin and the return of an IRQ execution.

The reference model considers two threads: the thread under analysis and an arbitrary other thread (including the idle thread). The corresponding operations are discussed next.
The thread is not running until its context is loaded in the processor (sched_switch_in). The context of a thread can be unloaded by a suspension (sched_switch_suspend), blocking (sched_switch_blocking), or preemption (sched_switch_preempt), as in Figure 4.

The model considers that there is always another thread ready to run. The reason is that, on Linux, the idle state is implemented as a thread, so at least the idle thread is ready to run. The other thread can have its context unloaded (sched_switch_out_o) and loaded (sched_switch_in_o) in the processor, as modeled in Figure 5.

The preemption is enabled by default. Although the same function is used to disable preemption, the model distinguishes the different reasons to disable preemption, as modeled in Figure 6. The preemption can be disabled either to postpone the scheduler execution (preempt_disable), or to protect the scheduler execution of a recursive call (preempt_disable_sched). Hereafter, the latter mode is referred to as preemption disabled to call the scheduler or preemption disabled to schedule.

The scheduler starts to run selecting the highest-priority thread (schedule_entry, in Figure 7), and returns after scheduling (schedule_exit).

Before being able to run, a thread needs to be awakened (sched_waking). A thread can set its state to sleepable (sched_set_state_sleepable) when in need of resources. This operation can be undone if the thread sets its state to runnable again (sched_set_state_runnable). The automata that illustrates the interaction among these events is shown in Figure 8.

The set need re-schedule (sched_need_resched) notifies that the currently running thread is not the highest-priority anymore, and so the current CPU needs to re-schedule, in such way to select the new highest-priority thread (Figure 9).

### 3.2 Rules

The Thread Synchronization Model [14] includes a set of specifications defining the synchronization rules among generators (i.e., the basic operations discussed in Section 3.1). Next, we summarize a subset of rules extracted from the automaton, which are relevant to analyze the scheduling latency. Each rule points to a related specification, graphically illustrated with a corresponding figure.

**IRQ and NMI rules.** First, we start discussing rules related to IRQs and NMI.

- **R1:** There is no specification that blocks the execution of a NMI (O1) in the automaton.
- **R2:** There is a set of events that are not allowed in the NMI context (Figure 10), including:
  - **R2a:** set the need resched (O9).
  - **R2b:** call the scheduler (O7).
  - **R2c:** switch the thread context (O4 and O5).
  - **R2d:** enabling the preemption to schedule (O6).
- **R3:** There is a set of events that are not allowed in the IRQ context (Figure 11), including:
  - **R3a:** call the scheduler (O7).
  - **R3b:** switch the thread context (O4 and O5).
  - **R3c:** enabling the preemption to schedule (O6).
- **R4:** IRQs are disabled either by threads (O2) or IRQs (O3), as in the model in Figure 12. Thus, it is possible to conclude that:
  - **R4a:** by disabling IRQs, a thread postpones the begin of the IRQ handlers.
  - **R4b:** when IRQs are not disabled by a thread, IRQs can run.
Thread context. Next, synchronization rules related to the thread context are discussed. We start presenting the necessary conditions to call the scheduler (O7).

Necessary conditions to call and run the scheduler.
- R5: The scheduler is called (and returns) with interrupts enabled (Figure 13).
- R6: The scheduler is called (and returns) with preemption disabled to call the scheduler (i.e., via the preempt_disable_sched event, Figure 14).
- R7: The preemption is never enabled by the scheduling context (Figure 15).

Regarding the context switch (O4 and O5), the following conditions are required.

Necessary conditions for a context switch.
- R8: The context switch occurs with interrupts disabled by threads (O2) and preemption disabled to schedule (O6, Figure 16).
- R9: The context switch occurs in the scheduling context (O7, Figure 17).

The necessary conditions to set the need resched (O9) and to wakeup a thread (O8) are the same. They are listed below, and show in Figure 18.

Necessary conditions to set the need resched and to wakeup a thread.
- R10 Preemption should be disabled, by any mean (O6).
- R11 IRQs should be masked, either to avoid IRQ (O2) or to postpone IRQs (O3).

Until here, we considered necessary conditions. From now on, we will present sufficient conditions.

Sufficient conditions to call the scheduler and to cause a context switch.
- R12 Disabling preemption to schedule (O6) always causes a call to the scheduler (O7, Figure 19).
- R13 Calling the scheduler (O7) always results in a context switch (O4, O5). Recall that if the system is idle, the idle thread is executed after the context switch. (Figure 20).
- R14 Setting need resched (O9) always results in a context switch (O4, O5, Figure 21).

4 Demystifying the Real-time Linux Scheduling Latency

4.1 Problem Statement

We start defining the scheduling latency (hereafter only latency) and then we leverage the rules presented in Section 3 and the related automaton model to derive an upper bound reflecting all the peculiarities of Linux. The latency experienced by a thread instance (also called job) may be informally defined as the maximum time elapsed between the instant in which it becomes ready while having the highest-priority among all ready threads, and the time instant in which it is allowed to execute its own code after the context switch has already been performed. By extension, the latency of a thread is defined as reported in Definition 1.

▶ Definition 1 (Thread Scheduling Latency). The scheduling latency experienced by an arbitrary thread $\tau_{THD}^i \in \Gamma_{THD}$ is the longest time elapsed between the time $A$ in which any job of $\tau_{THD}^i$ becomes ready and with the highest priority, and the time $F$ in which the scheduler returns and allows $\tau_{THD}^i$ to execute its code, in any possible schedule in which $\tau_{THD}^i$ is not preempted by any other thread in the interval $[A, F]$. 
Figure 10 Operations blocked in the NMI context (R2).

Figure 11 Operations blocked in the IRQ context (R3).

Figure 12 IRQ disabled by thread or IRQs (R4).

Figure 13 The scheduler is called with interrupts enabled (R5).

Figure 14 The scheduler is called with preemption disabled to call the scheduler (R6).

Figure 15 The scheduler context does not enable the preemption (R7).

Figure 16 The context switch occurs with interrupts and preemption disabled (R8).

Figure 17 The context switch occurs in the scheduling context (R9).

Figure 18 Wakeup and need resched requires IRQs and preemption disabled (R10 and R11).
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**Figure 19** Disabling preemption to schedule always causes a call to the scheduler (R12).

**Figure 20** Scheduling always causes context switch (R13).

**Figure 21** Setting need resched always causes a context switch (R14).
For brevity, we refer next to the event that causes any job of $\tau_{i}^{THD}$ becoming ready and with the maximum priority as RHP, event\(^1\). With Definition 1 in place, this paper aims at computing a theoretically-sound upper bound to the latency experienced by an arbitrary $\tau_{i}^{THD} \in \Gamma^{THD}$ under analysis. To this end, we extract next some formal properties and lemmas from the operations and rules presented in Section 3. We begin determining which types of entities may prolong the latency of $\tau_{i}^{THD}$.

\begin{itemize}
  \item **Property 1.** The scheduling latency of an arbitrary thread $\tau_{i}^{THD} \in \Gamma^{THD}$ cannot be prolonged due to high-priority interference from other threads $\tau_{j}^{THD} \in \Gamma_{LP_i}^{THD}$.
  \begin{proof}
    By contradiction, assume the property does not hold. Then, due to the priority ordering, it means that either: (i) $\tau_{i}^{THD}$ was not the highest-priority thread at the beginning of the interval $[A,F]$ (as defined in Definition 1), or (ii) $\tau_{i}^{THD}$ has been preempted in $[A,F]$. Both cases contradict Definition 1, hence the property follows.
  \end{proof}

  Differently, Property 2 shows that the latency of a thread may be prolonged due to priority-inversion blocking caused by other threads $\tau_{j}^{THD} \in \Gamma_{LP_i}^{THD}$ with a lower priority.

  \begin{itemize}
  \item **Property 2.** The latency of an arbitrary thread $\tau_{i}^{THD} \in \Gamma^{THD}$ can be prolonged due to low-priority blocking from other threads $\tau_{j}^{THD} \in \Gamma_{LP_i}^{THD}$.
  \begin{proof}
    The property follows by noting that, for example, a low-priority thread may disable the preemption to postpone the scheduler, potentially prolonging the latency of $\tau_{i}^{THD}$.
  \end{proof}
  \end{itemize}

With Property 1 and Property 2 in place, we bound the Linux latency as follows, referring to an arbitrary thread $\tau_{i}^{THD}$ under analysis. First, as a consequence of Property 1, only the NMI and IRQs may prolong the latency due to high-priority interference, and such an interference is equal for all threads $\tau_{i}^{THD} \in \Gamma^{THD}$ since NMI and IRQs have higher priorities than threads. We model the interference due to the NMI and IRQs in a time window of length $t$ with the functions $I^{NMI}(t)$ and $I^{IRQ}(t)$, respectively. We then show next in Section 5 how to derive such functions. Besides interference, the latency is caused by constant kernel overheads (e.g., due to the execution of the kernel code for performing the context switch) and priority-inversion blocking (see Property 2), which we bound with a term $L^{IF}$. In principle, the delays originating $L^{IF}$ may be different for each thread $\tau_{i}^{THD} \in \Gamma^{THD}$. However, for

\(^1\) Note that RHP, is an event external to the model, for instance, it can be a hardware event that dispatches an IRQ, or the event that causes a thread to activate another thread.
simplicity, we conservatively bound $L_{IF}$ in a thread-independent manner as discussed next in Section 4.2 and 5. The latency of $\tau_{THD}^i$ is then a function of the above delays, and is bounded by leveraging standard techniques for response-time analysis in real-time systems [3, 25, 26], i.e., by the least positive value fulfilling the following equation:

$$L = L_{IF} + L_{INMI}(L) + L_{IRQ}(L).$$  \hspace{1cm} (1)

Next, we show how to bound $L_{IF}$.

### 4.2 Bounding $L_{IF}$

#### Analysis Approach.

As discussed in Section 3, after the $RHP_i$ event occurs (i.e., when $\tau_{THD}^i$ becomes the ready thread with the highest priority), the kernel identifies the need to schedule a new thread when the set_need_resched event takes place. Then, an ordered sequence of events occurs. Such events are motivated by the operations and rules discussed in Section 3, graphically illustrated in the lower part of Figure 22, and discussed below.

**EV1** The necessary conditions to call the scheduler need to be fulfilled: IRQs are enabled, and preemption is disabled to call the scheduler. It follows from rule R5 and R6;

**EV2** The scheduler is called. It follows from R12;

**EV3** In the scheduler code, IRQs are disabled to perform a context switch. It follows from rule R8;

**EV4** The context switch occurs. It follows from rule R13 and R14;

**EV5** Interrupts are enabled by the scheduler. It follows from R5;

**EV6** The scheduler returns;

**EV7** The preemption is enabled, returning the thread its own execution flow.

Note that, depending on what the processor is executing when the $RHP_i$ event occurs, not all the events may be involved in (and hence prolong) the scheduling latency. Figure 21 illustrates all the allowed sequences of events from the occurrence of the set_need_resched event (caused by $RHP_i$) until the context switch (EV4), allowing the occurrence of the other events (EV5-EV7). According to the automaton model, there are five possible and mutually-exclusive cases, highlighted with different colors in Figure 21. Our strategy for bounding $L_{IF}$ consists in deriving an individual bound for each of the five cases, taking the maximum as a safe bound.

To derive the five cases, we first distinguish between:

1. if $RHP_i$ occurs when the current thread $\tau_{THD}^j \in \Gamma_{THD}^{iLP}$ is in the scheduler execution flow, both voluntarily, or involuntarily as a consequence of a previous set_need_resched occurrence, after disabling the preemption to call the scheduler and, (ii) otherwise.

We can distinguish three mutually-exclusive sub-cases of (i):

1-a if $RHP_i$ occurs between events EV1 and EV2, i.e., after that preemption has been disabled to call the scheduler and before the actual scheduler call (black in Figure 21);

1-b if $RHP_i$ occurs in the scheduler between EV2 and EV3, i.e., after that the scheduler has already been called and before interrupts have been disabled to cause the context switch (pink in Figure 21);

1-c if $RHP_i$ occurs in the scheduler between EV3 and EV7, i.e., after interrupts have already been masked in the scheduler code and when the scheduler returns (brown in Figure 21);

In case (ii), $RHP_i$ occurred when the current thread $\tau_{THD}^j \in \Gamma_{THD}^{iLP}$ is not in the scheduler execution flow. Based on the automaton of Figure 21, two sub-cases are further differentiated:

2-a when $RHP_i$ is caused by an IRQ, and the currently executing thread may delay $RHP_i$ only by disabling interruptions (green in Figure 21);

2-b otherwise (blue in Figure 21).
<table>
<thead>
<tr>
<th>Param.</th>
<th>Length of the longest interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{PSD}$</td>
<td>in which preemptions are disabled to schedule.</td>
</tr>
<tr>
<td>$D_{PAIE}$</td>
<td>in which the system is in state $pe_{ie}$ of Figure 21.</td>
</tr>
<tr>
<td>$D_{POID}$</td>
<td>in which the preemption is disabled to postpone the scheduler or IRQs are disabled.</td>
</tr>
<tr>
<td>$D_{ST}$</td>
<td>between two consecutive occurrences of EV3 and EV7.</td>
</tr>
</tbody>
</table>

**Variables Selection.** One of the most important design choices for the analysis consists in determining the most suitable variables to be used for deriving the analytical bound. Since the very early stages of its development, the PREEMPT_RT Linux had as a target to minimize the code portions executed in interrupt context and the code sections in which the preemption is disabled. One of the advantages of this design choice consists indeed in the reduction of scheduling delays. Nevertheless, disabling the preemption or IRQs is sometimes merely mandatory in the kernel code. As pointed out in Property 2, threads may also disable the preemption or IRQs, e.g., to enforce synchronization, thus impacting on the scheduling latency. Building upon the design principles of the fully-preemptive PREEMPT_RT kernel, Table 1 presents and discusses the set of variables selected to bound the latency, which are more extensively discussed next in Sections 5, and graphically illustrated in Figure 22. Such variables considers the longest intervals of time in which the preemption and/or IRQs are disabled, taking into consideration the different disabling modes discussed in Section 3.

**Deriving the bound.** Before discussing the details of the five cases, we present a bound on the interference-free duration of the scheduler code in Lemma 2.

> **Lemma 2.** The interference-free duration of the scheduler code is bounded by $D_{PSD}$.

**Proof.** It follows by noting that by rule R6 the scheduler is called and returns with the preemption disabled to call the scheduler and, by rules R2d, R3c, and R7, the preemption is not enabled again until the scheduler returns.

Next, we provide a bound to $L^{IF}$ in each of the five possible chains of events.

**Case (i).** In case (i), the preemption is already disabled to call the scheduler, hence either $set\_need\_resched$ has already been triggered by another thread $\tau_{j}^{THD} \neq \tau_{i}^{THD}$ or the current thread voluntarily called the scheduler. Then, due to rules R13 and R14, a context switch will occur. Consequently, the processor continues executing the scheduler code. Due to rule R5, the scheduler is called with interrupts enabled and preemption disabled, hence RHP, (and consequently $set\_need\_resched$) must occur because of an event triggered by an interrupt. By rule R2, NMI cannot cause $set\_need\_resched$; consequently, it must be caused by an IRQ or the scheduler code itself. Due to EV3, IRQs are masked in the scheduler code before performing the context switch. We recall that case (i) divides into three possible sub-cases, depending on whether RHP occurs between EV1 and EV2 (case i-a), EV2 and EV3 (case i-b), or EV3 and EV7 (case i-c). Lemma 3 bounds $L^{IF}$ for cases (i-a) and (i-b).

> **Lemma 3.** In cases (i-a) and (i-b), it holds

$$L^{IF}_{(i-a)} \leq D_{PSD}, \quad L^{IF}_{(i-b)} \leq D_{PSD}.$$  \hspace{1cm} (2)

**Proof.** In both cases it holds that preemption is disabled to call the scheduler and IRQs have not been disabled yet (to perform the context switch) when RHP occurs. Due to rules
R2 and R5, \( \text{RHP}_i \), may only be triggered by an IRQ or the scheduler code itself. Hence, when \( \text{RHP}_i \) occurs, \text{set_need_resched} is triggered and the scheduler performs the context switch for \( \tau_{i}^{\text{THD}} \). Furthermore, in case (i-b) the processor already started executing the scheduler code when \( \text{RHP}_i \) occurs. It follows that \( L^\text{IF} \) is bounded by the interference-free duration of the scheduler code. By Lemma 2, such a duration is bounded by \( D_{\text{PSD}} \). In case (i-a), the scheduler has not been called yet, but preemptions have already been disabled to schedule. By rule R12, it will immediately cause a call to the scheduler, and the preemption is not enabled again between EV1 and EV2 (rules R2d, R3c, and R7). Therefore, also for case (i-a) \( L^\text{IF} \) is bounded by \( D_{\text{PSD}} \), thus proving the lemma.

\[ L^\text{IF}_{(i-c)} \leq D_{\text{ST}} + D_{\text{PAIE}} + D_{\text{PSD}}. \]  

**Proof.** In case (i), the scheduler is already executing to perform the context switch of a thread \( \tau_{j}^{\text{THD}} \neq \tau_{i}^{\text{THD}} \). Due to rules R2 and R5, \( \text{RHP}_i \) may only be triggered by an IRQ or the scheduler code itself. If the scheduler code itself caused \( \text{RHP}_i \) before the context switch (i.e., between EV3 and EV4), the same scenario discussed for case (i-b) occurs, and the bound of Equation 2 holds. Then, case (i-c) occurs for \( \text{RHP}_i \) arriving between EV4 and EV7 for the scheduler code, or EV3 and EV7 for IRQs. IRQs may be either disabled to perform the context switch (if \( \text{RHP}_i \) occurs between EV3 and EV5), or already re-enabled because the context switch already took place (if \( \text{RHP}_i \) occurs between EV5 and EV7). In both cases, thread \( \tau_{i}^{\text{THD}} \) needs to wait for the scheduler code to complete the context switch for \( \tau_{j}^{\text{THD}} \). If \( \text{RHP}_i \) occurred while IRQs were disabled (i.e., between EV3 and EV5), the IRQ causing \( \text{RHP}_i \) is executed, triggering \text{set_need_resched}, when IRQs are enabled again just before the scheduler returns (see rule R5).

Hence, due to rule R14, the scheduler needs to execute again to perform a second context switch to let \( \tau_{i}^{\text{THD}} \) execute. As shown in the automaton of Figure 21, there may exist a possible system state in case (i-c) (the brown one in Figure 21) in which, after \( \text{RHP}_i \) occurred and before the scheduler code is called again, both the preemption and IRQs are enabled before calling the scheduler (state pe_\text{ie} in Figure 21). This system state is visited when the kernel is executing the non-atomic function to enable preemption, because the previous scheduler call (i.e., the one that caused the context switch for \( \tau_{j}^{\text{THD}} \)) enabled IRQs before returning (EV5). Consequently, we can bound \( L^\text{IF} \) in case (i-c) by bounding the interference-free durations of the three intervals: \( I_{\text{ST}} \), which lasts from EV3 to EV7, \( I_{\text{PAIE}} \), which accounts for the kernel being in the state \( \text{pe}_\text{ie} \) of Figure 21 while executing EV7, and \( I_{\text{S}} \), where preemption is disabled to call the scheduler and the scheduler is called again to schedule \( \tau_{i}^{\text{THD}} \) (from EV1 to EV7). By definition and due to Lemma 2 and rules R2d, R3c, R7, and R12, \( I_{\text{ST}} \), \( I_{\text{PAIE}} \), and \( I_{\text{S}} \) cannot be longer than \( D_{\text{ST}} \), \( D_{\text{PAIE}} \), and \( D_{\text{PSD}} \), respectively. The lemma follows by noting that the overall duration of \( L^\text{IF} \) is bounded by the sum of the individual bounds on \( I_{\text{ST}} \), \( I_{\text{PAIE}} \), and \( I_{\text{S}} \).

**Case (ii).** In case (ii), \( \text{RHP}_i \) occurs when the current thread \( \tau_{j}^{\text{THD}} \in \Gamma_{\text{LP}_i}^{\text{THD}} \) is not in the scheduler execution flow. As a consequence of the \( \text{RHP}_i \) events, \text{set_need_resched} is triggered. By rule R14, triggering \text{set_need_resched} always result in a context switch and, since \( \text{RHP}_i \) occurred outside the scheduler code, the scheduler needs to be called to perform the context switch (rule R9). Hence, we can bound \( L^\text{IF} \) in case (ii) by individually bounding two time
intervals $IS$ and $ISO$ in which the processor is executing or not executing the scheduler execution flow (from EV1 to EV7), respectively. As already discussed, the duration of $IS$ is bounded by $D_{PSD}$ (Lemma 2). To bound $ISO$, we need to consider individually cases (ii-a) and (ii-b). Lemma 5 and Lemma 6 bound $L^{IF}$ for cases (ii-a) and (ii-b), respectively.

Lemma 5. In case (ii-a), it holds

$$L_{(ii-a)}^{IF} \leq D_{POID} + D_{PSD}. \quad (4)$$

Proof. In case (ii-a) $RHP_i$ occurs due to an IRQ. Recall from Operation O3 that when an IRQ is executing, it masks interruptions. Hence, the IRQ causing $RHP_i$ can be delayed by the current thread or a lower-priority IRQ that disabled IRQs. When $RHP_i$ occurs, the IRQ triggering the event disables the preemption (IRQs are already masked) to fulfill R10 and R11, and triggers set_need_resched. If preemption was enabled before executing the IRQ handler and if set_need_resched was triggered, when the IRQ returns, it first disables preemptions (to call the scheduler, i.e., preempt_disable_sched). It then unmasks interrupts (this is a safety measure to avoid stack overflows due to multiple scheduler calls in the IRQ stack). This is done to fulfill the necessary conditions to call the scheduler discussed in rules R5 and R6. Due to rules R3a and R12, the scheduler is called once the IRQ returns. Hence, it follows that in the whole interval $ISO$, either the preemption or interrupts are disabled. Then it follows that $ISO$ is bounded by $D_{POID}$, i.e., by the length of the longest interval in which either the preemption or IRQs are disabled. The lemma follows recalling that the duration of $IS$ is bounded by $D_{PSD}$. ◻

Lemma 6. In case (ii-b), it holds

$$L_{(ii-b)}^{IF} \leq D_{POID} + D_{PAIE} + D_{PSD}. \quad (5)$$

Proof. In case (ii-b) the currently executing thread delayed the scheduler call by disabling the preemption or IRQs. The two cases in which the $RHP_i$ event is triggered either by a thread or an IRQ are discussed below.

1) $RHP_i$ is triggered by an IRQ. Consider first that $RHP_i$ is triggered by an IRQ. Then, the IRQ may be postponed by a thread or a low-priority IRQ that disabled interrupts. When the IRQ is executed, it triggers set_need_resched. When returning, the IRQ returns to the previous preemption state\(^2\), i.e., if it was disabled before the execution of the IRQ handler, preemption is disabled, otherwise it is enabled. If the preemption was enabled before executing the IRQ, the same scenario discussed for case (ii-a) occurs, and the bound of Equation 4 holds. Otherwise, if the preemption was disabled to postpone the scheduler execution, the scheduler is delayed due to priority-inversion blocking. Then it follows that when delaying the scheduler execution, either the preemption or IRQs are disabled. When preemption is re-enabled by threads and interrupts are enabled, the preemption needs to be disabled again (this time not to postpone the scheduler execution, but to call the scheduler) to fulfill the necessary conditions listed in rules R5 and R6, hence necessarily traversing the pe_ie state (shown in Figure 21), where both preemptions and interrupts are enabled. Hence, it follows that $ISO$ is bounded by $D_{POID} + D_{PAIE}$ if $RHP_i$ is triggered by an IRQ.

2) $RHP_i$ is triggered by a thread. In this case, the thread triggers set_need_resched. Since the set_need_resched event requires IRQs and preemption disabled, the scheduler

\(^2\) Note that, internally to the IRQ handler, the preemption state may be changed, e.g., to trigger set_need_resched.
execution is postponed until IRQs and preemption are enabled (pe_ie state). Once both are enabled, the preemption is disabled to call the scheduler. Then it follows that $I_{SO}$ is bounded by $D_{POID} + D_{PAIE}$ if RHP is triggered by a thread. Then it follows that $I_{SO}$ is bounded by $D_{POID} + D_{PAIE}$ in case (ii-b). The lemma follows recalling that $I_{S}$ is bounded by $D_{PSD}$.

By leveraging the individual bounds on $L^{IF}$ in the five cases discussed above, Lemma 7 provides an overall bound that is valid for all the possible events sequences.

Lemma 7.

$$L^{IF} \leq \max(D_{ST}, D_{POID}) + D_{PAIE} + D_{PSD},$$

Proof. The lemma follows by noting that cases (i-a), (i-b), (i-c), (ii-a), (ii-b) are mutually-exclusive and cover all the possible sequences of events from the occurrence of RHP and set_need_resched, to the time instant in which $\tau^{THD}_i$ is allowed to execute (as required by Definition 1), and the right-hand side of Equation 6 simultaneously upper bounds the right-hand sides of Equations 2, 3, 4, and 5.

Theorem 8 summarizes the results derived in this section.

Theorem 8. The scheduling latency experienced by an arbitrary thread $\tau^{THD}_i$ is bounded by the least positive value that fulfills the following recursive equation:

$$L = \max(D_{ST}, D_{POID}) + D_{PAIE} + D_{PSD} + I^{NMI}(L) + I^{IRQ}(L)$$

Proof. The theorem follows directly from Lemmas 7 and Equation 1.

rt_sched_latency: Efficient Scheduling Latency Estimation Tool Kit

The validation tool used in the development of the Thread Synchronization Model [14] exports all the kernel events to the user-space using perf, for later analysis. Although useful for the model validation purpose, the low granularity nature of the synchronization primitives generates a prohibitive amount of information for a performance measurement tool. For instance, one second of trace could generate more than 800 MB of data per CPU. Doing the whole trace analysis in-kernel has shown to be very efficient [18]. The problem for such an approach lies in the amount of information that can be stored in kernel memory. While only the worst observed value for some variables, such as $D_{POID}$, are used in the analysis, the IRQ and NMI analysis required the recording of all interrupts occurrence during the measurements. So the experimental tool kit developed in this work, called rt_sched_latency, has a hybrid approach: it uses an in-kernel event parsing and an extension to the perf script tool for a post-processing phase. Figure 23 describes the interaction of the tools in the tool kit. The tool kit comprises the latency parser and the perf script extension, named rtsl.

The latency parser uses the kernel tracepoints from the Thread Synchronization Model to observe their occurrence from inside the kernel. The latency parser registers a callback function to the kernel tracepoints. When a tracepoint from the model is hit, rather than writing the trace to the trace buffer (a buffer maintained by the perf tool to store trace data) the respective function is called. The callback functions are used to pre-process the events, transforming them into relevant information. For example, nmi_entry event records the arrival time (all the values are observed values, but the observed qualifiers are omitted for simplicity) without printing the occurrence of the event. When the nmi_exit
occurs, it computes the execution time of the NMI, and prints the arrival time and the execution time of the NMI. A similar behavior is implemented for other metrics, for instance for the IRQ occurrence. The difference is that the interference must be removed from other metrics. For example, if an NMI and an IRQ occur while measuring a candidate $D_{POID}$, the IRQ and the NMI execution time are discounted from the measured value.

The latency parser communicates with perf using a new set of tracepoints, and these are printed to the trace buffer. The following events are generated by the latency parser:

- `irq_execution`: prints the IRQ identifier, starting time, and execution time;
- `nmi_execution`: prints the starting time, and execution time;
- `max_poid`: prints the new maximum observed $D_{POID}$ duration;
- `max_psd`: prints the new maximum observed $D_{PSD}$ duration;
- `max_dst`: prints the new maximum observed $D_{ST}$ duration;
- `max_paie`: prints the new maximum observed $D_{PAIE}$ duration;

By only tracing the return of interrupts and the new maximum values for the thread metrics, the amount of data generated is reduced to the order of 200KB of data per second per CPU. Hence, reducing the overhead of saving data to the trace buffer, while enabling the measurements to run for hours by saving the results to the disk. The data collection is done by the `perf rtal script`. It initiates the latency parser and start recording its events, saving the results to the `perf.data` file. The command also accepts a workload as an argument. For example, the following command line will start the data collection while running `cyclictest` concurrently:

```
perf script record rtal cyclictest -smp -p95 -m -q
```

Indeed, this is how the data collection is made for Section 6. The trace analysis is done with the following command line: `perf script report rtal`. The perf script will read the `perf.data` and perform the analysis. A `cyclictest.txt` file with `cyclictest` output is also read by the script, adding its results to the analysis as well. The script to run the analysis is implemented in `python`, which facilitates the handling of data, needed mainly for the IRQ and NMI analysis.

**IRQ and NMI analysis.** While the variables used in the analysis are clearly defined (Table 1), the characterization of IRQs and NMI interference is delegated to functions (i.e., $F_{NMI}(L)$ and $F_{NMI}(L)$), for which different characterizations are proposed next. The reason being is that there is no consensus on what could be the single best characterization of interrupt interference. For example, in a discussion among the Linux kernel developers, it is a common opinion that the classical sporadic model would be too pessimistic [17]. Therefore, this work assumes that there is no single way to characterize IRQs and NMIs, opting to explore different IRQs and NMI characterizations in the analysis. Also, the choice to analyze the
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Interference Free Latency:

\[
\text{latency} = \text{max}(\text{poid}, \text{dst}) + \text{paie} + \text{psd}
\]

\[
42212 = \text{max}(22510, 19312) + 0 + 19702
\]

CyclicTest:

\[
\text{Latency} = 27000 \text{ with CyclicTest}
\]

No Interrupts:

\[
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Sporadic:
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\]
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236: 20728 1558 \text{ <-- oWCET > oMIAT}
\]

\[
246: 3299 1910321
\]

Did not converge.

Continuing....

Sliding window:

\[
\text{Window: 42212}
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\[
\text{NMI: 0}
\]

\[
33: 16914
\]

\[
35: 14588
\]

\[
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\]

\[
246: 3299
\]

\[
\text{Window: 97741}
\]

\[
\text{236: 21029} \text{ <-- new!}
\]

\[
\text{Window: 98042}
\]

Converged!

\[
\text{Latency} = 98042 \text{ with Sliding Window}
\]

\[
\text{Figure 24 perf rtsl output: excerpt from the textual output (time in nanoseconds).}
\]

\[
\text{# perf record -a -g -e rtsl:poid --filter "value > 60000"}
\]

\[
\text{# perf script}
\]

\[
\text{php 25708 [001] 754905.013632: rtsl:poid: 68391}
\]

\[
\text{ffffffff921cbb6d trace_preempt_on+0x13d ([kernel.kallsyms])}
\]

\[
\text{ffffffff921039ca preempt_count_sub+0x9a ([kernel.kallsyms])}
\]

\[
\text{ffffffff929a507a _raw_spin_unlock_irqrestore+0x2a ([kernel.kallsyms])}
\]

\[
\text{ffffffff92109a55 wake_up_new_task+0x1c5 ([kernel.kallsyms])}
\]

\[
\text{ffffffff920d4c5e _do_fork+0x14e ([kernel.kallsyms])}
\]

\[
\text{ffffffff92a00091 entry_SYSCALL_64_after_hwframe+0x49 ([kernel.kallsyms])}
\]

\[
\text{7f2d61d7a685 __libc_fork+0xc5 /usr/lib64/libc-2.26.so}
\]

\[
\text{55d87cba3b15 [unknown] (/usr/bin/php)}
\]

\[
\text{Figure 25 Using perf and the latency parser to find the cause of a large D_{POID} value.}
\]

Data in user-space using python scripts were made to facilitate the extension of the analysis by other users or researchers. The tool presents the latency analysis assuming the following interrupts characterization:

- **No Interrupts**: the interference-free latency ($L^\text{IF}$);
- **Worst single interrupt**: a single IRQ (the worst over all) and a single NMI occurrence;
- **Single (worst) of each interrupt**: a single (the worst) occurrence of each interrupt;
- **Sporadic**: sporadic model, using the observed minimum inter-arrival time and WCET;
- **Sliding window**: using the worst-observed arrival pattern of each interrupt and the observed execution time of individual instances;
- **Sliding window with oWCET**: using the worst-observed arrival pattern of each interrupt and the observed worst-case execution time among all the instances (oWCET).

These different characterization lead to different implementations of $I^\text{NMI}(L)$ and $I^\text{IRQ}(L)$.

**perf rtsl output.** The perf rtsl tool has two outputs: the textual and the graphical one. The textual output prints a detailed description of the latency analysis, including the values for the variables defined in Section 4. By doing so, it becomes clear what are the contributions of each variable to the resulting scheduling latency. An excerpt from the output is shown in Figure 24. The tool also creates charts displaying the latency results for each interrupt characterization, as shown in the experiments in Section 6.

When the dominant factor of latency is an IRQ or NMI, the textual output already serves to isolate the context in which the problem happens. However, when the dominant factor arises from a thread, the textual output points only to the variable that dominates the latency. Then, to assist in the search for the code section, the tracepoints that prints each occurrence of the variables from latency parser can be used. These events are not used during the measurements because they occur too frequently, but they can be used in...
the debug stage. For example, Figure 25 shows the example of the poid tracepoint traced using perf, capturing the stack trace of the occurrence of a DPOID value higher than 60 microseconds. In this example, it is possible to see that the spike occurs in the php thread while waking up a process during a fork operation. This trace is precious evidence, mainly because it is already isolated from other variables, such as the IRQs, that could point to the wrong direction.

6 Experimental Analysis

This section presents latency measurements, comparing the results found by cyclictest and perf rtsl while running concurrently in the same system. The main objective of this experimental study is to corroborate the practical applicability of the analysis tool.

To this end, we show that the proposed approach provides latency bounds respecting the under millisecond requirement in scheduling precision (which is typical of applications using PREEMPT_RT) for most of the proposed interrupt characterizations. The proposed perf rtsl tool individually characterizes the various sources of latency and composes them leveraging a theory-based approach allowing to find highly latency-intensive schedules in a much shorter time than cyclictest. The experiment was made in a workstation with one Intel i7-6700K CPU @ 4.00GHz processor, with eight cores, and in a server with two Non-Uniform Memory Access (NUMA) Intel Xeon L5640 CPU @ 2.27GHz processors with six cores each. Both systems run the Fedora 31 Linux distribution, using the kernel-rt 5.2.21-rt14. The systems were tuned according to the best practices of real-time Linux systems [34].

The first experiment runs on the workstation three different workloads for 30 minutes. In the first case, the system is mostly idle. Then workloads were generated using two phoronix-test-suite (pts) tests: the openssl stress test, which is a CPU intensive workload, and the fio, stress-ng and build-linux-kernel tests together, causing a mixed range of I/O intensive workload [31]. Different columns are reported in each graph, corresponding to the different characterization of interrupts discussed in Section 5. The result of this experiment is shown in Figure 26: 1.a, 1.b and 1.c, respectively. In the second experiment, the I/O intensive workload was executed again, with different test durations, as described in 2.a, 2.b, and 2.c. The results from cyclictest did not change substantially as the time and workload changes. On the other hand, the proposed approach results change, increasing the hypothetical bounds as the kernel load and experiment duration increase. Consistently with cyclictest results, the No Interrupts column also do not vary substantially. The difference comes from the interrupt workload: the more overloaded the system is, and the longer the tests run, the more interrupts are generated and observed, influencing the results. In all the cases, the sporadic task model appears to be overly pessimistic for IRQs: regularly, the oWCET of IRQs were longer than the minimal observed inter-arrival time of them. The Sliding Window with oWCET also stand out the other results. The results are truncated in the charts 2.b and 2.c: their values are 467 and 801 microseconds, respectively.

Although the reference automata model was developed considering single-core systems, the same synchronization rules are replicated in the multiple-core (mc) configuration, considering the local scheduling latency of each CPU. The difference between single and multiple-core cases resides in the inter-core synchronization using, for example, spinlocks. However, such synchronization requires preemption and IRQs to be disabled, hence, taking place inside the

---

3 The latency parser tracepoints are also available via ftrace.
already defined variables. Moreover, when \texttt{cyclictest} runs in the \texttt{-smp} mode, it creates a thread per-core, aiming to measure the local scheduling latency. In a \texttt{mc} setup, the workload experiment was replicated in the workstation. Furthermore, the I/O intensive experiment was replicated in the server. The results of these experiments are shown in Figure 27. In these cases, the effects of the high kernel activation on I/O operations becomes evident in the workstation experiment (3.c) and in the server experiment(4.a). Again the \textit{Sliding Window with oWCET} also stand out the other results, crossing the milliseconds barrier. The source of the higher values in the thread variables (Table 1) is due to cross-core synchronization using \textit{spinlocks}. Indeed, the trace in Figure 25 was observed in the server running the I/O workload. The \texttt{php} process in that case was part of the \textit{phoronix-test-suit} used to generate the workload.

Finally, by running \texttt{cyclictest} with and without using the \texttt{perf rtsl} tool, it was possible to observe that the trace impact in the minimum, average and maximum values are in the range from one to four microseconds, which is an acceptable range, given the frequency in which events occurs, and the advantages of the approach.

### 7 Conclusions and Future Work

The usage of the \textit{Thread Synchronization Model} [14] was a useful logical step between the real-time theory and Linux, facilitating the information exchange among the related, but intricate, domains. The analysis, built upon a set of practically-relevant variables, ends up concluding what is informally known: the preemption and IRQ disabled sections, along with interrupts, are the evil for the scheduling latency. The tangible benefits of the proposed technique come from the decomposition of the variables, and the efficient method for observing the values. Now users and developers have precise information regarding the sources of the latency on their systems, facilitating the tuning, and the definition of where to improve the Linux code, respectively. The improvement of the tool and its integration with the Linux kernel and \texttt{perf} code base is the practical continuation of this work.
Figure 27 Workstation and Server experiments: multicore systems.
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Abstract

Graphics processing units (GPUs) manufactured by NVIDIA continue to dominate many fields of research, including real-time GPU-management. NVIDIA’s status as a key enabling technology for deep learning and image processing makes this unsurprising, especially when combined with the company’s push into embedded, safety-critical domains like autonomous driving. NVIDIA’s primary competitor, AMD, has received comparatively little attention, due in part to few embedded offerings and a lack of support from popular deep-learning toolkits. Recently, however, AMD’s ROCm (Radeon Open Compute) software platform was made available to address at least the second of these two issues, but is ROCm worth the attention of safety-critical software developers? In order to answer this question, this paper explores the features and pitfalls of AMD GPUs, focusing on contrasting details with NVIDIA’s GPU hardware and software. We argue that an open software stack such as ROCm may be able to provide much-needed flexibility and reproducibility in the context of real-time GPU research, where new algorithmic or analysis techniques should typically remain agnostic to the underlying GPU architecture. In support of this claim, we summarize how closed-source platforms have obstructed prior research using NVIDIA GPUs, and then demonstrate that AMD may be a viable alternative by modifying components of the ROCm software stack to implement spatial partitioning. Finally, we present a case study using the PyTorch deep-learning framework that demonstrates the impact such modifications can have on complex real-world software.
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1 Introduction

While the battle among chip manufacturers for dominance in the GPU (graphics processing unit) market has raged for years, the most prominent contenders for at least the past decade have been two companies: NVIDIA and AMD. Of these, NVIDIA is currently the clear leader, boasting nearly 77% of the market share for discrete desktop GPUs [37] at the time of writing.
Unfortunately, the new reality of autonomous vehicles means that artificial-intelligence and image-processing accelerators, including GPUs, cannot be relegated to the domains of datacenters and video games. When human lives directly depend on GPUs, software developers should seek the safest option irrespective of brand loyalty or sales numbers. In short, the real-time GPU research community should not ignore either side in the NVIDIA-vs.-AMD battle.

Much of NVIDIA’s dominance in the area of general-purpose GPU computing can be attributed to the popularity of CUDA, NVIDIA’s proprietary GPU programming framework [32]. On top of CUDA itself, NVIDIA has heavily supported and encouraged the use of its GPUs in the area of artificial intelligence, as exemplified by its popular CUDA library supporting deep neural networks, cuDNN [33]. cuDNN was first released in 2007, and has since been adopted into many prominent deep-learning and image-processing frameworks such as Caffe [25], PyTorch [4], and TensorFlow [1].

In contrast, these popular deep-learning frameworks lacked AMD support for years, causing AMD to fall behind in research adoption. However, AMD has recently been improving its own response to CUDA with the ROCm software stack [12], which includes HIP, a GPU programming interface sporting near-identical features to CUDA. The introduction of HIP has allowed AMD to quickly develop versions of the aforementioned deep-learning and AI frameworks compatible with its own GPUs. For example, as of May 2018, the official PyTorch repository has shipped with scripts that allow it to be compiled for AMD GPUs, using ROCm. Similarly, AMD maintains a fork of TensorFlow compatible with its own GPUs, despite a lack of upstream support. Despite AMD’s efforts, however, the dearth of research directed at AMD GPUs could lead one to question whether a serious competitor to NVIDIA even exists. In this paper we wish to rectify this lack of research by focusing on AMD GPUs, and how their features may be used to improve timing safety in a real-time setting.

Given that NVIDIA GPUs are well-established and better-studied, what do AMD GPUs have to offer real-time programmers? The answer requires considering one of the most important research questions pertaining to real-time GPU usage: how can multiple applications safely and efficiently share a GPU? Size, weight, and power concerns are already leading to increased centralization in embedded processors for autonomous systems, meaning that a wider range of devices and functions are managed by a smaller number of processors. Following this trend, future embedded applications will likely need to share a small number of low-power GPUs. Doing so inevitably increases hardware contention, which in turn, if not managed carefully, can lead to unsafe timing or extreme pessimism in analysis.

We claim that some features currently unique to AMD GPUs, especially an open-source software stack and support for hardware partitioning, have the potential to accelerate and aid the long-term viability of real-time GPU research. Of course AMD GPUs also have their own set of drawbacks, some of which may justifiably warrant continued research on NVIDIA GPUs regardless of the availability of an alternative. So, in this paper we also examine some drawbacks of AMD GPUs, namely, fewer supported platforms, less documentation, and instability stemming from less-mature software. To summarize: a greater variety of research platforms can only serve to help advance the field, even if some work is not possible on every alternative. After all, we do not seek to declare victory for one GPU manufacturer or the other, but to further the cause of developing safer GPU-accelerated software.

---

1 https://github.com/pytorch/pytorch/commit/cd86d4c558c15e0bc9773565fa4f4ad73569f948
2 https://github.com/ROCmSoftwarePlatform/tensorflow-upstream
Contributions. In this paper, our primary goal is to shed light on an under-explored platform in real-time research: AMD GPUs. In doing so, we identify potential benefits and drawbacks of AMD GPUs, along with their implications for real-time GPU management. We especially contrast features of AMD GPUs with those offered by NVIDIA in the context of how different possible approaches could reshape real-time GPU research. Finally, we describe our implementation of several modifications to AMD’s software stack to expose a basic hardware-partitioning API, which we apply to improve timing predictability when multiple PyTorch neural networks share a single GPU.

Organization. The rest of the paper is organized as follows. Sec. 2 describes background and relevant work on real-time GPU management. Next, Sec. 3 further contrasts features of NVIDIA and AMD GPUs, and introduces several benefits and drawbacks of AMD’s platform. Sec. 4 describes our case studies, including our modifications to the ROCm framework and PyTorch. Finally, Sec. 5 contains our concluding remarks and plans for future work.

2 Background and Related Work

We begin by providing essential information about GPU hardware, software, and prior research.

2.1 Overview of GPU Programming

Despite their different vendors, general-purpose programming on both NVIDIA and AMD GPUs requires following similar steps, so this section attempts to give a general overview while remaining vendor-agnostic, leaving a detailed comparison for Sec. 3.

Programs must carry out the following steps to run code on a GPU:
1. Copy input data from CPU memory to GPU memory.
2. Invoke a GPU kernel to process the data. (In the context of GPU programming, the term kernel typically refers to a section of code that runs on a GPU.) The program must also specify the number of parallel GPU threads to use.
3. Copy output data from GPU memory to CPU memory.

All three of these steps (including other details such as allocating and freeing GPU memory buffers) are carried out at the request of a CPU program, via a GPU-programming API. Typically, the program issues commands to one or more API-managed queues, called streams, after which the underlying runtime will execute the commands in FIFO order. On an NVIDIA-based system, the API of choice is typically CUDA, with HIP being a close analogue for AMD GPUs. We draw special attention to the API, because in a GPU-augmented safety-critical system, the GPU API is safety-critical software.

GPU hardware organization. Fig. 1 shows the high-level organization of the AMD RX 570 GPU, used as a test platform in this paper. Even though Fig. 1 shows an AMD GPU, NVIDIA GPUs exhibit a similar high-level layout, albeit with some different terminology.

A discrete GPU, such as the AMD RX 570, consists of self-contained DRAM and processors, and typically communicates with a host system using the PCI bus. This is in contrast to an integrated GPU, which shares components, possibly including memory, with the CPU. Both NVIDIA and AMD GPUs contain a shared L2 cache in addition to separate L1 caches assigned to independent compute units (CUs).
A GPU’s parallel-computing capability comes from its collection of CUs (known as streaming multiprocessors, or SMs, in NVIDIA GPUs). Each CU is responsible for a subset of parallel threads associated with a kernel. In reality, a GPU’s SIMT (single-instruction-multiple-thread) architecture means that GPU threads are organized into groups, where each thread in a group executes the same instruction at a given time on a different piece of data. This SIMT architecture simplifies GPU programming because it allows programmers to write GPU-accelerated programs using roughly the same logic as a traditional multithreaded application. This comes at the expense of potential inefficiencies in cases where GPU kernels contain code with a heavily divergent control flow, but avoiding inefficient, branchy code is typically left as a responsibility of the programmer.

In addition to the memory and compute units described above, GPUs contain many other necessary pieces of hardware that are not represented in Fig. 1, including dedicated memory copy engines responsible for transferring data to and from CPU memory, and significant portions of hardware exclusively used for rendering graphics.

2.2 Related Work

This section gives an overview of prior research in real-time GPU management. We only give a brief overview of relevant work and topics here. We save further details concerning how several of these works implement real-time GPU management for Sec. 3, after we have described relevant GPU features in more detail.

Early real-time GPU-management systems focused on scheduling jobs on entire GPUs. Some of the earliest publications apply traditional non-preemptive real-time scheduling techniques to GPU computations [27, 28]. Subsequent works include a body of papers by Verner et al., that assign tasks to GPUs in ways that improve worst-case response times [38, 39, 40]. An alternative approach, by Elliott et al., treats GPU access as a resource-locking problem [17].

Other prior real-time GPU work seeks to reduce the impact of non-preemptivity on GPU computations, and does so by subdividing larger kernels and data transfers into chunks that individually require less time to complete, reducing worst-case blocking. This includes some work from the prior paragraph [27], in addition to several other papers [5, 30, 43].
Recent research has shifted from scheduling work on multi-GPU systems to GPU sharing, necessitated by the increasing prominence of embedded GPUs. Many of the works discussed in the previous paragraphs view GPUs as a black box, which leads to an obvious difficulty: timing depends on unknown intra-GPU scheduling behavior. This led those early works to avoid GPU sharing altogether, overriding the decision-making abilities of the “black box” hardware and software by only allowing it to schedule one job per GPU at a time.

There have been a few ways in which real-time GPU research has attempted to enable concurrent GPU sharing. In an attempt to provide a behavioral model for GPU-sharing task systems, our group has used black-box experiments to infer additional details about the scheduling behavior of NVIDIA GPUs [3, 34]. In 2018, Jain et al. presented a work that enables partitioning L2 caches, DRAM, and GPU compute units in order to reduce interference during GPU sharing [24]. This was preceded by other approaches that partition compute units only [36].

Some real-time GPU-sharing research focuses on improving predictable access to memory on platforms with integrated GPUs where, as mentioned in Sec. 2.1, memory is shared between the CPU and GPU. These works propose techniques including scheduling-based approaches to isolate memory-sensitive GPU work [7, 18], and throttling-based techniques to limit worst-case memory contention [2, 22].

Finally, some researchers have opted to collaborate with NVIDIA in order to obtain access to internal closed-source code and documentation. One such effort, by Capodieci et al., implements earliest-deadline-first (EDF) scheduling on an embedded NVIDIA GPU [6].

Prior real-time research using non-NVIDIA GPUs. Even though some of the concepts from prior research evaluated for NVIDIA GPUs would be applicable on other systems, very little real-time GPU research has specifically targeted non-NVIDIA systems. The only recent real-time GPU paper explicitly implemented using a non-NVIDIA system is by Lee et al., and implements transactional GPU kernel support for a Samsung Exynos system-on-chip [31].

In fairness, and as mentioned in Sec. 1, AMD continues to lag behind NVIDIA in broader research adoption. Additionally, AMD’s open-source ROCm software stack was first released in 2016 [12], and the amdgpu open-source Linux driver was released only slightly earlier. This has left relatively little time for a body of research to be established. In any case, to the best of our knowledge, this paper is the first that considers real-time GPU computing specifically using AMD GPUs.

3 Comparison between NVIDIA and AMD

We now provide further details regarding AMD GPUs. We assume that most readers will be more familiar with NVIDIA GPUs, so we often explain the behavior of AMD GPUs in contrast to those from NVIDIA. This section serves several purposes: 1) familiarize readers with AMD GPU architectures and software, 2) contrast AMD GPUs with NVIDIA GPUs, and 3) explain the potential impact of various GPU features on real-time systems, especially in light of prior NVIDIA-centric research.

3.1 Software for GPGPU Programming

As mentioned earlier, safety-critical GPU software includes not only user-level applications, but also all of the underlying library and driver code. In the following paragraphs, we focus on the software used for general-purpose GPU (GPGPU) programming, how real-time work focusing on NVIDIA’s CUDA framework is implemented, and how approaches can change with more openness.
The NVIDIA GPU software stack. Even though other GPU-programming frameworks may offer performance benefits [8], the CUDA toolkit remains the best-studied and most popular method for general-purpose programming on NVIDIA GPUs. In brief, CUDA collectively refers to the CUDA compiler, API, and runtime library, which in turn relies on the GPU driver. Due to the opaque nature of all parts of a CUDA program below the API level, a typical user has no ability to directly modify any components below the user-level program. Additionally, even documented portions of the CUDA API often lack important details or contain inaccurate information about timing [41].

The AMD GPU software stack. AMD’s ROCm (Radeon Open Compute) platform is largely analogous to the CUDA platform on NVIDIA systems. While the CUDA framework can be considered fairly monolithic (at least to its end users), ROCm is openly composed of several different modules and can support multiple programming languages [12]. However, the most important difference for the sake of real-time work is undoubtedly the following:

► Benefit 1. The ROCm software stack for computations on AMD GPUs is open source.

Benefit 1 applies to every aspect of the ROCm stack used to program AMD GPUs, shown in Fig. 2. At the bottom of the stack is the `amdkfd` driver, which was added to the mainline Linux kernel in 2014 [29]. Above the driver lies ROCm’s implementation of the Heterogeneous System Architecture (HSA) API, which was designed as a lightweight user-level API wrapping low-level functionality like memory-management, synchronization routines, kernel queues, etc.[20]. The next “layer” of the ROCm stack is the Heterogeneous Compute Compiler (HCC). HCC is an LLVM-based compiler capable of compiling code to target AMD GPUs, and uses the HSA API behind the scenes.

Finally, HIP (Heterogeneous-Compute Interface for Portability) is a programming language specifically designed to simplify porting CUDA applications to AMD GPUs. Technically, the HIP language is capable of targeting both AMD and NVIDIA GPUs: when targeting AMD the features of HIP are ultimately implemented on top of the HCC compiler, and when targeting NVIDIA it uses the CUDA compiler and a set of lightweight wrapper functions around the CUDA API. HIP’s platform independence is facilitated by the fact that HIP, as a programming language, is nearly identical to CUDA. Converting CUDA to HIP code is only slightly more complicated than a find-and-replace of the term “cuda” with “hip” in source code. In fact, AMD provides a tool, `hipify`, that attempts to automatically transform CUDA code to HIP.
// Define a kernel setting vector \( \mathbf{c} = \mathbf{a} + \mathbf{b} \)
__global__ void VectorAdd(int *a, int *b, int *c) {
  int i = blockIdx.x * blockDim.x + threadIdx.x;
  c[i] = a[i] + b[i];
}

int main() {
  // ... Allocate vectors \( \mathbf{a} \), \( \mathbf{b} \), and \( \mathbf{c} \)
  // Launch the kernel
  hipLaunchKernelGGL(VectorAdd, block_count, thread_count, 0, 0, a, b, c);
  // Wait for the kernel to complete
  hipDeviceSynchronize();
  // Copy results from GPU, cleanup, etc.
}

\textbf{Figure 3} Definition and launch of a vector-add kernel using the HIP programming language.

// Define a kernel setting vector \( \mathbf{c} = \mathbf{a} + \mathbf{b} \)
__global__ void VectorAdd(int *a, int *b, int *c) {
  int i = blockIdx.x * blockDim.x + threadIdx.x;
  c[i] = a[i] + b[i];
}

int main() {
  // ... Allocate vectors \( \mathbf{a} \), \( \mathbf{b} \), and \( \mathbf{c} \)
  // Launch the kernel
  VectorAdd<<<block_count, thread_count>>>(a, b, c);
  // Wait for the kernel to complete
  cudaDeviceSynchronize();
  // Copy results from GPU, cleanup, etc.
}

\textbf{Figure 4} Definition and launch of a vector-add kernel using the CUDA programming language.

\textbf{Benefit 2.} \textit{Existing CUDA code can often be automatically converted to the cross-platform HIP programming language.}

As a concrete illustration of Benefit 2, Figs. 3 and 4 show the same kernel and CPU code fragment written in HIP and CUDA, respectively. In this simple case, the \textit{VectorAdd} kernel code required no changes at all, with the only changes being the syntax for invoking the kernel and the ...\textit{DeviceSynchronize} function, which blocks until the kernel completes. For the sake of space, Figs. 3 and 4 omit \texttt{#include} directives and code for memory management or error checking, but all such changes are similar to the those already represented in the figures.

Of course, notable exceptions exist to the automatic conversion, such as GPU-architecture-specific inline assembly, which tends to be used for manual optimizations or accessing model-specific GPU registers.

\textbf{The importance of openness.} The appeal of a software stack like ROCm hinges on the answer to one question: why should developers care that ROCm is open source? Fortunately, the potential benefit of an open-source stack on real-time GPU research is easy to demonstrate. To see why, one only needs to revisit how prior real-time GPU management work was implemented.

\textit{TimeGraph} [28] and \textit{GPES} [43] require using the third-party open-source “Nouveau” driver for NVIDIA GPUs, which does not support CUDA. \textit{RGEM} [27] uses a third-party
CUDA implementation by PathScale, which has by now been discontinued for several years.\(^3\) Papers that rely on reverse engineering [3, 24] require re-validation after every hardware or software change, and papers that intercept driver communication like GPUSync [17] are subject to a stable interface between the CUDA runtime libraries and the underlying device driver, but NVIDIA makes no such stability guarantees for these non-public implementation details. The key point here is that, when using NVIDIA GPUs, \textit{working around the lack of source-code access is a prerequisite for meaningful research}.

Other prior work demonstrates what is possible with a greater amount of access to internal GPU details. For example, working in collaboration with NVIDIA enabled Capodieci et al. to implement the popular preemptive EDF real-time scheduler for GPU workloads, by directly modifying NVIDIA’s source code [6]. In a second example, a significant reverse-engineering effort yielded enough internal details to enable Jain et al. to implement not only SM partitioning but also L2 cache and DRAM partitioning for NVIDIA GPUs [24]. Naturally, these two papers also worked around the lack of open-source access as well as those mentioned in the previous paragraph, but they also illustrate an additional conclusion: \textit{improved access to GPU internals enables fundamentally more powerful management paradigms}.

The ROCm stack means that AMD GPUs are subject to almost none of the software-based limitations discussed above. Developers can modify the underlying device drivers and user-level HSA libraries, removing the need to use less-supported libraries or to enter non-disclosure agreements simply to add more functionality to existing code. Additionally, transformations of application-level source code could largely be rendered unnecessary given the ability to directly modify HIP or the HCC compiler. All of this means that a GPU-management system targeting AMD GPUs using the ROCm stack should not only be easier to implement, but also easier to use and easier for third parties (i.e., other researchers) to validate.

### 3.2 Hardware Organization in AMD GPUs

We now shift our focus to the hardware organization of AMD GPUs, in this case exemplified by our test platform: the RX 570 represented in Fig. 1.

In 2011, AMD announced its Graphics Core Next (GCN) GPU architecture. For AMD, the GCN architecture was characterized by an increased focus on general-purpose GPU computing. This focus was represented in hardware by AMD’s transition away from VLIW (very long instruction word) processors to SIMD (single instruction, multiple data) processors [10]. AMD’s GCN architecture remains in use to this day, with progressive updates to accommodate new hardware. GCN’s successor, codenamed “RDNA” [15], first appeared in consumer GPUs in 2019, but is not yet officially supported by the ROCm framework.\(^4\) The RX 570, used in this paper, was released in 2017 and uses the fourth generation of the GCN architecture. Many of the interesting features visible in Fig. 1, including the L1 caches and computational elements, are actually specified by the GCN architecture and have remained relatively consistent since the first generation of GCN.

**Processing in GCN GPUs.** In AMD GPUs, parallel processors are divided into \textit{Compute Units (CUs)}, which are highly analogous to the \textit{Streaming Multiprocessors (SMs)} in NVIDIA GPUs. The bulk of each CU’s processing power lies within its four SIMD “vector units.” Each

---

\(^3\) According to the PathScale website: https://www.pathscale.com/.

\(^4\) At the time of writing, “Navi” or “RDNA” GPUs are not present in the official list at: https://github.com/RadeonOpenCompute/ROCm#Hardware-and-Software-Support.
vector unit has sixteen lanes, meaning that each is capable of carrying out a computation on sixteen different pieces of data in parallel. Since each CU contains four sixteen-lane vector units, each CU can carry out up to 64 threads’ worth of computation at any given instant. This is highly similar to NVIDIA SMs, which generally have 64 or 128 “CUDA cores,” each of which carries out a computation for a single thread. Each CU in a GCN GPU also contains a single scalar unit, generally used for instructions such as control-flow operations.

Despite having 64 SIMD lanes per CU, each CU in the RX 570 can support up to 2,560 in-flight threads at a time. This is similar to the SMs in NVIDIA GPUs, which each support up to 2,048 in-flight threads. Both NVIDIA and AMD GPUs use the large number of in-flight threads for latency hiding, swapping to a different group of 64 threads whenever the currently executing group of 64 stalls for some reason, e.g., while waiting for memory.

**GPU threads and thread blocks.** We briefly return to Figs. 3 and 4 to call attention to the fact that both HIP and CUDA kernel code make use of GPU threads and thread blocks. This is seen in the int i = ... lines in the VectorAdd kernels in both figures, where the thread and thread-block indices are used to select a vector element to process. In both CUDA and HIP, thread blocks act as schedulable entities – a single thread block is never split across CUs (or SMs on NVIDIA GPUs), and all threads from a thread block must finish executing before a block is considered complete. After a block completes execution, its threads become available, allowing a new block to start executing on the same CU.

On both NVIDIA and AMD GPUs, the size of a thread block is specified by the programmer at runtime, when a kernel is launched. This can be seen in the hipLaunchKernel... line of Fig. 3 and the VectorAdd«...» line of Fig. 4. Blocks are limited to at most 1,024 threads on GPUs from both manufacturers, but programs requiring more than 1,024 threads can request multiple thread blocks.

**CU management.** Understanding the division of processing capacity into CUs is important: due to the fundamental division of modern GPUs’ computing resources among CUs or SMs, partitioning tasks to non-overlapping sets of CUs intuitively should reduce possible interference when sharing a GPU among multiple real-time workloads. In fact, such an idea has received attention from both manufacturers. NVIDIA introduced a mechanism called Execution Resource Provisioning (ERP) with its Volta GPU architecture, but ERP only allows users to limit the number of SMs a task can use, not to assign tasks to specific SMs. Perhaps because of this limitation, to our knowledge, no prior real-time GPU management system has attempted to use ERP.

► Benefit 3. **AMD GPUs natively allow partitioning kernels among compute units.**

Compared to the limited options on NVIDIA systems, compute-unit management on recent AMD GPUs is vastly more powerful, leading to Benefit 3. Starting with the fourth generation of the GCN architecture (often referred to by the code name Polaris), AMD GPUs allow each queue of kernels to be associated with a compute-unit mask – simply a set of compute units upon which kernels in a queue are allowed to execute [11]. This offers an immediate advantage over the prior SM-partitioning systems on NVIDIA GPUs because the compute-unit mask is completely transparent to kernel code, meaning that general-purpose computations on AMD GPUs can be partitioned among compute units without requiring any source-code modification.

---

5 This is the maximum number of in-flight threads according to the GCN documentation [10], but, as discussed in Sec. 4, we only ever observed a maximum of 2,048 in-flight threads in practice.
Unfortunately, AMD does not provide a function for setting the compute-unit mask in its HIP API, but we were able to add such a function without too much effort. In Sec. 4, we describe our implementation, and demonstrate the efficacy of the compute-unit-mask mechanism for improving predictability of GPU kernel response times.

**Cache hierarchy in GCN GPUs.** Readers familiar with NVIDIA GPUs have likely already noticed the difference between the cache hierarchy shown in Fig. 1 and the layout in NVIDIA’s GPUs. Like NVIDIA GPUs, AMD GPUs contain an L2 cache that is shared among all CUs, but the picture is slightly more complicated when it comes to L1 caches. In NVIDIA GPUs, each SM contains its own L1 data and instruction cache, but in GCN GPUs, each CU only contains its own L1 data cache. The L1 instruction cache is instead shared by a cluster of four CUs, as well as a separate L1 scalar data cache, which is a read-only cache used by the scalar unit.

This cache hierarchy means that although CU partitioning implies L1 data cache isolation, certain CU assignments may still be subject to L1 instruction cache interference. In practice, we saw little observable impact of this in our experiments, which we explain in more detail in the following section.

# 4 Case Studies

We next describe our experiments using the ROCm software stack on AMD GPUs, including our modifications to ROCm and experimental results. Naturally, any practical usage of a large software stack like ROCm is bound to encounter unforeseen complications, a few of which we also discuss in this section. All of our source code is available online, including modified ROCm code, scripts and source-code patches for PyTorch, and a microbenchmarking framework.

## 4.1 Our Test Platform

We conducted our experiments on a system running Ubuntu 18.04 using Linux kernel version 5.4.0-rc8+. Our host system contains 16 GB of memory and an Intel Xeon E5-2630 CPU, with eight physical cores supporting two hardware threads each.

We conducted our experiments using an AMD RX 570 GPU. The RX 570 is a mid-range GPU from AMD, costing approximately 180 US Dollars at the time of writing. We used an RX 570 containing 8 GB of GDDR5 memory, but models with 4 GB of memory are also available. The choice of ROCm-compatible platforms is limited, and most ROCm-capable systems will be similar to ours for the following reason:

- **Drawback 1.** AMD’s ROCm platform only supports Linux and discrete GPUs.

Drawback 1 is easily learned by reading the list of supported systems on ROCm’s website [12]. As its name implies, ROCm (again, *Radeon Open Compute*) seems motivated by an effort to recapture a portion of the compute-oriented market share currently dominated by NVIDIA. This has the implication that platforms less-suitable for high-performance computing are a lower priority at best.

---

6 Modified ROCm code: https://github.com/yalue/rocm_mega_repo/tree/hip_modification_only.
We grant that the lack of Windows or MacOS support is unlikely to be a problem for researchers hoping to experiment with open-source software. Unfortunately, constraining support to discrete GPUs is a bigger limitation. Specifically, size and power constraints sometimes render discrete GPUs unsuitable for embedded applications, limiting the ability to directly test AMD-based GPU research in the real world. In contrast, Drawback 1 is not a problem for researchers choosing to target NVIDIA GPUs. Unlike AMD, NVIDIA offers several embedded-oriented GPUs, and its Jetson and DRIVE embedded platforms have been popular in real-time research [3, 6, 18, 22, 35, 42].

Currently, ROCm’s kernel-level components such as the amdgpu or amdkfd Linux device drivers generally do support AMD’s APUs (Application Processing Units), which include an integrated GPU, but AMD’s APUs seem geared towards laptops or budget-oriented PCs rather than embedded applications.

4.2 Working with ROCm Source Code

While Sec. 4.1 focuses on our base hardware platform, it contains less information about our software choice apart from the underlying operating system. This is because our choice of the base ROCm software version and configuration bears a more in-depth explanation, which we cover in the following paragraphs. Recall that our proof-of-concept objective is to enable transparent compute-unit management in ROCm programs, but we can accomplish this in several different ways, depending on which of the “layers” depicted in Fig. 2 we wish to modify.

Our software platform is ROCm version 3.0. The source code for ROCm components (e.g., HCC, HIP, etc.) are contained in separate repositories, while a central ROCm repository merely contains a list of revisions required for each ROCm version. We used this list to obtain an unmodified copy of the ROCm 3.0 source code.\footnote{The exact list we used can be found at \url{https://github.com/RadeonOpenCompute/ROCm/blob/roc-3.0.0/default.xml}.}

ROCm version 3.0 is up-to-date at the time of this paper’s submission, but the code has undergone several revisions and releases since we began working. ROCm was currently on version 2.6 when we began our study of AMD GPUs in mid-2019, so it has already undergone four major revisions by the time of this paper’s writing. This trend indicates a second potential drawback of conducting real-time research on AMD GPUs:

\textbf{Drawback 2. Large portions of the ROCm code base undergo frequent, major changes.}

One can hardly fault AMD for the fact that ROCm continues to be under active development. The fact that continually updating the software is desirable for most users does not, however, negate the inconvenience for researchers. To date, our work has encountered two concrete consequences of the rapid pace of change in ROCm code.

First, our modifications target the HIP programming language, which in turn targets the HCC compiler. However, due to Drawback 2 the HCC compiler was announced as deprecated in March 2019, with support supposedly ended in January 2020. For the time being, HIP code still depends at least in part on the HCC compiler, but AMD’s apparent plan is to replace all remaining uses of HCC with the AMDGPU support already present in the LLVM compiler framework [23].

Unfortunately, when the removal of HIP’s dependency on the HCC compiler is complete, our CU-management modifications to HIP are likely to increase in complexity. This is due to the fact that HCC already contains an API for managing CU masks, so adding a
CU-mask-management function to HIP does not currently require modifications to any lower levels of the ROCm stack. This would not be the case with the AMDGPU LLVM backend, because it does not currently contain functions for managing CU masks. So, supporting CU-management functionality in HIP will, in the future, also require adding CU-management APIs to LLVM. While this is an added difficulty, access to source code means that it should at least remain possible.

A less major but equally time-consuming aspect of Drawback 2 is the effort required to work across the many components involved in the ROCm code base. In fact, a lack of clear documentation eventually caused us to abandon our efforts to compile the entire ROCm code base from source. Instead, we now install ROCm from AMD’s pre-built debian repositories, and replace individual components with new versions we compile from source. At one point, AMD maintained a repository of scripts capable of compiling a standalone version of ROCm, but at the time of writing these scripts were last updated for ROCm 2.0, released in February 2019. While these scripts may provide a useful point of reference, old install scripts are a poor substitute for up-to-date human-readable instructions, especially when, as we have learned first-hand, questions arise about compatibility between various ROCm components’ compile-time options, assumptions regarding installation directory structures, etc.

In fact, difficulties with ROCm’s documentation are not limited to code compilation:

▸ **Drawback 3.** *There is no centralized, official source of ROCm documentation.*

Even though some may argue that Drawback 3 is mitigated by source-code availability, the entirety of ROCm source code is sufficiently large to make it an impractical source of “documentation.” The userspace ROCm code required to run HIP contains over 200,000 lines of C and C++, and even that requires generous omissions from the overall line count. For example, there are many additional libraries and programming languages (including OpenCL) that are included in ROCm but not required to run basic HIP programs. The code relevant to our work is distributed among the components shown in Fig. 2 as follows:

- **HIP:** Roughly 46,000 lines, not including tests, samples, the hipify utility, or code for NVIDIA GPUs.
- **HCC:** Roughly 110,000 lines, only counting AMD-specific additions to the base LLVM code. Including all of the LLVM and clang compiler code brings the total closer to 1,375,000 lines.
- **HSA API and Runtime:** Roughly 63,000 lines.
- **Drivers:** Roughly 223,000 lines. Of these, 23,000 are in the compute-specific amdkfd driver, and remainder are in the amdgpu driver, which also handles graphics.

So, even though code can serve as a definitive source of technical information, it is a poor source for high-level instructions or best practices, especially if it requires reading hundreds of thousands of lines.

To our knowledge, there is not a definitive “first-stop” location for ROCm documentation. Instead, there are documents from several different sources that may be useful to researchers working with the ROCm stack:

---

10 We document our procedure in the README file with the code linked in Footnote 6.
11  [https://github.com/RadeonOpenCompute/Experimental_ROC](https://github.com/RadeonOpenCompute/Experimental_ROC)
12 We included both the ROCR-Runtime ([https://github.com/RadeonOpenCompute/ROCR-Runtime](https://github.com/RadeonOpenCompute/ROCR-Runtime)) and ROCT-Thunk-Interface ([https://github.com/RadeonOpenCompute/ROCT-Thunk-Interface](https://github.com/RadeonOpenCompute/ROCT-Thunk-Interface)) code in this number.
1) The HSA documentation [19] defines the HSA interface and communication protocol supported by the ROCm userspace libraries.

2) The ROCm website [12] contains an overview of the software system, but seems mostly geared towards “consumers” looking to install an unmodified version.

3) The GCN architecture manuals [14] and white papers [10, 11, 13] provide information about AMD GPU hardware.

4) The LLVM AMDGPU documentation [23] describes the LLVM backend for compiling code targeting AMD GPUs. This includes information about the executable-file format and HSA interface, and is likely to be useful for researchers looking to modify or understand low-level details.

In summary, a reasonable amount of documentation exists, but ROCm offers no close analogue to a comprehensive document like NVIDIA’s CUDA programming guide [16]. As mentioned, the lack of compilation instructions for the entire ROCm toolchain is one such example of Drawback 3, and instructions on the main ROCm website assume that users will install ROCm from the pre-compiled repositories [12]. Another facet of Drawback 3 is the fact that documentation may be updated in a piecewise manner, leading to confusing information such as webpages that still recommend using HCC without noting that HCC is deprecated. Of course, the existence of our modifications to ROCm is itself a testament to the fact that none of the documentation-related difficulties are insurmountable.

4.3 Our Modifications to ROCm

We chose to add several different CU-management interfaces to ROCm, by modifying different layers of the stack shown in Fig. 2. Our modifications fell into two categories: we modified the amdkfd driver and HCC driver to add two different mechanisms for specifying an application-wide default CU mask, and we also added a new function to the HIP API that enables an application to set the CU mask associated with a HIP stream. While the evaluation we present in Sec. 4.4 only requires our HIP modification, our additions to HCC or the amdkfd driver may remain useful for setting process-wide CU masks without modifying application code. In this subsection, we describe all three modifications.

Modifications to the amdkfd driver. The amdkfd driver is responsible for setting up memory-mapped queues of GPU commands, which are directly shared between userspace and GPU hardware. The HSA API, mentioned in Sec. 3, issues commands to the GPU by writing them into the in-memory queues. User-level applications can control additional settings, such as CU masks, by issuing various ioctl commands to the driver. Even though existing ioctl commands are capable of changing existing queues’ CU masks, being limited to per-queue settings makes partitioning an entire GPU-using application difficult, because the application may create new queues at any time in its execution.

To provide a more convenient interface, we added a new feature to the amdkfd driver: a SET_DEFAULT_CU_MASK ioctl. As the name of this command implies, it causes the driver to apply a default CU mask to any queues the calling process creates in the future. Implementing this change required straightforward changes to the driver code. Using the modification requires a simple modification to the GPU-using applications themselves – they must be modified to issue our new ioctl command at the start of execution, before creating any ROCm queues.

\footnote{This can still be seen on \url{https://rocm.github.io/languages.html} as of February 2020.}

\footnote{We included a patch and further instructions in the code linked in Footnote 6.}
**Modifications to HCC.** The driver modification outlined above provides one possible method for specifying a default process-wide CU mask, but it suffers from a couple of usability drawbacks. First, as mentioned, one must issue the new ioctl command from within the context of the GPU-using process, which, while a simple change, nonetheless requires modifying application source code. Second, setting a CU mask in the driver may lead to a discrepancy between what higher-level applications “think” a queue’s CU mask is, and what the underlying CU mask actually has been set to. Our modifications to HCC allow users to specify a default CU mask with neither of these two drawbacks.

Since HCC is implemented in userspace, we were able to implement a default-CU-mask modification using a well-known software feature: environment variables. Internally, HCC maintains a copy of each queue’s expected CU mask, and uses this additional bookkeeping to potentially share a smaller pool of underlying driver-managed queues among multiple higher-level “queue” abstractions (the details of which, fortunately, are not necessary to understand our modification). In order to implement our environment-variable interface, we found the C++ constructor responsible for initializing one of the aforementioned HCC-managed queues, and modified it to initialize both the CU mask of the actual underlying HSA queue as well as the internal HCC-managed copy of the CU mask based on the contents of the (arbitrarily named) `HSA_DEFAULT_CU_MASK` environment variable. Using this modification is extremely simple: one only needs to set the environment variable before creating a process.

We are aware of no applications that do so, but it is conceivable that an application could circumvent our environment variable by directly interacting with the HSA API layer “below” HCC, as shown in Fig. 2. If necessary, we could even prevent such behavior by modifying AMD’s HSA API implementation (known as ROCR-Runtime in the ROCm source code) in a manner similar to our HCC change, but, like the driver-based modification, this would risk HCC’s bookkeeping becoming inconsistent with actual underlying CU-mask settings.

**Modifications to HIP.** The modification to HCC is convenient to use in practice, but offers little flexibility within the context of a single process, where we may wish to set different CU masks for different streams (this ended up being necessary for our PyTorch experiments, discussed in Sec. 4.4). To address this need, we chose to add a `hipStreamSetComputeUnitMask` function to the HIP API that sets the CU mask associated with an individual HIP stream.

Each HIP stream is implemented on top of a single underlying HCC-managed queue of GPU commands. Internally, this HCC-managed queue is represented by a C++ object that already provides a `set_cu_mask` method, so we implemented our new HIP function simply by calling this underlying method.

Our change to HIP was straightforward due to HIP’s use of HCC, but recall that HIP supports alternate backends. One obvious example is HIP’s nvcc backend, which targets NVIDIA GPUs by wrapping the CUDA API. NVIDIA GPUs have no concept of hardware-supported CU masking (at least judging by public documentation), so implementing `hipStreamSetComputeUnitMask` for NVIDIA is clearly impossible. As discussed in Sec. 4.2, we anticipate additional difficulties when HIP fully switches to a clang-based backend, since we will no longer be able to rely on the availability of the HCC-provided `accelerator_view` interface that provides CU-mask-management functions.

**Final words on implementation.** All of our CU-management implementation approaches worked as expected. Even though the remainder of our evaluation only required modifying HIP, the fact that so many approaches were viable, even for such a minor feature, shows
Figure 5 Setting a CU mask in a PyTorch script. Note that PyTorch uses the term “cuda” regardless of the fact that it’s running on an AMD GPU.

how an open-source GPU-computation software stack can provide significant flexibility for research purposes. Recall that typical research using NVIDIA GPUs is only able to modify one “layer” in NVIDIA’s analogue to Fig. 2: the user program!

In the remainder of this section, we discuss how we applied our modifications to improve timing predictability in a PyTorch application, and describe some additional details about AMD GPUs that we encountered in the course of our experiments.

4.4 Evaluation using PyTorch

We carried out a case study using PyTorch [4] to validate our approach using a complex piece of real-world GPU-accelerated software. We chose PyTorch in part due to its popularity; in 2019, it was used in the majority of papers presented at every major computer-vision conference [21]. Additionally, we wanted to design an experiment that accurately reflects a reality where a single GPU may need to concurrently process multiple independent streams of data, e.g., on an autonomous vehicle with multiple cameras or sensors.

PyTorch, as its name may imply, focuses on providing an idiomatic Python interface for creating, training, and evaluating neural networks. This is a convenient interface for computer-vision and AI researchers, but the level of abstraction involved in a Python interface presents a hurdle for real-time management, where fine-grained control is more desirable.

Required modifications to PyTorch. Given PyTorch’s complexity and level of abstraction, it comes as no surprise that enabling CU mask support required additional modifications to the PyTorch source code. PyTorch is implemented using CUDA, but ships with a script for converting its CUDA source code to HIP. After obtaining the PyTorch source code and running the provided HIP-conversion script, we were able to add functionality for setting CU masks to the PyTorch API. Fortunately, PyTorch already provides an interface for working with “CUDA” streams, so we were able to add another function to PyTorch’s stream-management API to call the hipStreamSetComputeUnitMask function we added to HIP. Fig. 5 shows a snippet of a Python script illustrating the usage of the added functionality.

But why go to the trouble of modifying PyTorch source code, when our environment-variable-based HCC modification should already suffice to cause PyTorch to use a CU mask? In fact, our initial attempt was to do exactly that – and indeed, the environment-variable approach appears to correctly limit the CU mask for any given PyTorch process. Unfortunately, this was insufficient for our later experiments requiring contention for GPU resources. We found that AMD GPUs schedule work from separate processes in a different

\[\text{Figure 5 Setting a CU mask in a PyTorch script. Note that PyTorch uses the term “cuda” regardless of the fact that it’s running on an AMD GPU.}\]

\[\text{Required modifications to PyTorch. Given PyTorch’s complexity and level of abstraction, it comes as no surprise that enabling CU mask support required additional modifications to the PyTorch source code. PyTorch is implemented using CUDA, but ships with a script for converting its CUDA source code to HIP. After obtaining the PyTorch source code and running the provided HIP-conversion script, we were able to add functionality for setting CU masks to the PyTorch API. Fortunately, PyTorch already provides an interface for working with “CUDA” streams, so we were able to add another function to PyTorch’s stream-management API to call the hipStreamSetComputeUnitMask function we added to HIP. Fig. 5 shows a snippet of a Python script illustrating the usage of the added functionality.}\]

\[\text{But why go to the trouble of modifying PyTorch source code, when our environment-variable-based HCC modification should already suffice to cause PyTorch to use a CU mask? In fact, our initial attempt was to do exactly that – and indeed, the environment-variable approach appears to correctly limit the CU mask for any given PyTorch process. Unfortunately, this was insufficient for our later experiments requiring contention for GPU resources. We found that AMD GPUs schedule work from separate processes in a different}\]

\[\text{\textsuperscript{15}Our specific procedure for working with PyTorch source code, along with a patch containing our modifications, is included in the repository linked in Footnote 7.}\]

\[\text{\textsuperscript{16}In order to maintain compatibility with existing scripts, PyTorch’s user-facing Python API continues to use the term “CUDA” even when compiled for HIP.}\]
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manner (namely, one that seems to prevent or reduce concurrent execution) than work coming from multiple streams within a single process. We observed similar behavior on NVIDIA GPUs in our prior work [3, 35, 41], so this analogous finding on AMD GPUs did not come as a particular surprise, but we chose to leave further investigation for future work. In the meantime, we found that using multiple threads and streams from within a single PyTorch script was sufficient for this paper, which only requires generating observable contention between competing GPU workloads.

Our test application. Our experiments were based on an example provided by PyTorch that trains a neural network to classify handwritten digits in the MNIST dataset. We modified the original script in several ways. First, we changed it to only perform classification using pre-trained network weights instead of training a new network. Second, we added an optional competitor thread to provide additional contention for GPU resources. When active, the competitor thread evaluates random data using a separate neural network. The competing network was also based on the MNIST network, but used larger layer sizes and a larger number of layers to generate more GPU computations. Finally, we updated the manner in which the script loads the MNIST image data, which defaults to loading data on demand. To avoid noise involving data transfers or reads from storage, we pre-buffer all of the image data in GPU memory before conducting any measurements.

We instrumented the primary thread to record the duration of each “iteration,” consisting of a single forward pass of the network, which classifies a batch of 64 different 32x32-pixel grayscale input images. We determined the duration by recording the time before the first layer of the network was evaluated, and again after a \texttt{stream.synchronize()} call returned, indicating the completion of all GPU operations. While some noise is certainly involved when recording times in Python code, any such noise will be negligible compared to the durations being measured in our application. Additionally, our script does not record times for the first several iterations while the GPU “warms up,” which is a common practice in GPU research to avoid measurement noise while code or data is lazily loaded onto the device. In total, we record 36,504 time samples for every scenario (this arbitrary-seeming number is due to a combination of factors, including warm-up iterations and the way in which the MNIST dataset is subdivided into batches of 64).

Verifying CU-mask functionality. Our first experiment was designed to verify our ability to successfully limit a task’s set of available CUs, and to test whether partitioning CUs improves response-time predictability in the presence of an adversarial workload. Fig. 6 shows the results from four scenarios. The first scenario is represented by the leftmost curve, and shows the response-time distribution when our single MNIST-evaluation PyTorch thread is allowed to execute on all 32 CUs with no competitor. As expected, this configuration exhibits the fastest response times, with a maximum observed response time of 5.02 ms. The second curve shows the response times of the same workload, but in this case it was limited to only use 16 CUs. As seen in Fig. 6, reducing the available CUs from 32 to 16 only increased observed response times by roughly one millisecond, indicating that, absent a competing

\[\text{Our experimental scripts are included in the link in Footnote 7. We based our experiments on the example from https://github.com/pytorch/examples/tree/master/mnist.}\]

\[\text{Even though Python’s threads are notorious for their lack of concurrency when using C/C++ modules, PyTorch takes measures to release the necessary Python locks within its C++ code.}\]
workload, overheads or CPU operations comprise a significant portion the MNIST example network’s overall execution time (we would expect the slowdown due to the reduction in resources to increase in proportion to the amount of GPU computation required).

Behavior changes drastically with the introduction of a competing thread. The curve in Fig. 6 with alternating dots and dashes shows the distribution of iteration times when the competitor thread is running, and both threads are allowed to access all 32 CUs on the GPU. The dotted curve shows the same scenario, but with the competitor and primary thread partitioned to separate groups of 16 CUs. Both distributions exhibit a very similar mean time of approximately 22 milliseconds, but the worst-case observed time without partitioning, 65 milliseconds, is significantly slower than the time when partitioning is applied, where the worst-case observed time was 25 milliseconds – only slightly worse than the same scenario’s median time. While this improvement provides sufficient motivation to use our CU-masking API, the significant increase in mean and median times compared to the times without a competitor remains a concern for future work, as it indicates that threads also spend significant time contending for non-CU resources. Some of this contention may be related to Python threads or PyTorch internals, but there may also be other sources of contention for GPU resources that we can prevent with further modifications to ROCm.

4.5 Additional ROCm Experiments

In addition to our evaluation using PyTorch, we also conducted several microbenchmark experiments using a plugin-based framework we developed for earlier work on NVIDIA GPUs [34], and ported to HIP for this paper. Porting our code to HIP required disabling two NVIDIA-specific features only available in kernel inline assembly: reading the `globaltimer` register, and obtaining the ID of the SM of the currently executing thread block. Losing access to these features is unfortunate, as both were essential for our prior experiments to infer

---

19 Source code for this framework is linked in Footnote 8.
scheduling rules for NVIDIA GPUs. However, even without them, the highly instrumented microbenchmarks remain useful for observing details at a finer granularity than a large system like PyTorch can provide. Most of the experiments we conducted with this framework simply confirmed the findings we already discussed in Sec. 4.4, but presenting them enables us to report a few additional results.

**Revisiting in-flight threads per CU.** Recall from Sec. 3.2 that, according to GCN documentation, AMD GPUs support 2,560 in-flight threads per CU. Our experiments, however, contradicted this number. We never observed 2,560 in-flight threads per CU in any experiment, regardless of thread block size, workload, or number of available CUs. Instead, we observed at most 2,048 in-flight threads in all situations. Fig. 7 contains one such example.

Fig. 7 was produced by our plugin framework concurrently running two microbenchmarks, DWT2D and backprop, that we adapted for our framework from the Rodinia benchmark suite [9]. The choice of these specific microbenchmarks was somewhat arbitrary (as we can observe the same effects with any of the others), however they issue kernels at slightly more irregular intervals than other simpler microbenchmarks (i.e., vector add), potentially allowing us to observe a wider variety of interactions. As with all of the plugins in our framework, we instrumented these microbenchmarks’ kernels to record the GPU clock cycle when the first thread in each block starts running, as well as the cycle before the last thread in each block returns, and used this information to compute the number of in-flight GPU threads over the course of the microbenchmarks’ execution.

Fig. 7 shows three timelines, each of which represents the active number of GPU threads at a given clock cycle. The top timeline shows the total number of active threads, and the other two show the number of threads running on behalf of the two microbenchmarks. These timelines contain two clear pieces of evidence contradicting a 2,560-thread limit. First, if each of the GPU’s 32 CUs indeed supported 2,560 in-flight threads, we would expect to see a maximum of 81,920 concurrent total threads in the top timeline of Fig. 7, but we do
not. Instead, the maximum total number of observed running threads never exceeds 65,536, consistent with a 2,048-thread limit (in fact, this particular experiment never even exceeds 60,000 total concurrent threads, but we observed a clear ceiling of 65,536 threads in many other microbenchmark experiments). The second major piece of evidence is shown in the timeline for DWT2D at the bottom of Fig. 7. We limited DWT2D to a single CU during this experiment, and its number of in-flight threads clearly never exceeds 2,048. (Note that its vertical axis uses a different scale.) Furthermore, DWT2D was using 256-thread blocks, which even divides a hypothetical 2,560-thread limit, so the lower-than-expected thread count cannot be a consequence of incompatible block sizes.

This observation likely relates to Drawbacks 2 and 3, where an aspect of the internal GCN architecture may not yet be adequately documented. Regardless of the reason, this observation underscores an important point for real-time researchers: important hardware details may not be revealed through open-source software or public documentation. This applies equally to NVIDIA GPUs, so we do not label this as an explicit “drawback” of working with AMD. It is even possible that the “true” 2,560-thread limit can be reached in cases not covered by our microbenchmarks. However, differences between documentation and actual behavior could lead to a fundamentally unsafe model of a real-world system, especially when the difference is in a detail as fundamental as the number of supported parallel threads.

**L1 instruction cache impact.** For our final experiment, we revisit the question raised in Sec. 3 of the impact of sharing the L1 instruction cache between clusters of four CUs. As mentioned, we were unable to observe any L1 instruction cache interference in our experiments, even in the presence of an attempted adversarial workload, a kernel with 300 KB of code written using inline GCN assembly. There are two factors we suspect make GPU L1 instruction-cache interference only a minor concern in practice:

First, it is reasonable to assume that an L1 cache-line fetch retrieves multiple instructions. This, combined with the fact that well-optimized GPU kernel code tends to have few branches, means that GPU kernel code is unlikely to generate many L1 misses. Second, GPU kernels are unlikely to put much pressure on instruction caches simply by virtue of the small size of typical kernel code.

The second of these two points is supported by the data shown in Fig. 8. In order to obtain this data, we downloaded all of the pre-compiled packages from AMD’s ROCm 2.6 repository, and, thanks to the LLVM documentation mentioned in Sec. 4.2 [23], wrote a program that parses ELF binaries containing GPU kernel code in order to report the size of each kernel. In total, we were able to find thousands of kernels in this repository, primarily from GPU-accelerated machine-learning libraries.

As shown in Fig. 8, the average kernel size in AMD’s repositories was roughly 2 KB, meaning that up to sixteen such kernels could hypothetically execute concurrently without exhausting the 32 KB L1 instruction cache – an unlikely situation on a single cluster of four CUs. Since many kernels require executing hundreds or thousands of thread blocks, it is far more likely that only a single kernel would be running at a time on each CU cluster.

**4.6 AMD GPU Performance**

While less relevant for research involving timing predictability, we recognize that fast hardware is still necessary in real applications, and is likely to be of interest to readers. To this end, we ran our PyTorch script from Sec. 4.4 on several hardware platforms, without enabling CU partitioning or the competing thread. The resulting data is summarized in Tbl. 1. Unsurprisingly, one of NVIDIA’s flagship GPUs, the Titan V, exhibited the fastest
Figure 8 Distribution of GPU kernel sizes found in AMD’s pre-compiled ROCm 2.6 repository.

Table 1 Times needed for a single forward pass of PyTorch’s MNIST example on several different hardware devices. All times are in milliseconds.

<table>
<thead>
<tr>
<th></th>
<th>Min</th>
<th>Max</th>
<th>Median</th>
<th>Mean</th>
<th>Std. Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>NVIDIA Titan V</td>
<td>0.51</td>
<td>5.79</td>
<td>0.51</td>
<td>0.52</td>
<td>0.08</td>
</tr>
<tr>
<td>NVIDIA GTX 1060</td>
<td>1.40</td>
<td>1.63</td>
<td>1.42</td>
<td>1.42</td>
<td>0.01</td>
</tr>
<tr>
<td>NVIDIA GTX 970</td>
<td>1.38</td>
<td>2.77</td>
<td>1.40</td>
<td>1.40</td>
<td>0.02</td>
</tr>
<tr>
<td>AMD RX 570</td>
<td>4.19</td>
<td>5.02</td>
<td>4.21</td>
<td>4.32</td>
<td>0.18</td>
</tr>
<tr>
<td>CPU (Intel Xeon 4110)</td>
<td>5.54</td>
<td>18.43</td>
<td>8.60</td>
<td>8.40</td>
<td>1.78</td>
</tr>
</tbody>
</table>

performance by far. The other two NVIDIA GPUs also outperformed the RX 570 used in this paper, though even the RX 570 was faster than running the neural network solely on a CPU. It is possible that the RX 570’s slower performance relative to its NVIDIA counterparts can be largely attributed to ROCm’s lack of maturity compared to CUDA – a possibility strengthened by the fact that the RX 570 performs similarly to the NVIDIA GTX 1060 in graphical workloads [26]. Finally, even though AMD GPUs currently lag behind NVIDIA in our PyTorch benchmark, the slower performance is unlikely to prevent accurately evaluating management principles, which remain the focus of real-time research.

5 Conclusion

In this paper, we make the argument that the existence of an alternate platform – AMD GPUs – has the potential to reshape real-time GPU research. The thrust of our argument comes from two key points. First, we described how almost all prior real-time GPU research has, to some extent, worked around the limitations of NVIDIA’s closed-source platform, often at the expense of long-term applicability. Second, as we demonstrated using case studies, many of the implementation drawbacks that hamper research on NVIDIA GPUs do not apply to AMD (despite AMD having its own collection of downsides).

In future work, we plan to continue our investigation of AMD GPUs, and, ideally, hope to implement portions of prior NVIDIA-focused real-time research using AMD’s open-source software. We also plan to investigate the question of optimal CU assignment in more detail, as well as the impact of contention for non-CU hardware components in software running on AMD GPUs.
Establishing the “best” platform for any complex system will always involve a set of tradeoffs and personal preferences, but it is not necessary to prove that a system is the “best” in order for it to warrant further study. In a research setting, the question is still open as to whether the drawbacks discussed here are an acceptable trade for the benefits offered by an open-source GPU software stack, and the answer will likely vary from one project to another. Nonetheless, with this paper we have at least demonstrated that AMD GPUs warrant further consideration, and, despite some difficulties, offer significant benefits for developers looking for greater control over safety-critical software and hardware.

It is not our goal to provide a definitive answer to the NVIDIA-vs.-AMD question, or even to take a side in the battle. In fact, not only do we refrain from taking a side – we hope the battle for GPU dominance continues! The competition itself has already led to a major hardware vendor investing significantly in open-source GPU software, and it would be wonderful if others would follow AMD’s example.
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Abstract

In Linux and other operating systems, futexes (fast user space mutexes) are the underlying synchronization primitives to implement POSIX synchronization mechanisms, such as blocking mutexes, condition variables, and semaphores. Futexes allow one to implement mutexes with excellent performance by avoiding system calls in the fast path. However, futexes are fundamentally limited to synchronization mechanisms that are expressible as atomic operations on 32-bit variables. At operating system kernel level, futex implementations require complex mechanisms to look up internal wait queues making them susceptible to determinism issues. In this paper, we present an alternative design for futexes by completely moving the complexity of wait queue management from the operating system kernel into user space, i.e. we turn futexes “inside out”. The enabling mechanisms for “inside-out futexes” are an efficient implementation of the immediate priority ceiling protocol (IPCP) to achieve non-preemptive critical sections in user space, spinlocks for mutual exclusion, and interwoven services to suspend or wake up threads. The design allows us to implement common thread synchronization mechanisms in user space and to move determinism concerns out of the kernel while keeping the performance properties of futexes. The presented approach is suitable for multi-processor real-time systems with partitioned fixed-priority (P-FP) scheduling on each processor. We evaluate the approach with an implementation for mutexes and condition variables in a real-time operating system (RTOS). Experimental results on 32-bit ARM platforms show that the approach is feasible, and overheads are driven by low-level synchronization primitives.
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1 Introduction and Motivation

A common technique to improve the performance of synchronization mechanisms is to avoid unnecessary system calls [3, 4, 14, 18, 31]. Ousterhout [27] observed for processor architectures of the 1980s that “[…] operating system performance does not seem to be improving at the same rate as the base speed of the underlying hardware”. Today, the situation has not changed much: system calls are an order of magnitude slower than atomic operations. For current Intel CPUs, Al Bahra measures about 15 cycles for an atomic compare-and-swap (CAS) operation on an Intel Core i7-3615QM [1], while Soares and Stumm describe a system call overhead of around 150 cycles on an earlier Core i7 generation [33]. For the future, we can assume that system calls remain expensive due to pipeline flushes [33] and mitigation against processor design flaws such as Meltdown [21] and Spectre [19]. While we can assume that processor design flaws like Meltdown will be fixed in future processor generations, Spectre-like attacks on branch prediction by data cache side channels are expected to stay, along with the corresponding measures of mitigation [23]. Therefore, avoiding unnecessary system calls is still relevant today for efficient synchronization mechanism.
Futexes were originally conceived as a mechanism for fast mutexes in Linux [14]. The idea behind futexes is to acquire and release uncontended mutexes by just using atomic operations in the C library in user space. The kernel is only involved in handling blocking and unblocking of threads on contention. This design omits system calls into the operating system kernel in the fast path. Today, futexes are a generic compare-and-block mechanism in Linux and used to implement almost all blocking POSIX thread synchronization primitives. A further benefit of futexes is that no pre-registration of synchronization objects in the kernel is needed. The Linux kernel creates in-kernel objects such as wait queues on demand.

From the design point of a real-time system, the basic idea of futexes as an optimization of the common case also helps in mixed-criticality environments or when trying to improve size, weight and power (SWaP) considerations. If a real-time task finishes early, it is a desirable design goal to leave the remaining processing time to other non-real-time tasks, or to enable power saving strategies earlier. This principle applies to all kinds of optimizations such as processor caches, but only as long as an optimization also shows a deterministic behavior and one can analytically derive a proper worst-case execution time (WCET).

However, design aspects that are important for the flexibility of futexes in Linux also bring problems for their deterministic behavior. In the Linux kernel, blocked threads are kept in a fixed-sized hash table, and previous research has shown that the futex hash table is vulnerable to cause interference to otherwise unrelated processes due to inadvertent or intentional hash collisions [38].

Alternative approaches to prevent this problem of undesired resource sharing involve pre-registration of synchronization objects. This allows indexing of wait queues by other means not susceptible to attacks, e.g. by using an index in a descriptor table [34]. Such a limitation is fully compliant to most programming environments for real-time applications, such as ARINC 653 for Avionics, which often require allocation of all resources at start time anyway, to prevent later resource exhaustion at runtime, but this also limits the flexibility of futexes for non-real-time workloads.

Another important design aspect of futexes is the use of 32-bit variables as protocol variables in user space. 32-bit variables were originally chosen because atomic operations on them are available on most major platforms supported by Linux. However, using 32-bit variables in futex-based synchronization protocols requires that all data needed to make a decision whether to wait or to wake up threads must be “compressed” into a single 32-bit variable. While this is possible for most POSIX user space synchronization mechanisms such as mutexes, condition variables, barriers, and semaphores, it is not the case for other, more complex synchronization mechanisms, such as message queues.

To address these problems of futexes in the context of real-time systems, while preserving their desirable properties, we propose to turn the futexes “inside-out” and to move the wait queue management out of the kernel into user space. An efficient mechanism for short critical sections is the enabling factor for queue manipulations, e.g. priority-ordered queues, which cannot be realized as simple atomic operations on modern hardware. Such a mechanism also removes the limitation of 32-bit protocol variables, allowing more complex waiting conditions. For this to work efficiently and deterministically, we need three key components:

(i) A reliable and efficient mechanism to prevent preemption in user space.
(ii) Fair spinlocks for mutual exclusion between other processor cores.
(iii) A light-weight mechanism to suspend and wake up threads.

The resulting design effectively resembles a non-preemptive busy-waiting monitor with Mesa-style blocking condition variables [10]. The main challenge of this design is that the overall performance of these mechanisms must be comparable to futexes. For a blocking mutex, we aim for a solution that avoids system calls in the fast path and requires system calls only
to suspend the calling thread in a mutex lock operation, or to wake up a waiting thread in an unlock operation. The baseline is given by a traditional approach of implementing synchronization mechanisms in the kernel, using dedicated system calls for all operations. Here, we must reach a similar level of performance in the worst case.

Components (i) and (ii) are well researched in the context of real-time systems. Specifically, in user space, temporarily disabling preemption while holding a spinlock is necessary to avoid the lock-holder preemption problem [26, 35]. To this end, efficient and predictable implementations of the immediate priority ceiling protocol (IPCP) [2, 37] are to be preferred over other non-real-time techniques of controlling preemption [13, 20, 22, 25]. In this paper, the design of component (iii) is based on the key idea of addressing threads directly. Mechanisms for \( O(1) \) look-up of threads by their ID are in fact readily available at OS kernel level, so we can leverage them to construct light-weight suspension and wake-up mechanisms targeting threads directly rather than introducing another level of indirection to look-up wait queues in the kernel. As result, the required kernel mechanisms to support the proposed monitors in user space are much simpler compared to futexes or a traditional approach. This effectively reduces the implementation effort and related WCET concerns inside the operating system kernel and moves the complexity to support common thread synchronization mechanisms into user space.

Our contributions in this paper are:
- A mechanism to suspend and to wake up threads in IPCP for an operating system using partitioned fixed-priority (P-PF) scheduling (Section 4).
- Non-preemptive busy-waiting monitors in user space (Section 5).
- An analysis of synchronization mechanisms w.r.t. their potential for optimization by reducing system calls and related WCET concerns (Section 6).
- An efficient implementation of blocking mutexes and condition variables based on the monitor that require at most one system call. Like futex-based synchronization mechanisms, no pre-registration of synchronization objects in the kernel is required (Section 7).
- An experimental evaluation of the approach in a research RTOS for 32-bit ARM processors to demonstrate the effectiveness of the proposed approach (Section 8).

2 Terminology and System Model

We assume a system comprising a contemporary 32-bit or 64-bit processor with one or more processor cores. On the system, an operating system kernel executes in supervisor mode, which is a privileged mode of the processor, while processes host code executing in a non-privileged user mode. The processor provides virtual memory or enforces memory protection, such that each process has its own isolated address space. Code in user mode uses system calls, a hardware trap mechanism, to call into the operating system kernel. The processor also provides general atomic operation on 32-bit variables based on compare-and-swap (CAS) or load-linked/store-conditional (LL/SC) instructions. The atomic operations additionally provide acquire or release semantics, or the processor provides explicit memory barriers to order memory accesses. We also assume that, on average, non-atomic operations (e.g. ALU- and normal load/store-operations) are much faster than atomic operations, and atomic operations are much faster than system calls.

We use the term thread instead of task when talking about schedulable entities of a process. TCB refers to the thread control block, which can comprise variables shared between kernel and user space. We denote the user space part of the TCB as UTCB. The identifier SELF points to the current thread’s thread-local storage (TLS) data segment in user space, which also contains the UTCB.
We assume partitioned fixed-priority (P-FP) scheduling. We define the scheduling priority in the sense that higher values refer to higher priority level, as this is often done in RTOS implementations. The value \( \text{max} \_\text{prio} \) defines the maximum priority level that a thread in a process can use, while 0 is the minimum priority level in the system.

For resource sharing on each single processor core, we use the immediate priority ceiling protocol (IPCP) [12]. When accessing a shared resource, the requesting thread temporarily raises its scheduling priority to the ceiling priority of the resource. The ceiling priority of each resource is defined as the maximum priority of all threads accessing the resource. This effectively excludes other threads from accessing the resource at the same time, but only as long as a thread does not block. Compared to the original priority ceiling protocol (OPCP) [32], IPCP is simpler to implement, and it is the implementation mandated by e.g. POSIX and found in real-world RTOS implementations. When \( \text{max} \_\text{prio} \) is used as ceiling priority, the protocol effectively reduces to non-preemptive critical sections (NPCS).

We now consider resource sharing between two or more processor cores. For short critical sections, we combine non-preemptive critical sections with FIFO spinlocks, like in MSRP [15]. As spinlock implementation, both ticket locks and MCS locks provide fair FIFO ordering [24]. For long resource requests, we use mutexes as suspension-based mechanism instead of busy waiting. The mutexes use priority-ordering, following POSIX as example. This approach is also used in operating system kernels such as Linux. We further assume that synchronization mechanisms are used correctly. Preventing deadlocks should be done in user space and is outside of the scope of this paper.

Note that the presented approach is applicable to both single and multi-processor systems. A single processor system does not require the use of spinlocks. Additionally, the approach can be extended to partitioned EDF by using the deadline floor protocol (DFP) instead of IPCP [11, 2]. We plan to investigate this combination in future work.

To analyze the worst case, we do not perform an actual WCET analysis, as this requires detailed knowledge of the underlying processor architecture and the overall system, see e.g. [6]. Instead, we keep the worst-case considerations on an abstract level and identify the worst case for each building block in \( O \) notation. We think this is the right level to decide for or against a mechanism in general.

## 3 Previous Work

### 3.1 Efficient Synchronization Mechanisms and Futexes

The observation that system call overheads are expensive is well known. Several approaches were proposed to improve efficiency of synchronization mechanisms: Keedy describes atomic test-and-increment and decrement-and-test operations to implement uncontended semaphore operations and call into the operating system only to suspend or to wake up threads [18]. Birrell et al. describe an optimization for mutexes, condition variables, and semaphores in the Taos operating system to only call the operating system kernel when there is contention or a thread is waiting on a condition variable [4]. A similar approach is also described for Benaphores in BeOS [31]. For synchronization in a Java virtual machine, Bacon et al. proposed Thin Locks, based on atomic operations for uncontended cases, with a fall-back to OS provided synchronization primitives [3].

Futexes extend these prior approaches as a generic compare-and-block mechanism. Futexes allow a thread to wait on a variable in user space or to wake up a given number of waiting threads. The kernel dynamically creates an internal wait queue based on the given user space address and keeps the wait queue as long as threads are waiting. The third conceptual futex operation allows to requeue waiting threads from one wait queue to another. This helps when
signaling condition variables to prevent thundering herd effects [16]. The requeue operation transfers waiting threads from the condition variable’s wait queue to the mutex’ one instead of waking the threads up and letting them compete on the associated mutex.

Futexes were first introduced in Linux to implement POSIX thread synchronization objects in user space [14], and then later extended to support the priority inheritance protocol (PIP) [16]. Over time, scalability issues were addressed and discussed [8, 9]. Pizlo describes an approach resembling futexes using cascaded locks and hashed wait queues in user space for fine-grained locking and condition variables in the WebKit browser [28]. Spriet et al. evaluated the use of different real-time locking protocols for futexes in the context of LITMUSRT, a Linux-based testbed for real-time scheduling experiments [34]. They use an index-based wait queue look-up and a bitmap of acquired locks that is shared between user space and kernel. Zuepke et al. presented approaches for deterministic futexes with FIFO ordering based on doubly-linked lists and look-up by thread ID [36], by replacing the futex hash table with binary search trees to bound interference effects to logarithmic runtime [38], and by using an index-based wait queue look-up [37].

3.2 Lock Holder Preemption

A problem with spinning synchronization in user space is that a thread can be preempted inside a critical section, as the scheduler is not aware of the critical section, and other threads continue spinning while the lock holder is preempted. In turn, multiple preemption-safe lock mechanisms were proposed [25], which either prevent preemption or try to recover from the fact that a lock holder is preempted, e.g. adaptive mutexes, by spinning only for a limited time and then falling back to blocking [26], scheduler hints [5], or scheduler-conscious synchronization with liveness indicators [20]. Michael and Scott provide an overview on these techniques [25]. We focus on mechanisms to prevent preemption.

Edler et al.’s temporary non-preemption mechanism in Symunix II uses two flags shared between user space and kernel [13]. Before starting spinning, a thread indicates its wish to disable preemption in the first flag. When the kernel actually wants to preempt the thread inside the critical section, the kernel sets the second flag to indicate a pending preemption request and let the thread continue. After the thread finishes the critical section, it clears the first flag and checks the second flag if it has to yield the processor. The kernel can set up a short timeout to enforce preemption of uncooperative threads not enabling preemption. An alternative approach is the two-minute warning mechanism proposed by Marsh et al. in Psyche [22]: the kernel indicates upcoming preemption (i.e. end of time slice) in a user readable flag, and a user space thread then avoids acquiring any spinlocks and rather yields. Holman and Anderson present a third approach in the context of Pfair-scheduling [17]: a locking attempt in the frozen interval at the end of a time slice implicitly blocks the thread until the next time slice. All three mechanisms were originally designed for systems with quantum scheduling where the time of preemption is known in advance.

3.3 Efficient IPCP Implementations

In the context of real-time systems with P-FP scheduling, lock holder preemption by lower priority threads can be also prevented by using real-time locking protocols such as IPCP. To reduce the overhead of frequent scheduling priority changes, Zuepke et al. presented two protocols to change a thread’s priority lazily in user space [37]. The protocols use two variables shared between user space and kernel, similar to Edler et al.’s temporary non-preemption mechanism [13]. Almatary et al. presented an efficient implementation of IPCP (and DFP as well) using a different protocol with three shared variables [2].
### Listing 1 User space per-thread data and UTCB

```c
typedef struct {
    tid_t tid;  // thread ID
    prio_t uprio;  // user space priority
    prio_t nprio;  // next thread's priority
    uint32_t ustate;  // user space state variable
    <...>
} thread_t;
```

```c
#define SELF <...>  // get current thread's per-thread data
```

### Listing 2 Priority change operations in user space

```c
prio_t prio_raise(prio_t new_prio) {
    prio_t old_prio = SELF->uprio;
    assert(new_prio >= old_prio);
    SELF->uprio = new_prio;
    return old_prio;
}
```

```c
void prio_restore(prio_t old_prio) {
    SELF->uprio = old_prio;
    if (old_prio < SELF->nprio) {
        sys_preempt();
    }
}
```

### Listing 3 Priority change operations in the kernel

```c
#define CURRENT <...>  // get current thread's kernel state (TCB)
#define UTCB <...>  // get current thread's user space data
```

```c
void sys_preempt(void) {
    prio_t uprio = min(UTCB->uprio, CURRENT->max_prio);
    kernel_preempt(CURRENT, uprio);
}
```

```c
void kernel_wake(...) {
    <...>
    prio_t uprio = min(UTCB->uprio, CURRENT->max_prio);
    prio_t nprio = ready_queue_next()->prio;
    UTCB->nprio = nprio;
    if (uprio < nprio) {
        kernel_preempt(CURRENT, uprio);
    }
    <...>
}
```

```c
void kernel_preempt(thread_t *thr, prio_t prio) {
    // preempt the current thread
    <...>
}
```
All three protocols comprise a priority raise operation and a priority restore operation. The raise operations indicate a temporarily elevated scheduling priority in shared variables without using a system call. The restore operations revert the scheduling priority to the previous value and contain one optional system call to preempt the thread. On scheduling events, e.g. when releasing a suspended thread, the kernel obtains the elevated scheduling priority from the shared variables to consider whether to defer the preemption of the current thread.

In Zuepke et al.’s first protocol [37] and Almatary et al.’s protocol [2], the kernel also updates an in-kernel representation of the current thread’s scheduling priority and then indicates that it has observed the priority change in the shared variables. In both protocols, the priority restore operations need a system call to update the in-kernel value again, even if the current thread will not be preempted.

Zuepke et al.’s second protocol addresses this shortcoming [37]. Here, the kernel does not update an in-kernel priority and indicates whether it has observed the priority change, but instead provides the priority of the next thread eligible for scheduling in a shared variable and updates its value on each scheduling event. With this, the restore operation only issues a system call when the current thread really needs to be preempted. We therefore focus only on this protocol. The two shared variables are named uprio (user priority) and nprio (next thread’s priority).

Listing 1 shows the shared protocol variables uprio and nprio among other variables. We keep these variables in the per-thread TLS. Listing 2 shows the priority change operations in user space. The priority raise operation returns the previous scheduling priority for the later restore operation. Listing 3 shows the kernel parts of the implementation for the preemption system call and when waking up a suspended thread. In both cases, the user space priority is bounded to max_prio before further use.

Note that the kernel is optimized for frequent priority changes and does not keep the current thread on ready queues, so nprio is naturally available from the highest priority thread on the ready queue and also used internally by the kernel to decide whether to preempt the current thread or not. Blackham et al. describe a similar technique for seL4 [6].

From the point of view of their worst-case timing, all three protocols show equal behavior: no system call is needed to raise the priority, but a restore operation might require a system call\(^1\), so we assume the system call is always called as the worst case. Also, all protocols show equal overhead to synchronize and validate user priorities when testing to preempt the currently running thread.

4 Light-Weight Blocking for IPCP

With the IPCP implementation presented in Section 3.3, we can now realize non-preemptive critical sections in user space. Listing 4 shows a simple example. A thread first raises its user space scheduling priority to max_prio to become non-preemptive, then acquires a spinlock. The threads previous priority is kept in old_prio. At the end of the critical section, the thread unlocks the spinlock and restores its previous scheduling priority. Note that this sequence does not need any system calls in the fast path. The system call to preempt the thread in priores is only needed when in the meantime another thread with a medium priority higher than old_prio became ready.

\(^1\) In Zuepke et al.’s protocols [37], the preemption system call would be superfluous if the thread is preempted after updating uprio but before calling sys_preempt. Almatary et al. solve this corner case at the expense of additional protocol variables [2]. In the worst case, one syscall is always needed.
We now extend the critical sections with a blocking mechanism that interacts properly with the IPCP implementation and the spinlock-protected critical sections. We opt to manage the wait queue of blocked threads in user space.

**Waiting:** We can make the following considerations for a waiting operation:
- Suspending the current thread needs help by the kernel. This requires a system call.
- Waiting after calling `prio_restore` could trigger unnecessary preemption, as the calling thread is going to suspend itself anyway. Waiting at `max_prio` is advisable.
- Waiting inside the spinlock-protected critical section causes problems, as other threads would be unable to acquire the spinlock. A system call to suspend a thread must happen after unlocking the spinlock in user space.
- As the spinlock-protected critical section protects any internal state w.r.t. blocking, a system call to suspend a thread outside the critical section must prevent missed wake-ups.
- A thread’s scheduling priority at wakeup time should reflect its original priority. When a thread is woken up at `max_prio`, it would execute only to the point where it restores its original priority and then causes unnecessary context switches if other medium priority threads are ready.
- Spurious wake-ups, e.g. timeouts, require a second critical section after waiting to remove the current thread from the wait queue again.
Listing 6 System call implementation for light-weight wake-up of a thread in IPCP

```c
err_t sys_wake_set_prio(tid_t tid, uint32_t *ustate, uint32_t cmp,
    prio_t new_prio) {
    <...>
    thread_t *thr = kernel_lookup_TCB_by_tid(tid);
    spin_lock(&ready_queue_lock);
    new_prio = min(new_prio, CURRENT->max_prio);
    UTCB->uprio = new_prio;
    uint32_t val = safe_user_space_read_access(ustate);
    if ((thr != NULL) && (thr->state == WAIT_USER)
        && (thr->ustate == ustate) && (val == cmp)) {
        kernel_wake(thr);
    } else if (new_prio < UTCB->nprio) {
        kernel_preempt(CURRENT, new_prio);
    }
    spin_unlock(&ready_queue_lock);
    <...>
}
```

To prevent missed wake-ups, we use a compare-and-block mechanism similar to futexes. Inside the spinlock-protected critical section, a thread decides to block and reads a state variable. The state variable encodes a waiting condition and is changed by a wakeup operation. Then the thread unlocks the critical section in user space and calls the kernel to suspend. The kernel reads the state variable again and, if the current value matches the previous value, suspends the thread. An alternative would be to call the kernel from inside the critical section and let the kernel unlock the critical section before suspending the calling thread. This would prevent any ambiguity with parallel wakeup operations. However, the kernel would then need to know the exact semantics of the spinlocks to unlock the spinlock for the caller. We opt to unlock the spinlock in user space instead. This keeps the kernel simple.

To address the problems of the scheduling priority at wakeup time, we temporarily drop the priority while waiting. While still executing at max_prio in user space, a thread calls a system call to wait at a lower priority wait_prio. The kernel then temporarily sets the thread’s priority to wait_prio while waiting. When the thread is woken up again, it will be enqueued at wait_prio on the ready queue. And when the thread is eventually scheduled, the kernel increases the scheduling priority back to max_prio, and then returns from the waiting system call. We can easily achieve this by using the following trick in the IPCP implementation of Section 3.3: the kernel lets the thread wait at wait_prio, but leaves uprio unmodified while waiting. Note that uprio was set to max_prio before waiting, so the thread is effectively running at max_prio again after waiting as well. The thread in user space can then either lock the spinlock again, or leave the IPCP-protected critical section and restore its previous scheduling priority old_prio. As no other threads with a higher priority will be ready at that moment, no system call will be needed.

Listing 5 shows the implementation of the sys_wait_at_prio system call. With the ready queue locked, the kernel evaluates if the content of a given state variable in user space (ustate) matches a compare value (cmp). If this is the case (no missed wakeup), the kernel keeps the address of ustate for later, and suspends the current thread with the given timeout (timeout) on the given waiting priority (wait_prio) in an internal waiting state WAIT_USER. In case of a missed wakeup, the kernel returns an error condition. The system call does not change uprio, so the thread will be immediately boosted to its previous uprio after wakeup.
Wakeup: For a wake-up operation, we can discuss similar considerations as for waiting:

- Waking up a waiting thread needs help by the kernel. This requires a system call as well.
- The wakeup system call addresses a blocked thread directly by its thread ID (tid).
- Waking a thread up after calling `prio_restore` could cause unnecessary delays due to preemption. Again, doing the wake-up operation at `max_prio` is advisable.
- The wakeup system call could happen inside the spinlock-protected critical section or be deferred after unlocking the spinlock. In the latter case, a system call to wake up a thread outside the critical section must prevent spurious wake-ups.
- Waking up a thread with a priority higher than oneself causes preemption when restoring the previous priority.

We opt to wake up a thread outside the critical section. To prevent spurious wake-ups, we use same technique as in the waiting operation. User space code passes the address and expected value of a state variable in user space to the system call, and the kernel compares the state variable to the expected value and only unblocks the given thread on a match. This constitutes a compare-and-unblock mechanism.

To prevent unnecessary system calls for preemption in `prio_restore`, we defer the wake-up to the latest possible point and fuse the system call for wake-up with the system call for preemption. The resulting system call combines wake-up, priority change, and preemption.

Listing 6 shows the implementation of the `sys_wake_set_prio` system call. The wake-up operation directly references a waiting thread by its thread ID (tid), so the system call first looks up the TCB in the kernel. With the ready queue locked and executing non-preemptively, the kernel first bounds the given priority to restore and updates `uprio` in user space. Then the kernel evaluates the wake-up condition: the thread must exist, it must be waiting in a call to `sys_wake_set_prio`, it must wait on the same `ustate` variable, and the current value of `ustate` must match a compare value (cmp). If the condition is met, it wakes up the thread. Otherwise, it just preempts the current thread, if necessary. Recall that `kernel_wake` in Listing 3 also preempts the current thread when a higher priority thread is woken up.

5 Non-Preemptive Busy-Waiting Monitors in User Space

We now discuss how to construct higher-level synchronization mechanisms based on the IPCP implementation of Section 3.3 to temporarily disable preemption, fair spinlocks, and the light-weight waiting and wake-up primitives of Section 4. We use the term monitor for the resulting design because the operations resemble the ones found in monitor implementations.

A monitor protects the state of a specific synchronization object of a higher-level synchronization mechanism, e.g. the current lock owner of a mutex, and one or more wait queue heads. We place the according wait queue nodes in each thread’s TLS segment, or on the stack in the waiting functions. As a thread can only wait on one wait queue at a time, the space for wait queue nodes is bounded.

A thread enters the monitor to gain exclusive access to the internal state, and leaves the monitor afterwards. When multiple threads try to enter the monitor, they are serialized by the spinlock. This relates to a FIFO-ordered enter queue. Within the monitor, a thread can decide to wait or to notify waiting threads. Waiting effectively comprises enqueuing the thread in a wait queue, leaving the monitor, blocking in the kernel, and entering the monitor again after waiting. To handle spurious wake-ups, a thread must eventually remove itself from the wait queue. For notification, a thread removes a blocked thread from the wait queue and wakes up the blocked thread when leaving the monitor. The design is
optimized to perform an uncontended enter → leave sequence without system calls, and both wait and notify with one system call in the best case. Note that more than one thread can be woken up, but this requires one additional system call for each thread.

Another important aspect is to handle the ustate variables correctly. For this, we draw from eventcounts and sequencers [30]. Firstly, we will use ustate as a counter that is incremented before a thread suspends or is woken up. The motivation to use a counter instead of a binary state like WAITING and READY is to prevent spurious wake-ups due to ABA-problems when two waiting operations follow each other back to back. Secondly, we will use a dedicated ustate variable for each thread. Like a sequencer, the increments of a thread’s ustate variable in user space order the particular wait and wakeup operations of the related thread. The waiting operation in the kernel follows eventcounts. As we use a dedicated per-thread counter, a wait operations will observe at most one additional increment from the corresponding wakeup operation. With this, the compare-equal condition for blocking in the kernel is sufficient to detect missed wake-ups. The increment before waking up a thread also follows eventcounts. As any further waiting attempt would increment ustate again, the compare-equal condition for unblocking in the kernel is sufficient to prevent spurious wake-ups. Note that we keep ustate in the TLS segment of each thread, see Listing 1.

The ustate variables are only modified in the critical sections of the related synchronization objects in user space. Nevertheless, an implementation should change ustate by using atomic read and write operations to prevent undefined behavior by the compiler, as the kernel reads the current value in parallel.

6 Analysis of Designs for Blocking Synchronization Mechanisms

6.1 Building Blocks

To compare the presented monitor approach to futexes and a traditional implementation using dedicated system calls, we first analyze how blocking synchronization mechanisms are typically implemented in operating systems using fine-grained locking like Linux. For this, we define a generic blocking mechanism and decompose it into its internal building blocks. The generic blocking mechanism provides two operations. The waiting operation either lets the calling thread continue or suspends it, and the wake-up operation can optionally wake up a previously suspended thread. This resembles common operations on mutexes, semaphores, or condition variables, but without specifying the exact semantic of the synchronization mechanism. We denote a step where the exact semantics of an actual synchronization mechanism would be required as semantic operation. Note that futexes and the monitor approach require two semantic operations, a 1st semantic operation in user space and a 2nd semantic operation in the kernel. The system call approach needs one only in the kernel.

Table 1 shows a comparison of the generic blocking synchronization mechanism implemented as (i) a system call based approach as baseline, (ii) futexes like in Linux, and (iii) the proposed monitors. The upper part of the table shows the layered individual steps to suspend or to wake up a thread from top to bottom. A “•” marks the operations when no blocking is needed, i.e. the fast path. The lower part of the table shows associated data in user space and the kernel. Here, a “⋄” indicates global data. Comparable operations and data objects are placed in the same rows.

**System call:** In the baseline implementation using system calls, user space code calls the kernel with an identifier to a kernel object. In turn, the kernel validates the identifier and retrieves the kernel object comprising all necessary data in the look-up step. Then the kernel
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Table 1: Comparison of three implementations of a generic blocking synchronization mechanism. The upper part shows the layered operations from user space down to the kernel. A “•” marks the operations in the fast path when no blocking is needed. The lower part shows the associated data in both user space and the kernel. A “⋄” denotes global data.

<table>
<thead>
<tr>
<th>operations</th>
<th>system call (baseline)</th>
<th>futex</th>
<th>monitor (this paper)</th>
</tr>
</thead>
<tbody>
<tr>
<td>user space</td>
<td></td>
<td>• disable preemption</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• lock user space object</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• 1st semantic op. (atomic)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>wait queue operation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>system call</td>
<td>system call</td>
<td></td>
</tr>
<tr>
<td>kernel</td>
<td>• look-up kernel object</td>
<td>look-up futex wait queue</td>
<td>look-up thread</td>
</tr>
<tr>
<td></td>
<td>• disable preemption</td>
<td>disable preemption</td>
<td>disable preemption</td>
</tr>
<tr>
<td></td>
<td>• lock kernel object</td>
<td>lock wait queue</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• semantic operation</td>
<td>2nd semantic operation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>wait queue operation</td>
<td>wait queue operation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>lock ready queue</td>
<td>lock ready queue</td>
<td>lock ready queue</td>
</tr>
<tr>
<td></td>
<td>suspend / wake-up</td>
<td>suspend / wake-up</td>
<td>suspend / wake-up</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>data model</th>
<th>system call (baseline)</th>
<th>futex</th>
<th>monitor (this paper)</th>
</tr>
</thead>
<tbody>
<tr>
<td>user space</td>
<td>ID of kernel object</td>
<td>futex value (atomic)</td>
<td>user space object lock</td>
</tr>
<tr>
<td></td>
<td></td>
<td>additional semantic state</td>
<td>semantic state</td>
</tr>
<tr>
<td></td>
<td></td>
<td>wait queue</td>
<td>wait queue</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>⋄ thread states</td>
</tr>
<tr>
<td>kernel</td>
<td>kernel object lock</td>
<td>wait queue lock</td>
<td></td>
</tr>
<tr>
<td></td>
<td>semantic state</td>
<td>address</td>
<td></td>
</tr>
<tr>
<td></td>
<td>wait queue</td>
<td>wait queue</td>
<td></td>
</tr>
<tr>
<td></td>
<td>⋄ ready queue lock</td>
<td>⋄ ready queue lock</td>
<td>⋄ ready queue lock</td>
</tr>
<tr>
<td></td>
<td>⋄ thread states</td>
<td>⋄ thread states</td>
<td>⋄ thread states</td>
</tr>
</tbody>
</table>

disables preemption, locks the data in the kernel object, and performs a semantic operation, such as checking and modifying the internal state. At this point, the semantic operation decides whether the operation is completed or if a wait queue operation is needed. In the latter case, the kernel either enqueues the calling thread on the wait queue, or removes a waiting thread from the wait queue, depending on the desired operation. Then the kernel must lock internal scheduling data (ready queue lock) before it can finally suspend the calling thread or wake up a waiting thread.

**Futex:** Compared to the system call approach, the main difference of the futex-based implementation is the 32-bit variable in user space expressing the semantic state. Depending on the atomic operation on the variable, the 1st semantic operation either succeeds immediately or requires a system call. In the kernel, the look-up of an associated in-kernel wait queue is based on the user space address of the atomic variable, but the following steps are similar to the baseline approach. That is because futexes are a generic compare-and-block mechanism. The 2nd semantic operation in the kernel checks if the futex value has changed in the meantime. This indicates a parallel wake-up operation, and the system call returns in this case, similarly to the baseline version.
Monitor: The monitor-based implementation differs from both approaches. The user space object already comprises a lock, semantic state, and a wait queue. User space code disables preemption and locks the object before it evaluates the internal semantic state in the 1st semantic operation. In the fast path, the 1st semantic operation succeeds and the operation completes. In the slow path, a system call is required to block or to wake up. For blocking or wake-up, the wait queue operation either adds the current thread to the wait queue or removes a thread from the wait queue and then in turn calls into the kernel. The kernel first validates the given thread ID and locates the target thread. Then the kernel locks the necessary scheduling data and performs a 2nd semantic operation. The 2nd semantic operation is serialized by this last lock and detects parallel wake-up or suspend operations. If its semantic check succeeds, a suspend or wake-up operation takes place.

6.2 Analysis of the Fast Paths

Note that the overhead in the fast path in user space for both the futex and the monitor variants is less than a system call, but the monitor shows more overhead than a futex. A futex fast path typically comprises one atomic operation with either acquire or release semantics or equivalent memory barriers. The monitor fast path requires to disable preemption (load and store instructions on the local processor), and one or two atomic operations with both acquire and release semantics or equivalent memory barriers in the spinlock operations.

When comparing the three implementations shown in Table 1, we can see that both the futex and the monitor require additional operations compared to the baseline approach. If we consider the atomic operation in the futex case as a (somewhat “compressed”) critical section, then both futex and monitor use a critical section in user space to guard the fast path with the 1st semantic operation. However, there is a second critical section in the kernel as well to guard the 2nd semantic operation that decides whether to block or unblock.

The key technique for the separation into a fast-path in user space and the actual blocking/unblocking in the kernel is to use two serialized critical sections, one in user space and one in the kernel. These critical sections are loosely coupled by semantic state data that is set in the 1st semantic operation and checked in the 2nd one. The benefit of this pattern is that one can determine the WCET of each critical section in isolation.

The 2nd semantic operation in the kernel prevents race conditions between suspend and wake-up operations ongoing in parallel. In the common case, the 2nd semantic operation simply succeeds, but how do the implementations behave if the 2nd semantic operation fails? Non-real-time futexes in Linux use compare-equal semantics. If the futex value in user space no longer matches a given previous value, the kernel does not suspend the calling thread, but returns to user space. The user space part then retries the whole operation from the beginning. For priority inheritance (PI) mutexes, the Linux kernel solves this situation internally and tries to lock a mutex for the calling thread again. In both cases, the loops for this are potentially unbounded. The monitor approach naturally works without any retrying.

6.3 Analysis of the Worst Case

From a worst-case point of view, where we assume that the fast paths are not taken, we see mostly similar operations for all three variants in Table 1. For a typical implementation, we can further assume that a system call, a look-up of a pre-registered kernel object, suspending the current thread, or a wake-up of a blocked thread need $O(1)$ time. Locking operations usually have $O(m)$ worst-case behavior for $m$ processor cores. Wait queue operations take at most $O(\log n)$ time when using balanced binary search trees or $O(n)$ when using sorted
linked lists for \( n \) blocked threads. For the semantic operations, we can also assume \( O(1) \) timing behaviour, e.g. checking the state of a mutex and either making the thread the new mutex owner or suspending the thread.

When we compare the futex approach to the baseline, we see that using futexes adds an atomic operation in user space and requires a more complex look-up operation in the kernel. Hashed wait queues are fast, but have determinism issues and degrade to \( O(n) \) in the worst case. In [38], the author describes a deterministic approach by using a balanced binary search trees with \( O(\log n) \) time for look-up of wait queues. A critical point is to prevent loops if the second semantic operation fails, as this is the case for futex operations on real-time-mutexes using the priority inheritance protocol in Linux. These potentially unbounded loops make futexes hard to assess in a WCET analysis.

The monitor approach moves some steps of the baseline version from the kernel to user space and adds just one additional semantic check before suspending or waking up a thread. The critical point is the non-preemptive critical section in user space. An in-kernel implementation can simply disable interrupts to achieve non-preemptiveness, however, this is not possible in user space. Therefore, in a WCET analysis, extra delays due to interrupt handling have to be accounted for, e.g. see [7] for applicable techniques. Additional overhead is caused by the priority restore operation, where we must account an additional system call to preempt the thread after the critical section in user space. We can model this overhead as a constant. All in all, a WCET analysis of the kernel parts of the monitor approach should be simpler than for the baseline approach, but the user space parts require to account for additional overheads of interrupt handling and preemption.

7 Implementation of Blocking Mutexes and Condition Variables

7.1 Blocking Mutexes

Based on the monitor building blocks of Section 5, we now present a blocking mutex. The data structure representing a mutex comprises a spinlock, an owner field, and a wait queue.

Listing 7 shows a mutex lock operation with timeout in `mutex_lock`. The function first raises the scheduling priority to `max_prio` and locks the internal spinlock. If the mutex is currently unlocked, the function registers the calling thread as mutex owner and returns successfully after unlocking the spinlock and restoring the previous priority. Otherwise, the function adds the current thread to the priority-ordered wait queue using its original priority. Then the mutex function retrieves and increments the current value of its user state variable `ustate`, unlocks the spinlock, and suspends itself in the kernel with the timeout and its original priority. After wake-up, the function locks the spinlock again and tests if `ustate` was incremented. If true, the current thread is now the lock owner. If not, the timeout has expired instead, and the function removes the thread from the wait queue. The function unlocks the spinlock, restores the previous priority and returns the status of lock ownership.

The unblock operation is shown in `mutex_unlock` in Listing 7. Again, the function increases the scheduling priority and locks the spinlock. Then it tries to retrieve the highest priority waiting thread from the wait queue. If no thread is found, the function sets the mutex to unlocked state, unlocks the spinlock, restores the previous priority, and returns. Otherwise, the operation makes the waiting thread the new lock owner, increments its user mode state variable, unlocks the spinlock, and performs a fused wake-up and priority restore operation.

In the best case, when we assume that the priority restore operation does not preempt the thread, then both mutex lock and unlock operations do not need any system calls in the fast path, and only one system call for blocking and wake-up on contention. This is similar
Listing 7 Implementation of a blocking mutex with timeout and a priority-ordered wait queue

```c
typedef struct {
    spin_t lock;       // internal spinlock
    tid_t owner;      // current mutex owner or UNLOCKED
    waitq_t waitq;    // priority-ordered mutex wait queue
} mutex_t ;

bool_t mutex_lock ( mutex_t *m, timeout_t timeout ) {
    prio_t old_prio = prio_raise ( max_prio ) ;
    spin_lock (&m->lock ) ;

    bool_t success = (m->owner == UNLOCKED ) ;
    if (success == TRUE) {
        m->owner = SELF->tid ;
        goto out ;
    }
    waitq_add_ordered (&m->waitq , SELF , old_prio ) ;
    uint32_t seq = ++SELF->ustate ;
    spin_unlock (&m->lock ) ;
    sys_wait_at_prio (&SELF->ustate , seq , timeout , old_prio ) ;
    spin_lock (&m->lock ) ;
    success = (SELF->ustate != seq ) ;
    if (success == FALSE) {
        waitq_remove (&m->waitq , SELF ) ;
    }

out :
    spin_unlock (&m->lock ) ;
    prio_restore ( old_prio ) ;
    return success ;
}

void mutex_unlock ( mutex_t *m ) {
    assert (m->owner == SELF->tid ) ;
    prio_t old_prio = prio_raise ( max_prio ) ;
    spin_lock (&m->lock ) ;

    thread_t *next = waitq_remove_highest (&m->waitq ) ;
    if (next == NULL) {
        m->owner = UNLOCKED ;
        spin_unlock (&m->lock ) ;
        prio_restore (old_prio ) ;
        return ;
    }

    m->owner = next->tid ;
    uint32_t seq = ++next->ustate ;
    spin_unlock (&m->lock ) ;
    sys_wake_set_prio (next->tid , &next->ustate , seq , old_prio ) ;
}
```
to futexes. However, in the worst case, we must assume that the mutex is contended and the thread is interrupted, and then we need to account two system calls for \texttt{mutex\_lock} (one for waiting, one for preemption) and one system call for \texttt{mutex\_unlock} (combined wake-up and preemption). Compared to futexes and the baseline, we have to account one additional system call for preemption in \texttt{mutex\_lock}.

### 7.2 Condition Variables for Blocking Mutexes

We present condition variables with POSIX semantics for the mutexes described in Section 7.1. Both \texttt{cond\_wait} and \texttt{cond\_notify} operations expect a locked support mutex. The data type of the condition variable comprises just a wait queue. The internal spinlock of the support mutex also protects the wait queues of condition variables. Discussing the implementation in detail exceeds the page limitation of this paper, so we provide only a brief overview.

\texttt{cond\_wait} enqueues the calling thread on the wait queue of the condition variable, unlocks the mutex, then waits. \texttt{cond\_notify} simply requeues the given number of threads (one or all) from the wait queue of the condition variable to the wait queue of the mutex. After wake-up, a thread is either the mutex owner (successfully notified and requeued to the mutex), or not (spurious wake-up, e.g. timeout). In the latter case, the thread blocks again on the mutex.

In the best case (no preemption when restoring the previous priority), waiting needs one system call and notifying needs no system call at all, as threads just get requeued to the mutex wait queue and the actual wake-up is done when the notifying thread unlocks the mutex. Therefore, we must include the mutex operations in the discussion as well. Now a \texttt{lock \rightarrow wait \rightarrow unlock} sequence takes at most one system call to wait for the condition, and a \texttt{lock \rightarrow notify \rightarrow unlock} sequence also needs only one when unlocking, regardless of the number of notified threads. Again, this is similar to futexes. In the worst case (with preemption), we must account five system calls for waiting: one to lock the mutex, one when unlocking the mutex and waking up the next mutex owner, one for waiting on the condition variable, another one to block on the mutex again on spurious wake-ups, and the last one for preemption when unlocking the mutex. Futexes require four system calls (the final one for the preemption is not needed). For notification, the number of required system calls is two, one to lock the mutex and one to notify. This is the same for futexes. In both best and worst case, the baseline version always needs three system calls for these sequences. Also, moving threads between queues has the same overhead in all three versions.

### 8 Experimental Evaluation

For comparison, we have implemented all three approaches (baseline, futex, and monitor) in a small real-time operating system (RTOS) named Marron. Marron provides static partitioning of OS resources with fixed-priority scheduling on each processor core. The kernel implements fine-grained locking with a similar implementation complexity as described in Table 1.

Marron currently supports only 32-bit ARM platforms, so we evaluated the approaches on three system-on-a-chip platforms. A \textit{BeagleBone Black} provides a single Cortex A8 core running at 550 MHz, a \textit{Freescale i.MX6Q} has four Cortex A9 cores at 792 MHz each, and the \textit{BeagleBoard-X15} has two Cortex A15 cores at 1 GHz. Note that the Cortex A8, A9, and A15 cores have different microarchitectures. The A8 is an in-order design with a 13-stage pipeline, while the A9 and A15 are out-of-order designs, with a short 8-stage pipeline on the A9 and a longer 15-stage pipeline on the A15. As the working set is small, we expect our experiments to fit into both instruction and data caches and not access any external DRAM. Also, we run our experiments without any interference from other applications. For better
Table 2 Overhead measurements on 32-bit ARM platforms in CPU cycles. The first set of measurements determines the overhead of the building blocks, the last four sets compare the different approaches for synchronization mechanisms in uncontended and contended scenarios.

<table>
<thead>
<tr>
<th>Test</th>
<th>Cortex A8</th>
<th>Cortex A9</th>
<th>Cortex A15</th>
</tr>
</thead>
<tbody>
<tr>
<td>acquire and release barriers</td>
<td>33</td>
<td>6</td>
<td>20</td>
</tr>
<tr>
<td>CAS without barriers</td>
<td>8</td>
<td>22</td>
<td>30</td>
</tr>
<tr>
<td>uncontended spin_lock/unlock pair</td>
<td>74</td>
<td>38</td>
<td>108</td>
</tr>
<tr>
<td>prio_raise/restore pair</td>
<td>17</td>
<td>12</td>
<td>6</td>
</tr>
<tr>
<td>null system call</td>
<td>177</td>
<td>107</td>
<td>205</td>
</tr>
<tr>
<td>uncontended mutex lock/unlock pair</td>
<td>system call</td>
<td>711</td>
<td>465</td>
</tr>
<tr>
<td></td>
<td>futex</td>
<td>110</td>
<td>87</td>
</tr>
<tr>
<td></td>
<td>monitor</td>
<td>218</td>
<td>147</td>
</tr>
<tr>
<td>contended mutex lock/unlock pair (same core)</td>
<td>system call</td>
<td>1557</td>
<td>1137</td>
</tr>
<tr>
<td></td>
<td>futex</td>
<td>2051</td>
<td>1838</td>
</tr>
<tr>
<td></td>
<td>monitor</td>
<td>1792</td>
<td>1668</td>
</tr>
<tr>
<td>contended mutex trylock/unlock pair (2 cores)</td>
<td>system call</td>
<td>—</td>
<td>1172</td>
</tr>
<tr>
<td></td>
<td>futex</td>
<td>—</td>
<td>302</td>
</tr>
<tr>
<td></td>
<td>monitor</td>
<td>—</td>
<td>712</td>
</tr>
<tr>
<td>contended mutex trylock/unlock pair (4 cores)</td>
<td>system call</td>
<td>—</td>
<td>3182</td>
</tr>
<tr>
<td></td>
<td>futex</td>
<td>—</td>
<td>779</td>
</tr>
<tr>
<td></td>
<td>monitor</td>
<td>—</td>
<td>2445</td>
</tr>
</tbody>
</table>

We performed an experiment to evaluate the fast-path performance of the three discussed approaches and their building blocks in different contention scenarios Table 2 shows the results for the three different processor cores. The overhead of the building blocks in isolation and the uncontended mutex runs show stable results, as these tests run in a single-threaded context. We determine the results for the contended case on the same processor core indirectly with the help of a second thread. The presented results show the remaining overhead of the contended mutex operations and two additional context switches. The contended case on different processor cores determines the overhead of the operations in user space, e.g. the internal critical sections of the monitor, on two or four processor cores in parallel. The test uses mutex_trylock instead of a blocking system call and effectively spins until it successfully acquires the mutex. The test releases two resp. four cores from a barrier and measures the time until all cores acquire and release the mutex once, and reach the barrier again. The baseline variant implements mutex_trylock as system call, futexes use atomic operations in user space, and the monitor approach uses an internal critical section. These results show a great variation between runs and should be treated as a rough indicator of what to expect.

**Observation 1:** The futex approach is faster than the monitor approach, and both are faster than the baseline approach using system calls. The system call overhead dominates everything else. We expected to see a similar ratio of the performance of atomic operations to system calls on ARM as reported by [1] and [33] for x86 processors, and our experiments show this. Note that the measurement of the a system call includes the overhead of the operating system to save and restore registers on kernel entry and exit. Therefore, our approach to avoid system calls is reasonable.
Observation 2: Efficient implementations of IPCP do not contribute much overhead to the fast path. On all three platforms, changing priorities in user space does not cause much overhead. The measurement of the priority raise/restore pair shows this.

Observation 3: On ARM processors, atomic operations cause significant overhead. The measurement of a pair of lock and unlock operations on a ticket spinlock shows significant overhead on the Cortex A15. We did not expect this. As ARM processors use a weakly ordered memory model and require explicit memory barriers to order memory accesses, we investigated this further and measured memory barriers and CAS operations in isolation (first three rows). When using futexes, a mutex lock / unlock pair comprises a sequence of CAS + acquire barrier + release barrier + CAS, and the parts add up correspondingly. Similarly, the monitor requires two pairs of spinlock lock / unlock operations of equal complexity than a futex pair, explaining the more than twice as high overhead of the monitor in the fast path. Note that the baseline version shows a similar locking overhead inside the kernel.

Observation 4: On contention on the internal critical section of the monitor, the monitor shows worse results than futexes. Here, threads in `mutex_trylock` repeatedly spin to lock the internal critical section of the monitor to detect that the mutex is already taken. Futexes fare well here, as they can directly probe the mutex due to the atomic operations. And implementing `mutex_trylock` by repeated system calls is not a reasonable design choice.

Observation 5: In the contended case with blocking, the system call approach shows the least overhead. Futexes and monitors show more overhead, as they first detect contention in user space before calling into the kernel. Monitors are slightly faster than futexes due to the simpler kernel implementation. This stresses the point that the fast-paths in the uncontended case come with extra costs in the contended case.

We conduct another experiment to compare the three discussed approaches in a scenario of varying degrees of contention. For this, we distribute $2^{24}$ random values following a square distribution to a shared hash table comprising 64 hash buckets. We run this experiment using four parallel threads (one for each core) on the Cortex A9. Each thread atomically draws a...
unique value from the random pool and locks the resulting hash bucket for a constant time of 1 µs. Statistics counters in the mutex implementations account contended and uncontended cases. Figure 1 shows the average execution time per bucket operation in CPU cycles (incl. locking overhead) for the varying degrees of contention observed in the hash buckets. We include the results of a run without any locking and without contention as reference shown as dotted horizontal lines. Note that 1 µs relates to 792 cycles on the Freescale i.MX6Q platform. The results show that both futexes and monitors result in less overhead in low contention scenarios compared to the system call approach. Also, futexes show less overhead compared to the monitor. A second effect is that both futexes and monitors show less contention than the system call approach. Recall that both approaches comprise two semantic checks whether to suspend the current thread. The second semantic check in the kernel provides a second chance to acquire the mutex after a brief delay (the system call overhead). Again, this effect is stronger in futexes.

9 Discussion

In general, the evaluation shows that the monitor approach works and saves CPU cycles by avoiding system calls in the uncontended case. The monitor has similar properties as futexes. Synchronization mechanisms built on top do not need initial registration in the kernel, and therefore also no resources or memory allocations in the kernel. The analysis in Section 6.3 shows that the monitors are better than futexes w.r.t. determinism, but they also come with more overhead due to the IPCP and spinlocks to protect internal critical sections, as the evaluation in Section 8 shows.

Note that we only did microbenchmarks to compare specific details in a hot-cache scenario, so the question is how big will the performance win be for a real application. This generally depends on the specific type of application. Both real-time and non-real-time applications originally designed for single-processor systems will probably not benefit much, as they are usually carefully tuned to avoid synchronization overhead in the first place. However, the situation is different if we consider multi-threaded applications with lots of fine-grained locking and low contention, e.g. language environments for Java [3] or JavaScript [28]. While these are not typical real-time applications, we can expect that such applications will be deployed in mixed criticality environments, so real-time operating systems should prepare to handle best-effort workloads efficiently as well.

From a WCET point of view, the monitor approach reduces determinism issues compared to futexes, as the analysis in Section 6.3 shows. Mutexes based on monitors do not require loops in the kernel or in user space, and the look-up of a particular thread is simpler than the look-up of a wait queue in futexes. As the monitor building blocks are similar to the baseline version but just shifted in place, the worst-case considerations are similar for both. The monitor adds additional constant overheads for the extra system calls for preemption. However, only the wake-up of one thread is optimized and interacts nicely with IPCP. Waking up an additional thread needs one additional system call each. But this only affects operations waking up multiple threads, e.g. when using a barrier_wait operation where the last thread arriving at the barrier wakes up all waiting threads. The system calls to wake-up the additional threads happen inside the critical section of the monitor and must be accounted to the WCET of the monitor as well.

Due to direct addressing of threads, the monitor approach is limited to synchronization of threads in the same process, if we assume that thread ID are local to a single process and not globally accessible. But this is the typical use case for thread synchronization in most applications anyway and therefore not a problem. However, if a system allows access to
threads in other processes, then the monitor approach can also be used for shared memory communication, like futexes. In this case, a thread’s waiting state variable (ustate) must be placed in the shared memory as well. Note that the robustness considerations here are the same as when using futexes or other synchronization mechanisms, as synchronization over shared memory requires that applications must trust each other. But typically, access to threads in other processes is a source of unwanted interference and therefore not possible. We also expect that threads behave correctly and use the protocols appropriately, but the impact on other processes is bounded by max_prio. Still, further mechanisms to detect runaway threads are possible. For example, the kernel could set up a timer when it has to defer a preemption request, and the system call for preemption clears the timer again.

From a security point of view, the efficient implementation of IPCP can leak scheduling information of unrelated processes if processes are not temporally isolated, e.g., by a TDMA scheme like in ARINC 653 for avionics. In the used protocol, nprio exposes the priority of the next eligible thread for scheduling on the ready queue to other processes.

Lastly, the presented mutexes do not address priority inversion. The monitor approach can only implement synchronization mechanisms using anticipatory locking protocols [34], such as IPCP, where the locking protocol prevents problematic situations a priori. As the monitor approach already uses IPCP internally, a muter_lock operation can easily implement IPCP mutexes by not restoring a thread’s previous scheduling priority, but by setting the priority to the ceiling priority of the mutex after successfully locking the mutex. But also other priority-based mechanisms to address priority inversion should work, for example MPCP [29]. For MPCP, the priority space in user space needs to be partitioned into a range of normal priorities and a boosted priority range, with the non-preemptive priority on top. Similar to the IPCP example, a lock holder then uses the boosted ceiling priority of the mutex until release. Note that these approaches also work for the futexes in our setting, as they only depend on the efficient IPCP implementation. Reactive locking protocols [34], such as PIP, are not suitable for the monitor approach, as the kernel lacks the necessary information to build a resource allocation graph, and handling the priority changes for PIP in user space would require additional system calls. When using PIP, futexes are the perfect choice, as the protocol activates on resource contention, and this is the case where futexes need system calls anyway.

10 Conclusion

In this paper, we explored the design space of blocking synchronization mechanisms optimized to avoid costly system calls in the fast, uncontended path. We analyzed different design approaches using futexes and monitors and compared them to a system call based approach. For each mechanism, we discussed the impacts on determinism and related WCET concerns. We presented a light-weight monitor implementation in user space comprising efficient implementations of IPCP, spinlocks, and interwoven blocking mechanisms. The proposed monitor approach avoids the determinism issues of the futexes by avoiding unbounded loops and a complex look-up mechanism for wait queues in the operating system kernel. Furthermore, compared to the simple atomic variable state used by futexes, the monitor approach enables a richer semantics in critical sections. The experimental evaluation shows that both monitors and futexes considerably reduce the overhead compared to the baseline system call approach. The extra complexity of the monitor is reflected in the additional overhead of this approach compared to the futex one. The presented approach is suitable as building block to construct other blocking synchronization mechanisms in RTOS implementations for multi-processor real-time systems with P-FP scheduling.
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Abstract
FPGA System-on-Chips (SoCs) are heterogeneous platforms that combine general-purpose processors with a field-programmable gate array (FPGA) fabric. The FPGA fabric is composed of a programmable logic in which hardware accelerators can be deployed to accelerate the execution of specific functionality. The main source of unpredictability when bounding the execution times of hardware accelerators pertains the access to the shared memories via the on-chip bus. This work is focused on bounding the worst-case bus contention experienced by the hardware accelerators deployed in the FPGA fabric. To this end, this work considers the AMBA AXI bus, which is the de-facto standard communication interface used in most the commercial off-the-shelf (COTS) FPGA SoCs, and presents an analysis technique to bound the response times of hardware accelerators implemented on such platforms. A fine-grained modeling of the AXI bus and AXI interconnects is first provided. Then, contention delays are studied under hierarchical bus infrastructures with arbitrary depths. Experimental results are finally presented to validate the proposed model with execution traces on two modern FPGA-based SoC produced by Xilinx (Zynq-7000 and Zynq-Ultrascale+ families) and to assess the performance of the proposed analysis.
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1 Introduction

Next-generation cyber-physical systems (CPS) require the execution of complex computing workload such as machine learning algorithms and image/video processing. Representative examples include autonomous driving, advanced robotics, and smart manufacturing. In order to perform high-performance computations while matching the timing constraints imposed by...
the physical world, these systems require coupling standard processing units with on-board **hardware accelerators** (HAs), which allow speeding up complex computations, especially those that are prone to large-scale parallelization. Heterogeneous computing platforms, such as system-on-chips (SoC) that integrate a multiprocessor with acceleration-oriented devices like field-programmable gate arrays (FPGAs) or general-purpose graphical processing units (GPGPUs) are de-facto establishing as the reference solutions to develop next-generation CPS. Examples of such platforms are the Zynq Ultrascale+ produced by Xilinx, which includes a large FPGA fabric, and the Xavier produced by Nvidia, which includes a GPGPU and other accelerators for machine learning algorithms.

A key issue when developing safety-critical CPS is to guarantee certain **timing constraints** for the control software. When hardware acceleration is used by critical software, the problem also extends to the consideration of the worst-case timing properties of HAs. Unfortunately, timing analysis for HAs can be particularly challenging, especially if very limited information on their internal architecture and resource management logic is publicly available, as it is the case for Nvidia platforms. To further complicate this issue, note that HAs are typically very memory-intensive. Indeed, they tend to work on a large amount of data (think of real-time video processing) and hence generate a consistent memory traffic that can have a paramount impact on their timing performance, especially when running together with other accelerators that cause contention at some stage on their path towards shared memories (such as buses and memory controllers).

FPGA-based heterogeneous platforms represent very promising solutions to cope with these issues. As a matter of fact, they allow deploying energy-efficient, yet powerful HAs on the FPGA fabric that have a very regular clock-level behavior [3,21]. FPGA-based HAs are typically implemented as state machines and issue a fairly predictable pattern of bus transactions. As such, the execution times of HAs when running in isolation are characterized by extremely limited fluctuations, and are hence very predictable. The major phenomenon that harms the timing predictability of FPGA-based HAs that are statically programmed on the FPGA and access a shared memory, is the corresponding memory contention they can experience on the bus or at the memory controller.

Nevertheless, differently from other platforms, FPGAs expose a fine-grained control of the bus infrastructure to designers, which are free to organize the bus hierarchy at their own choice in order to match timing constraints, as well as to deploy custom arbitration modules to dispatch memory transactions towards the memory controller [1]. At last, designers are even free to deploy custom on-chip memories on the FPGA fabric for which they can have full control on how contention is regulated [18]. Such strategies can be used to achieve a higher degree of predictability for the memory traffic.

Focusing on most common approaches, FPGA designs for hardware acceleration in COTS SoCs typically consist of a set of accelerators that act as masters on the bus to access the main DRAM memory (off-chip) shared with the multiprocessor(s), e.g., see [27] [10] [33]. Being the number of ports to access the shared memory limited, the typical solution consists
in multiplexing multiple masters on the same port by means of interconnects, which are usually available in the standard library of devices offered by FPGA vendors. Interconnects can also be hierarchically connected to form a hierarchical bus network: an example of such networks comprising three HAs ($\tau_1$, $\tau_2$, and $\tau_3$) and two interconnects ($I_1$ and $I_2$) is depicted in Figure 1. Clearly, the topology of the bus hierarchy has a primary impact on how the access to memory is regulated, and hence on the corresponding delays due to memory contention. For instance, assuming that both $I_1$ and $I_2$ in Figure 1 implement round-robin arbitration with the granularity of one memory transaction per HA per round-robin cycle, it is possible to note that $\tau_1$ is privileged in accessing the memory. Indeed, once every two round-robin cycles $I_1$ could grant one memory transaction issued by $\tau_1$, while in the other cycle transactions from $\tau_2$ and $\tau_3$ are alternated. At a very high level, $\tau_1$ have a privileged access to the memory controller.

It is crucial to note that, in FPGA SoC, the operating frequency of the FPGA fabric is much lower than the on-chip memory controller (which is realized in hard silicon, i.e., placed outside the FPGA) and the memory itself. For instance, in a Zynq-7000 by Xilinx, the default operating frequency of the FPGA is 100MHz, while the Processing System, which includes the memory controller, runs at 650MHz. As such, the delays introduced by a bus infrastructure realized on the FPGA by means of interconnects are typically of the same order of magnitude of the ones required to access the memory, and hence do not consist of a negligible contribution to the response times of HAs.

**Contribution.** This paper studies bus contention and proposes a worst-case response time analysis for HAs deployed on FPGA-based SoCs. The AXI open bus standard [2] is considered because of the following reasons: (i) AXI is the de-facto standard communication interface for COTS FPGA SoC platforms [31] [13], (ii) AXI is widely supported by well-established FPGA design tools such as Xilinx Vivado [30] and Intel Quartus Prime [14], (iii) many commercial (closed-source) HAs use AXI interfaces. To begin, a fine-grained model for the AXI bus and AXI interconnects is presented (Sec. 3). The model accounts for several kinds of delays experienced by bus transactions and the behavior of commercial interconnects. Then, the paper presents a response-time analysis to bound the worst-case response time of recurrent HAs that access a shared memory via an arbitrary hierarchical network of interconnects (Sec. 4). Finally, three experimental evaluations (Sec. 5) are reported. First, a set of experimental results obtained from a state-of-the-art FPGA SoC by Xilinx are presented to validate the model proposed in this paper. Second, a case study executed on the same platform is discussed by matching measurements extracted from its execution with the bounds provided by the proposed analysis. Third, experimental results obtained with synthetic workload are presented.

## 2 Essential Background

A typical FPGA SoC architecture combines a Processing System (PS), which includes one or more processors, with a FPGA subsystem in a single device. Both subsystems access a shared DRAM controller through which they can access a DRAM memory. Figure 2 illustrates a typical SoC FPGA architecture in which two interfaces allow the communication between the FPGA subsystem and the processing system (PS). The de-facto standard interface for interconnections is the ARM Advanced Microcontroller Bus Architecture Advanced eXtensible Interface (AMBA AXI) [2].
The AXI bus. The AMBA AXI standard defines a master-slave interface allowing simultaneous, bi-directional data exchange. An AXI interface (also referred to as port) is composed of five independent channels: Address Read (AR channel), Address Write (AW channel), Data Read (R channel), Data Write (W channel), and Write Response (B channel). This paper considers that data are transmitted back to the master on the R channel (for read data) or provided to the W channel (for write data) in the same order with which the corresponding requests have been routed to the address channel. In other words, address requests are served in-order, that is, the access to the output data channels R and W depends on the order in which requests are routed to the address channels. Even though this assumption does not directly derive from the standard, it is a popular design choice reported in the documentation of many commercial devices such as those produced by Xilinx [28, 31].

The AXI standard allows masters to issue multiple pending requests. This means that, in principle, each master is allowed to issue an unlimited number of outstanding transactions (typically limited by the designers of devices connected to the bus). AXI offers two methods for transmitting data between masters and slaves: single transactions or transaction bursts. When operating in burst mode, the requesting device can issue a single address request to fetch/write up to 256 data words per request.

AXI ports. As it is illustrated in Figure 2, the communication between the FPGA and the PS is allowed by two different types of interfaces: the PS-FPGA interface and the FPGA-PS interface. The first one offers a set of slave interfaces to the FPGA and is used by the processors to control the hardware devices or access data in the FPGA. In a dual manner, the second one offers a set of slave interfaces to the PS and is used by devices deployed on the FPGA (e.g., hardware accelerators) to access the central DRAM memory or the on-chip memory in the PS. Being the number of available ports in the FPGA-PS interface limited, scenarios in which a port is contended by multiple master devices deployed on the FPGA are common in realistic designs. To cope with the case in which bus contention is maximized, this paper is focused on the arbitration required to solve conflicts of requests that target the same output port. Nevertheless, the results of this work can also be easily extended to scenarios in which multiple ports are used.

AXI interconnects. Whenever multiple AXI masters want to access the same output port, an AXI interconnect is in charge of arbitraining conflicting requests to the same port. The access to each channel of the output AXI port is managed by a multiplexer. Each multiplexer is controlled by an arbiter that decides, at each time, which slave channel is granted to the master channel. The arbiters are completely independent from each other. Each port (slave or master) of the AXI interconnect is buffered with a FIFO queue (which is typically quite large). For instance, in FPGA SoCs by Xilinx, two implementations of the interconnect are
available: *AXI Interconnect* (deprecated in the latest platforms) and *AXI SmartConnect*. Both the implementations are multiplexer-based and therefore comply with the specification described above.

**Arbitration policy.** In this work, each arbiter is assumed to implement a round-robin policy. To the best of our records, round-robin is the most common solution in commercial off-the-shelf platforms. For instance, the AXI arbiters for FPGA SoCs by Xilinx implement round-robin (both the AXI interconnect and the AXI SmartConnect, see [35], p.6 and [32], p.7). Note that fixed-priority arbitration has been discontinued in the AXI SmartConnect. Furthermore, even though the AXI standard defines QoS signals to regulate the quality-of-service of transactions, these signals are ignored by state-of-the-art interconnects (see [35], p. 8 and [32], p. 9).

**Hierarchical interconnection.** State-of-the-art interconnects dispose of a limited amount of slave ports. However, AXI interconnects can even be connected between each other, creating a network tree of interconnects with multiple hierarchical levels. In such a structure, each inner node of the tree represents an interconnect, each leaf represents a master device, and the root node represents the sole interconnect connected to the slave port of the FPGA-PS interface (i.e., the sink of all the traffic towards the FPGA-PS interface). Thanks to such hierarchical structures, it is possible to connect as many devices as desired to a single AXI port of the FPGA-PS interface (provided that there is enough area on the FPGA to deploy all the modules). Clearly, the address requests (both read and write) and the data issued by a device connected at some interconnect $I$ in a hierarchical network must traverse all the interconnects encountered on the path from $I$ to the FPGA-PS. In a dual manner, write responses and the data read by the same device must traverse the same path in reverse order, i.e., from the FPGA-PS interface to $I$. Note that, due to the intrinsic parallelism of the AXI bus, and the fact that each interconnect is an independent engine that executes in parallel with the others, a network of interconnects exhibits a pipelined behavior.

**Read transactions.** A general read transaction issued by a master device $\tau$ starts with the issue of the address request $R_{\text{addr}}$ on the AR channel of its master port $M_{\tau}$, which is sampled by the corresponding slave port of the AXI interconnect to which $\tau$ is directly connected. $R_{\text{addr}}$ is then routed through a network of one or multiple AXI interconnects until reaching the FPGA-PS interface (and then the memory controller). After a service delay related to the logic in the Processing System, the memory controller, and the DRAM memory, the requested data $R_{\text{data}}$ become available on the R channel of the FPGA-PS interface. Hence, data are routed back to $\tau$ through the same interconnect network traversed by $R_{\text{addr}}$, but in reverse order. Once available at $M_{\tau}$, data $R_{\text{data}}$ are sampled by $\tau$, hence completing the read transaction.

**Write transactions.** A general write transaction issued by a master device $\tau$ starts with the issue of the address request $W_{\text{addr}}$ on the AW channel of its master port $M_{\tau}$, which is sampled by the corresponding slave port of the AXI interconnect $I$ to which $\tau$ is directly connected. $W_{\text{addr}}$ is then routed through a network of one or multiple AXI interconnects until reaching the FPGA-PS interface (and eventually the memory controller). In parallel, once $W_{\text{addr}}$ is granted by $I$, the corresponding data $W_{\text{data}}$ are provided by $\tau$ to the W channel of its master port and flow through the path reaching the FPGA-PS interface following $W_{\text{addr}}$ (i.e., reaching the Processing System and then the memory controller). After a service delay
(introduced by the PS, the memory controller, and the DRAM memory), the Processing System provides a write response $W_{\text{resp}}$ on the B channel of the FPGA-PS interface to acknowledge $\tau$. $W_{\text{resp}}$ is routed from the FPGA-PS interface through the same network of interconnects traversed by $W_{\text{addr}}$ and $W_{\text{data}}$, but in reverse order. Once available at $M_\tau$, $W_{\text{resp}}$ is sampled by $\tau$ and the write transaction is completed.

3 System model

This section focuses on modeling the components of a system comprising a set of AXI-based hardware accelerators, deployed on the FPGA fabric of a FPGA-SoC platform and connected to a shared DRAM memory on the Processing System through the FPGA-PS interface.

3.1 Hardware task model

Each hardware accelerator implements a specific functionality; therefore, from now on, they are referred to as hardware tasks (HW-tasks for short). Each HW-task includes an AXI memory-mapped master interface through which it can autonomously load and store data from the DRAM memory. Each HW-task $\tau_i$ is periodically executed every $T_i$ clock cycles, hence generating an infinite sequence of periodic instances referred to as jobs. Each job of $\tau_i$ (i) issues at most $N^R_i$ read transactions and $N^W_i$ write transactions, both with a fixed burst size $B$; (ii) issues at most $\phi_i$ outstanding transactions per type, i.e., it can have at most $\phi_i$ pending read transactions and $\phi_i$ pending write transactions at any time; (iii) computes for at most $C_i$ clock cycles; and (iv) has a relative deadline equal to $T_i$ (each job must complete before the release of the next one). Read transactions and write transactions are supposed to be independent. Furthermore, note that read and write transactions are routed through independent AXI channels, that is, they do not influence each other when the corresponding data is transmitted.

It is important to observe that no specific memory access pattern for the HW-tasks is assumed, i.e., the requests for memory transactions can be arbitrarily distributed over time across the jobs. This assumption makes the results presented in this paper more general and robust with respect to the HW-tasks’ behavior. However, at the same time, it limits the number of timing properties related to bus pipelining that can be used at the stage of analysis as, in the worst-case, transactions can be sufficiently spread far apart such that HW-tasks do not fully exploit pipelining.

3.2 AXI interconnect model

The system can comprise several interconnects connected in a hierarchical fashion. Each interconnect $I_j$ has $S_j$ slave ports and one master port. As each interconnect has a single master port, the incoming traffic (at the master port and) directed to the slave ports does not experience any conflict. On the other hand, address requests of the same type (read or write) issued by different HW-tasks can experience conflicts, which are managed by independent, per-channel, arbiters (see Section 2). The granularity of the round-robin arbiters is $\phi_I$, i.e., at each round-robin cycle the master port grants at most $\phi_I$ read requests (resp., write requests) to each HW-task. To ease the notation in the analysis presented in Section 4, it is assumed that all the interconnects in the system share the same parameter $\phi_I$ (the analysis can be easily extended to the case of different per-interconnect round-robin granularities). Finally, it is assumed that the FIFO queues associated with the ports of the interconnects
are large enough to never saturate during the execution\(^1\). Each interconnect introduces a propagation delay in address and data propagation. Specifically, we denote by \(d_{\text{addr}}^{\text{Int}}\) the latency introduced in the propagation of address requests, by \(d_{\text{data}}^{\text{Int}}\) the latency introduced in the propagation of a word of data (read or write), and by \(d_{\text{bresp}}^{\text{Int}}\) the latency introduced in the propagation of a write response. These propagation delays can be derived from the specifications in the official documentation of the considered interconnect (when available) or by employing experimental profiling. The AXI standard defines hold times as the numbers of clock cycles that the address or data must be kept on the corresponding AXI channel while both valid and ready signals are asserted. Address and data hold times are modeled with the following terms: \(t_{\text{addr}}\) denotes the hold time of an address request, \(t_{\text{data}}\) denotes the hold time of a word of data, and \(t_{\text{bresp}}\) denotes the hold time of a write response.

### 3.3 Processing System and Memory Controller model

The DRAM memory controller is a global system resource shared among all HW-tasks. Being part of the Processing System, it is accessed from the FPGA fabric through the FPGA-PS interface. Each port of the FPGA-PS interface can be configured to map a contiguous range of addresses, which is referred to as a memory region. As typical for hardware acceleration, it is assumed that each HW-task loads and stores data from a private memory buffer. To address the case in which the maximum contention is experienced, we focus on the case in which all the memory buffers are allocated in the same memory region and accessed through a single AXI port at the FPGA-PS interference. Note that the results of this work can also be extended to the case in which the HW-tasks access the DRAM memory via multiple ports at the FPGA-PS interface: this case is left as future work due to lack of space.

The DRAM memory controller included in the Processing System can be conceptually divided into two main blocks: (i) the AXI interface block and (ii) the DDR physical core block. The AXI interface block is in charge of receiving and arbitrating the incoming AXI transactions from the AXI slave ports, while the DDR physical core schedules and issues the corresponding read and write requests to the controller’s physical layer, which eventually drives the DRAM memory by generating control and data signals.

Typically, the internal architecture of the DDR physical core includes multi-level queues structures, managed with dedicated scheduling policies that reorder transactions to maximize throughput and efficiency [11]. On many commercial platforms, the internals of the DDR physical core block, including the scheduling policies and the queues structure, are not publicly disclosed or are not well documented. For this reason, a fine-grained modeling of the DDR physical core block goes beyond the scope of this paper and it is not addressed here. Rather, being our focus on the conflicts at the interconnects, a coarse-grained modeling of the DRAM-related delays is adopted here: if the internals of the DDR controller are known, then our results can be refined (e.g., by adopting the results from [11]).

From the perspective of the FPGA-PS interface, address requests directed to the DDR memory controller are served in order (see [28], p. 297, and [31], p. 440). This means that the order of the data read responses on the data read channel follows the order of the address read requests granted at the address read channel. In the same way, write address requests are served and acknowledged in order. These properties are guaranteed by the

---

\(^1\) Note that ensuring this condition is an orthogonal problem to timing analysis. That is, it is an a-priori requirement that can be verified independently of the timing performance of the system.
DRAM Memory Controller AXI Interface block. Note that this feature is independent of the internal scheduling policies of the DDR Physical core block, which may include internal reordering, hence affecting the worst-case service time of a request.

Following these considerations, this work assumes that the Processing System and the memory controller introduce the following (cumulative) delays:

- $d_{\text{PS Read}}$ is the maximum time elapsed between the sample of a read transaction at the FPGA-PS interface and the availability of the first word of the corresponding data at the FPGA-PS interface; and
- $d_{\text{PS Write}}$ is the maximum time elapsed between the sample of the last word of data of a write transaction at the FPGA-PS interface and the availability of the corresponding write response at the FPGA-PS interface.

Note that, by definition, these delays include the propagation times introduced by the internal logic of the Processing System and the overall service time at the memory controller. These parameters depend on the internals of the Processing System and can be quantified using the documentation provided by the SoC producer (when available) or through experimental profiling (and over-provisioning).

### 3.4 Overall architecture

Formally, the system is composed of a set $\Gamma = \{\tau_1, \ldots, \tau_n\}$ of $n$ HW-tasks, a set $H = \{I_1, \ldots, I_s\}$ of $s$ AXI interconnects, and a memory controller $M$ included in the Processing System. The HW-tasks in $\Gamma$ are interconnected through a network of the AXI Interconnects in the set $H$ that is organized as follows. Each slave port of the AXI interconnects can be directly connected to the master port of a HW-task or, in a hierarchical manner, to the master port of another interconnect. The set of HW-tasks directly connected to interconnect $I_j$ is denoted by $\Gamma(I_j)$. Similarly, the set of interconnects directly connected to the slave ports of $I_j$ (i.e., in input) is denoted by $H(I_j)$. Furthermore, the set of HW-tasks whose transactions traverse $I_j$ is denoted by $\Gamma^+(I_j)$, i.e., those that are directly or transitively connected to $I_j$. The interconnect at the bottom of this hierarchy has its master port directly connected to the slave port of the FPGA-PS interface (i.e., to reach $M$). All the transactions issued by the HW-tasks must pass through this latter interconnect, which is referred to as the root interconnect $I_{\text{root}}$. Note that, as interconnects have a single master port, the master port of each interconnect $I_j \neq I_{\text{root}}$ is connected to a slave port of exactly one interconnect, which is denoted by $\beta(I_j)$. For consistency, $\beta(I_{\text{root}}) = \emptyset$. The topology of the whole system resembles a tree where $I_{\text{root}}$ is the root node, the HW-tasks in $\Gamma$ are the leaves, and the interconnects in $H \setminus \{I_{\text{root}}\}$ are the intermediate nodes (see Figure 3(b)). An interconnect $I$ is said to be placed at the hierarchical level $L_I$ if a HW-task directly connected to $I$ has to traverse $L_I$ interconnects before reaching the FPGA-PS interface ($I_{\text{root}}$ is at first level, i.e., $L_{I_{\text{root}}} = 1$). The main symbols used in the paper are summarized in Table 1.

### 4 Response-time analysis

This section proposes an analysis to bound the response times of HW-tasks connected to an arbitrary hierarchical network of interconnects as presented in the previous section.

The analysis is structured in incremental lemmas. First, Section 4.1 proposes a bound on the worst-case response time for a single transaction assuming no contention at the interconnects. Both read and write transactions are considered. Subsequently, Section 4.2 and Section 4.3 propose two different methods to bound the number of interfering transactions that affect a job of a HW-task under analysis. These two bounds are then combined in
Table 1 Main symbols used throughout the paper.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_i$</td>
<td>Number of transactions issued by $\tau_i$ (can have superscript R or W)</td>
</tr>
<tr>
<td>$\phi_i$</td>
<td>Maximum number of outstanding transactions for $\tau_i$</td>
</tr>
<tr>
<td>$\phi_I$</td>
<td>Max. number of trans. granted per round-robin cycle by interconnects</td>
</tr>
<tr>
<td>$B$</td>
<td>Burst size of a transaction</td>
</tr>
<tr>
<td>$t_{addr}$</td>
<td>Hold time for a single address request on the bus</td>
</tr>
<tr>
<td>$t_{data}$</td>
<td>Hold time for a single data word on the bus</td>
</tr>
<tr>
<td>$t_{bresp}$</td>
<td>Hold time for a single write response on the bus</td>
</tr>
<tr>
<td>$d_{read}$</td>
<td>Max. latency introduced by the PS on a read transaction</td>
</tr>
<tr>
<td>$d_{write}$</td>
<td>Max. latency introduced by the PS on a write transaction</td>
</tr>
<tr>
<td>$d_{data}$</td>
<td>Propagation latency of data word through an interconnect</td>
</tr>
<tr>
<td>$d_{addr}$</td>
<td>Propagation latency of address request through an interconnect</td>
</tr>
<tr>
<td>$d_{bresp}$</td>
<td>Propagation latency of write response through an interconnect</td>
</tr>
<tr>
<td>$\Gamma(I)$</td>
<td>Set of the HW-task directly connected to $I_j$</td>
</tr>
<tr>
<td>$\mathcal{H}(I)$</td>
<td>Set of the interconnects directly connected to slave ports of $I_j$</td>
</tr>
<tr>
<td>$\beta(I)$</td>
<td>Interconnect connected to the master port of $I_j$</td>
</tr>
<tr>
<td>$\Gamma^+(I_j)$</td>
<td>Set of HW-tasks whose transactions pass through $I_j$</td>
</tr>
</tbody>
</table>

Section 4.4. Finally, Section 4.5 presents an iterative algorithm that uses the results of the previous sections to bound the maximum response time of a HW-task of interest.

As the AXI standard defines the same methods to handle both read and write address requests, the bounds derived in this section hold for both read and write transactions. For this reason, in order to keep a compact notation, this section uses just the symbol $N_i$ instead of $N_i^R$ or $N_i^W$ to denote the number of transactions issued by $\tau_i$.

4.1 No contention at the interconnects

This first lemma establishes an upper bound on the response time of a single memory transaction issued by an arbitrary HW-task under analysis $\tau_i$, connected to an interconnect $I$ placed at an arbitrary hierarchical level $L$, assuming no bus contention from the other HW-tasks in the system\(^2\).

Remember that AXI manages read and write transactions on independent channels: as such, they are separately considered by the following two lemmas.

**Lemma 1.** Let $\tau_i \in \{\Gamma\}$ be the HW-task under analysis, connected to an interconnect $I_j \in \mathcal{H}$ placed at the hierarchical level $L$. If all the HW-tasks in $\Gamma \setminus \{\tau_i\}$ are not active, i.e., they do not interfere with $\tau_i$, the worst-case response time for a single read transaction $R$ issued by $\tau_i$ is bounded by

$$d_{\text{NoCont, read}}(I_j) = L \cdot (t_{addr} + d_{addr}^{I_j}) + d_{PS}^{\text{read}} + L \cdot d_{data}^{I_j} + B \cdot t_{data}.$$  

**Proof.** Following Section 2, a read transaction $R$ begins with the issue of the address read request $R_{addr}$, which is then sampled by $I_j$. The address time is constant and equal to $t_{addr}$. The latency cost for $R_{addr}$ to traverse the interconnect $I_j$ is bounded by $d_{addr}^{I_j}$. At this point,\(^2\) It is worth noting that this contention-free bound does not properly correspond to the case in which the transaction under analysis is served in isolation, but rather just to the case in which no contention is experienced at the interconnects. This is because, for the reasons discussed in Section 3.3, the delay related to the Processing System and the memory controller already cope with conditions of maximum contention.
$R_{\text{addr}}$ goes through the interconnect network tree, traversing the remaining $L-1$ interconnects. As for $I_j$, each of them introduces a latency bounded by $t_{\text{addr}} + d_{\text{addr}}^{\text{int}}$. Therefore, $R_{\text{addr}}$ is available at the master port of the root interconnect $I_{\text{root}}$ after an overall propagation delay of $L \cdot (t_{\text{addr}} + d_{\text{addr}}^{\text{int}})$, where it is sampled from the slave port of the FPGA-PS interface. The Processing System routes $R_{\text{addr}}$ to the Memory Controller and provides to the FPGA-PS interface the first word of data after at most $d_{\text{read}}^{\text{PS}}$ time units (see Section 3.3). At this point, the data words $R_{\text{data}}$ corresponding to $R$ traverse the $L$ levels of the interconnect tree, in reverse order with respect to $R_{\text{addr}}$. Since data words are sequentially propagated on the interconnect tree, the propagation latency in the data phase is paid just once on all the burst of data due to pipelining. Hence, considering that $t_{\text{data}}$ is the data time (for each word) and that $d_{\text{data}}^{\text{int}}$ is the latency introduced by each interconnect on data words, the overall latency paid to propagate the data burst on the interconnect tree is $L \cdot (t_{\text{data}} + d_{\text{data}}^{\text{int}})$. The lemma following by summing up these contributions.

\[ d_{\text{NoCont,write}}(I_j) = L \cdot (t_{\text{addr}} + \max(d_{\text{addr}}^{\text{int}}, d_{\text{data}}^{\text{int}})) + B \cdot t_{\text{data}} + d_{\text{write}}^{\text{PS}} + L \cdot (t_{\text{bresp}} + d_{\text{bresp}}^{\text{int}}). \]

**Proof.** The write transaction $W$ begins with the issue of the address write request $W_{\text{addr}}$ by $\tau_i$, which lasts $t_{\text{addr}}$ time units. Following the AXI standard, once $W_{\text{addr}}$ is granted at the interconnect $I_j$, the HW-task $\tau_i$ is granted to provide the corresponding data words $W_{\text{data}}$ on the write channel. $W_{\text{addr}}$ and $W_{\text{data}}$ are propagated through the interconnect network tree on the corresponding (parallel) channels, until reaching the FPGA-PS interface. Data can be propagated only after the corresponding address; hence, the latency experienced by $W_{\text{addr}}$ and $W_{\text{data}}$ to traverse an interconnect is no larger than the maximum between $d_{\text{addr}}^{\text{int}}$ and $d_{\text{data}}^{\text{int}}$. Overall, considering all the interconnects up to the FPGA-PS interface, the latency introduced on $W_{\text{addr}}$ and the entire burst $W_{\text{data}}$ is given by $L \cdot (t_{\text{addr}} + \max(d_{\text{addr}}^{\text{int}}, d_{\text{data}}^{\text{int}}))$, which must be summed to the time to transmit the data themselves, i.e., $B \cdot t_{\text{data}}$. At this point, the Processing System routes $W_{\text{addr}}$ and $W_{\text{data}}$ to the memory controller. Following Section 3.3, after at most $d_{\text{write}}^{\text{PS}}$ time units the write response $W_{\text{resp}}$ is available at the FPGA-PS interface. Finally, $W_{\text{resp}}$ is propagated through the interconnect tree, until reaching $\tau_i$, experiencing a latency of $L \cdot (t_{\text{bresp}} + d_{\text{bresp}}^{\text{int}})$. The lemma follows by summing up these contributions.

It is worth noting that the bounds provided by the two above lemmas just depend on the hierarchical level $L$ (identified by the interconnect $I_j$) at which a HW-task is directly connected.

### 4.2 First bound on the number of interfering transactions

We proceed in an incremental manner by starting from the simple case in which contention at a single interconnect is considered, say $I_{\text{root}}$ for simplicity (see Figure 3(a)). The following lemma establishes a bound on the number of interfering transactions (issued by other HW-tasks) that a transaction issued by the HW-task under analysis can suffer.
Lemma 3. Consider the interconnect $I_{\text{root}}$ and let $\tau_i \in \Gamma(I_{\text{root}})$ be the HW-task under analysis. In the worst-case, each address request for transaction issued by $\tau_i$ grants the access to the master port of $I_{\text{root}}$ after at most
\[
\sum_{\tau_j \in \Gamma(I_{\text{root}}) \setminus \{\tau_i\}} \min(\phi_j, \phi_I) \tag{1}
\]
transactions.

Proof. As mentioned in Section 3, the interconnects implement a round robin arbitration to solve conflicts on address requests issued by different HW-tasks. In the worst-case scenario, $\tau_i$ is the last HW-task served in the round robin arbitration cycle, i.e., after all the other HW-tasks in $\Gamma(I_{\text{root}})$. From the model in Section 3.1, each HW-task $\tau_j$ can have at most $\phi_j$ pending transactions. On the other hand, from the model in Section 3.2, the maximum number of transactions granted to each HW-task for each round robin cycle by interconnects is equal to $\phi_I$. For these reasons, $I_{\text{root}}$ grants at most $\min(\phi_j, \phi_I)$ for each interfering HW-task $\tau_j \in \Gamma \setminus \{\tau_i\}$ per round-robin cycle. The lemma follows by summing up the contribution of each interfering HW-tasks.

With the above lemma in place, we can proceed to bound the number of interfering requests under a general hierarchical network of interconnects. We note that a HW-task $\tau_i$ can incur two kinds of interference: (i) direct interference, which is the one that $\tau_i$’s transactions experience at the interconnect to which $\tau_i$ is directly connected to; and (ii) indirect interference, which is the one that $\tau_i$’s transactions, or other transactions that generate direct interference to $\tau_i$, experience in other interconnects at shallower hierarchical levels on their way towards the FPGA-PS interface. Further details on both kinds of interference are provided in the following.

Direct interference. The same reasoning used for Lemma 3 can be extended when considering a hierarchical network of interconnects such as the one illustrated in Figure 3(b). Note that, in such a case, a HW-task can also experience contention at an interconnect due to transactions coming from other interconnects placed at higher hierarchical levels. For instance, in Figure 3(b), $\tau_i$ (directly connected to $I_{\text{root}}$) can incur in a contention due to a transaction issued by $\tau_z$, which is directly connected to $I_1$. 

Figure 3 (a) A set of HW-tasks directly connected to $I_{\text{root}}$. (b) Example hierarchical network of interconnects and HW-tasks with two hierarchical levels. Each circle corresponds to a HW-task (only the ones mentioned in the text are assigned a name).
Lemma 4. Consider an arbitrary interconnect $I_j$. Also, let $\tau_i \in \Gamma(I_j)$ be the HW-task under analysis. In the worst-case, each address request for transaction issued by $\tau_i$ grants the access to the master port of $I_j$ after at most
\[
Y^{\text{direct}}(\tau_i, I_j) = \sum_{\tau_j \in \Gamma(I_j) \setminus \{\tau_i\}} \min(\phi_j, \phi_I) + |\mathcal{H}(I_j)| \times \phi_I
\]transactions.

Proof. Following the model of Section 3.2, at each round-robin cycle $I_j$ grants at most $\phi_I$ transactions per its slave port. Clearly, this consideration is true also when an interconnect $I_h$, placed at a higher hierarchical level, is connected to a slave port of $I_j$. Hence, from the perspective of $\tau_i$, any bus traffic coming from $I_h$ can interfere by at most $\phi_I$ transactions per round-robin cycle, i.e., independently of the number of HW-tasks or interconnects connected to $I_h$. Hence, the interconnects directly connected to $I_j$ interfere with at most $|\mathcal{H}(I_j)| \times \phi_I$ transactions. The first term of Eq. (2) follows due to the same considerations done for Lemma 3. Hence the lemma follows.

Indirect interference. While propagated through a series of interconnects on their way towards the FPGA-PS interface, the transactions issued by the HW-task under analysis can also incur contention at shallower hierarchical levels. For instance, the transactions issued by $\tau_z$ in Figure 3(b) can incur contention at $I_{\text{root}}$, e.g., due to other transactions issued by $\tau_i$ or $\tau_x$. Furthermore, note that indirect interference can also affect other transactions that generate direct interference to the HW-task under analysis, hence leading to a transitive interference phenomenon. For instance, still considering Figure 3(b), a transaction issued by $\tau_k$ that delays $\tau_x$ in $I_1$ can experience contention at $I_{\text{root}}$ due to a transaction issued by $\tau_x$, hence in turn delaying $\tau_z$ too: in this case, we say that a transaction of $\tau_x$ transitively delays $\tau_z$.

In the following, a set of lemmas are presented to account for indirect interference. We proceed in an incremental manner by starting from the consideration of just two adjacent hierarchical levels.

Lemma 5. Consider an arbitrary interconnect $I_j$ at hierarchical level $L \geq 2$ that issues $\Delta$ transactions in output to its master port. In the worst-case scenario, the $\Delta$ transactions can be indirectly interfered by
\[
Y^{\text{indirect}}(\Delta, I_j) = \Delta \times \left( \sum_{\tau_i \in \Gamma(\beta(I_j))} \min(\phi_i, \phi_I) + |\mathcal{H}(\beta(I_j)) \setminus \{I_j\}| \times \phi_I \right)
\]transactions at $\beta(I_j)$ (i.e., at hierarchical level $L - 1$).

Proof. Consider one of the $\Delta$ transactions, say $r$. As addressed by Lemma 4, $r$ can incur direct interference at the (only) interconnect $\beta(I_j)$ directly connected to $I_j$ at hierarchical level $L - 1$. As such, the interference at $\beta(I_j)$ can be bounded as for Lemma 4. The only differences here are that (i) as $r$ comes from another interconnect $I_j$, it means that it has not been originated by a HW-task connected to $\beta(I_j)$ and hence no HW-task has to be excluded from those that generate interfering transactions (first term in the sum of Eq. (2)); and (ii) $I_j$ has to be excluded from the interconnects that generate interfering transactions as it is the one from which the interfered transaction is coming from (second term in the sum Eq. (2)). Note that the second term in the multiplication of Eq. (3) serves this purpose. The lemma follows by accounting for this bound for each of the $\Delta$ transactions.
With the above lemma in place, it is possible to generalize the bound of indirect interference to an arbitrary hierarchical structure with \( L > 2 \) levels.

**Lemma 6.** Let \( \tau_z \) be the HW-task under analysis directly connected to interconnect \( I_j \) at the hierarchical level \( L \geq 2 \). The total number of transactions that interfere with those issued by \( \tau_z \) up to the \( l \)-th hierarchical level, with \( l \in [1, L] \), is bounded by \( Y_z^l \), which is recursively defined as follows for \( l < L \):

\[
\begin{cases}
Y_z^l &= Y_{2\text{-level}}^{\text{indirect}}(N_z + Y_z^{l+1}, I^{l+1}) + Y_z^{l+1} \\
I^l &= \beta(I^{l+1}),
\end{cases}
\]

and as follows for \( l = L \) (base case):

\[
\begin{cases}
Y_z^L &= N_z \times Y^{\text{direct}}(\tau_z, I_j) \\
I^L &= I_j.
\end{cases}
\]

**Proof.** The proof is by induction on the hierarchical level \( l \in [1, L] \). We also show that \( I^l \) is the interconnect traversed by \( \tau_z \)’s transactions at the \( l \)-th hierarchical level. **Base case:** At hierarchical level \( \tau_z \) is directly connected to \( I_j \); hence, \( I^L = I_j \) and \( \tau_z \) suffers direct interference only. Therefore, the number of interfering transactions up to the \( l \)-th hierarchical level is bounded by accounting for the bound provided by Lemma 4 for each of the \( N_z \) transactions issued by \( \tau_z \). **Inductive case:** We proceed by assuming that \( Y_z^{l+1} \) yields a safe bound for the number of interfering transactions up to the \( (l+1) \)-th hierarchical level and that \( I^{l+1} \) is the interconnect traversed by \( \tau_z \)’s transactions at the same level. Now, we show that \( Y_z^l \) provides a safe bound for the \( l \)-th hierarchical level. First, note that by definition, \( I^l = \beta(I^{l+1}) \) denotes the (only) interconnect across which \( \tau_z \)’s transactions can pass at the \( l \)-th hierarchical level. Second, observe that the transactions that are received in input by \( I^l \) and that affect \( \tau_z \)’s execution are (i) those issued by \( \tau_z \) itself and (ii) those that generated interference to \( \tau_z \) at the interconnects traversed at higher hierarchical levels. The former are no more than \( N_z \) (by the model), while the latter are \( Y_z^{l+1} \) (by inductive assumption). Such requests are coming from \( I^{l+1} \) and can incur indirect interference at \( I^l \), which can be bounded by Lemma 3 as \( Y_{2\text{-level}}^{\text{indirect}}(N_z + Y_z^{l+1}, I^{l+1}) \). To bound the overall number of interfering requests up to the \( l \)-th hierarchical level, it then remains to account for all the (direct and indirect) interference collected at the higher levels, which is given by \( Y_z^{l+1} \) (by inductive assumption). Hence the lemma follows.

Thanks to the above lemma, the total number of transactions that interfere with \( \tau_z \) (under analysis) across the entire hierarchical network of interconnects can be bounded by looking at the interference collected up to the root interconnect, i.e., \( Y_z^1 \).

### 4.3 Second bound on the number of interfering transactions

A different approach can be used to derive an alternative bound on the number of interfering transactions by leveraging the observation that the HW-tasks are periodically executed, and hence can only generate a limited number of transactions in a given time window.

**Lemma 7.** Let \( \tau_i \) be the HW-task under analysis and let \( I^l \) the interconnect traversed by \( \tau_i \)’s transactions at the \( l \)-th hierarchical level. In a schedulable system, the number of transactions that can interfere with \( \tau_i \) up to \( I^l \) is bounded by

\[
Y^{\text{time}}(\tau_i, I^l) = \sum_{\tau_j \in I^{\geq l}(I^l) \setminus \{\tau_i\}} \eta_{i,j}, \quad \text{where} \quad \eta_{i,j} = \left[ \frac{T_i + T_j}{T_j} \right] \times N_j.
\]
Proof. Consider HW-task $\tau_i$ and assume all HW-tasks never execute after their deadlines. Without loss of generality, suppose that a period instance of $\tau_i$ begins at time 0. To interfere with $\tau_i$, a job of another HW-task $\tau_j$ must be released after time $-T_j$, otherwise, it would be completed when $\tau_i$ is released. In the same way, an interfering job of $\tau_j$ must be released before time $T_i$, otherwise $\tau_i$ would already be completed and hence no contention can be generated. As a result, the time window of interest to study the contention generated by $\tau_j$ to $\tau_i$ is $(-T_j, T_i]$ with length $T_j + T_i$. In this time window there can be at most $\lceil (T_i + T_j) / T_j \rceil$ jobs of $\tau_j$. As each job of $\tau_j$ can issue at most $N_j$ transactions, there are at most $\lceil (T_i + T_j) / T_j \rceil \times N_j$ transactions that can interfere with $\tau_i$. The number of interfering transactions is hence bounded by the sum of such contributions from each HW-task that can interfere with $\tau_i$. Note that only the HW-tasks whose transactions traverse $I_l$ can interfere at $I_l$: according to the system model, the set of such tasks is $\Gamma^+(I_l)$. Clearly, $\tau_i$ has to be excluded from $\Gamma^+(I_l)$ as it cannot interfere with itself. Hence the lemma follows.

4.4 Combining the two bounds

This lemma combines the bounds proposed in Section 4.2 and Section 4.3 to introduce a less pessimistic bound on the overall number of interfering transactions for an arbitrary interconnect architecture tree and HW-task set. The proposed formula is iterative on the interconnect levels. Iterating the formula for each interconnect in the path, from the interconnect to which the HW-task under analysis is directly connected to $I_{root}$, it is possible to find the overall number of interfering transactions a request under analysis issued by the HW-task under analysis suffers.

$\triangleright$ Lemma 8. In a schedulable system, the same claim of Lemma 6 still holds if $Y^l_z$ is recursively defined as follows for $l < L$:

$$
\begin{align*}
Y^l_z &= \min \left( Y^{\text{indirect}}_{z, \text{level}}(N_z + Y^{l+1}_z, I^{l+1}_z) + Y^{\text{time}}_{\tau_z, I^l} \right), \\
I^l &= \beta(I^{l+1}),
\end{align*}
$$

and as follows for $l = L$ (base case):

$$
\begin{align*}
Y^L_z &= \min \left( N_z \times I^{\text{direct}}(\tau_z, I_z), Y^{\text{time}}(\tau_z, I^L) \right), \\
I^L &= I_j.
\end{align*}
$$

Proof. The lemma follows as for Lemma 6 after recalling that both Lemma 6 and Lemma 7 provide a safe bound on the number of transactions that can interfere with $\tau_z$. Hence, the minimum of the two bounds is still a safe bound.

$\triangleright$

4.5 Response-time analysis algorithm

Leveraging the results of the previous sections, this section presents an algorithm to bound the worst-case response time of HW-tasks connected at arbitrary hierarchical levels. While the lemmas presented in the previous sections allow bounding the number of interfering transactions, this section is concerned with assigning a contention cost to them in order to obtain the corresponding temporal interference.

---

3 Assuming a schedulable system to bound response times is a typical approach when circular dependencies are present in the response-time equations. The interested reader is invited to refer to [20] (Sec. VI.C) for an explanation about why this is a sound approach to bound response times.
To begin, note that the contention cost associated to each interfering transaction is not constant: indeed, following the model of Section 3, transactions experience a propagation delay each time they traverse an interconnect. Hence, a transaction that interferes at a high hierarchical level generates more delay than another one that interferes at a shallower hierarchical level.

Clearly, given a HW-task $\tau_z$ under analysis, a safe bound can be obtained by first computing $Y^1_z$ from Lemma 8, which provides a bound on the number of interfering transactions across the whole hierarchical network of interconnects (i.e., up to $I_{\text{root}}$), and then multiplying $Y^1_z$ by the largest contention cost, i.e., the one related to the highest hierarchical level. However, a more accurate bound can be devised if a level-specific contention cost is accounted for each transaction by detecting the highest hierarchical level at which it can interfere.

Algorithm 1  Bounding the worst-case contention delay experienced by $\tau_z$ due to interfering transactions across the whole hierarchical network of interconnects.

| Input: | HW-task $\tau_z \in \Gamma$ directly connected to $I_j$ at level $L$ |
| Output: | $d_{z_{\text{interf}}}$ |
| $d_{z_{\text{interf}}} \leftarrow 0$ |
| $I^L = I_j$ |
| $N_{\text{acc}} \leftarrow 0$ |
| for $l = L, L-1, \ldots, 1$ do |
| $N^l \leftarrow Y^l_z$ from Lemma 8 |
| $d_{z_{\text{interf}}} \leftarrow d_{z_{\text{interf}}} + (N^l - N_{\text{acc}}) \times d_{\text{NoCont}}(I^l)$ |
| $I^{l-1} = \beta(I^l)$ |
| $N_{\text{acc}} \leftarrow N^l$ |
| end |
| return $d_{z_{\text{interf}}}$ |

This strategy is implemented by Algorithm 1. As mentioned at the beginning of Section 4, read and write transactions are independently managed by AXI and hence can be separately treated. For this reason, analogously as for the lemmas presented above, Algorithm 1 holds for both read and write transactions. To avoid duplicating its definition, the algorithm considers a contention cost $d_{\text{NoCont}}(I_j)$ that has to be replaced with $d_{\text{NoCont,read}}(I_j)$ or $d_{\text{NoCont,write}}(I_j)$ depending on the type of transactions that are studied. Consequently, the algorithm can be used to produce two outputs, which to keep a compatible notation are named $d_{z_{\text{interf,read}}}$ and $d_{z_{\text{interf,write}}}$. In essence, the algorithm iterates over all hierarchical levels interested by the HW-task $\tau_z$ under analysis (from $l = L$ to $l = 1$) and copes with the number of interfering transactions collected up to each interconnect traversed by $\tau_z$ transactions. For each interconnect $I^l$ traversed at the $l$-th hierarchical level, the algorithm accounts for the contention delay of the interfering transactions that insist on $I^l$ but have not been accounted at a higher hierarchical level. As said before, this is because the contention cost $d_{\text{NoCont}}(I_j)$ is monotone with the hierarchical level (the higher the level the larger the cost).

Thanks to this algorithm, it is finally possible to bound the worst-case response time of each HW-task, which is given by (i) its worst-case execution time, (ii) the time required to perform its read and write transactions, and (iii) the contention delay experienced by the latter. Hence, for each HW-task $\tau_z$ connected to interconnect $I_j$ it is bounded by

$$R_z = C_z + N^R_z \times d_{\text{NoCont,read}}(I_j) + N^W_z \times d_{\text{NoCont,write}}(I_j) + d_{z_{\text{interf,read}}} + d_{z_{\text{interf,write}}}. \tag{4}$$

A system is then schedulable if all HW-tasks meet their deadlines, i.e., if $R_z \leq T_z, \forall \tau_z \in \Gamma$. 
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Experimental results

This section first presents an experimental evaluation that has been conducted to validate the system model and assess the performance of the proposed analysis (Section 5.3). The experiments have been performed on two state-of-the-art Xilinx SoC FPGA platforms, namely the Zynq-7020 and the ZCU102 Zynq Ultrascale+. On both platforms, one of the high-performance (HP) ports of the Processing System is used in the FPGA-PS interface. Due to the lack of space, this section reports only the results of the experiments performed on Zynq Ultrascale+, since the Zynq-7000 exhibit comparable behavior. Finally, Section 5.4 reports other experimental results obtained with the synthetic workload.

5.1 Experimental setup

In order to perform a clock-level accurate evaluation, two custom IPs have been developed: a programmable traffic generator IP, named greedy HW-task (GHW-task for short), and a multichannel timer IP. The purpose of the GHW-task IP is to generate, in a controllable way, cycle-accurate patterns of transactions compliant with the AXI standard with arbitrary offsets, spacing, burst size, and maximum number of outstanding transactions. GHW-tasks have been developed to cope with any possible bus behavior of HW-tasks, i.e., they can mimic any kind of pattern of bus transactions issued by real-world, memory-intensive HW-tasks, and are hence useful to stress bus contention. On the other hand, the multichannel timer IP is used to perform clock-level accurate measurements of the GHW-tasks’ response times without perturbing their execution. Both IPs have been synthesized and implemented using Xilinx Vivado 2018.2. The FPGA clock is set to the default value (100 MHz), while the Processing System runs at the default clock speed of 1.2 GHz.

5.2 Profiling

This set of experiments aims at characterizing the propagation delay and the hold times, introduced in Section 3.2, for the AXI SmartConnect. To this end, a test setup composed of three GHW-tasks connected to the HP0 port in the FPGA-PS interface through an AXI SmartConnect has been realized. An Integrated Logic Analyzer (ILA) [34] module has been placed to monitor the AXI links that connect each GHW-task to the AXI SmartConnect and the AXI link that connects the AXI SmartConnect to the HP0 port. From the waveform track provided by the ILA, we measured the delays experienced by addresses and data while traversing the AXI SmartConnect (respectively, \(d_{\text{addr}}^{\text{int}}\) and \(d_{\text{data}}^{\text{int}}\), see Section 3.2) and the hold times \(t_{\text{addr}}, t_{\text{data}},\) and \(t_{\text{bresp}}\) introduced in Section 3.2. The propagation delays (in clock cycles) observed on both hardware platforms are \(d_{\text{addr}}^{\text{int}} = 12\), \(d_{\text{data}}^{\text{int}} = 11\), and \(d_{\text{bresp}}^{\text{int}} = 9\), while the hold times \(t_{\text{addr}}, t_{\text{data}},\) and \(t_{\text{bresp}}\) have been observed to be all constant and equal to one clock cycle. We note that these constant delays may be larger in different settings (not considered in this work) in which HW-tasks are not always ready to sample data or write responses, or when the FIFO queues of the interconnect or the FPGA-PS interface saturate. As mentioned in Section 3.3, the cumulative delays \(d_{PS}^{\text{pread}}\) and \(d_{PS}^{\text{pwrite}}\) in accessing the DRAM memory from the FPGA-PS interface depend on several aspects and on the masters that insist on the memory controller. In our experiment we did not used memory-intensive workload executed on the processors and we experimentally estimated these delays as \(d_{PS}^{\text{pread}} = 50\) clock cycles and \(d_{PS}^{\text{pwrite}} = 40\) clock cycles.
5.3 Model validation

This experiment aims at validating the assumptions made in Section 4 to characterize the interference that a HW-task may suffer from other HW-tasks. We distinguish between the case of a flat network and the one of a hierarchical network.

**Interference in a flat network.** The test setup used for these experiments comprises four GHW-tasks $\tau_0, \ldots, \tau_3$ directly connected to a single interconnect $I$, which is in turn directly connected to the HP0 port exported by the FPGA-PS interface (e.g., likewise as in Fig. 3). The GHW-tasks’ activation and finishing times are measured using one of the custom timer IP deployed on the fabric. In this experiment, all the GHW-tasks are simultaneously activated (at the same clock cycle) by the Processing System using a single shared logic signal generated by an AXI GPIO module. With this experimental setup, all transactions issued by the GHW-tasks are subject to a single arbitration step performed by the AXI SmartConnect. The purpose of this evaluation is to experimentally evaluate the behavior of the AXI SmartConnect in the condition of contention. Furthermore, this experiment aims at experimentally measuring the maximum response time of a transaction in the worst-case scenario, i.e., when it loses an entire arbitration cycle, and comparing it with the proposed upper bound on the response time proposed in Section 4.5. To this end, all the GHW-tasks have been programmed to issue a single read (or write) request corresponding to a burst of sixteen 32-bit words. The experiment has been repeated for both read and write transactions. Figure 4 reports the maximum response time measured among all the GHW-tasks, compared with the upper-bound proposed for the flat architecture considered in this experiment.

![Figure 4](image)

**Figure 4** Maximum measured response times for read and write transactions compared with the upper bound proposed in Section 4 (in clock cycles).

The results reported in Figure 4 confirm that in the worst-case scenario stimulated here, i.e., when a HW-task loses an entire arbitration cycle, the measured response times can be safely bounded by the upper bound proposed in Section 4.

**Interference in a hierarchical network.** This set of experiments aims at validating the assumptions made in Section 4 to characterize the interference that a HW-task may suffer in a hierarchical network of Interconnects, due to the interfering HW-tasks in the system. The test setup used for this set of experiments comprises four GHW-tasks, $\tau_0, \ldots, \tau_3$, and three interconnects, $I_0, I_1, I_2$, organized as shown in Figure 5.

In this configuration, the transaction requests issued by $\tau_0$ pass through a single step of arbitration occurring at interconnect $I_0$, while the requests issued by $\tau_1$ traverse two arbitration steps occurring at $I_1$ and then $I_0$. Finally, the transaction requests issued by $\tau_2$ and $\tau_3$ pass through three arbitration steps at $I_2$, $I_1$, and $I_0$. The GHW-tasks are programmed and released as for the previous experiment. The first subset of experiments aims at validating the direct interference that a HW-task may suffer due to other HW-tasks connected to the same interconnect and the indirect interference coming from HW-tasks...
connected to the lower-level Interconnects. In this experiment, $\tau_3$ is the HW-task under investigation. $\tau_3$ is programmed to issue a single request for transaction $AR_3$ (read or write) while the interfering tasks, $\tau_2$, $\tau_1$, $\tau_0$, are programmed to issue eight consecutive interfering requests for transactions of the same type of $AR_3$. In order to stimulate contention at the interconnects, $\tau_1$ is released with an offset equal to the interconnect propagation delay $d_{\text{Int}}^{\text{addr}}$, while $\tau_0$ is released with a delay equal to $2d_{\text{Int}}^{\text{addr}}$ (offsets are with respect to the release time of $AR_3$ by $\tau_3$). Each GHW-task-to-SmartConnect AXI link and the SmartConnect-to-HP0 AXI link are monitored by an ILA module deployed on the fabric and the HW-task’s response times are measured using the timer module.

Figure 6 reports the ILA waveform track for read transactions acquired on the Zynq-7020 SoC using Vivado 2018.2. At time 15, all GHW-tasks are simultaneously released. Soon afterwards, at time 16, $\tau_3$ issues its address request $AR_3$. At the same time, $\tau_2$ starts issuing its first transaction request, say $AR_2^0$, causing a contention at the interconnect $I_2$. The arbitration round is won by $\tau_2$. Hence $I_2$ first propagates $AR_2^0$ to $I_1$ and then $AR_3$. The interference at this level is compatible with the direct interference described in Lemma 4. After the propagation delay of the interconnect, $I_2$ issues the requests at the corresponding slave port of $I_1$. At the same instant, $\tau_1$ releases its first transaction request, $AR_1^0$. Hence another contention happens, and the arbitration round at $I_1$ is won by $\tau_1$. Consequently, $I_1$ forwards to $I_0$ the transaction requests in the following order: $AR_1^0, AR_2^0, AR_1^0, AR_3$, hence according to round-robin arbitration as assumed in our model. Note also that the amount of interfering requests on $AR_3$ at this level is compatible with the one found in Lemma 5 for indirect interference. When $I_1$ propagates this sequence of requests to $I_0$, $\tau_0$ starts issuing its transaction requests, hence causing contention. $\tau_0$ wins the arbitration round, hence the transaction requests are issued by $I_0$ to the HP0 port in the following order: $AR_0^0, AR_1^0, AR_0^0, AR_2^0, AR_0^0, AR_1^0, AR_0^0, AR_3$. Therefore, in the worst case, the request $AR_3$
issuée by the GHW-task under investigation is interfered by seven requests coming from interfering GHW-tasks, as considered by direct and indirect interference phenomena captured by our analysis in Section 4. Since HP0 serves the incoming requests in order, $\tau_3$ receives its data response only after all the interfering requests have been served with data. At time 274, the first word of data corresponding to $AR_3$ reaches $\tau_3$ and at time 292 the transaction is completed. It is worth observing that Figure 6 also confirms that the AXI SmartConnect is compatible with the model introduced in Section 3.2 and that is characterized by $\phi_I = 1$.

Figure 7 compares the maximum measured response times for read/write transactions computed by our analysis for the architecture under evaluation in this experiment. Also in this case, the results confirm that the delay incurred by transactions can be safely bounded.

5.4 Experiments with synthetic workload

This experimental study has been carried out to evaluate the analysis presented in Section 4 with synthetic workloads. We considered systems with $N$ HW-tasks ($\tau_1, \ldots, \tau_N$) connected over a binary tree of $M$ interconnects ($I_1, \ldots, I_M$). Task sets have been generated as follows. First, the period $T_i$ and computation time $C_i$ of each HW-task $\tau_i$ have been generated using the fixedrandsum algorithm [7] ($T_i$ between $T_{\text{min}} = 10\text{ms}$ and $T_{\text{max}} = 100\text{ms}$, using log-normal distribution) by keeping the task set utilization equal to 1 as a reference value (note that the tasks’ execution times are not relevant for bus contention in this context). Second, the number of transactions have been generated by first computing the maximum number of transactions that each HW-task $\tau_i$ can perform in isolation, as $N_{i, \text{max}} = (T_i - C_i) / \max(d^{\text{NoCont,read}}, d^{\text{NoCont,write}})$. Then, the total number of transactions $N_{i, R+W} = N_{i, R} + N_{i, W}$ is computed by multiplying $N_{i, \text{max}}$ with a transaction density factor $\rho \in (0, 1]$ such that $N_{i, R+W} = \rho \cdot N_{i, \text{max}}$. Finally, the $N_{i, R+W}$ transactions are split between reads and writes using a random uniformly-generated ratio in the range $\nu \in [0.4, 0.6]$, such that $N_{i, R} = \nu \cdot N_{i, R+W}$ and $N_{i, W} = (1 - \nu) \cdot N_{i, R+W}$. All HW-tasks have been configured with $\phi_i = 6$ (we found it being a typical value from experimental profiling of HAs in the Xilinx IP library) and $B_i = 16$, while all interconnects have $\phi_I = 1$. In order to test realistic configurations, it has been assumed that each interconnect cannot have more than 16 input ports (as it is the case for the Xilinx SmartConnect [35]).

The study considers 16 possible configurations generated by testing combinations of parameters $N$ and $M$ such that $N \in \{4, 8, 16, 24\}$ and $M \in \{1, 2, 4, 8\}$. Unuseful configuration, in which at least one interconnect hosts just a single HW-task, are discarded. This because, in such configurations, that Interconnect(s) would not perform any arbitration, adding only additional latency. For each valid configuration $(N, M)$, 100 random values for $\rho$ are uniformly chosen in the range $[0.1, 1.0]$. Then, for each value of $\rho$, $K = 50000$ synthetic task sets have been generated, each comprising $N$ HW-tasks evenly distributed over $M$
interconnects (i.e., each interconnect is directly connected to at most $\lceil N/M \rceil$ HW-tasks). The HW-tasks have been distributed over the interconnect tree according to their slack times $S_i = T_i - C_i$, i.e., tasks with shorter slack times are placed closer to the root interconnect.

Figure 8 reports the results of the experimental study. Please note that, since each interconnect cannot be connected to more than 16 tasks, some configurations are topologically unfeasible. Hence, they are not considered and the corresponding data is not reported. The experimental results show that increasing the number of interconnects not only allows to connect a larger number of HW-tasks, but also can improve the system schedulability ratio by moving HW-tasks with larger slack time to interconnects at higher hierarchical levels, thus reducing their interference on more time-constrained HW-tasks (i.e., HW-tasks with shorter slack times). However, moving HW-tasks to a higher hierarchical level also increases the latency and the worst-case contention experienced by its transactions. The exploration of this trade off requires investigating on allocation strategies for HW-tasks, which is left as future work.

![Figure 8 Experimental results with synthetic workload.](image-url)

### 6 Related work

Considerable efforts have been spent in bounding and controlling response times in SoCs by addressing the problem from several perspectives. From an architectural point of view, several mechanisms and policies have been proposed, as support for HW prefetch and new arbitration policies [12, 15, 26]. Other works proposed to consider memory interference in the context of task allocation [16, 17]. Significant work has been dedicated to the integration of memory interference in the schedulability analysis of both COTS and ad-hoc solutions, with a focus on specific elements in the memory tree, like the contribution of caches [9, 19], busses [6, 8], and the memory controller [4, 11]. Also, the explicit effect on the performance of control applications has been investigated [5]. Recently, FPGA-based SoCs have received particular interest, but allocating multiple HW-tasks inside the FPGA requires the use of a shared bus to access the off-chip memory. The AXI bus [2] is the de-facto standard
but has been designed considering flexibility and performance, not time predictability. In fact, the evaluation of bus interference is achieved with hardware monitors in charge of observing HW-tasks performance [29]. Moreover, the standard entrusts several design details to the single implementation and assumes all components behave accordingly [32]. Some mechanisms have been proposed to increase predictability. For example, Pagani et al. [22] proposed an approach to apply bandwidth reservation techniques to HW-tasks memory accesses, while Restuccia et al. designed a mechanism to guarantee fairness among HW-tasks transactions [25], a mechanism to prevent unbounded delays during bus transactions [23], and proposed a predictable, Hypervisor-level AXI interconnect for FPGA SoC [24]. However, these contributions only address single interconnects and are not concerned with a fine-grained timing analysis of bus transactions.

7 Conclusion and future work

This work focused on FPGA-based SoC and presented a fine-grained model for the AXI bus and AXI interconnects. An analysis has been proposed to bound the contention delays experienced by HW-tasks under hierarchical networks of interconnects that allow reaching the FPGA-PS interface (and hence shared memories connected to the Processing System). The model and the effectiveness of the analysis have been validated with experimental results on two modern FPGA SoCs by Xilinx. Future work should focus on deriving a more accurate model and analysis of the AXI bus to capture pipelining effects, and on allocation strategies and bus network synthesis for a given set of HAs.
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Abstract
Architectures used in safety critical systems have to pass certain certification standards, which require sufficient proof that they will behave as expected. Multi-core processors make this challenging by featuring complex interactions between the tasks they run. A lot of these interactions are made without explicit instructions from the program designers. Furthermore, they can have strong negative impacts on performance (and potentially affect correctness). One important such source of interactions is cache coherence, which speeds up operations in most cases, but can also lead to unexpected variations in execution time if not fully understood. Architecture documentations often lack details on the implementation of cache coherence. We thus propose a strategy to ascertain that the platform does indeed implement the cache coherence protocol its user believes it to. We also apply this strategy to the NXP QorIQ T4240, resulting in the identification of a protocol (MESIF) other than the one this architecture’s documentation led us to believe it was using (MESI).
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1 Introduction
The ever increasing complexity of aircraft and the market’s depreciation of single-core processors are motivating the introduction of multi-core processors in aeronautical systems. While the performance gains offered by a switch to these more recent architectures are enticing, this process is impeded by their seemingly unpredictable nature [34], which is inherently incompatible with safety critical environments and aeronautical certification [9]. Still, a number of works are focusing on determining the means required for aircraft manufacturers to fulfill certification expectations despite the complex internal behaviors of multi-core processors COTS (Commercial Off-The Shelves) [1, 5, 12, 26, 28].

1.1 Cache Coherence – Case of the NXP T4240
Part of this unpredictability can be imputed to the mechanisms that let caches coordinate with one another in order to maintain data coherence without explicit program instructions. There are multiple competing strategies that can be employed to achieve cache coherence, and, while the general ideas behind them are known, the details of their implementation tend to be absent from architecture documentations, leaving programmers with the task of finding possibly problematic corner cases and unexpected behaviors.

In this paper, we focus on the NXP QorIQ T4240 [14], a PowerPC architecture featuring twelve e6500 cores, each of which is capable of running two simultaneous threads. The cores are equally distributed among three clusters, with one 2MB L2 cache per cluster. These
three L2 caches coordinate and access memory through a complex interconnect called the CoreNet Coherency Fabric. According to their processor's documentation, these clusters implement the MESI cache coherence protocol. More details can be seen in Figure 1, which displays all the cores, caches, and memory controllers present on that architecture.

To be allowed to embed this architecture in an aeronautical system, the designer must be in control of any transaction occurring on the platform, that is, any low level behaviors caused by either explicit requests made by a program or by implicit mechanisms of the platform. This also holds true for cache coherence: it is up to the designer to quantify and control the effects on the application software of any transaction generated by this mechanism.

1.2 Formal Specification and its Validation

Having to keep implicit mechanisms under control is not an easy task for designers. This is especially true in the case of cache coherence, whose impact is difficult to evaluate even when its rules are made known to the designer.

In this paper, we present our analysis of the NXP QorIQ T4240 cache coherence transactions. This first required us to determine the protocol implemented in the architecture. According to its documentation, the protocol is supposed to be MESI (Modified, Exclusive, Shared, Invalid). To guarantee the proper coverage of all that is involved, we argue for a formal definition of the cache coherence protocol to be made by the designer, based on their current understanding. Such formal definitions do not leave room for any ambiguities. Thus, we have looked for preexisting models of MESI protocol for split-based transaction buses. As it happens, we found none, making our first contribution (Section 3) a formal definition for a split-transaction bus MESI cache coherence protocol, which also corresponds to what we believed the NXP QorIQ T4240 to be using.

This formal MESI protocol definition describes all the transactions it is supposed to be performing. Thus, through the application of our proposed strategy (Section 4) we are able to make use of appropriate stress testing to observe the platform's behavior and compare with what we expected, in effect validating that the architecture does indeed implement the protocol we believe it to. While we developed this strategy around the T4240 and its limited means of observation, we tried to keep our strategy generic enough that it could be soundly used for other targets.

When we applied the strategy to validate the NXP QorIQ T4240, it became apparent the protocol was not actually MESI. Indeed, thanks to the validation strategy, we observed that there were five stable states instead of four and that one of them behaves in a way that led us to recognize a MESIF protocol. We thus had to formally define a split-transaction bus MESIF protocol (Section 6), as we could not find any preexisting definition for it either. We then applied the validation strategy with this new protocol as the starting point, and this time we only found slight implementation choice differences between the supposed and the observed behaviors (Section 7).

In the sequel, we start with a reminder of hardware components and their contribution to the cache coherence. We then detail the contributions described above. We compare our approach with the related works before concluding the paper.

2 Cache Coherence

This section provides a reminder of the terminology and of the components involved in the description. Figure 2 provides a visual summary of how all these components interact.
2.1 The Programs

To keep things simple, we only consider the memory related instructions of programs. Thus, programs are reduced to sequences of `load`, `store`, and `evict` instructions, each being applied to a single given address. Programs do not take into consideration the possibility of either instruction jumping or branching. Addresses are tantamount to memory elements (aligned blocks of memory with the size of a cache line), preventing any possible aliasing. Thus, all considered components, including programs, operate on the same memory unit.

2.2 The Caches

Cache controllers keep copies of memory elements to perform core requests. These copies are acquired through queries on the interconnect. Read-only copies are queried using `GetS`, read-and-write copies through `GetM`, and the eviction of a copy can be indicated through `PutM`. A cache controller may reply to the query of another, providing them with data. They are also able to send data to the coherence manager. Each copy of a memory element held in a cache is attributed a state and, optionally, the identifier of a cache controller.

2.3 The Interconnect

The interconnect merely arbitrates the order in which queries are broadcasted. Cache controllers do not directly access the interconnect. Instead, interactions between the cache controllers and the interconnect are all done through FIFO queues. There are four in total for each cache controller: incoming and outgoing queries; and incoming and outgoing data messages. The interconnect follows its access policy when choosing which cache controller’s outgoing query queue to poll from next, then enqueues that query to every cache controller’s incoming query queue (including that of the one from which the query was taken). Thus, all cache controllers and the coherence manager receive all queries and do so in the same order.

We consider interconnects that support split-transactions, meaning that queries and their replies do not block each other, allowing new queries to be sent before the previous ones receive their replies.

2.4 Coherence Manager and Main Memory

Cache controllers do not directly send messages to the system’s main memory. Instead, messages meant for the main memory are directed to the coherence manager. The coherence manager sees all passing queries. It keeps track of which memory elements are being held by the cache controllers, and has a general idea of their current permissions.
coherence manager may consider a cache controller to be the owner of a memory element, meaning that this cache controller is tasked with the propagation of the memory element’s current value. This lets the coherence manager determine when a query warrants a reply from the main memory.

2.5 Terminology

The term request covers all types of communications between a core and its cache controller: requests = \{load, store, evict\}. The term message covers both the demands made by cache controllers, and the replies that fulfill them. In other words, messages are all communications that pass through the interconnect: messages = queries ∪ data replies, where queries = \{GetM, GetS, PutM\}, and data replies = \{data, data-e, no-data\}. Note that the actual elements found in queries and data replies depend on the specified protocol. The values given here being for the protocol described in the very next section.

3 Formal Description of the MESI Protocol

Our first contribution is the formal definition of a split-transaction MESI protocol that relies on a coherence manager. While the general idea behind MESI is available in many existing works, we did not find any that lists all the possible transient states that can be found in a real implementation (i.e. states other than Modified, Exclusive, Shared, and Invalid). These omissions tend to make the protocol much simpler to understand, but they leave ambiguities in the behavior of the protocol. Our description is a conjecture based on \[31\], which presents a complete definition of the MESI protocol, but that is limited to architectures featuring an atomic bus. Atomic buses only allow a single transaction (query and reply) to occur at any given time, which greatly narrows the number of transient states the system can find itself in.

3.1 Protocol Specification

MESI is based on the MSI protocol, so named because it features three stable states: Modified, which indicates read-and-write permissions of a memory element; Shared, for read-only permissions; and Invalid, the default one, indicating an absence of permissions. Introduced in \[29\], the MESI protocol adds a fourth stable state, Exclusive, which indicates that not only does the cache controller have read-only permissions, but also that no other cache currently holds any permission to access the memory element. This allows the cache controller to upgrade to read-and-write permissions without having to perform a costly communication. Just as it is used to keep track of whether a cache holds a read-and-write copy of a memory element in the MSI protocol, this definition of the MESI protocol uses the coherence manager to detect when a cache can be said to be the sole owner of a memory element.

This version of the MESI protocol uses three types of data replies: data, data-e, and no-data. data indicates that the value associated with the memory element is sent. By sending a no-data reply, cache controllers can indicate to the coherence manager that the memory element has been discarded (its value is not part of the reply). The coherence manager can send data-e replies, which are equivalent to data, with the added information that the recipient is its sole owner.

Our description of the MESI protocol can be seen in Table 1. It is split in two tables, one defining the cache controllers’ behavior, the other the coherence manager’s. In effect, these tables indicate a sequence of actions to be performed when faced with an incoming event (be it a request or a message).
### Table 1 Description of the MESI protocol.

<table>
<thead>
<tr>
<th>State</th>
<th>Core Request</th>
<th>Interconnect Access</th>
<th>Data Reply</th>
<th>Received Queries</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>load</td>
<td>store</td>
<td>evict</td>
<td>data</td>
</tr>
<tr>
<td>I</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IS'</td>
<td>stall</td>
<td>stall</td>
<td>stall</td>
<td>ISs'</td>
</tr>
<tr>
<td>IS'</td>
<td>stall</td>
<td>stall</td>
<td>stall</td>
<td>S</td>
</tr>
<tr>
<td>ISd'</td>
<td>stall</td>
<td>stall</td>
<td>stall</td>
<td>r=0,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>S</td>
</tr>
<tr>
<td>ISs'</td>
<td>stall</td>
<td>stall</td>
<td>stall</td>
<td>S</td>
</tr>
<tr>
<td>IS'</td>
<td>stall</td>
<td>stall</td>
<td>stall</td>
<td>load hit,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IM'</td>
<td>stall</td>
<td>stall</td>
<td>stall</td>
<td>IM'</td>
</tr>
<tr>
<td>IM'</td>
<td>stall</td>
<td>stall</td>
<td>stall</td>
<td>M</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IM'</td>
<td>stall</td>
<td>stall</td>
<td>stall</td>
<td>M</td>
</tr>
<tr>
<td>IM'</td>
<td>stall</td>
<td>stall</td>
<td>stall</td>
<td>store hit,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>r=data,</td>
</tr>
<tr>
<td>IM'</td>
<td>stall</td>
<td>stall</td>
<td>stall</td>
<td>store hit,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>r=data,</td>
</tr>
<tr>
<td>IM'</td>
<td>stall</td>
<td>stall</td>
<td>stall</td>
<td>store hit,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>r=data,</td>
</tr>
<tr>
<td>S</td>
<td>hit</td>
<td>GetS, SM'</td>
<td>hit,</td>
<td>I</td>
</tr>
<tr>
<td>SM'</td>
<td>hit</td>
<td>stall</td>
<td>stall</td>
<td>SM'</td>
</tr>
<tr>
<td>SM'</td>
<td>hit</td>
<td>stall</td>
<td>stall</td>
<td>M</td>
</tr>
<tr>
<td>SM'</td>
<td>hit</td>
<td>stall</td>
<td>stall</td>
<td>store hit,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>r=data,</td>
</tr>
<tr>
<td>SM'</td>
<td>hit</td>
<td>stall</td>
<td>stall</td>
<td>store hit,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>r=data,</td>
</tr>
<tr>
<td>SM'</td>
<td>hit</td>
<td>stall</td>
<td>stall</td>
<td>store hit,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>r=data,</td>
</tr>
<tr>
<td>M</td>
<td>hit</td>
<td>hit</td>
<td>PutM, Mt</td>
<td>s=data,</td>
</tr>
<tr>
<td>Mt</td>
<td>hit</td>
<td>hit</td>
<td>M</td>
<td>s=data,</td>
</tr>
<tr>
<td>I</td>
<td>stall</td>
<td>stall</td>
<td>I</td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>hit</td>
<td>hit,</td>
<td>PutM, Et</td>
<td>who-data,</td>
</tr>
<tr>
<td>Et</td>
<td>hit</td>
<td>stall</td>
<td>E</td>
<td></td>
</tr>
<tr>
<td>Et</td>
<td>hit</td>
<td>stall</td>
<td>who-data,</td>
<td>I</td>
</tr>
</tbody>
</table>

### Coherence Manager

<table>
<thead>
<tr>
<th>State</th>
<th>Received Queries</th>
<th>PutM (Owner)</th>
<th>PutM (Other)</th>
<th>Data Reply</th>
<th>no-data</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>read, s=data-e, r=∅, M</td>
<td>r=∅, M</td>
<td>r=∅, I</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>M</td>
<td>r=∅, M</td>
<td>r=∅, M</td>
<td>r=∅, I</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>IM'</td>
<td>stall</td>
<td>stall</td>
<td>stall</td>
<td>-</td>
<td>write, resume, I</td>
</tr>
<tr>
<td>I</td>
<td>stall</td>
<td>stall</td>
<td>stall</td>
<td>-</td>
<td>resume, I</td>
</tr>
<tr>
<td>IM'</td>
<td>r=∅, M</td>
<td>r=∅, M</td>
<td>r=∅, I</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>I</td>
<td>read, s=data</td>
<td>s=data, r=∅, M</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>
In the cache controller’s table, columns correspond to the following: *state* refers to the state attributed to the local copy of the memory element by the cache controller. The three *Core request* columns indicate the actions that are performed when receiving a request from the core. *Interconnect access* specifies actions for when the cache controller reads one of its own queries. The *data reply* columns are for when the cache controller receives one of the types of data replies. Lastly, the *received queries* columns are for the reception of queries originating from other cache controllers. The table defining the coherence manager follows the same principles, but does not have columns for core requests, as it cannot receive them, nor for access to the interconnect, as it does not emit queries.

Let us now expand on the semantics of the actions found in these tables. Cache controllers may send queries on the bus (e.g. sending a GetS query is noted as GetS?). They can also change the state they attribute to a memory element (e.g. moving to the I state, which is noted I). If a request coming from their core can be fulfilled without further actions, the table indicates it with *hit*. A similar notation is used to indicate that the oldest request of a given type has just been completed (e.g. *load hit*). As a reaction to an incoming query, cache controllers can mark their copies of memory elements as being associated with the cache controller that sent the query (noted r←s). This can later be used to send a data message to that cache controller (e.g. r!data). Data can also be sent as a reply to an incoming query (e.g. s!data), or to the coherence manager (e.g. mno-data). The *stall* action marks that the cache controller is unable to handle the incoming request at the moment. This request is put into a waiting queue until the memory element changes state, at which point it is re-evaluated.

The coherence manager follows a similar syntax, with the exception of the *stall* action, which now blocks any incoming query until the next *resume* action (data messages are not blocked, however). The other additions are the *write* and *read* actions, which respectively indicate that the memory controller either writes the received value or reads the current one.

### 3.2 Examples of Behaviors

Here are some examples of remarkable behaviors exhibited by this definition of the MESI protocol.

▶ **Example 1 (Reaching S).** This example is meant to showcase how exchanges between cache controllers are assumed to take place. To keep things simple, we only consider two cores and a single memory element (whose address is 42). This example is illustrated as a sequence in Figure 3.

▶ **Example 2 (Reaching E).** To hold a memory element in the E state, a cache must be the only one to have a copy of that memory element. The caches rely on the coherence manager to know when it is the case. The coherence manager uses its I state to mark memory elements that are sure to not be in any caches. Thus, if no cache controllers hold the memory element and the coherence manager is in I, whenever a core loads the data it becomes E in its cache. The behavior is similar to Figure 3 except that the main memory will provide the data.

It is important to notice that it is not easy for the coherence manager to detect whether a cache controller is the sole owner. Indeed, the coherence manager is not always able to know that all caches have evicted their copy of a memory element: in Table 1, the cache controller’s table indicates that an eviction from S does not lead to any message. The only way for the coherence manager to return to the I state is for a cache to evict its copy of a memory element in either the E or M state without another cache asking for a copy.
(a) In the initial phase, one cache controller, $C_A$, holds that memory element in the I state, while the other, $C_B$, holds it in the E state.

(b) Next, we consider that $C_A$’s core issued a load instruction on 42. This leads $C_A$ to move to the ISBD state, and to issue a GetS query to its outgoing query queue.

(c) The interconnect broadcasts outgoing queries from caches to all the incoming query queues. As $C_A$ is the only one with an outgoing query, the GetS is added to both its own and $C_B$’s incoming query queue.

(d) Consuming the message in their incoming query queues, both $C_A$ and $C_B$ change state, moving to IS" state and S respectively. In addition, $C_B$ adds its reply for the query to its outgoing data queue.

(e) Data messages are not broadcasted, but instead only added to the incoming data queue of a targeted cache controller (or the coherence manager’s). Thus, the reply is moved from $C_B$’s outgoing reply queue to $C_A$’s incoming one.

(f) Finally, $C_A$ consumes the message in its incoming data queue, changing its state to S and fulfilling its core’s request.

Figure 3 Illustrations for Reaching S.

Example 3 (Sharing from E). From the coherence manager’s point of view, there is no difference between a cache controller owning a memory element in the E state and one in the M state. Thus, if there is a cache owning a copy of a memory element in the E state, the coherence manager will assume that this cache may have modified the value and that the main memory no longer holds the correct value. As a result, the cache holding the Exclusive copy of the memory element will transfer it to any other cache that asks for it. If this is caused by another cache demanding a read-only copy (GetS), the coherence manager will expect an update on the value of the memory element. This update can come in two forms: either the cache that exclusively held the memory element made a modification (in which case it would have moved to the Modified state) and sends a data message, or it has not and it sends a no-data message.
3.3 System Behavior

The cache coherence protocol is defined for a single address and a single cache controller. However, what we are interested in is a multi-core architecture executing a program. Thus, we need to model the behavior of the overall platform to identify and quantify the transactions generated by the cache coherence. To do so, we use an automaton where each state corresponds to the system state and transitions between states are events produced by one or several components (core, cache controller, interconnect, coherence manager or memory). In this section we formally define such automata.

Definition 4 (Memory Element State). Let $S_s$ (resp. $T_s$) denote the set of stable (resp. transient) states. From the point of view of a cache controller or a coherence manager, a memory element $m$ can be in any valid stable or transient states, i.e., $m \in S_s \cup T_s$. We denote by $G_s$ the set of states $G_s = S_s \cup T_s$ of a cache controller and $G_{CM}$ those of the coherence manager.

Definition 5. In the MESI protocol defined in Table 1, the states of the cache controllers are $S_s = \{M, E, S, I\}$ and $T_s = \{IS^{BD}, IS^D, \ldots\}$. The states of the coherence manager are $S_s = \{M, S, I\}$ and $T_s = \{I^D, S^D, IoS^B\}$.

Definition 6 (Cache Controller State). Let $\text{Addr}$ denote the set of all memory element addresses. We define the state of a cache controller $CC$ (resp. a coherence manager $CM$) as the function $s_{CC} : \text{Addr} \rightarrow G_s$ (resp. $s_{CM} : \text{Addr} \rightarrow G_{CM}$).

Definition 7 (System State). Let us consider an architecture $\langle CC_1, \ldots, CC_n, CM \rangle$ composed of $n$ cache controllers $CC_i$ and a coherence manager $CM$. The global state of the architecture consists of the states of all memory elements in all cache controllers and in the coherence manager. Let $\text{Addr}$ be the set of all memory element addresses, the global state $s : \text{Addr} \rightarrow G_s^n \times G_{CM}$ is defined as $s(m) = (s_{CC_1}(m), \ldots, s_{CC_n}(m), s_{CM}(m))$ where $s_{CC_i}$ is the state of the cache controller $CC_i$ as defined in Definition 6. For the sake of simplicity and without loss of the generality, in the sequel, we will only focus on a given address $m$ and define the state of a cache controller as an element in $G_s$ and of the system as a tuple in $G_s^n \times G_{CM}$.

Definition 8 (Valid State). Not all combinations of states are valid, e.g. two cache controllers cannot be in $M$ for the same address at the same time. We note $V \subseteq G_s^n \times G_{CM}$ the set of valid system states.

Definition 9 (Event). We distinguish between explicit (or controllable) events $E_E = \{\text{load, store, evict}\}$, which are made by the user, and the implicit (or uncontrollable) events $E_I = \text{messages} \cup \{\text{bus}\}$ (where bus corresponds to the cache seeing one of its own query being broadcasted on the interconnect), which are made by the architecture. Thus, on a given cache controller, the possible events are $E_E \cup E_I \cup \{-\}$ where $-$ represents the special event where nothing happens.

The set of events over the system is denoted by $E \subseteq (E_E \cup E_I \cup \{-\})^n$ (not all combinations of events are possible).

The system event $(-, \ldots, -, e, -, \ldots, -)$ consisting of one event $e$ in the cache controller of id $i$, and nothing in all the other cache controllers, is simply denoted by $(e, i)$.

Definition 10 (Automaton of the system). The behavior of the system is defined by the automaton $\langle V, E, s_{\text{init}}, Tr \rangle$ where $s_{\text{init}} = (I, \ldots, I)$ is the initial state and $Tr : V \times E \rightarrow V$ is the transition function.
Example 11. Using the MESI protocol and 2 cache controllers, we have for instance
\( \text{Tr}(I, I, I, (\text{load}, -)) = (I S^{B D}, I, I) \). As the event is a single component event, we could also
use the notation mentioned above \( (\text{load}, I) = (\text{load}, -) \) meaning that the cache controller with
id 1 does a \textit{load}, whereas all the other do nothing. If we detail all the implicit events leading
to the next stable states, we have: \( \text{Tr}((I S^{B D}, I, I), (\text{bus, GetS, GetS})) = (I E o S^{D}, I, M) \) (the
interconnect broadcasts the GetS); \( \text{Tr}((I E o S^{D}, I, M), (\text{data-e, 1})) = (E, I, M) \) (the cache
coherence triggers the memory which provides the requested data).

Example 12 (Simultaneous requests). Still using the MESI protocol and 2 cache controllers,
there may be several simultaneous requests, e.g. \( (\text{load, store}) \). In such situations, because
of the internal dynamics of the interconnect and memory (Round Robin access, delays . . .) all
combinations of interleaving are envisaged. For instance \( \text{Tr}((I, I, I), (\text{load, store})) = (I S^{B D}, I M^{B D}, I) \) (all local requests are handled). Then, among the possible next steps are
both \( \text{Tr}((I S^{B D}, I M^{B D}, I), (\text{bus, GetS})) = (I E o S^{D}, I M^{B D}, M) \) (the interconnect chooses the
first core first) or \( \text{Tr}((I S^{B D}, I M^{B D}, I), (\text{GetM, bus})) = (I S^{B D}, I M^{D}, M) \) (the interconnect
chooses the second core first). Thus, several paths leave from \( \text{Tr}((I, I, I), (\text{load, store})) \) and
they may ultimately lead to separate stable states: \( I, M, M \) if the data reply has reaches
core 1 first, or \( S, S, S \) if the data reply reaches core 2 first.

Definition 13 (Path). A path in a system automaton corresponds to a succession of
transitions, from one state to another, that has been triggered by a controllable event and is
followed by a series of adequate implicit events. A path from \( s \) to \( s' \) triggered by \( e \) is denoted
by \( p : s \rightarrow e \rightarrow s' \).

Example 14. The successive transitions that have been described in Example 11 define
the path \( (I, I, I) \rightarrow (E, I, M) \).

Definition 15. From the transition function \( \text{Tr} \), we define the observable transition function
\( \text{Tr}^*_o \), in the case of single controllable events, as follows: \( \forall e \in V, e \in E_G \ \text{Tr}^*_o(e, (e, i)) = e' \)
such that \( e \rightarrow (e, i) e' \) and no implicit event may be induced by \( (e, i) \) upon reaching \( e' \).

For simultaneous explicit events, the observable transition function is defined by composing
the observable transition function for each explicit event, taken as a single event. Notice
that it is an expected property of the protocol, which we do not study here, that all possible
orderings provide the same system state.

Example 16. Considering a single event: \( \text{Tr}^*_o((I, I, I), (\text{load}, 1)) = (E, I, M) \).

Let us now consider multiple events: \( \text{Tr}^*_o((I, I, I), (\text{load, store})) = \{(S, S, S), (I, M, M)\} \).

Definition 17 (Number of Events). We define the function \( \text{NbEvent} : \text{Path} \times 1..n \rightarrow \mathbb{N}^3 \)
(with \( n \) the number of cores in the architecture) which associates to each path and core id,
the number of accesses to the bus, the number of received queries, and the number of received
data replies for the cache controller identified by this id.

Example 18. Let us consider the path \( p : (I, I, I) \rightarrow (E, I, M) \). Then \( \text{NbEvents}(p, 1) = (1, 1, 1) \)
because core 1 has accessed to the bus once, received its own GetS and the data reply to its request. \( \text{NbEvents}(p, 2) = (0, 1, 0) \) because core 2 has simply received the GetS generated by core 1.

4 Validation Strategy

This section presents our proposed strategy to assert that a given architecture does indeed
implement a given previously defined cache coherence protocol. We have fully defined the
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system behavior in Section 3.3 and ideally we would recognize all the automata on the architecture. Unfortunately, we cannot simply observe the states and events as we previously defined them. Instead, we observe flags and performance counters, to which we need to link the notion of states and events. Even worse, our observations are only partial, with some information missing. Thus, in addition to linking the observations to the automaton, we also have to infer the missing elements. We illustrate our ideas on the NXP QorIQ T4240 platform, however, the reasoning could be leveraged for other types of architecture.

Observable States

**Property 1** (T4240 Observable Flags). We can observe flags with CodeWarrior, the official debugging suite for this architecture. While a lot of information is available, we consider the relevant cache line flags to be: Dirty, Valid, Share, Exclusive and LastReader. Those flags take Boolean value and only provide information on stable states. Indeed, no combination of flags correspond to any transient state. Instead, their value changes upon entering the next stable state following the execution of a request (load, store, or evict) or because of an external query.

**Definition 19** (Observable Cache Controller State). Let us consider an architecture with \( p \) Boolean flags, an observable state \( o \) for a cache controller is a combination of values of the flags \( o = \langle f_1, \ldots, f_p \rangle \). Let \( R \) denote the set of cache controller states that can be really observed on a given architecture.

**Issue 1** (Matching Observable Cache Controller States and Stable States). For validating that an architecture indeed implements a cache protocol, we need to associate each observed state with a protocol state. More precisely, we need to identify a function \( \text{Decode}: R \rightarrow G \) such that \( \text{Decode} \) is surjective: \( \forall f \in G, \exists r \in R, \text{Decode}(r) = f \).

Indeed, while having multiple observed states corresponding to the same state is perfectly acceptable at this point (the different states may end up being identical from the cache coherence’s point of view), the reverse is not true: if an observed cache coherence state is attributed to multiple formally defined state, the analysis considers that the protocols do not match. This can be caused by missing information (unable to observe the information that would split the observed state into multiple ones). This is the reason why \( \text{Decode} \) has to be surjective.

**Example 20.** For the T4240, the observable state \( \langle \text{Dirty}=\text{false}, \text{Valid}=\text{false}, \text{Share}=\text{false}, \text{Exclusive}=\text{false}, \text{LastReader}=\text{false} \rangle \) is the initial observable state and corresponds to the \( I \) stable state.

The tools at our disposition do not expose anything related to the coherence manager.

**Property 2** (No Observation Available from the Coherence Manager). We do not have any possibility of observing the coherence manager directly.

**Definition 21** (Observable System State). Let us consider an architecture \( \langle CC_1, \ldots, CC_n, CM \rangle \) composed of \( n \) cache controllers \( CC_i \) and a coherence manager \( CM \). The observable system states are the observable states of each \( CC_i \) and the \( CM \).

**Example 22.** On the T4240, the observable system states are the observable states of each cache controller only. Thus, to match the observable state and the real state we have to infer the non observable elements.
To validate that an architecture indeed implements a given cache protocol, we need to identify a function \( \text{Decode} : \mathcal{R}^n \rightarrow \mathcal{V} \) associating a tuple of observable states with a system state, which is directly defined from the function \( \text{Decode} \) of Issue 1 and that is also surjective: \( \forall f \in \mathcal{V}, \exists r \in \mathcal{R}^n, \text{Decode}(r) = f \).

Controllable Events and Reachable Observable States

Property 3 (T4240 controllable events). On each core, we can execute programs. Thus, to induce implicit cache coherence traffic, we can only trigger some request (load, store or evict) and observe the reached observable states. We have defined a series of benchmarks that can either run a single request on a core or multiple requests on several cores. \( \text{Reach}(C, \langle \text{instr}, k \rangle) \) denotes the observable state after executing the single request \( \text{instr} \) on the core \( k \) from the observable state \( C \). In addition, \( \text{Reach}_m(C, \langle \text{instr}_1, \ldots, \text{instr}_n \rangle) \) denotes the observable states after executing the simultaneous requests \( \text{instr}_i \in \{\text{load, store, evict, } -\} \) on each core from the observable state \( C \).

Definition 23 (Reachable System States). From an architecture in an initial state in which no memory elements are stored in the caches, we can explore the reachable system states by executing benchmarks that trigger requests.

Definition 24 (Step 1: Reachability Analysis). Starting from the initial situation where all cache controllers consider the memory element to be invalid, we compute the reachable observable system states by observing the effect of a single core instruction and the associated transition relation \( \text{Reach} \). The idea is to run a benchmark and observe the reached state. If this state has not been visited, it is added to \( \mathcal{R}^n \), otherwise it is not. This is a basic reachability algorithm.

\[
\begin{align*}
\mathcal{R}^n & \leftarrow \{\text{init}\} \\
\text{Candidates} & \leftarrow \{\text{init}\} \\
\text{while } (\text{Candidates} \neq \emptyset) : & \\
C & \in \text{Candidates} \\
\text{Candidates} & \leftarrow \text{Candidates}/C \\
\text{foreach } k \leq n : & \\
\text{foreach } \text{instr} \in \{\text{load, store, evict}\} & \\
\text{ObservedState} & \leftarrow \text{benchmark}(C, \langle \text{instr}, k \rangle) \\
\text{Reach}(C, \langle \text{instr}, k \rangle) & \leftarrow \text{ObservedState} \\
\text{if } \text{ObservedState} \notin \mathcal{R}^n & \\
\mathcal{R}^n & \leftarrow \mathcal{R}^n \cup \{\text{ObservedState}\} \\
\text{Candidates} & \leftarrow \text{Candidates} \cup \{\text{ObservedState}\} \\
\text{Events}[C, \text{ObservedState}] & \leftarrow \text{PerformanceCounters}
\end{align*}
\]

Issue 3. To be valid, the matching between observable states and system states must be consistent with the transitions of both protocols. That is, the function \( \text{Decode} \) has to be a simulation relation: \( \forall o \in \mathcal{R}^n, \forall c \leq n, \forall i \in \text{requests}, \text{Decode}(\text{Reach}(o, \langle i, c \rangle))) = \text{Tr}_i^c(\text{Decode}(o), \langle i, c \rangle)). \)

Example 25. For the T4240, the observable state \( f_0 = \langle \text{Dirty}=\text{false}, \text{Valid}=\text{false}, \text{Share}=\text{false}, \text{Exclusive}=\text{false}, \text{LastReader}=\text{false} \rangle \) is the initial observable state and corresponds to the \( I \) stable state; whereas \( f_1 = \langle \text{Dirty}=\text{false}, \text{Valid}=\text{true}, \text{Share}=\text{false}, \text{Exclusive}=\text{true}, \text{LastReader}=\text{false} \rangle \) seems to be \( E \). When running the benchmark \( \langle \text{load}, 1 \rangle \) on core 1 from \( f_0 \), the reached observable state is \( f_1 \), which allows for the possibility of \( f_1 \) being \( E \).
Observable Events

The performance registers can count the number of occurrences of predefined events. While the name and identification code for each performance event is indicated in the architecture’s documentation, the meaning behind their name is not always obvious.

- **Property 4 (T4240 Performance Counters).** Below is a list of the events of interest, as well as their meaning based on our understanding.
  - **L2 Data Accesses** Accesses made to the L2 cache.
  - **L2 Snoop Hits** External queries on a memory element held by this cache.
  - **L2 Snoop Pushes** Replies given to snooped queries.
  - **External Snoop Requests** External queries.
  - **L2 Reloads From CoreNet** Replies received.
  - **L2 Snoops Causing MINT** Replies to a snooped query when holding the memory element in a dirty (modified) state.
  - **L2 Snoops Causing SINT** Replies to a snooped query when holding the memory element in a clean (unmodified) state.
  - **CPU Cycles**

- **Definition 26 (Observable Cache Controller Associated Events).** Let us consider an architecture with \( p \) integer counters, an observable event \( f \) for a cache controller is a combination of values of the counters \( o = \langle f_1, \ldots, f_p \rangle \). The set of cache controller associated events that can be really observed on a given architecture is denoted by \( N \).

- **Issue 4.** To be valid, the matching between observable states and system states must be consistent with the events associated with the transitions of both protocols. That is, for single instructions, \( \forall o \in \mathbb{R}^n, \forall c \leq n, \forall i \in \text{requests}, \forall j \in 1..n, \)
  \[
  \text{Events}[o, \text{Reach}(o, \langle i, c \rangle), j] = \text{NbEvents}(\text{Decode}(o) \rightsquigarrow^{(i,c)} \text{Decode}((\text{Reach}(o, \langle i, c \rangle))))]
  \]
  where Events stores the performance counters, seen from core \( j \), in the benchmark going from \( o \) to Reach\( (o, (i, c)) \) (as done in the algorithm of step 1).

  For multiple simultaneous instructions: \( \forall o \in \mathbb{R}^n, \forall e_1, \ldots, e_n \in \text{requests} \cup \{ - \}, \forall j \in 1..n, \forall s \in \text{Reach}_m(o, \langle e_1, \ldots, e_n \rangle), \text{Events}[o, s, j] = \text{NbEvents}(\text{Decode}(o) \rightsquigarrow^{(e_1, \ldots, e_n)} \text{Decode}(s), j). \)

- **Example 27.** Continuing Example 25, when running the benchmark \( \langle \text{load}, 1 \rangle \) on core 1 from \( f_0 \), we also collect the observable events and we observe that: on core 1, there are 2 **L2 Data Accesses** (1 for the data-e, all such messages are duplicated as explained in the next section) and 1 **L2 Reloads From CoreNet** (1 for the GetS); on core 2, there is 1 **External Snoop Requests** (1 for the GetS); which still allows \( f_1 \) to be \( E \).

- **Definition 28 (Step 2: Reachability Analysis with Simultaneous Requests).** In addition to step 1 (see Definition 24), for the multiple simultaneous requests, we need to run additional benchmarks. The idea is similar, except that instead of running benchmark\( (C, \langle \text{instr}, k \rangle) \), we apply benchmark\( (C, \langle \text{instr}_1, \ldots, \text{instr}_n \rangle) \) for the tuples \( \langle \text{instr}_1, \ldots, \text{instr}_n \rangle \) in a pre-computed list.

- **Example 29.** Consider that we have run the benchmark \( \langle \text{load}, \text{store}, - \rangle \) from the initial state and we believe that this coincides with the path \( \langle I, I, I \rangle \rightsquigarrow^{(\text{load,store,}-)} \langle I, M, M \rangle \) then we have to count on the core 1: 1 access to the interconnect, 2 queries and 2 data replies.
5 Evaluating Cache Coherence on the T4240

In this section, we illustrate our proposed process by attempting to validate the MESI protocol we defined on the NXP QorIQ T4240 architecture. Much to our surprise, the results quickly conclude that this architecture does not implement MESI.

5.1 The NXP QorIQ T4240 Experimental Setup

![Figure 4](image)

Configuration of the T4240.

![Figure 5](image)

Exposing Cache Eviction.

In order to limit the mechanisms observed to the L2 cache coherence, we chose to disable the architecture’s L1 Data caches. Furthermore, we only consider a single core (and execution thread) per cluster, and thus, per L2 cache. In an attempt at reducing the impact of instruction fetching, we keep the L1 Instruction caches enabled. Lastly, our system only uses a single memory controller. Thus, our configuration resembles the one shown in Figure 4, the remaining hardware configuration being left to what it is by default.

The NXP QorIQ T4240 architecture does not feature the `evict` instruction. The closest available instruction (dcbi, Data Cache Block Invalidate) results in the element being evicted from all the caches, which is significantly different, unless that element has been marked as ignored by cache coherence (which is then pointless for our purposes). Since our benchmarks are very small programs dealing almost exclusively with the set of experimental memory elements, we replaced the application of an `evict` on all of the memory elements with a simple invalidation of the whole local cache, which does still involve cache coherence.

While related to caches and an important factor of their performance, the issue of replacement policy is orthogonal to the cache coherence protocol. Thus, we do not want its effects to be mixed in our benchmarks. Through testing (see Figure 5), we concluded that caches started evicting cache lines when holding somewhere between 8000 and 9000 of them. From the information given in [13], we speculate that this corresponds to the 8192 cache lines held in a bank.

5.2 Partial Matching of States with Step 1

We listed and named every combination we have encountered in Table 2. We made an initial matching that seems coherent with the flags name, but that still needs to be checked by looking at the transitions. We denote by a b suffix the states observed on the platform.

We check the property required by Issue 3 that applying any request (load, store, and evict) from a matched state leads to the correct matched state. Table 3 shows the original and destination state for a memory element on each of the three clusters according...
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Table 2 Stable States of the T4240 L2 Caches Protocol.

<table>
<thead>
<tr>
<th>State</th>
<th>Dirty</th>
<th>Valid</th>
<th>Share</th>
<th>Exclusive</th>
<th>LastReader</th>
</tr>
</thead>
<tbody>
<tr>
<td>M_b</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>E_b</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>I_b</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>φ_b</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>χ_b</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

Table 3 State Changes.

<table>
<thead>
<tr>
<th>Origin</th>
<th>Destination (Load,,-,-)</th>
<th>Match</th>
<th>Destination (Store,,-,-)</th>
<th>Match</th>
<th>Destination (Evict,,-,-)</th>
<th>Match</th>
</tr>
</thead>
<tbody>
<tr>
<td>(I_b, I_b, I_b)</td>
<td>(E_b, I_b, I_b)</td>
<td>(I_b, E_b, I_b)</td>
<td>(φ_b, I_b, I_b)</td>
<td>(I_b, χ_b, I_b)</td>
<td>(χ_b, I_b, I_b)</td>
<td>(S, S, I)</td>
</tr>
<tr>
<td>(I_b, I_b, I_b)</td>
<td>(E_b, I_b, I_b)</td>
<td>(E_b, I_b, I_b)</td>
<td>(S, S, S)</td>
<td>(S, I, S)</td>
<td>(I_b, I_b, I_b)</td>
<td>(I, I, I)</td>
</tr>
<tr>
<td>M_b, I_b, I_b</td>
<td>(S, I, I)</td>
<td>(I_b, I_b, M_b)</td>
<td>(I, I, M)</td>
<td>(I_b, I_b, I_b)</td>
<td>(I_b, I_b, I_b)</td>
<td>(I, I, I)</td>
</tr>
<tr>
<td>(I_b, I_b, I_b)</td>
<td>(φ_b, I_b, I_b)</td>
<td>(φ_b, I_b, I_b)</td>
<td>(S, I, I)</td>
<td>(I_b, I_b, I_b)</td>
<td>(I_b, I_b, I_b)</td>
<td>(I, I, I)</td>
</tr>
<tr>
<td>(I_b, I_b, I_b)</td>
<td>(φ_b, I_b, I_b)</td>
<td>(φ_b, I_b, I_b)</td>
<td>(S, I, I)</td>
<td>(I_b, I_b, I_b)</td>
<td>(I_b, I_b, I_b)</td>
<td>(I, I, I)</td>
</tr>
<tr>
<td>(I_b, I_b, I_b)</td>
<td>(φ_b, I_b, I_b)</td>
<td>(φ_b, I_b, I_b)</td>
<td>(S, I, I)</td>
<td>(I_b, I_b, I_b)</td>
<td>(I_b, I_b, I_b)</td>
<td>(I, I, I)</td>
</tr>
<tr>
<td>(I_b, I_b, I_b)</td>
<td>(φ_b, I_b, I_b)</td>
<td>(φ_b, I_b, I_b)</td>
<td>(S, I, I)</td>
<td>(I_b, I_b, I_b)</td>
<td>(I_b, I_b, I_b)</td>
<td>(I, I, I)</td>
</tr>
<tr>
<td>(I_b, I_b, I_b)</td>
<td>(φ_b, I_b, I_b)</td>
<td>(φ_b, I_b, I_b)</td>
<td>(S, I, I)</td>
<td>(I_b, I_b, I_b)</td>
<td>(I_b, I_b, I_b)</td>
<td>(I, I, I)</td>
</tr>
<tr>
<td>(I_b, I_b, I_b)</td>
<td>(φ_b, I_b, I_b)</td>
<td>(φ_b, I_b, I_b)</td>
<td>(S, I, I)</td>
<td>(I_b, I_b, I_b)</td>
<td>(I_b, I_b, I_b)</td>
<td>(I, I, I)</td>
</tr>
<tr>
<td>(I_b, I_b, I_b)</td>
<td>(φ_b, I_b, I_b)</td>
<td>(φ_b, I_b, I_b)</td>
<td>(S, I, I)</td>
<td>(I_b, I_b, I_b)</td>
<td>(I_b, I_b, I_b)</td>
<td>(I, I, I)</td>
</tr>
<tr>
<td>(I_b, I_b, I_b)</td>
<td>(φ_b, I_b, I_b)</td>
<td>(φ_b, I_b, I_b)</td>
<td>(S, I, I)</td>
<td>(I_b, I_b, I_b)</td>
<td>(I_b, I_b, I_b)</td>
<td>(I, I, I)</td>
</tr>
<tr>
<td>(I_b, I_b, I_b)</td>
<td>(φ_b, I_b, I_b)</td>
<td>(φ_b, I_b, I_b)</td>
<td>(S, I, I)</td>
<td>(I_b, I_b, I_b)</td>
<td>(I_b, I_b, I_b)</td>
<td>(I, I, I)</td>
</tr>
<tr>
<td>(I_b, I_b, I_b)</td>
<td>(φ_b, I_b, I_b)</td>
<td>(φ_b, I_b, I_b)</td>
<td>(S, I, I)</td>
<td>(I_b, I_b, I_b)</td>
<td>(I_b, I_b, I_b)</td>
<td>(I, I, I)</td>
</tr>
</tbody>
</table>

According to Table 3 we match each observed stable state with one of the formal ones. The M_b, E_b, and I_b states we observed perfectly match their M, E, and I counterparts from the MESI protocol. The S state, however, seems to match our observations of both the φ_b and I_b states. Indeed, when starting from (I_b, I_b, M_b) and performing a load operation on the first cluster, we end up with two different states, φ_b and χ_b, where we would have expected to see two of the S state equivalent. The same occurs when starting from (I_b, I_b, E_b). By itself, this observation is not sufficient to conclude that there is a discrepancy between the protocol we defined and the one observed on the architecture.

As we go through the different transitions from one stable state to another, we observe that performing an evict on either φ_b or χ_b does not affect the other caches' state, which means that reaching either (χ_b, I_b, I_b) or (φ_b, I_b, I_b) (or any permutation of these clusters)
is possible. In addition, the previous step showed that there is no way to have a system in which two clusters hold the same memory element in the $\phi_b$ state: the first cluster to reach the $\phi_b$ moves to the $\chi_b$ state upon seeing the other’s query. Neither is it possible to have all three clusters in the $\chi_b$ state: the last cluster to load from $I_b$ always enters $\phi_b$, and there is no way to reach $\phi_b$ other than doing exactly that.

5.3 Consolidated Matching of States with Observable Events

Table 4 Unexpected Behaviors.

<table>
<thead>
<tr>
<th>Origin</th>
<th>Expected</th>
<th>Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\langle I_b, I_b, I_b \rangle$</td>
<td>8000 L2D Accesses, 8000 Reloads From CoreNet</td>
<td>16000 L2D Accesses, 8000 Reloads From CoreNet, 1166700 CPU Cycles</td>
</tr>
<tr>
<td>$\langle I_b, I_b, \phi_b \rangle$</td>
<td>8000 L2D Accesses, 8000 Reloads From CoreNet</td>
<td>16000 L2D Accesses, 8000 Reloads From CoreNet, 850600 CPU Cycles</td>
</tr>
<tr>
<td>$\langle I_b, I_b, \chi_b \rangle$</td>
<td>8000 L2D Accesses, 8000 Reloads From CoreNet</td>
<td>16000 L2D Accesses, 8000 Reloads From CoreNet, 1172600 CPU Cycles</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Origin</th>
<th>Expected</th>
<th>Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\langle I_b, I_b, I_b \rangle$</td>
<td>8000 External Snoop Requests</td>
<td>8000 External Snoop Requests</td>
</tr>
<tr>
<td>$\langle \phi_b, I_b, I_b \rangle$</td>
<td>8000 L2 Snoop Hits, 8000 External Snoop Requests</td>
<td>8000 L2 Snoop Hits, 8000 L2 Snoop Pushes, 8000 External Snoop Requests, 8000 SINTs</td>
</tr>
<tr>
<td>$\langle \chi_b, I_b, I_b \rangle$</td>
<td>8000 L2 Snoop Hits, 8000 External Snoop Requests</td>
<td>8000 L2 Snoop Hits, 8000 External Snoop Requests</td>
</tr>
</tbody>
</table>

While observing the existence of the $\chi_b$ and $\phi_b$ states may not have been sufficient to contradict a MESI protocol, they definitely did put it into question and so we prioritized furthering their analysis.

Table 4 shows our observations when loading a dataset of 8000 unique memory elements from the $I_b$ state. The upper table indicates what is recorded on the cluster performing the load operations and the bottom table corresponds to what is recorded on the farthest cluster, hence the symmetry of origin state and of operation between the two tables. The $\langle I_b, I_b, I_b \rangle$ is given as a reference point. Indeed, the other lines involve either $\chi_b$ or $\phi_b$, which we have so far assumed to be equivalent to an $S$ state, meaning that the results ought to have been the same in all the lines of this first table.

The first surprising result is that we consistently observed twice the amount of expected L2D accesses. While it is odd, we do not consider it to be a sufficient contradiction of our proposed definition, as it holds true for every single one of our benchmarks.

Much more interesting is the hint of a truly unexpected behavior found in the upper table, where the $\langle I_b, I_b, \phi_b \rangle$ benchmarks is performed using less CPU cycles than the others. Looking at what happens on the bottom table for the symmetrical line, we can see that the
cache holding the memory elements in the $\varphi_b$ is actually providing them to the demanding cluster. This is in clear contradiction with our understanding of the architecture’s protocol. Furthermore, this is not simply a case of having a different behavior for what should be the $S$ state: the $(\chi_b, I_b, I_b)$ line of the bottom table indicates that no such thing is happening for memory elements in the $\chi_b$ state. This allows us to conclude that $\varphi_b$ and $\chi_b$ are, in fact, two completely separate stable states. This confirms that the NXP QorIQ T4240 architecture does not use MESI as its coherence protocol.

### 6 Formal MESIF Description

From the observations we made, we believe the implemented protocol to be MESIF. Table 5 shows our formal definition of the MESIF protocol.

The MESIF protocol [17] adds a *Forward* stable state. This state is equivalent to a *Shared* state with the added constraint of being responsible for the propagation of the memory element’s current value. Thus making it possible to avoid reading from the system’s main memory even when multiple caches hold the same memory element. Unlike the *Exclusive* state, it does not allow the cache to upgrade to a *Modified* state by itself, since the other caches still have to be informed that their copies are out-of-date.

As with any stable state that gives a cache the responsibility of propagating the memory element’s current value, the challenge lies in determining when a cache can enter that state, and making sure that the responsibility is properly transferred when the cache leaves it.

The coherence manager keeps track of which cache holds memory elements in the *Forward* state. As this cache cannot actually make modifications while in this state, informing the coherence manager that it was left does not require sending any kind of data message: a simple PutM query broadcast is sufficient.

A cache moving from *Forward* to *Modified* still has to broadcast a GetM query and process all the queries that preceded before proceeding. We assume that if the cache still is responsible for the propagation of the memory element when it sees its own GetM query (meaning that it stayed in the FM state), then it should be able to simply move to the *Modified* state without receiving any data reply. However, if the responsibility was lost (because of either an external GetS or GetM query), then it will need to re-acquire the current value of the memory element as a data reply before entering the *Modified* state.

### 7 Validating MESIF on the T4240

We apply again our validation strategy, this time with the MESIF protocol. First, we match the observable states with the stables: we now identify $\varphi_b$ as corresponding to the $F$ state, making the name $F_b$ more appropriate. Likewise, the $\chi_b$ state is now named $S_b$, as it does appear to correspond to the $S$ state.

Overall, our results confirm a MESIF protocol, albeit differing in some of the implementation choices. For the sake of brevity, we omitted all the results that were exactly as expected.

**No store Optimization on F**

Our MESIF protocol formalization considers that performing a store on $F$ does not require a data reply if no other query occurs simultaneously, since that particular cache is the one in charge of distributing the value. However, the performance monitors on the T4240 show that the memory elements were actually received again (CoreNet Reloads) and that the $F$
Table 5 Description of the MESIF protocol.

<table>
<thead>
<tr>
<th>State</th>
<th>Core Request</th>
<th>Interconnect Access</th>
<th>Data Reply</th>
<th>Received Queries</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>load</td>
<td>store</td>
<td>strict</td>
<td>hit</td>
</tr>
<tr>
<td>IPF'</td>
<td>stall</td>
<td>stall</td>
<td>stall</td>
<td>IF</td>
</tr>
<tr>
<td>IF'</td>
<td>stall</td>
<td>stall</td>
<td>stall</td>
<td>F</td>
</tr>
<tr>
<td>IS'</td>
<td>stall</td>
<td>stall</td>
<td>stall</td>
<td>r'data, r/0</td>
</tr>
<tr>
<td>IS'I</td>
<td>stall</td>
<td>stall</td>
<td>stall</td>
<td>load hit, r'data, r/0</td>
</tr>
<tr>
<td>IM'</td>
<td>stall</td>
<td>stall</td>
<td>stall</td>
<td>IN'</td>
</tr>
<tr>
<td>IM'I</td>
<td>stall</td>
<td>stall</td>
<td>stall</td>
<td>M</td>
</tr>
<tr>
<td>IM'S</td>
<td>stall</td>
<td>stall</td>
<td>stall</td>
<td>store hit, r'data, r/0</td>
</tr>
<tr>
<td>IM'SI</td>
<td>stall</td>
<td>stall</td>
<td>stall</td>
<td>store hit, r'data, s'mno-data</td>
</tr>
<tr>
<td>B</td>
<td>hit</td>
<td>Get'S, IM'</td>
<td>hit</td>
<td>I</td>
</tr>
<tr>
<td>F</td>
<td>hit</td>
<td>Get'S, IP', PutM, PI'</td>
<td>hit</td>
<td>s'mno-data, s</td>
</tr>
<tr>
<td>SNF'</td>
<td>hit</td>
<td>stall</td>
<td>stall</td>
<td>s'mno-data</td>
</tr>
<tr>
<td>FN'</td>
<td>hit</td>
<td>stall</td>
<td>stall</td>
<td>s'mno-data</td>
</tr>
<tr>
<td>IM'</td>
<td>hit</td>
<td>stall</td>
<td>stall</td>
<td>r, s, IM'</td>
</tr>
<tr>
<td>SNI</td>
<td>hit</td>
<td>stall</td>
<td>stall</td>
<td>store hit, r'data, r/0</td>
</tr>
<tr>
<td>SN'S</td>
<td>hit</td>
<td>stall</td>
<td>stall</td>
<td>store hit, r'data, s'mno-data, r/0</td>
</tr>
<tr>
<td>SN'SI</td>
<td>hit</td>
<td>stall</td>
<td>stall</td>
<td>store hit, r'data, s'mno-data, r/0, I</td>
</tr>
<tr>
<td>M</td>
<td>hit</td>
<td>hit</td>
<td>Put'M, MI'</td>
<td>s'mno-data, s</td>
</tr>
<tr>
<td>MI'</td>
<td>hit</td>
<td>hit</td>
<td>stall</td>
<td>s'mno-data, I</td>
</tr>
<tr>
<td>IF'</td>
<td>stall</td>
<td>stall</td>
<td>stall</td>
<td>I</td>
</tr>
<tr>
<td>E</td>
<td>hit</td>
<td>hit, M</td>
<td>Put'M, EI'</td>
<td>s'mno-data, s</td>
</tr>
<tr>
<td>EI'</td>
<td>stall</td>
<td>stall</td>
<td>stall</td>
<td>s'mno-data, I</td>
</tr>
<tr>
<td>FI'</td>
<td>hit</td>
<td>hit</td>
<td>stall</td>
<td>I</td>
</tr>
</tbody>
</table>

Coherence Manager

<table>
<thead>
<tr>
<th>State</th>
<th>Received Queries</th>
<th>PutM (Owner)</th>
<th>PutM (Other)</th>
<th>Data Reply</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GetS</td>
<td>GetM</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>read, s'mno-data, r, s, M</td>
<td>s'mno-data, r, s, M</td>
<td>-</td>
<td>write, IoF'</td>
</tr>
<tr>
<td>M</td>
<td>r, s, IP'</td>
<td>r, s</td>
<td>r, s, IP'</td>
<td>-</td>
</tr>
<tr>
<td>IF'</td>
<td>stall</td>
<td>stall</td>
<td>stall</td>
<td>-</td>
</tr>
<tr>
<td>SI'</td>
<td>stall</td>
<td>stall</td>
<td>stall</td>
<td>-</td>
</tr>
<tr>
<td>IoF'</td>
<td>r, s, IP'</td>
<td>r, s, M</td>
<td>r, s, IP'</td>
<td>-</td>
</tr>
<tr>
<td>S</td>
<td>read, s'mno-data, r, s, M</td>
<td>s'mno-data, r, s, M</td>
<td>-</td>
<td>write, IoF'</td>
</tr>
<tr>
<td>F</td>
<td>r, s, M</td>
<td>r, s, M</td>
<td>r, s, S</td>
<td>-</td>
</tr>
</tbody>
</table>
cache is not sending them to itself (Snoop Pushes). This may be a standard implementation choice for MESIF, and exactly the kind we believe important for the architecture’s user to know about.

<table>
<thead>
<tr>
<th>Origin</th>
<th>Behavior</th>
<th>Expected</th>
<th>Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\langle E_b, I_b, I_b \rangle)</td>
<td>(\langle \text{store}, -, - \rangle)</td>
<td>8000 L2D Accesses</td>
<td>16000 L2D Accesses, 248532 CPU Cycles</td>
</tr>
<tr>
<td>(\langle F_b, I_b, I_b \rangle)</td>
<td>(\langle \text{evict}, -, - \rangle)</td>
<td>8000 L2D Accesses</td>
<td>16000 L2D Accesses, 8000 CoreNet Reloads, 252900 CPU Cycles</td>
</tr>
</tbody>
</table>

### Odd Results with \texttt{evict} on \(\mathcal{M}\)

Eviction from \(\mathcal{M}\) yielded surprising results. Indeed, if not for the absence of any External Snoop Requests, these values are what one would expect to see when a cache in the \(\mathcal{M}\) state sees another cache’s \texttt{GetM} query. The number of L2D Accesses are not significant in this benchmark since, as previously indicated, we do not perform separate \texttt{evict} operations on each memory element but rather a general eviction of that particular cache.

<table>
<thead>
<tr>
<th>Origin</th>
<th>Behavior</th>
<th>Expected</th>
<th>Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\langle E_b, I_b, I_b \rangle)</td>
<td>(\langle \text{evict}, -, - \rangle)</td>
<td>8000 L2D Accesses</td>
<td>42 L2D Accesses, 22400 CPU Cycles</td>
</tr>
<tr>
<td>(\langle M_b, I_b, I_b \rangle)</td>
<td>(\langle \text{evict}, -, - \rangle)</td>
<td>8000 L2D Accesses, 8000 Snoop Pushes</td>
<td>42 L2D Accesses, 8000 Snoop Hits, 8000 Snoop Pushes, 8000 MINTs, 65700 CPU Cycles</td>
</tr>
</tbody>
</table>

### Better Coherence Manager

While we are unable to see the coherence manager, we still tried to expose the issue we mentioned in Example 2, where the coherence manager is unable to grant the Exclusive state when all caches evicted from \(\mathcal{S}\). As it happens, our benchmark showed that the Exclusive was indeed reached, pointing to either a better coherence manager being used, or some other co-ordination strategy.

### Simultaneous Events Behaviors

Considering the limited control and observation points available to us on the platform, performing benchmark to validate the simultaneous events behaviors is particularly difficult. We have observed multiple observable states for a same combination of multiple events as expected but we are unable to detect whether the transactions that fulfilled the request of each core interlaced or if they were simply resolved in a sequence. In the latter case, all the behaviors correspond to single event ones instead. Furthermore, the possibility of an optimization being present on the architecture for certain scenarios is hardly detectable.
8 Related Works

Cache Coherence Error Detection

[11] proposes the detection of design issues in the architecture by automatically generating and performing tests on a simulation of that architecture. Indeed, while the protocol itself may be correct, its implementation and interaction with other components can still be a source of issues. In effect, this also performs a validation of the protocol on the architecture through tests, but it requires a valid model of the architecture to already be available. [20] also proposes a framework for automated test generation, this time focused on validating memory controllers according to models of the behaviors they are supposed to follow.

A number of papers propose the inclusion of hardware to implement redundant coherency mechanisms which are continuously compared with the primary ones. [6] is such a paper: it runs a simplified (stable states only) coherence protocol alongside the real one, reacting to every query and instruction. It detects local errors by comparing the cache line states according to the simplified protocol with their states according to the real protocol. It also detects errors related to the system entering an invalid coherence state by having each cache broadcast its state according to the simplified protocol so that the others can react if it is incompatible with theirs (e.g. a cache in the M state entering the broadcast of another cache signaling it entered M as well). [33]’s solution is similar, with the exception that the states are not broadcasted. Instead, a centralized checking unit simply accesses them to check whether the system entered an invalid coherence state. In terms of detected mismatches, this is the equivalent of continuously performing the flags matching step of our strategy.

[22] proposes keeping a short backlog of relevant coherence mechanisms information (state of outgoing/incoming messages, state of cache lines) at each cycle. The information captured at each cycle is first studied in isolation, using invariants to check that the protocol would indeed allow the system to reach such a state. Then, the protocol is applied to the system state that was logged at each cycle to check that the result is compatible with the system state that was logged in the next cycle. [10] presents CoSMa, another solution making use of a backlog, but this time it is stored within the caches themselves instead of a separate component. The system periodically stops its activities to go perform a coherence check and detect if any error have occurred. The authors point out that this is not meant to be ran in production, but instead as a post-silicon validation process, which should be done prior to the product’s release. Compared to the approaches from the previous paragraph, these two go further, by including the validation of behaviors.

Cache Coherence Profiling & Modeling

By successfully validating that the formally defined protocol indeed matches what is implemented on the architecture, a model of part of the platform can be created so as to verify properties relevant to the user. An important such property being the WCET, and its computation for multi-core systems is difficult and the subject of many publications. [25] provides a general survey for WCET in multi-core systems, and [24] provides another survey, this time focused on caches.

Much like our own approach, [4] and [16] make use of benchmarks and monitors to learn the characteristics of a given architecture. Their focus is on exposing unexpectedly shared resources by overwhelming them through stress testing.

We ourselves have used timed automata for the modeling of platform and program in [30], with a focus on the identification of interferences (negative impact caused by external queries). Timed automata were also used in models aimed at WCET computation [8,19].
WCET is also strongly impacted by cache eviction policies, which we did not address in this paper. Solutions to analyze the impact of cache eviction are plenty [15, 18, 23, 32], especially since this problematic predates multicore processors.

To ease WCET computation, some cache coherence protocols are designed to be predictable in their impact on runtime, such as [21]. This does not, however, remove the need for the coherence protocol implementation to be properly identified and validated. Another way to make WCET computation easier is to limit what is being affected by cache coherence. For example, [7] leverages sensible scheduling so that parts of the program that require access to the bus are less likely to be happening simultaneously; [27] also makes use of careful scheduling, this time so that tasks can simply leave their results in cache so that it will be used by the next task without needing to be fetched; [2] suggests making use of the platform capabilities to better control what is kept in what cache, and what should be affected by coherence mechanisms.

Even if not interested in an easy to predict WCET, good understanding of the impact of cache coherence can be used to improve performance and/or reduce wasteful operations. [3] adds hardware that will consider each cache line as being write-through or write-back depending on what is preferable.

9 Conclusion

In this paper we presented a strategy to validate the user’s understanding of the cache coherence mechanisms implemented on an architecture. To illustrate our process, we applied it to the NXP QorIQ T4240 architecture, which we understood to be running MESI. We thus proposed a formal definition for a split-transaction bus MESI protocol, which we tried to validate using the aforementioned process. To our surprise, where we expected to only see differences in implementation choices, we learned that the architecture is in fact implementing MESIF. We validated this by proposing a formal definition for that protocol and re-applying the process a second time. This time, the results indicated a match, with the exception of a few implementation choices.

In the future, we will make measure on more temporal behavior from the NXP QorIQ T4240 architecture relative to the cache coherence to quantify the impact induced by cache coherence on software running on the cores. We will also extend our UPPAAL model from [30] to integrate several cache protocol, including MESIF, and to use real delay values so as to be able to offer the formal model of a validated system.
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1 Introduction

Simultaneous Multithreading (SMT) is a technology that allows a single physical computing core to act as two or more logical cores, or hardware threads. Ideally, enabling SMT allows multiple jobs to execute in parallel on a single core in significantly less time than would be required for the same jobs to execute sequentially. If this ideal can be achieved, the potential benefits are clear. Users in industry are eager to make more use of SMT; in particular, multiple developers have expressed interest to the U.S. Federal Aviation Administration (FAA) in using SMT in safety-critical systems [55].
Simultaneous Multithreading and Hard Real Time: Can It Be Safe?

Unfortunately, with SMT enabled, a task’s execution time is dependent on code that executes on other thread(s) of the same core. This fact makes it difficult to obtain worst-case execution times (WCETs) with SMT enabled, to the point that the real-time community has largely given up on SMT for hard real-time systems. However, multicore systems face problems with interdependence between scheduling and execution times even without SMT. Such problems make static timing analysis on multicore platforms extremely difficult, which has led to interest in Measurement Based Probabilistic Timing Analysis (MBPTA), a family of methods that determine probabilistic worst-case execution times (pWCETs) by sampling observed execution times [17, 20].

Considered problem. We claim the following: if a hard real-time task system $\tau$ can be guaranteed a given level of safety on a modern multicore architecture via MBPTA, enabling SMT can, in many cases, allow $\tau$ to run on fewer cores without sacrificing safety. We provide a formal definition of safety in Sec. 2. We justify this claim by providing and examining CERT-MT (Controlled Execution of Real Time with Multi-Threading), a scheduling framework based on a cyclic-executive scheduler and MBPTA timing analysis.

The CERT-MT framework. CERT-MT is a framework that includes both scheduling analysis and timing analysis designed to minimize uncertainties resulting from SMT. The overall structure of CERT-MT is illustrated in Fig. 1. The timing analysis of CERT-MT is based on MBPTA. We add to the MBPTA family of techniques by analyzing the probabilistic and statistical implications of basing timing analysis on worst observed execution times. As part of this analysis, we point out a potential source of error: the measurements used in MBPTA to build estimates may themselves be subject to stochastic variation.

Historically, there has been a separation of concerns in the real-time community between timing analysis and schedulability analysis. There are good reasons for this separation: both topics are complex on their own, making it difficult to address both within a single work. However, maintaining this separation comes at the cost of imprecise timing analysis that can be made safe only by resorting to more pessimism than needed. To avoid both unsafe conditions and excessive pessimism, CERT-MT is built around two key rules: first, conditions when testing tasks with MBPTA should match runtime conditions as closely as possible; second, timing analysis and scheduling decisions should be considered at the same time, since scheduling can affect task execution times. These are well-known, standard principles of measurement-based analysis; we consider scheduling and timing analysis simultaneously in deference to these principles.

Contribution and organization. We give an MBPTA method that is straightforward to use and, given basic assumptions about the underlying data, provides mathematically guaranteed results. Using this method, we analyze the execution times of tasks employing SMT and thereby show that using SMT can bring substantial benefits to hard real-time systems without sacrificing safety.

More specifically, in Sec. 3 we define the CERT-MT scheduler, which is designed to minimize variations of job execution times caused by SMT, and in Sec. 4, we give our new MBPTA method, which upper-bounds the likelihood of an observed maximum execution time being exceeded. This method, which is also applicable to systems without SMT, breaks new ground by accounting for the fact that if measurements contain any random elements, then any measurement-based estimate is itself a random variable. The theoretical work of Secs. 3 and 4 is backed by empirical results.
In Sec. 5, we present our experiments. First, in Sec. 5.1, we show that our timing analysis works very well in practice, even when certain assumptions underlying our analysis do not hold. Second, in Sec. 5.2, we discuss how enabling SMT affects the timing requirements of individual tasks. Finally, in Sec. 5.3, we give the results of a large-scale schedulability study built around the understanding of SMT behavior we have developed. In this study, CERT-MT enabled systems with total utilizations approaching 140% of the core count to be scheduled with no loss of safety. In Sec. 6, we conclude and discuss future research directions.

We add to existing work on MBPTA, but there are many elements within MBPTA we do not address. In order to focus on the role of SMT, we do not consider the role of interference from tasks on other cores, nor do we address the complex question of how to determine appropriate task inputs for timing analysis. For our benchmark tasks, we used the built-in inputs and proceeded to work under the assumption that they are appropriate. Finally, we do not consider how the probability of individual jobs exceeding stated costs affects the probability of larger system failures. We plan to address these topics in future work.

2 Background

In this section, we provide some basic background information about SMT, define our task and platform models, and give a brief overview of concepts related to MBPTA and pWCETs.

SMT basics. Modern superscalar cores execute multiple instructions per cycle, using instruction-level parallelism within jobs to decrease execution time. SMT extends this behavior by allowing multiple jobs to execute instructions within a single cycle. An overview is given in Ex. 1 below. More details can be found in Eggers et al. [22].

Example 1. Fig. 2 shows the effects of enabling SMT. At the top of Fig. 2, jobs of tasks $\tau_1$ and $\tau_2$ execute sequentially without SMT on a core that can accept two instructions per cycle. When fewer than two instructions are ready, as in cycles 2 and 3, execution resources are wasted. $\tau_1$ finishes in cycle 6 and $\tau_2$ in cycle 12.

In the middle of the figure, the same jobs execute in parallel with SMT enabled, reducing the number of lost cycles. Both tasks finish in cycle 8. In this case, SMT has the effect of delaying the completion of the darker-colored $\tau_1$, but speeding up the completion of the lighter $\tau_2$, since it does not have to wait for $\tau_1$ to complete before beginning its own execution.

The bottom shows SMT execution with the start of $\tau_2$ delayed; this delay actually causes $\tau_1$ to require more time to execute due to different interactions between the two tasks. For a detailed discussion of factors that can affect SMT execution, see Bulpin [10, 11].

Hardware platform. Our hardware platform $\pi$ consists of $m$ identical cores, each supporting two hardware threads. Different threads on the same core are referred to as sibling threads. Jobs scheduled on sibling threads are sibling jobs. Sibling jobs are said to be co-scheduled. It is not possible to adjust the priority of sibling jobs relative to one another; in particular, switching which job executes on which sibling thread has no effect. These conditions match those of Hyperthreading, Intel’s SMT implementation [25]. Jobs that do not use SMT are referred to as solo jobs.

Task model. We consider a hard real-time task system $\tau$ that consists of $n$ independent synchronous periodic, implicit-deadline tasks. More specifically, we assume there are no inter-task precedence constraints, critical sections, or other synchronization requirements. Each
task $\tau_i = (C_i, T_i)$ is defined by its execution cost, $C_i$, and its period, $T_i$. Time is continuous. The utilization of $\tau_i$ is given by $u_i = \frac{C_i}{T_i}$. Every task releases an unlimited number of jobs, with the $a^{th}$ job released by $\tau_i$ denoted by $\tau_{i,a}$. Jobs of $\tau_i$ are released every $T_i$ units of time and have a relative deadline of $T_i$; the $a^{th}$ job is released at time $r_{i,a} = T_i(a - 1)$ and has an absolute deadline at time $d_{i,a} = T_i \cdot a$. The system is scheduled correctly if it can be shown that no job will ever miss a deadline if all task execution costs are upper-bounded by $C_i$.

Typically, $C_i$ is said to give a task $\tau_i$’s WCET. Our $C_i$ values are determined based on pWCETs, or probabilistic WCETs. We give a more precise definition of $C_i$ below, after establishing some necessary statistical concepts.

We require task periods to be harmonic, i.e., every period must be an integer multiple of every smaller period. The least common multiple of all periods is referred to as the hyperperiod and denoted $H$. We add to this task model random variables that correspond to the execution times of individual jobs:

Definition 2. $E_i$ is a random variable corresponding to the execution time of a randomly selected job of $\tau_i$.

pWCETs and system safety. There are two problems with modeling a task based on its WCET. First, determining the true WCET may be prohibitively difficult, especially on a multicore machine. Second, if the WCET can be determined, it may be a very rare event that a job actually requires that many units of execution time, leading to very pessimistic scheduling if it is assumed that every job of $\tau_i$ will require its WCET; depending on the application, this pessimism may be unnecessary. As an alternative to WCETs, we could consider pWCETs instead.

Definition 3. $\tau_i$ has the pWCET $C^p_i$ if and only if execution times for $\tau_i$ follow a probability distribution such that

$$\Pr(E_i \leq C^p_i) = p$$

holds. We refer to $p$ as the provisioning level of $\tau_i$.

\footnote{In some sources, the distribution itself is referred to as the pWCET}
However, finding a task’s pWCET has its own problems. Validating that $C_i^p$ is a pWCET for a task $\tau_i$ requires a detailed understanding of the task’s behavior in many possible execution states and of the likelihoods of those states occurring. It can be argued that determining a pWCET is no more practical than determining a WCET. Furthermore, it is potentially dangerous to determine a pWCET based only on observed run-times. To understand why, consider a simpler problem: rolling a die. Finding exact probabilities of a given die roll result, which is analogous to a pWCET, requires detailed knowledge of the die’s physical properties, which is analogous to perfect knowledge of a task’s behavior. Lacking detailed knowledge of a die or task, we can make predictions based on observed past rolls or execution times. This method is practical, but does not produce a pWCET for the task.

▶ Example 4. We wish to know $\Pr(\text{an arbitrary future roll} \leq 5)$ for a given die, but we cannot examine the die directly. We only know the results of rolling the die in the past. Suppose that out of ten rolls, the maximum was 5. Any of the following are possible: the die has no faces greater than 5, the die has faces greater than 5 but these are unlikely to be rolled, or the die has faces greater than 5, which are reasonably likely to be rolled, but our set of ten rolls was not representative of the die’s true long term behavior. To illustrate the last case, rolling a fair six-sided die ten times gives

$$\Pr(\text{ten rolls} \leq 5 \mid \text{a fair six-sided die}) = \left(\frac{5}{6}\right)^{10} \approx 0.162.$$ 

Consequently, a naive interpretation of observed results, such as the rule that getting zero 6s out of ten rolls means a 6 is less likely than other roles, will frequently be wrong.

Any estimate we can collect from measured random data – such as the observed maximum given ten rolls – is a random variable, but to make probabilistic statements of the form $\Pr(\text{arbitrary future roll or execution time} \leq Y)$ where $Y$ is a constant rather than a random variable, we need more information than can be obtained by observing results. For a die, this would mean physically examining it. For a task, we would need static analysis, which is impractical for tasks utilizing SMT or in multicore systems. Since static timing analysis is impractical, we are left with measurement-based methods. With MBPTA, each trial is used to gather data, similarly to each roll of a die. A set of execution times is called a trace.

▶ Definition 5. A trace is an ordered set of execution times for a task and constitutes a finite-sized sample from the population of all possible execution times for that task. For trace $R$ with $|R|$ elements, let $\{R_1, R_2, \ldots, R_{|R|}\}$ be the ordered sample times within the trace. Let the maximum of the trace be denoted by $R_{\text{max}}$. Note that the $R_k$ values refer to times within a finite-sized sample, while $E_i$ is from the entire population of execution times.

The trace is analyzed to produce an estimate of future behavior. How to do so safely lies at the heart of MBPTA analysis. EVT methods attempt to use traces that are representative of possible task behaviors to produce an upper bound on $C_i^p$, typically much larger than the observed maximum execution time, for a given value of $p$. By doing so, practitioners can avoid many hazards associated with estimates based on purely random data. Unfortunately, how to obtain data that is sufficiently representative is very much an open question; there is no universal agreement on how to do so [17, 20, 36]. Consequently, it is not always possible to correctly apply EVT.

We use a different approach. We analyze a trace to produce a safe WCET, which accounts for both randomness in future behavior and randomness involved in creating the estimate.
Definition 6. Given a task $\tau_i$, a safe WCET $S^q_i$ is a random variable such that
\[ \Pr(E_i \leq S^q_i) = q \] (2)
holds given trace $R$ of $\tau_i$, where $R$ constitutes a random sampling of $\tau_i$’s possible execution times. We refer to $q$ as the safety level\(^2\) of $\tau_i$.

The difference between Defs. 3 and 6 is that, while $C^p_i$ in Def. 3 is a constant, $S^q_i$ is a random variable. In practice, the execution times forming $R$ may not actually be random, but we analyze $R$ as if they were. We formally state our assumptions regarding $R$ in Sec. 4. Later, in Sec. 5, we show empirically that our analysis holds even when applied to execution traces for which our assumptions of randomness may not. This approach of analyzing non-random data as if it were random may seem strange, but it is not original to us. In particular, pseudo-random number generators (pRNGs) actually produce values that are purely deterministic, but are then used to produce “randomness” that powers a vast variety of applications across many domains. Our traces do not exhibit the same degree of random-like behavior that is expected of widely-used pRNGs, but our experiments in Sec. 5 show the power of assuming randomness to gain insight into task behaviors.

Costs and correctness revisited. We define the execution-cost parameter $C_i$ in our model so that $C_i = S^q_i$ holds for a specified $q$. The traditional notion of correctness – all jobs are guaranteed to complete on time – cannot be adhered to without known upper bounds on all job execution times. For this reason, we supplement the binary idea of correctness with a quantifiable level of safety.

Definition 7. Task system $\tau$ is $q$-safe if all tasks have sWCETs with safety level at least $q$, and the system would be correctly scheduled if all tasks had true WCETs no greater than the stated sWCETs.

Some may question the wisdom of using sWCETs within a safety-critical context. However, probabilistic reasoning is already present within hard real-time contexts. In particular, FAA standards for commercial aircraft state acceptable failure rates, essentially giving a probabilistic bound. We are not weakening hard real-time correctness; we are making explicit a dependence on timing analysis that is often left implicit.

Determining an appropriate safety level is an application-specific decision. Our concept of safety is applicable to any system designed around an acceptable failure rate, which could include applications ranging from streaming media to aviation. We highlight aviation rules to show that probabilistic timing analysis does not preclude systems that have both hard real-time and safety-critical requirements.

Related work. The foundations of SMT were given by Tulsen et al. [67] and Eggers et al. [22] in the mid 1990s. SMT first became widely available in 2002, when it was made available on Intel processors [50], prompting works that gave detailed descriptions of SMT on Intel hardware [10, 11, 34, 64, 66], albeit outside of a real-time context.

Jain et al. [35] did early work on applying SMT to real time; they showed experimentally that significant performance gains in soft real-time systems are possible. Kato et al. [37, 38] gave algorithms for determining which tasks should share a core to maximize efficiency, provided that it is possible to statically determine execution costs of SMT-enabled tasks.

\(^2\) Note that $q$ is unrelated to safety integrity levels used in risk analysis, despite the similar name.
Cazorla et al. [16] and Gomes et al. [26, 27] have proposed ways to exert greater control over SMT timings by modifying the interaction between the operating system and the hardware, while Zimmer et al. [73] and Suito et al. [65] have proposed purpose-built hardware aimed towards real-time work with multithreading. Lo et al. [48] gave methods to limit real-time work to a small number of threads, executing non-real-time work only when safe to do so. Mische et al. [53] suggested using SMT to hide context-switch costs by using threads to switch task state in and out in the background. More recently, Osborne et al. [56, 58] have benchmarked SMT performance and given schedulability results within a soft real-time context based on worst-case observed execution times. Detailed analysis of Intel’s microarchitecture, including the resource constraints that are relevant with SMT, have been performed by Fog [25]. Scheduling with SMT is related to the more general case of scheduling in parallel any set of tasks that may influence one another’s execution times, as discussed by Andersson et al. [4].

Cyclic-executive (CE) scheduling was developed to combine high predictability with low run-time overheads [5, 47]. The essence of the method is to pre-compute a table stating when every job should execute. Recent work on CE scheduling for multicore platforms has focused on mixed-criticality scheduling [14, 12] and more efficient schedule computation [21].

The difficulties with guaranteeing execution costs in a multicore context arise from the possibility of tasks on different cores interfering with one another. An overview of these problems, and possible solutions, is given by Kim in his dissertation [40]. More specific concerns include cache conflicts [2, 9, 19, 41, 49, 69, 70], DRAM conflicts [29, 30, 68, 71, 72], memory bus conflicts [54, 63], general OS support [3, 18, 31], and I/O conflicts [39, 59].

MBPTA was first proposed by Burns and Edgar in 2000 [13], in part as a means to address the difficulty of timing analysis on complex processors; concerns over the practicality of static timing analysis predate multicore computing. Traditionally, EVT has required that execution times be identically and independently distributed [6, 24, 60]. This requirement has been an obstacle to the use of EVT, since observed execution times will often include statistical dependencies. One way real-time practitioners have worked around this limitation by has been by requiring that executions be performed with randomized caches [1, 7, 8, 32, 42, 43, 51, 52]. Others have explored ways to introduce randomness to execution traces after measurement is complete [45, 46]. Alternatively, the works of Leadbetter et al. [44] and Hsing [33] imply that variables need not be identically distributed so long as they are stationary – a data set is stationary if it maintains the same distribution over time – and either all values are independently distributed over time or extreme values are independent with respect to time (extremal independence). This fact has been used by Guet, Santinelli, and various co-authors in [28, 61, 62] and has been noted by Carzola et al. and Davis and Cucu-Grosjean in recent survey papers [17, 20].

### 3 The CERT-MT Scheduler

In this section, we describe the CERT-MT scheduler, which is a CE scheduler that allows for SMT. We do so in two parts. First, we describe the restrictions we place on jobs using SMT that will make our timing analysis possible. Second, we discuss the correctness conditions of CE schedulers and outline the construction of a mathematical optimization program that will produce a correct schedule for SMT-enabled tasks that adheres to our rules if one exists. We will return to the topic of timing analysis in Sec. 4.
3.1 Rules for Using SMT

Again, the fundamental rule of CERT-MT is that jobs employing SMT must execute as they are tested in determining execution times. To enforce this rule, we implement the following two sub-rules:

1. All jobs employing SMT must be simultaneously co-scheduled, as defined in Def. 8 below.
2. All jobs employing SMT must be executed non-preemptively. We include scheduler interruptions as preemptions.

> Definition 8. We say that two jobs are simultaneously co-scheduled if both begin execution simultaneously on sibling threads of the same core, and when one job completes, the remaining job continues on the same core with no sibling job until complete. We use $\tau_{i,a}$ and $\tau_{j,b}$ to denote the simultaneously co-scheduled jobs $\tau_i$ and $\tau_j$, $\tau_{i:j}$ to denote non-specific simultaneously co-scheduled jobs of $\tau_i$ and $\tau_j$.

With these sub-rules in place, we can enforce our primary rule – execution as tested – without creating an excessive timing-analysis burden. The first sub-rule allows us to limit our testing to simultaneously co-scheduled jobs, as opposed to considering, for example, what happens if $\tau_i$ begins executing as a solo job and $\tau_j$ begins later on the same core, similar to what we saw in the final case of Ex. 1 and Fig. 2. We thereby ensure that our timing analysis accounts for hardware resource sharing between jobs on the same core. From here onwards, we use the term “co-scheduled” to mean “simultaneously co-scheduled” since that is the only scheme we consider. Banning preemptions for SMT-enabled jobs is a precautionary step; while there exists substantial work on accounting for preemptions without SMT, no such work exists for SMT. In its absence, we choose to use a conservative approach. We allow for preemptions when not using SMT.

Disadvantages of non-preemptive scheduling. While requiring non-preemptive execution simplifies our timing analysis, it can make otherwise schedulable systems unschedulable, as shown in Ex. 9 below. The example does not explicitly reference SMT or co-scheduled jobs; we explain later how co-scheduled jobs can be treated as a single schedulable unit.

In a CE schedule, jobs are assigned to execute within specific time intervals called frames [5]. A correct schedule is built by assigning jobs to frames. We give a precise definition of frames – our definition elaborates on the standard one – in Def. 10 below, following Ex. 9.

> Example 9. Let $\tau$ be a task system with periods in the set \{10, 20\}, with some jobs having $T_i = 20$ and $C_i > 10$. Consider the frame size $f$ needed to execute $\tau$ non-preemptively. If $f > 10$ holds, then no job with $T_i = 10$ can be scheduled, since the first frame will not complete until after the deadline of the first job, so such a job could miss its deadline. If $f \leq 10$ holds, then no job with $C_i > 10$ can be scheduled, since the frame boundary causes a preemption by the scheduler.

To facilitate the scheduling of non-preemptive jobs, we allow the frame size to be defined per-core, rather than requiring one frame size for the entire platform. We replace the notation $f$ for a platform-wide frame size – the standard in CE scheduling – with $f(\ell)$.

---

3 Recall that we consider only independent tasks; we defer more complex systems to future work.
Definition 10. A frame is a time interval of length \( f(\ell) \) on core \( \ell \). Frames are indexed using \( g \), starting from \( g = 1 \), such that the \( g \)th frame on core \( \ell \) starts at time \( (g - 1) \cdot f(\ell) \) and ends at time \( g \cdot f(\ell) \). We require that no frame extends beyond the hyperperiod boundary, allowing the schedule to repeat every hyperperiod. The last frame per hyperperiod on core \( \ell \) has index \( g = \left\lfloor \frac{H}{f(\ell)} \right\rfloor \).

As a consequence of allowing multiple frame sizes, frames with the same indices may cover different lengths of time on different cores. For example, suppose that on a two-core system, \( f(1) = 10 \) and \( f(2) = 20 \). Frames 1, 2, and 3 of core 1 would start at times 0, 10, and 20, but frames 1, 2, and 3 of core 2 would start at times 0, 20, and 40. In addition, the maximum valid frame index varies based on \( f(\ell) \); since we only need to define a schedule for the first hyperperiod, we do not consider frames for which \( g \cdot f(\ell) > H \) holds.

Scheduling co-scheduled jobs. We define three scheduling parameters for co-scheduled job pairs: joint cost, joint release, and joint deadline. These parameters allow us to treat pairs of jobs as schedulable entities.

Definition 11. The joint cost to simultaneously execute jobs of \( \tau_i \) and \( \tau_j \) is given by \( C_{i:j} \), defined as the execution time for both jobs assuming they begin simultaneously. If \( i = j \), then \( C_{i:j} = C_i \), indicating solo execution for \( \tau_i \). Jobs with nothing co-scheduled are solo jobs.

As with single-task costs, determining \( C_{i:j} \) such that both jobs are absolutely guaranteed to complete is impractical. For this reason, we define \( C_{i:j} = S^q_{i:j} \) for a specified value of \( q \), with \( S^q_{i:j} \) analogous to \( S^q_i \) (Def. 6).

Definition 12. Let \( E_{i:j} \) be a random variable corresponding to the time required to simultaneously co-schedule a pair of randomly selected jobs of \( \tau_i \) and \( \tau_j \). We define the joint safe WCET (jsWCET) \( S^q_{i:j} \) of \( \tau_{i:j} \) to be a function of a trace \( R \) of \( \tau_{i:j} \) such that

\[
\Pr(E_{i:j} \leq S^q_{i:j}) = q
\]

holds. As with solo tasks, we assume \( R \) is a random sample, making \( S^q_{i:j} \) a random variable.

Our definition of safety (Def. 7) can be easily expanded to accommodate jsWCET values. Along with defining a joint cost for each pair, we define a joint release and joint deadline.

Definition 13. Given \( \tau_{i:a:j:b} \), the joint release and joint deadline are given, respectively, by

\[
\begin{align*}
  r(i.a,j.b) &= \max(T_i \cdot (a - 1), T_j \cdot (b - 1)) \\
  d(i.a,j.b) &= \min(T_i \cdot a, T_j \cdot b)
\end{align*}
\]

For the case where \( i = j \) and \( a = b \) – i.e., a solo job – the \( r \) and \( d \) terms are simply the job’s release time and absolute deadline.

In order for both jobs of a pair to finish on time, the pair must begin no sooner than \( r(i.a,j.b) \) – both jobs must have been released – and must finish no later than \( d(i.a,j.b) \) – prior to either jobs’ deadline.

---

4 This requirement weakens the typical CE requirement that \( f(\ell) \) divide \( H \) while still allowing the schedule over each hyperperiod to repeat.
3.2 Creating a Schedule

In this subsection, we review what it means for a CE scheduler to be correct and expand upon standard CE rules to apply to SMT and when frame size can vary. For now, we assume we have already determined safe execution costs for all tasks and pairs of co-scheduled tasks. We will discuss how to determine such costs in Secs. 4 and 5. A CE schedule is correct if the rules stated in Def. 14 below, adapted from Baker and Shaw [5], hold.

Definition 14. A CE schedule is correct if over the course of each hyperperiod: (i) all jobs are scheduled; (ii) any non-preemptable job is scheduled in exactly one frame; (iii) every job completes in a frame that ends no later than its deadline; (iv) no job executes in a frame that begins before its release; (v) the total execution time scheduled in each frame is no greater than the frame size; and (vi) no job executes in parallel with itself.

If we allow a particular job to execute on multiple cores, rule (vi) of Def. 14 becomes quite challenging. For this reason, we require that each job, with or without SMT, executes on only one core. However, a task may execute different jobs on different cores.

In a conventional CE scheduler, not permitting SMT and requiring one frame size across all cores, the assignment of jobs or job portions to frames so that the system is schedulable is the primary decision to make. With CERT-MT, additional decisions are needed: what frame size should be used for each core, on what core should each job be scheduled — with different frame sizes, cores are not interchangeable — and how, if at all, should jobs be co-scheduled? Even so, the requirements given for correctness in Def. 14 are unchanged.

However, these correctness requirements are more complicated, particularly since the scheduling decisions needed cannot be made independently. To make them, we employ a mathematical optimization program. To convert our correctness conditions into mathematical form, we define a variable for every possible job pair, core, and frame.

Definition 15. For \( i \neq j \), let the variable \( x(i.a, j.b, \ell, g) \) be defined as

\[
\begin{align*}
  x(i.a, j.b, \ell, g) &= \frac{\text{time budgeted for } \tau_{i,a,j,b} \text{ on core } \ell \text{ in frame } g}{C_{i,j}}.
\end{align*}
\]

This actually defines two variables for every pair of distinct jobs: one for which \( i < j \) holds, and a second for which the opposite is true. For \( i = j \), we define the variable only for \( a = b \) and keep the same definition with the provision that a solo job is said to be “simultaneously co-scheduled” with itself.\(^5\) We refer to these variables as the \( x \) variables.

Example 16. Let the task system \( \tau \) consist of \( \tau_1 = (7,5,10) \), \( \tau_2 = (5,20) \), \( \tau_3 = (5,20) \), \( \tau_4 = (10,20) \), and \( \tau_5 = (20,40) \). Furthermore, let \( C_{1,2} \) and \( C_{1,3} = 10 \). Fig. 3 shows a possible schedule for \( \tau \) on two cores (note that \( \tau \) has total utilization of 2.25; it cannot be scheduled on two cores without SMT), along with the non-zero corresponding \( x \) variables. Frame borders are indicated by dashed lines; we have \( f(1) = 10 \) and \( f(2) = 20 \). The first two variables, \( x(1.1, 2.1, 1, 1) \) and \( x(2.1, 1.1, 1, 1) \), show that the first jobs of \( \tau_1 \) and \( \tau_2 \) are co-scheduled in frame 1 of core 1 for 10 time units, their joint cost. The last variable listed, \( x(5.1, 5.1, 2, 2) \), shows that job 1 of \( \tau_5 \) is scheduled in frame 2 of core 2 for half of its total cost. Note that the preemption of \( \tau_{5,1} \) by the scheduler at time 20 is permitted, as our non-preemption requirement only applies to jobs using SMT.

\(^5\) We do not propose scheduling a job with a second copy of itself; we overload the term simultaneously co-scheduled to avoid constantly addressing solo jobs as a special case.
Figure 3 A possible schedule and corresponding $x$ variables for the task system of Ex. 16.  
\begin{align*}
x(1.1, 2.1, 1, 1) &= x(2.1, 1.1, 1, 1) = 1 \\
x(1.2, 3.1, 1, 2) &= x(3.1, 1.2, 1, 2) = 1 \\
x(1.3, 2.2, 1, 3) &= x(2.2, 1.3, 1, 3) = 1 \\
x(1.4, 3.2, 1, 4) &= x(3.2, 1.4, 1, 4) = 1 \\
x(4.1, 4.1, 2, 1) &= 1 \\
x(5.1, 5.1, 2, 1) &= 0.5 \\
x(4.2, 4.2, 2, 2) &= 1 \\
x(5.1, 5.1, 2, 2) &= 0.5 .
\end{align*}

We outline the constraints needed to build an optimization program that will produce a correct schedule for $\tau$ on platform $\pi$ if such a schedule exists. Rather than giving the full program here, we outline the constraints needed to fulfill the conditions of Def. 14. The full program is available online [57].

Our first constraint is needed to address the existence of two variables for every pair of jobs. We require that

$$x(i.a, j.b, \ell, g) = x(j.b, i.a, \ell, g)$$

holds. In Fig. 3, we see the first eight variables listed as pairs for this reason. Our remaining constraints fulfill the requirements of Def. 14.

(i) **All jobs are scheduled.** To guarantee that all jobs released over the hyperperiod are scheduled, we require that for all jobs $\tau_{i.a}$ released within the first hyperperiod, the $x$ variables corresponding to each job must sum to 1. Mathematically,\(^6\)

$$\forall i, a \sum_{j=1}^{n} \sum_{b=1}^{m} \sum_{\ell=1}^{n} \sum_{g=1}^{n} x(i.a, j.b, \ell, g) = 1.$$  

In our example, $\tau_1$ through $\tau_4$ fulfill this requirement by having one variable valued at 1 for each job within the hyperperiod; $\tau_5$ has two non-zero variables for its one job, which is scheduled in two different frames of core 2; each variable is valued at 0.5

(ii) **Any non-preemptable job must be scheduled in exactly one frame.** For $i \neq j$, we require that $x$ be an integer variable, which can be seen with the variables corresponding to $\tau_1$ through $\tau_3$ in Ex. 16. While each job of $\tau_4$ is also scheduled in a single frame, doing so is not necessary for a correct schedule, since $\tau_4$ does not use SMT.

---

\(^6\) Note that variables for which $i = j$ and $a \neq b$ do not exist per Def. 15. Here and elsewhere when $i = j$, $\sum_{b=1}^{n} \frac{n}{n}$ would more properly written as $\sum_{b=1}^{n}$. We leave it as is for the sake of brevity.
(iii) **Every job completes in a frame that ends no later than its deadline.** Frame $g$ of core $\ell$ ends at time $g \cdot f(\ell)$. We make the per-core frame size into a variable -- $f(\ell)$ for all $\ell \leq m$ -- and require that if a job is scheduled in a given frame, then the job’s deadline may be no sooner than the end of the frame. In our optimization program, we express this rule using the following constraint:

$$\forall i,a,j,b,\ell,g, \lceil x(i,a,j,b,\ell,g) \rceil \cdot g \cdot f(\ell) \leq d(i,a,j,b).$$

If $\lceil x(i,a,j,b,\ell,g) \rceil = 1$ holds, then the restriction is true if and only if the frame’s end time, $g \cdot f(\ell)$, is no more than the deadline. If $\lceil x(i,a,j,b,\ell,g) \rceil = 0$ holds, i.e., the job(s) is (are) not scheduled in frame $g$ of core $\ell$, making the frame size irrelevant, then the constraint is always true. While the ceiling operator is meaningless for non-preemptable co-scheduled jobs, which already have $x(i,a,j,b,\ell,g) \in \{0, 1\}$, it is necessary for the solo jobs to test whether any portion of the jobs is within frame $g$. This constraint holds in Fig. 3; using the first jobs of $\tau_1$ and $\tau_2$ as an example, we have

$$\lceil x(1.1,2.1,1,1) \rceil \cdot 1 \cdot f(1) \leq d(1.1,2.1)$$

$$1 \cdot 1 \cdot 10 \leq 10.$$

Observe also that scheduling $\tau_{1.1}$ anywhere other than frame 1 of core 1, given that $f(2) = 20$, would violate this constraint. In addition, constraint (v) below guarantees that every job can execute for its scheduled time within each frame.

(iv) **No job executes in a frame that begins before its release.** Frame $g$ of core $\ell$ begins at time $(g - 1) \cdot f(\ell)$. Consequently, we require

$$[x(i,a,j,b,\ell,g)] \cdot r(i,a,j,b) \leq (g - 1)f(\ell).$$

The logic here is similar to that in (iii) above; if $x(i,a,j,b,\ell,g) = 0$ holds, then the constraint will always be true. Otherwise, the job’s release must fall no later than the beginning of the frame for the constraint to hold. In Fig. 3, using the third job of $\tau_1$ and the second job of $\tau_2$ as examples, we have

$$[x(1.3,2.2,1,2)] \cdot r(1.3,2.2) \leq (3 - 1) \cdot f(1)$$

$$1 \cdot 20 \leq 2 \cdot 10.$$

(v) **The total execution time scheduled in each frame is no greater than the frame size.** Each $x$ variable requires that $x(i,a,j,b,\ell,g) \cdot C_{i,j}$ units of time be allocated to the corresponding job in the selected frame in order for the corresponding job or job pair to complete. Clearly, we must avoid overscheduling frames. The following constraint accomplishes that goal:

$$\forall \ell, g : \sum_{i=1}^{n} \sum_{a=1}^{\frac{n}{\ell}} \sum_{j=1}^{n} \sum_{b=1}^{\frac{n}{\ell}} x(i,a,j,b,\ell,g) \cdot C_{i,j} \leq f(\ell).$$

For example, $C_{1.2}$ and $f(1)$ are equal to 10 in Ex. 16, giving us

$$x(1.1,2.1,1,1) \cdot C_{1.2} \leq f(1)$$

$$1 \cdot 10 \leq 10$$

for frame 1 of core 1; note that all other variables connected to this frame, apart from $x(2.1,1.1,1,1)$, are equal to 0.
(vi) No job executes in parallel with itself. For non-preemptable jobs, this rule holds automatically, since every job is scheduled in exactly one frame. For preemptable solo jobs, we add the constraint
\[
\forall i, a, \ell \sum_{g=1}^{\lfloor H_f(\ell) \rfloor} x(i.a, i.a, \ell, g) \in \{0, 1\},
\]
which states that for every solo job, either all or none of it must be on a given core. In Ex. 16, this constrains each job of \(\tau_4\) and \(\tau_5\) to a single core.

If a correct schedule exists, then an optimization program that follows the above constraints can find one. Despite the name, there is no objective function that needs to be optimized; if a set of decision variables that fulfills all restrictions exists, a correct schedule can be formed by making the scheduling choices corresponding to those variables. In our experiments, we found that when executing this program on a platform with 24 cores, most systems containing in the range of 20 tasks on 4 or 8 cores could be scheduled within a few seconds; we counted as a failure any system for which we had not found a solution within 60 seconds. Since solving the optimization program is done offline, this time is acceptable for many applications.

4 Timing Analysis

In this section, we present the timing-analysis portion of CERT-MT. While using the observed maximum for task costs, as we do here, is somewhat common practice, we are not aware of any prior work that considers exactly what the observed maximum is telling us, nor that addresses the fact that the observed maximum may itself be a random variable.

We use our results here to analyze our benchmark tests, presented in Sec. 5. All discussions of job execution costs in this section also apply to costs for simultaneously co-scheduled pairs of jobs. As mentioned in Sec. 2, we analyze execution times as if they were random. More specifically, we assume for now that for any given task, the execution times of individual jobs follow Premise 1 below. In Sec. 5 we show empirically that we can safely predict task behavior even without Premise 1 in most cases.

▶ Premise 1. The following properties hold for \(E_i\) and all \(R_k \in R\): First, \(E_i\) and all values within \(R\) are drawn from the same probability distribution; second, individual \(R_k\) values are not dependent on \(k\); and third, individual \(R_k\) values are not dependent on other values within \(R\).

If we schedule our system using \(R_{\text{max}}\) as the task cost, how safe is that? More formally, consider Premise 2 below:

▶ Premise 2. Given task \(\tau_i\) and trace \(R\), assume that \(S_{q_i}^q\) is defined by \(S_{q_i}^q = R_{\text{max}}\).

Combining Premise 2 and Def. 6 gives
\[
\Pr(E_i \leq R_{\text{max}}) = q. \tag{5}
\]

We want to determine the value of \(q\). To do so, we need to consider both the relationship between \(E_i\) and \(R_{\text{max}}\) and that between \(R_{\text{max}} = S_{q_i}^q\) and \(C_p\) for an arbitrary value of \(p\). We make use of three basic rules of probability to determine \(q\), given below without proof. Using these rules, we give a lower bound for \(q\) in terms of \(p\) and \(|R|\) in Lemma 20 below.
Proposition 17. Let events $B_i$ through $B_v$ partition a probability space, and let $A$ be an event belonging to the same probability space. The law of total probability states that the following holds: $\Pr(A) = \sum_{i=1}^{v} \Pr(A | B_i) \cdot \Pr(B_i)$.

Proposition 18. Let $A$ be a possible outcome of a repeated random trial. It follows for a series of trials, where each trial’s result is independent from all previous results, that $\Pr(A \text{ holds for some trial}) = 1 - \Pr(A \text{ holds for no trials})$ holds.

Proposition 19. Let $A$ be a possible outcome of $v$ repeated, independent trials. Then, $\Pr(A \text{ holds for all trials}) = \Pr(A)^v$.

Lemma 20. Assume Premises 1 and 2 hold. Given a trace $R$ and an arbitrary $p$ associated with some value for $C_p^i$, the following holds:

$$q \geq p \cdot (1 - p^{\lvert R \rvert}).$$

Note that since (6) holds for an arbitrary $p$, $q$ is not a function of $p$.

Proof. The lemma is established by the following derivation:

$$q = \{ \text{by Exp. (5)} \}$$

$$= \Pr(E_i \leq R_{\text{max}})$$

$$= \{ \text{by Prop. 17} \}$$

$$\Pr(E_i \leq R_{\text{max}} | R_{\text{max}} \geq C_p^i) \cdot \Pr(R_{\text{max}} \geq C_p^i) + \Pr(E_i \leq R_{\text{max}} | R_{\text{max}} < C_p^i) \cdot \Pr(R_{\text{max}} < C_p^i)$$

$$\geq \{ \text{since } \Pr(E_i \leq R_{\text{max}} | R_{\text{max}} < C_p^i) \cdot \Pr(R_{\text{max}} < C_p^i) \geq 0 \}$$

$$\Pr(E_i \leq R_{\text{max}} | R_{\text{max}} \geq C_p^i) \cdot \Pr(R_{\text{max}} \geq C_p^i)$$

$$\geq \{ \text{since } \Pr(E_i \leq R_{\text{max}} | R_{\text{max}} \geq C_p^i) \cdot \Pr(R_{\text{max}} \geq C_p^i) \geq \Pr(E_i \leq C_p^i) \}$$

$$\Pr(E_i \leq C_p^i) \cdot \Pr(R_{\text{max}} \geq C_p^i)$$

$$= \{ \text{by Exp. (1)} \}$$

$$p \cdot \Pr(R_{\text{max}} \geq C_p^i)$$

$$= \{ \text{by the definition of } R_{\text{max}} \text{ (Def. 5)} \}$$

$$p \cdot \Pr(R_k \geq C_p^i \text{ holds for some } R_k \in R)$$

$$= \{ \text{by Prop. 18} \}$$

$$p \cdot (1 - \Pr(R_k < C_p^i \text{ holds for all } R_k \in R))$$

$$= \{ \text{by Prop. 19} \}$$

$$p \cdot (1 - \Pr(R_k < C_p^i)^{|R|})$$

$$= \{ \text{since } R_k \text{ terms are independent and from the same distribution as } E_i, \text{ per Pre. 1} \}$$

$$p \cdot (1 - \Pr(E_i < C_p^i)^{|R|})$$

$$\geq \{ \text{since } \Pr(E_i < C_p^i) \leq \Pr(E_i \leq C_p^i) \}$$

$$p \cdot (1 - \Pr(E_i \leq C_p^i)^{|R|})$$

$$= \{ \text{by Exp. (1)} \}$$

$$p \cdot (1 - p^{\lvert R \rvert}).$$

We can now lower-bound $q$ in terms of $\lvert R \rvert$ alone.
Theorem 21. Assume that Premises 1 and 2 hold. Then it follows that
\[ q \geq \left( \frac{1}{|R| + 1} \right) R \left( 1 - \frac{1}{|R| + 1} \right). \]  
(7)

Proof. We first define the lower bound of \( q \) given in Exp. (6) as \( q^* \), i.e. \( q \geq q^* \) holds, where
\[ q^* = p(1 - p|R|). \]
Maximizing \( q^* \) will give a lower bound for \( q \) in terms of \( |R| \) alone. To maximize \( q^* \), we find the value of \( p \) for which the first derivative of \( q^* \) with respect to \( p \) equals 0 and the second derivative is negative. The first derivative is given by
\[ \frac{dq^*}{dp} = 1 - (|R| + 1) \cdot p|R|, \]
and the second by
\[ \frac{d^2q^*}{dp^2} = -|R| \cdot (|R| + 1) \cdot p|R|^{-1}. \]
Observe that \( \frac{d^2q^*}{dp^2} < 0 \) holds for all \( p > 0 \). Consequently, \( q^* \) is maximized when \( \frac{dq^*}{dp} = 0 \).
Solving \( \frac{dq^*}{dp} = 0 \) for \( p \) gives the value of \( p \) that maximizes \( q^* \). Inserting this value into Exp. (6) in the place of \( q \) gives the result. ▶

Definition 22. We refer to the lower bound of Exp. (7) given trace size \( |R| \) as \( q_b(|R|) \).

To attach some concrete values to (7), \( |R| = 1000 \) gives \( q_b(|R|) = 0.992 \) and \( |R| = 10^5 \) gives \( q_b(|R|) = 0.9999 \). Using these results, we can make comparisons between tasks with and without SMT based on maximum observed execution times. While we could have compared maximum observed times without the preceding proofs, determining \( q_b(|R|) \) as we have allows us to meaningfully say that tasks with SMT are as safe as those without.

Violating Premise 1. The greatest potential shortfall of this approach is the reliance on Premise 1, which may not hold in practice. However, this obstacle is not unique to us; as mentioned in Sec. 2 under “Related works,” EVT methods also must contend with data that may not be as independent as desired. In Sec. 5.1, we empirically test what happens when Premise 1 does not hold.

5 Experimental Results

In this section, we present our experimental results. The benchmark tests were conducted on an Intel Xeon Silver 4110 2.1 GHz (Skylake) CPU running Ubuntu 16.04.6. All code related to our experiments is available online [57]. We begin, in Sec. 5.1, by evaluating how well defining costs to be \( R_{max} \) works when Premise 1 may not hold. We also determine how many execution-time samples are needed to safely determine \( R_{max} \) within the context of our experiments. Using these sample counts, we then evaluate the benefits of allowing SMT in Sec. 5.2 by examining benchmark data involving individual tasks and task pairs. Finally, in Sec. 5.3, we evaluate these benefits more holistically on a system-wide basis via a schedulability study. The benchmark data discussed in Sec. 5.2 was used to inform parameter choices underlying this study.
Experimental studies are typically done within a framework that defines an “artificial world,” and definitive conclusions can only really be drawn with respect to that “world” – further conclusions concerning the “real” world, though often interesting and relevant, are necessarily speculative. In our context, we need to be able to compare $R_{\text{max}}$ values determined from relatively small traces to entire populations. Thus, in Secs. 5.1 and 5.2, we assume an artificial world in which 18 programs are of interest from the TACLeBench sequential benchmarks [23], which consist of functions commonly found in embedded and real-time systems. Furthermore, we assume that the entire population of execution times for the task in this world is given by a sequence of 100,000 job executions, which we denote as $R^+$. Note that, in the “real” world, we typically would not have the entire population of possible execution times – if we did, we would have no need for MBPTA. With this setup in place, our world thus consists of 18 solo tasks and 171 task pairs, each with 100,000 jobs or job pairs. In determining SMT execution costs in this world, we simultaneously co-scheduled task pairs per Def. 8. In all cases, we invalidated the cache between jobs or job pairs in determining such costs.

In the “real” world, appropriately dealing with task inputs in timing analysis is a complex issue. In our setting here, the initial “input” for each benchmark is hard-coded, but the program structure causes the inputs processed by each loop to vary, primarily due to the presence of non-resetting global variables. This aspect of the benchmarks allows for patterns similar to real-world applications where a task’s input, and therefore its execution time, exhibits dependencies between one job and the next. For example, in many image-processing applications, the complexity of one job, and therefore the processing time needed, is predictive of the next. As our purpose here is to assess the viability of SMT, rather than fully addressing the issue of timing analysis in multicore systems, we believe these assumptions regarding input data are reasonable.

5.1 Timing-Analysis Assessment

So far, our timing-analysis has been theoretical; we have shown that if Premises 1 and 2 hold, then we can safely place a lower bound on the value of $q$, which we denote as $q_{b(|R|)}$ per Def. 22 (“$b$” denotes our theoretical bound). In practice, however, Premise 1 may not hold. What can we say about $q$ in a more realistic setting? To avoid overloading $q$, we define an additional term for the value we actually compute given a trace and population.

Definition 23. Given a trace size $|R|$ and a population $R^+$, and assuming that every possible block of $|R|$ consecutive execution times taken from $R^+$ forms a trace and is equally likely to occur, let the result of computing $q$ per Def. 6 be denoted $q_{c(|R|)}$ (“$c$” denotes a computed value of $q$).

The way we have created $R^+$ and defined our possible traces means that Premise 1 will not typically hold; individual $R_k$ values within each trace will tend to be dependent on both $k$ and on other values within the same trace. However, if we find that $q_{c(|R|)} \geq q_{b(|R|)}$ holds, we then have evidence that building a system on the assumption that a proportion $q_{b(|R|)}$ of all tasks will have execution times no more than $R_{\text{max}}$ is safe even without Premise 1. In our experiments, we use $|R| = 1000$ (i.e., we consider using 1,000 samples from the population of size 100,000), giving $q_{b(1000)} = 0.992$ using Exp. (7).

Results. When we calculated $q_{c(1000)}$ for each of our 18 solo tasks, we found a minimum $q_{c(1000)}$ of 0.997 and a mean and maximum of 0.999. We conclude that for these tasks in our experimental context, calculating costs via $R_{\text{max}}$ is safe even without Premise 1. Our
$q_{c(1000)}$ values are closer to 0.999 than to $q_{b(1000)}$; the former is the value we would expect to see given that $R_{max} \approx C_i^{0.999}$. Our $q_{c(1000)}$ values for all solo jobs, along with additional summary statistics, are available in an online appendix [57]. For our 171 task pairs using SMT, the mean $q_{c(1000)}$ across all pairs was found to be 0.998. Further highlights are given in Table 1. Full results are in [57].

**Cases where $q_{c(1000)} < q_{b(1000)}$.** Of the 171 task pairs, five had $q_{c(1000)} < q_{b(1000)}$, but if we exclude pairs for which $C_i$ and $C_j$ (defined as the $R_{max}$ for the first 1,000 jobs of each solo task) differ by a factor of more than 10, we can eliminate these five problem pairs. In Sec. 5.2, we will see that there are additional reasons to not consider pairs with dramatically different solo execution times, making this exclusion an appealing option.

An alternative solution is to increase our trace size until we find a new value for $|R|$ such that $q_{c(|R|)} \geq q_{b(1000)}$. When we did this, our new $|R|$ values ranged from 1,250 to 1,500, in all cases giving $q_{c(|R|)} > 0.992$. An example can be seen in Table 1; the pair of tasks “cjpeg_wrbmp” and “susan” have $q_{c(1000)} = 0.987$, but if we inflate the trace size by a factor of 1.5 (column “inf.”), we then have $q_{c(1500)} = 0.992$ (column “$q_{(inf.|R|)}$”). Note that inflation factors are not applicable for task pairs where $q_{c(1000)} \geq q_{b(1000)}$ holds. Within the context of our experiments, this result suggests that even when SMT is challenging from a timing-analysis perspective, reliable timings can be obtained by using a trace size that is a slightly larger than the trace size that would be needed for a given level of safety if Premise 1 held. We plan to investigate this aspect of our results further in future work, with a particular emphasis on what inflation factors can be expected given a wider range of tasks and $R_{max}$ values.

**Timing-analysis conclusions.** Before moving on, we recap our conclusions from this subsection. In the experiments discussed here, we found that $q_{c(1000)} \geq q_{b(1000)}$ held perfectly, even without Premise 1, when SMT was not in play. When SMT was used, $q_{c(1000)} \geq q_{b(1000)}$ held most of the time, or all of the time if do not allow SMT to be used when $C_i$ and $C_j$ differ by more than a factor of 10.

The seemingly obvious solution is to use SMT only for cases where $q_{c(1000)} \geq q_{b(1000)}$ holds. The problem is that to know whether the inequality holds, we need either an assurance that Premise 1 holds or the ability to compare multiple traces to the population. In real applications, we would not have the population available. For this reason, the implementation of our timing-analysis method should be done in consultation with domain experts who could give assurances that a trace is large enough to capture relevant execution-time variations.

This approach may seem unsatisfactory, but it is similar to formal system verification under a fault hypothesis. In a safety-critical context, such as avionics, software properties are demonstrated to hold subject to a given fault hypothesis — informally, a list of possibilities that should not happen. For example, an aviation software fault hypothesis might include “foreign objects will not enter the engines.” If this condition fails – perhaps a flock of geese flies into the engines – then correctness is no longer guaranteed. A fault hypothesis will be based on expert input, but it cannot be mathematically guaranteed. Selecting a trace size that will allow at least the first point of Premise 1 to hold is essentially another element of a fault hypothesis. In this case we would be claiming that $|R|$ is large enough to capture the task’s overall behavior. This concern is not unique to us, but applies to any MBPTA method. Even for static analysis, the results hinge on the assumption that all relevant factors were adequately accounted for.
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Table 1 Task pairs with min., median, and max. \( q_{t(1000)} \) values.

| benchmark 1     | benchmark 2     | \( q_{t(1000)} \) | inf. | \( q_{t(inf,|R|)} \) |
|-----------------|-----------------|-------------------|------|----------------------|
| jpeg_wrbmp      | susan           | 0.987             | 1.5  | 0.992                |
| adpcm_dec       | rijndael_enc    | 0.999             | NA   | NA                   |
| dijksta         | gsm_enc         | 0.999             | NA   | NA                   |

5.2 Execution Times with and without SMT

We now consider how execution times with SMT compare to those without. We need this information to make a realistic assessment of the potential benefits of using SMT. In Sec. 5.1, we saw that given our populations, trace sizes of 1,000 are safe for tasks without SMT and trace sizes of 1,500 are safe for tasks with SMT. With that in mind, our results in this subsection are based on the first 1,000 execution times for solo tasks and the first 1,500 execution times for pairs. This is a conservative approach; while we found only five task pairs for which inflating \(|R|\) was necessary, we do so here for all pairs.

For each pair of benchmark tasks, we record their multithreading score.

Definition 24. If \( \tau_{i,j} \) is a task pair for which \( C_i \geq C_j \) holds, then the multithreading score \( M_{i,j} \) satisfies the following:

\[
C_{i,j} = C_i + M_{i,j} \cdot C_j.
\]

When \( \tau_i \) and \( \tau_j \) are co-scheduled, we are essentially hiding the execution requirement for \( \tau_j \) at the cost of increasing the execution time needed for \( \tau_i \). \( M_{i,j} \) thus gives how much greater \( C_{i,j} \) is than \( C_i \) for every unit of \( C_j \), i.e., the cost to \( \tau_i \), per unit of \( \tau_j \), of “hiding” \( \tau_j \).

If \( M_{i,j} \geq 1 \) holds, then there is no benefit to pairing \( \tau_i \) and \( \tau_j \) together, since SMT would not succeed in “hiding” \( \tau_j \) at all. If \( M_{i,j} < 1 \) holds, then pairing jobs of the two tasks is potentially beneficial, with lower values indicating greater benefit. If \( M_{i,j} < 0 \) holds, then \( \tau_{i,j} \) actually requires less measured time to execute than \( \tau_i \) alone.

We found that \( M_{i,j} > 1 \) was frequently the case for pairs where \( \frac{C_i}{C_j} > 10 \) holds. For this reason, along with the difficulty in using \( R_{\text{max}} \) for timing analysis in those cases described in Sec. 5.1, we decided that using SMT in those cases is not advisable. For the remaining pairs, where \( \frac{C_i}{C_j} \leq 10 \) holds, we summarize our results via a histogram in Fig. 4. The remainder of our discussion considers only these remaining pairs. Again, more detailed results are available in [57]. We did see five negative values, ranging from -0.003 to -0.532. For all of these values, comparing the traces for the component solo tasks to the larger population showed unexpectedly high \( R_{\text{max}} \) values. Essentially, we overestimated both \( \tau_i \) and \( \tau_j \) individually, thereby distorting the value of \( M_{i,j} \); our values were not unsafe.

Even if we ignore the negative values, our findings indicate that SMT can have some benefit in almost all pairs that have similar solo costs for \( \tau_i \) and \( \tau_j \). We make further use of these findings, and explore their implications for schedulability, in Sec. 5.3.

5.3 Schedulability Study

In this subsection, we turn our attention to assessing the benefits of allowing SMT from a system-wide perspective. To provide such an assessment, we conducted a schedulability study involving CERT-MT.
Generating task sets. We examined 104 scheduling scenarios, with each scenario defined by a core count, per-task utilization range, and a model for SMT interaction. The last factor is described in detail below; the others require only a brief explanation. We considered core counts of four and eight and per-task utilizations drawn from four uniform ranges: \((0, 0.4)\) \((low)\), \((0.3, 0.7)\) \((medium)\), \((0.6, 1)\) \((high)\), and \((0, 1)\) \((wide)\). Each task was created by selecting a utilization from the appropriate distribution and a period from the set \(\{10, 20, 40, 80\}\), with all periods having equal probability. A solo task execution cost was then assigned as a function of utilization and period. For each scenario, we determined schedulability ratios (i.e., the percentage of schedulable task sets) for task systems ranging in total utilization from \(3m^4\) to \(2m\). Recall that \(m\) gives the core count, and consequently the maximum schedulable utilization when SMT is not used.

For each scenario, the corresponding schedulability ratios are summarized in one graph. Each data point in one of these graphs represents the fraction of approximately 50 task systems that could be deemed as schedulable. The total set of graphs took over 2 CPU years to compute on a 6,500-CPU research cluster.

Modeling pair costs. A key aspect of our study is that of modeling the cost of job pairs executing with SMT. Our goal in modeling such costs was not to reproduce any system’s behavior exactly, but to be able to draw broad conclusions about the value of allowing SMT without relying on one specific model for task interactions.

In Fig. 4, we see that most \(M_{i,j}\) values fall between 0.1 and 0.8. To capture the possibility of \(M_{i,j} \geq 1\), we first gave each job pair either a 0.0, 0.1, or 0.2 probability of having \(M_{i,j} \geq 1\). We refer to this value as the split, i.e., a split of 0.1 indicates that each task pair has a 10% chance of being declared unsuitable for SMT. This particular split value closely reflects our observed results discussed previously. If a task pair was not selected to have \(M_{i,j} \geq 1\), then we determined its \(M_{i,j}\) value based on one of three normal distributions \(-(0.45, 0.12), (0.6, 0.07), \text{ or } (0.45, .06)\) or one of three uniform distributions \(-(0.1, 0.8), (0.4, 0.8), \text{ or } (0.27, 0.63)\). All of the normal distributions were truncated, with any negative value produced replaced by 0.01. Of these distributions, the first uniform and first normal distributions most closely match our observed results, which had a median of 0.43 and a mean of 0.40 excluding cases where \(M_{i,j} > 1\). We exclude those cases from our mean because any pair where \(M_{i,j} > 1\) holds is unsuitable for threading; the exact value of \(M_{i,j}\) will not impact
the decision. The second distribution of each type gives a higher (i.e., more pessimistic) mean, and the third of each type has the same mean as the first, but a smaller standard deviation (resp., range) in the normal (resp., uniform) case. All of these distributions add some pessimism to Fig. 4 by eliminating or reducing the probability of $M_{i,j} < 0.1$.

In total, we utilized 18 combinations of distributions in determining task-pair costs: three probabilities for $M_{i,j} \geq 1$, each combined with each of three uniform and three normal distributions. After determining $M_{i,j}$, we calculated $C_{i,j}$ per Def. 24. For task pairs where solo costs differ by a factor exceeding 10, we did not allow SMT. For our four-core scenarios, we tested every possible combination of per-task utilizations and $M_{i,j}$ distributions, yielding 72 scenarios. For our eight-core scenarios, we were more selective, considering 32 scenarios.

Creating and evaluating schedules. To determine whether a task system was schedulable, we attempted to create a schedule that complied with the conditions given in Sec. 3 for each system. The graphs show the proportion of systems that are schedulable at each total utilization. We summarize CERT-MT’s overall performance for each graph by recording its relative schedulable area (RSA), defined as the area under the schedulability curve divided by the core count $m$. In calculating RSAs, we assumed that the schedulability ratio is constant between total utilization 0.0 and $\frac{3m}{4}$, which is the smallest utilization we tested in each scenario. This assumption results in RSAs being understated in some scenarios.

An ideal (e.g., fluid) scheduler, not using SMT, that can preempt and migrate jobs arbitrarily would have an RSA of 1.0; it could schedule all task systems with total utilization at most $m$ and no task systems with greater utilization. RSAs for practical hard real-time schedulers would typically be less than 1.0, sometimes dramatically so [15].

Schedulability graphs. Our full set of graphs is included in an online appendix [57]. Here we present a small selection of our results, along with some observations on general trends we observed. In Figs. 5 – 8 we show, respectively, our best, median, and worst four-core results, along with our best eight-core results. Generally, CERT-MT’s performance in the eight-core scenarios was not as good as in the four-core scenarios, for reasons discussed below.

- **Observation 1.** At its best, CERT-MT proved capable of increasing RSAs by a factor of 1.4 or more. This ability is demonstrated by Fig. 5. Of our 72 four-core graphs, 26 have RSAs of at least 1.3, and 45 have RSAs greater than 1.0.

- **Observation 2.** The performance of CERT-MT tended to decrease as the job count increased. For example, Fig. 7 uses light per-task utilization, meaning there are more tasks for a given total utilization. The poorer performance of CERT-MT for high job counts was not due to any ill effects from SMT but rather to the time required to produce a schedule. Given the magnitude of our study, it was necessary to enforce a time limit on our optimization program. If this limit was reached for a particular task set, then it was deemed as unschedulable. We used a 60-second limit. This observation also explains the relatively poor performance we saw in the eight-core scenarios. We counter this observation, however, by noting that when testing a specific task system, a much higher time limit could be used. Moreover, it is possible that a more efficient schedule-construction method could be devised.

---

7 We used Gurobi Optimizer, a commercial optimization programming solver with free academic licensing.
Observation 3. CERT-MT performed best when the majority of $M_{i,j}$ values fell within a narrow range. For example, the standard deviation of such values is the smallest in the most successful scenario (depicted in Fig. 5). This observation is also connected to the time limits we imposed on our optimization program; a wider range of $M_{i,j}$ values gives this program more “choices” to consider, which takes more time.

Observation 4. The mean of $M_{i,j}$ had surprisingly little effect on overall performance. The graphs in Figs. 5 and 7 have distributions that produce identical means for $M_{i,j}$.

Improving schedulability. The schedulability study we conducted suggests that employing SMT can potentially enable substantial schedulability gains in hard real-time systems. Additionally, the observations above hint at several ways of further increasing schedulability beyond what we have seen. First, a larger schedule-construction timeout value could be used, as noted already. Second, for larger systems, it may be more effective to divide tasks into clusters scheduled separately. Third, given that the standard deviation of $M_{i,j}$ seems to be more important for schedulability than its mean, it might be possible, counter-intuitively, to improve schedulability by artificially increasing the lower $M_{i,j}$ values to decrease their range.

6 Conclusion

In industry today there is interest in using SMT to increase the capacity of safety-critical systems, as evidenced by the FAA inquiries noted earlier [55]. In this paper, we have shown that when SMT-enabled jobs are scheduled with care, producing a safe, measurement-based
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timing analysis is comparable in difficulty to doing the same for jobs not using SMT. Within the context of our schedulability study, we demonstrated that allowing SMT can increase system capacity by up to 40%. We have also highlighted a subtlety of measurement-based timing analysis – any estimate based on random measured data is itself a random variable – that is not always emphasized, and that could compromise safety, if not accounted for.

Due to space constraints, there are many topics we have not been able to address that we plan to address in the future. These include: the impacts of (well-studied) sources of cross-core interference in multicore systems when SMT is allowed; the selection of appropriate task inputs in measurement-based timing analysis; the impacts of occasional deadline misses on overall system safety; and refined methods for constructing schedules under CERT-MT. As to the question posed in this paper’s title, the evidence provided in this paper suggests that SMT can indeed be both safe and beneficial for hard real-time systems.
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Abstract

The demand for increased computing performance is driving industry in critical-embedded systems (CES) domains, e.g. space, towards the use of multicores processors. Multicores, however, pose several challenges that must be addressed before their safe adoption in critical embedded domains. One of the prominent challenges is software timing analysis, a fundamental step in the verification and validation process. Monitoring and profiling solutions, traditionally used for debugging and optimization, are increasingly exploited for software timing in multicores. In particular, hardware event monitors related to requests to shared hardware resources are building block to assess and restraining multicore interference. Modern timing analysis techniques build on event monitors to track and control the contention tasks can generate each other in a multicore platform. In this paper we look into the hardware profiling problem from an industrial perspective and address both methodological and practical problems when monitoring a multicore application. We assess pros and cons of several profiling and tracing solutions, showing that several aspects need to be taken into account while considering the appropriate mechanism to collect and extract the profiling information from a multicore COTS platform. We address the profiling problem on a representative COTS platform for the aerospace domain to find that the availability of directly-accessible hardware counters is not a given, and it may be necessary to the develop specific tools that capture the needs of both the user’s and the timing analysis technique requirements. We report challenges in developing an event monitor tracing tool that works for bare-metal and RTEMS configurations and show the accuracy of the developed tool-set in profiling a real aerospace application. We also show how the profiling tools can be exploited, together with handcrafted benchmarks, to characterize the application behavior in terms of multicore timing interference.
Tracing Hardware Monitors in the GR712RC Multicore Platform

1 Introduction

In the critical embedded systems (CES) industry domain, applications are usually characterized by stringent real-time constraints, making time predictability a major concern with regards to the regulation / certification standards [28, 29, 40, 16]. In this view, the ability to monitor the behavior of the software functionalities is fundamental to promptly intercept both functional and timing misbehaviors, and provide controlled degraded service in case of failures. The shift from single-core COTS (component off-the-shelf) to multicore COTS is appealing for the industry, as it fits with the exponential growth in terms of performance requirements while providing an excellent compromise in terms of size, weight and power (SWaP) [4]. Indeed, this transition is already happening and multicore-based platforms are slowly but inescapably becoming the de-facto computing solution for supporting such functionalities, and aerospace is not an exception [15, 49]. On the downside, however, multicore COTS hardware shared resources complicate software timing analysis and validation, a mandatory step in critical embedded systems development. Industry is facing a trade-off between performance and predictability [31, 35]. Classical analysis and modeling tools [50, 39, 26] relying only on timing analysis are not currently able to provide an efficient solution for the computation of the Worst Case Execution Time (WCET) for multi-core systems [51, 42]. The main challenges posed by multicore COTS analysis arise from the side effects of parallel execution. Multicore architectures provide more performance by allowing the concurrent execution of several threads. However, these threads are competing to use the shared hardware resources of the processor architecture, causing potential conflicts between concurrent accesses to the same hardware component. At hardware level, these conflicting accesses are arbitrated, introducing inter-thread jitters defined as multicore timing interference [24]. The maximum impact of timing interference on the execution time of real-time applications has been quantified to be quite large in several studies [6, 36], with an order of magnitude of 20x compared to a single-core execution for several 8-core architectures. The problem of multicore interference has been explicitly addressed by safety-critical industry standards, which already defined ad-hoc verification requirements for the adoption of multi-core processors, forcing us to clearly identify all interference channels [17], to either ensure robust partitioning (guaranteeing both space and time isolation between applications), or to upper bound the timing interference.

Modern contention-aware solutions for multicore timing analysis, exemplified by [37, 23], track and control hardware event counters. The overall timing analysis framework usually builds on the (contention-free) time in isolation of the task under analysis, \( \tau_a \), referred to as \( C_a^{isol} \) and a bound to the delay that \( \tau_a \) can suffer \( \Delta_a^{cont} \), to derive the worst-case execution time in multicore \( C_a^{muc} \). The term \( \Delta_a^{cont} \) is typically computed by exploiting the number of requests each task \( \tau_x \) performs to each shared hardware resource and the worst-case contention delay each request can suffer (\( L_{max} \)). Both pieces of information are empirically derived via event monitors. Each technique proposes a different trade-off in terms of performance and time predictability by enforcing, for example, usage quotas. Most approaches require the ability to monitor accesses to the shared hardware resources. It follows that monitoring the hardware behavior such as accesses to the hardware components has therefore become instrumental to multicore timing analysis, far beyond their initial intended usage for debugging and regular timing monitoring purposes [34].

The identification of the most adequate tracing solution depends on several factors including the multicore timing analysis approach used, verification requirements from safety standards, induced costs, as well as the features provided by existing event counters and tracing solution. We provide three illustrative examples. First, mainstream processors
from the consumer electronic market provide powerful statistic units, also referred to as
performance monitoring units or PMUs. However, this is not always the case for processors
commonly used in the embedded domain due to cost-reduction reasons. To make things
more complex for the end user, powerful (and expensive) tracing solutions 1 carry specialized
(debug) cables and hardware modules, which are not trivial to use by software developers.
Second, for some particular hardware events, PMUs may not provide a specific counter. For
instance, authors in [11] highlight the lack of dedicated counters for loads and stores misses
in the last level (L2) cache in a LEON4-based multicore processor. As these counters are
considered necessary for timing characterization, authors resort to derive upper bounds to
their values by conservatively combining information from other event counters. Arguably,
tracing analysis can help identifying loads and stores causing dirty misses, helping to tight
contention bounds. As a third example, PMUs are rarely able to capture on-chip controller
(e.g. DMA) access counts. This is reported in [21] where access counts to the different on-chip
memories (pflash, dflash, and lmu) in an Infineon AURIX TC27x are indirectly derived
by parsing the address accessed by each load/store operation. Overall, how to obtain the
necessary event counter information in an embedded processor, is a real industrial concern,
and a fundamental enabler for the adoption of multicore processors for industrial products.

As part of a collaborative effort between a technology provider research center and an
aerospace industry, we have been exploring the problem of extracting event monitoring
information for the analysis of an aerospace application touching both methodological and
practical aspects. In this paper we report on our experience along several aspects:

First, we analyze the trade-offs of different tracing solutions with emphasis on adapting
to the specific requirements of the end user. We present this trade-off as a taxonomy in this
work with the goal that it helps researchers and practitioners in the future in the selection of
a tracing solution that better fits their needs.

Second, we enter into more practical aspects and address the challenge of profiling access
counts to the different shared resources in the GR712RC multicore processor [46], deployed
in space systems, whose implementation provides no event monitoring. We show how we
successfully exploited the debug support unit to obtain the necessary information on which to
build a multicore timing analysis solution. We discuss the main limitations of our approach
and show their impact on timing analysis accuracy. We show that our approach successfully
identifies the number of instruction and data cache misses, their type (load or store, line fills),
and their target (on-chip SRAM, off-chip SRAM, SDRAM, I/Os), providing information
akin to performance monitoring counters. We also provide evidence that our approach can
be deployed equally to bare-metal (BM) (i.e. no operating system) and RTOS-based systems
by showing that we obtain consistent results on BM and RTEMS, as a reference RTOS in
the space domain.

Finally, we assess the applicability our profiling solution on a real space application for
characterization and timing analysis of representative software functions of the space domain.

The rest of this paper is organized as follows. Section 2 presents our analysis and
taxonomy of tracing solutions. Section 3 describes our tracing solution for the GR712RC
which is subsequently evaluated in Section 4. The last two sections of this work present the
related works and the main take away messages in Section 5 and Section 6, respectively.

1 These solutions are usually referred to as development and debug solutions.
Profiling support for timing analysis

Multicore embedded platforms currently assessed for CES increasingly inherit a score of performance-improving features from the high-performance domain that usually exhibit a low degree of time predictability for being tightly modeled by static timing analysis approaches [51, 42]. More pragmatic approaches based on (or augmented with) on-target measurements are increasingly considered by embedded stakeholders for characterizing the timing behavior of critical applications. While static timing analysis derives mathematically provable bounds from an abstract model of the hardware and structural representation of the target application, measurement-based approaches and their hybrid variants aim at collecting empirical evidence from the execution on the real target, under the claim that there is no more accurate model than the hardware itself [52]. From an industrial perspective, measurement-based approaches are appealing given their similarities with the consolidated practice of functional verification. It is in fact at the verification and validation phases that the timing dimension is typically addressed and early figures from the design phases are assessed against actual observations.

In practice, however, the effectiveness of each approach depends on the characteristics of the system under analysis, with static analyses more equipped to deal with simpler, more predictable scenarios. As the increase in complexity of multicore hardware and advanced software functionalities is jeopardizing the applicability and effectiveness of conventional timing analysis approaches [51, 42, 1], it is becoming evident that novel forms of timing analysis are required that capture the peculiarities of multicore execution [34]. In particular, relevant aspects in multicore execution, such as utilization of shared resources and entailed contention delay need to be explicitly captured to meet emerging certification and qualification requirements (e.g., interference channels characterization [17] and freedom from interference [29]). Measurements appear to be the most practical way to meet this requirements and being able to gather timing evidence from actual execution is a fundamental prerequisite for any approach based on measurements [14, 13, 34, 30].

Monitoring and profiling solutions are becoming fundamental aspects in the timing verification. While several profiling and monitoring solutions exist, they have been designed and deployed for software/hardware debugging and (average) performance optimization purposes, and are not particularly tailored to timing analysis. In the following we cover some of the key trade-offs when considering different tracing solutions, with particular focus on the specific end user requirements.

2.1 Selecting the Profiling Solution for Timing Analysis

For timing analysis, profiling solutions usually build on the extraction of relevant information whilst the analyzed program executes. Here, the relevant information consists in all hardware events with bearing on the timing behavior. Modern COTS hardware platforms provide a more or less complex Performance Monitoring Unit (PMU) that allows accessing a set of hardware event counters via a set of Performance Monitoring Counters (PMC), which can be configured to track specific hardware events. Typical hardware events will be incremented either every time they occur (e.g., a cache miss) or track the number of cycles they affect (e.g., stall cycles). It is worth noting that monitoring support has been typically designed and implemented to support the low-level debugging of hardware components or high-level performance optimization, with completely different objectives than timing analysis.

While several profiling solutions exist, there is no consolidated solution for supporting multicore timing analysis as there is no unique set of timing analysis requirements. An industrial user should select the profiling solution (and look for the profiling support) that
better matches the particular qualification and certification requirements. In the following, we discuss relevant aspects that should guide the selection of the profiling approach.

2.1.1 Steps in the measurement process

The smaller unit of timing measurements is an observation item (oItem) that usually consists in the value of (a set of) event counters at a specific point in time. Based on our experience, we provide in Figure 1 a high-level view of a reference measurement framework. It comprises three main steps:

(1) **Generation of observation items.** This steps generates a snapshot of a given set of event counters (usually consisting in a time stamp and a set of events) and stores it in a dedicated location in the memory space. Approaches can be classified according to the mechanism used for triggering the generation of oItems, which is normally implemented by marking specific points in the program, also termed instrumentation points: we distinguish between software and hardware instrumentation. Further, the location used to store oItems can vary from a shared memory area to a dedicated on-chip device. The specific oItem generation approach is greatly affecting the measurement framework in terms of intrusiveness and required hardware support [20, 2].

(2) **Collection of observation items.** The next module or step is responsible for gathering the stream of collected oItems in order to enable the successive processing and analysis step. Exporting the observations out of the on-chip storing location is a delicate aspect in the process from the intrusiveness standpoint. It can be done either through in-band or out-of-band solutions [34]. The former category identifies those approaches where oItems are collected using the same hardware interconnect used by the application and standard debugger support. The latter solutions, instead, exploit dedicated trace collection mechanisms. One critical aspect in the collection step is that the amount of oItems to be collected can become pretty large, depending on the scope of the analysis: in this case, in-band solutions may become too resource-consuming to the point of resulting unusable. On the other hand, however, out-of-band approaches are only possible when the necessary hardware support is available [20, 33].

(3) **Processing of observation items.** When it comes to processing the set of oItems, we need to distinguish between on-line and off-line approaches. On-line approaches [13] are capable of processing the profiling information as soon as it is collected out from the target hardware, while the off-line alternatives can only process the collected data in a single block. The relevant difference between the two approaches is again relative to the scope and size of the analysis: off-line approaches require storing larger amounts of data.
but limit the interference in collecting the *oItem* (as it only happens at the end of the experiment). On-line approaches limit the amount of data to be stored but may increase the interference if a dedicated out-of-band tracing solution is not available.

### 2.1.2 Characterization of a Profiling Approach

In the following we identify and discuss some of the relevant aspects to be considered in the selection of a profiling solution.

**Intrusiveness of instrumentation.** From the analysis process standpoint, it is fundamental that observations are collected over a system without introducing considerable distortion in the system behavior itself. The *probe effect* is a well-known potential pitfall of any experimental process. While in principle less intrusive approaches are to be preferred, the actual probing configuration may depend on the hardware and tool support for a specific target. Intrusiveness is largely affected by the instrumentation approach, which can be either software or hardware. Software instrumentation [43] guarantees easy integration with any target and development tool-chain with almost effortless application to any analysis scenario. The main requirement with software instrumentation is that the instrumentation code needs to be extremely lightweight in order not to overly affect the system behavior [10]. Software instrumentation frameworks offer the easiest approach for obtaining low-level, lightweight access to memory-mapped hardware monitoring counters. The interface to the memory mapped registers should guarantee minimum overhead and reuse across different configurations [22]. While standardized profiling API support is available for mainstream and high-performance targets [32, 7], no mature standard exists for embedded targets. Hardware instrumentation, while it requires specific debug support [20, 2] through advanced Debug Support Units (DSUs), it enable *zero-intrusiveness* *oItem* collection [13]. DSUs are increasingly present in target platforms in the embedded domain. On the downside, despite some standardization efforts [20, 2], the instrumentation framework needs to be adapted to the specific target and debug device.

**Intrusiveness of data collection.** Also the approach for storing the collected *oItems*, and the data collection mechanism itself, are relevant when determining the intrusiveness of the profiling approach. In-band profiling, which is typically exploited by software instrumentation frameworks and relies on local memories to store *oItems*, offers a straightforward solution guaranteeing easy integration. However, they are prone to generating non-negligible interference on the platform behavior, especially with fine-grained instrumentation. Out-of-band solutions, instead, are the mandatory approach when performance counters are not memory mapped or are made inaccessible to the user. These solutions are typically exploited by advanced debugging devices and tools to provide non-intrusive profiling solutions. Further, out-of-band solutions allow for larger amount of data to be collected without incurring the risk of affecting the system under analysis. Hardware solutions, however, are typically specific to a (family of) targets and, thus, support only limited reuse.

**Scope of the Timing Analysis.** The effectiveness of a profiling solution also depends on the scope of the analysis itself. Different dimensions need to be considered: instrumentation granularity, type of collected information, execution model.

With respect to the instrumentation profile, conventional measurement-based analysis typically build on end to end measurements taken at task/partition level. Finer-grained analyses are considered for example by hybrid analysis approaches [30, 43] to be able to
correlate measurements over small code blocks with the structural information of the program under analysis. The scope of the analysis affects the frequency at which \texttt{oltems} are produced, which in turn can increase the intrusiveness of the profiling mechanism. For multicores, the profiling solution may need to profile the execution of multiple cores at the same time, which can exacerbate intrusiveness issues and complicate \texttt{oltem} generation and collection. The alternative solution consists in building on \texttt{oltems} extracted from execution in isolation and analytically defining conservative assumptions (e.g., on overlapping of contender requests) to enforce worst-case interference scenarios [8, 27, 12].

Regarding the type and amount of information to collect at each instrumentation point, conventional measurement-based timing analysis approaches typically require to associate a unique point in the program to a timestamp. More advanced approaches, as those advocated for multicore systems [34], may require to collect extensive information from the performance monitoring unit. Again, this may affect both the intrusiveness of the approach and the measurement process as not all events can be tracked at the same time, owing to the limited number of performance counters available.

Profiling is typically done at the level of single event counts, which means that \texttt{oltems} store information on how many events (or cycles related to an event) happened in the observation period. In fact, and especially in multicore, some events are not necessarily independent and simple event counts may not carry sufficient information. For example, the latency of a bus access can be affected by recent events, e.g. previous accesses to the bus performed in a short interval. In these cases, event counts are not sufficient for a precise profiling because counters provide a measure of the event in the observation period, but fail to provide any information about how the event distributes over time. In these cases, full traces are required, with notable effects on the amount of data to be collected and processed. Large amounts of data are not easily handled with in-band solutions and can be also challenging the processing capabilities of in-line processing approaches [13]. In fact, in-band approaches that cannot guarantee low intrusiveness simultaneously collecting events and timing information can penalize the accuracy of the latter as they factor in the cost of profiling.

\textbf{Hardware support.} The hardware support for run-time monitoring available in a specific target is instrumental for the selection of the profiling approach. Since debug support is not the primary driver of the platform selection process, the selection of the profiling solution is sometimes not a choice. Available solutions can range from fully integrated on-chip solutions to more complex off-chip solutions based on external devices.

Fully integrated on-chip solutions represent the baseline approach to support hardware profiling. A specialized debugger, normally developed by the same hardware manufacturer, is executed in the host platform which is in turn connected to the target through a generic communication port (e.g., JTAG, GPIO, Eth). This probably represents the cheapest and less demanding approach for profiling. This scenario can support hardware instrumentation but can only implement in-band tracing: the \texttt{oltems} are stored in the on-chip memory, typically in a circular buffer, while a daemon running in the host is responsible for moving the \texttt{oltems} to the host memory space for off-line processing. On-line processing, although in principle supported, is discouraged by the reduced bandwidth guaranteed by the in-band solutions. Specialized external hardware can also be deployed to extract the \texttt{oltems} [33].

On the other side of the spectrum, specialized external hardware support is available that delivers tracing capabilities with the combination of an external debugging device, which is connected to the target via a generic or target-specific probe and high-bandwidth
protocols (e.g., AURORA). The host machine is then connected to the debugging device to configure the profiling process and select the items. While relatively more expensive, specialized hardware debug support allows to take advantage of out-of-band tracing support. Commercially available debugging devices (e.g., Lauterbach) normally allow some type of reuse across a family of targets by changing only the terminal probe. Specialized out-of-band capabilities and debug hardware support represent the best configuration for zero-intrusiveness profiling solution [13]. From the timing perspective, it is also worth mentioning that specific hardware support is also determining the resolution for timing measurements as available implementations may support different frequencies in the clock used to get the timestamp, which is not always the same as the one exhibited by cycle clock frequency. Throughout all the experiments performed, the GR712RC board was operating with its default clock frequency of 80MHz.

**Safety-Related Requirements.** Profiling solutions may also hit safety certification aspects. Within software instrumentation approaches, the instrumentation code (usually a light-weight macro) needs to be carefully considered from the software certification standpoint. The instrumentation code may need to remain in the final software configuration as the analysis results are valid for the instrumented program, but some certification requirements may be against leaving deactivated or not strictly functional code in the target program. The approach to follow depends on the specific industrial domain and certification standard [10].

**Other industrial Requirements.** The selection of the hardware profiling approach can be steered by more practical concerns. These includes purely technical aspects such as integration with a specific host OS or the software development tools and processes. The principal criterion from the industrial standpoint is the cost/benefit ratio: the profiling framework is assessed with respect to the cost of the solution itself and the induced cost (training, use, etc.). It stands to reason that the optimal solution depends on the actual profiling requirements and on the available support on the target platform. Further, in a longer perspective, portability of the profiling solution is also a major industrial concern: having to rethink and redploy consolidated, profiling tools and practices because of a shift in the family of processors or RTOS is simply unaffordable.

### 3 Profiling a Space Application on the GR712RC

In this section, we present the target hardware platform and the requirements coming from the multicore timing analysis approach we use, and then introduce our profiling solution to cover them building on the support in the underlying board.

#### 3.1 Target platform

The GR712RC board by Cobham Gaisler is a common choice for space missions [9] and it is the target of our space case study. The GR712RC is a radiation-hard-by-design board intended for aerospace applications. It integrates a dual-core LEON3 processor (see Figure 2), which is connected to the rest of the on-chip devices via a high-bandwidth AMBA AHB Bus. Other components such as the UART are first connected to a low-bandwidth AMBA APB Bus that is a master to the AMB AHB Bus.

Each core has its private instruction and data caches, with the rest of the processor resources, such as memories and peripherals, shared between both cores. For our study, we are particularly interested in capturing accesses to the on-chip SRAM, the off-chip SRAM...
and SDRAM, and the UART, as they are the resources used by the case study application. We target at deriving contention bounds by tracking read/write operations to these resources.

Unlike other similar systems-on-chips (SoC), the GR712RC lacks a PMU, which is in charge of collecting processor usage statistics, e.g., related to the memory accesses performed and instruction types executed by the core. The decision of not adding a PMU is a design choice of the hardware manufacturer and can be related to area or cost constraints. The GR712RC comes equipped with a DSU that can be accessed connecting the GR712RC board to a host using a JTag cable. We used GRMON [47], a debug tool provided by Cobham Gaisler, to connect a host computer to the DSU and issue debug commands to it, such as to extract data from the ITB and the BTB. The processor must be stopped before the traces can be extracted. We use breakpoints and step-by-step execution to stop the processor and issue debug commands, including trace extraction.

3.2 Profiling Requirements

We aim at using our profiling solution in the context of multi-core processors, with the goal of characterizing application sensitiveness to inter-core contention. We also target deriving bounds to the worst contention each request type can suffer accessing each shared resource.

As presented in the introduction, the contention a task \( \tau_a \) suffers accessing shared resources \( \Delta_{cont}^a \), can be computed by exploiting the maximum number of requests each task \( \tau_a \) performs to each shared resource \( r \), \( N_r^a \), hardware resource and the worst-case contention delay each request type can suffer, \( L_{r,y}^{max} \). That is, \( \Delta_{cont}^a = f(N_r^a, L_{r,y}^{max}) \).

Regarding the latter, \( L_{r,y}^{max} \), in the GR712RC it covers the contention accesses suffer accessing the AHB bus. In the worst scenario, a request is sent from one core at the same time another request is sent from the other core, with the latter getting priority on the bus. In this scenario, \( L_{r,y}^{max} \) matches the duration of the latter request. Hence, the piece of information we need from the tracing solution is the number of accesses to the shared resources, breaking them down between reads and writes, while the contention requests generate each other are derived empirically.

The following features of the target board and the contention modelling approach are relevant for the proposed tracing solution.

1. For the GR712RC, the number of requests a task performs to the different memories in isolation matches the number it does with any co-runner task, assuming tasks are
independent. While the latency it takes each request, of course, is affected by the integration with other tasks, the total number of requests is not.

2. The multicore timing model factors in the interleaving among requests. This is so because, as explained above, the model assumes the worst interleaving between the task under analysis and the contender task.

The first feature allows us to perform the profiling of access counts when each application runs in isolation, removing the need of performing multicore executions. The latter makes that when we collect the number of accesses, the time when they happen is irrelevant, so when our solution captures end-to-end access counts it can affect the timing between requests.

3.3 Proposed profiling solution

The profiling approach we propose in this work builds on end-to-end observations and relies on a limited set of monitoring counters. More importantly, we do not need to associate events and timing, as the contention impact on timing is analytically modeled exploiting event information. This allows us to collect timing information and event counts separately. Our profiling solution provides on-line support for the trace collection and off-line support for the processing of the trace, see Figure 3. The on-line support consists in a GRMON script that loads an image and collects the BTB and the ITB (Dumper). The off-line part provides a (Merger) function to filter the output file produced by the Dumper, containing combined data from both the ITB and the BTB. The Merger removes repeated and redundant entries, processes the raw data, and isolates two separated data structures, one for the ITB and another for the BTB. In order to identify some of the events, it also performs a merging process of both traces, to identify the instructions generating each request to the bus. The second step of the post-processing script derives the access counts of each kind (Collector).

3.3.1 Implementation

We work-around the lack of a PMU by using some of the debug features included by the Debug Support Unit (DSU). The DSU is connected to the main AHB Bus which, in turn, connects cores, debug I/O, and on-chip/off-chip memories. It is also connected to the cores directly to issue commands and receive information from the cores by-passing the shared AHB. It provides regular debugging capabilities such as breakpointing, step-by-step execution, and memory inspection. The DSU provides two key features for our study.

- The DSU snoops the AHB and captures the activity on the bus (btrace) initiated by the cores when accessing the different resources. This is provided as a trace with events recorded when they occur.
- The DSU also captures a stream of executed instructions in each core. The stream is built from the chronological sequence of instructions architecturally executed. For each instruction in the stream, the DSU records information like the instruction itself and its PC (more details below).

In the bus trace we can identify the source (core) of all the activity by checking the AHB MASTER field, which uniquely identifies the origin of the request. Also, each of the different memories are mapped to different ranges of the address space. By tracking the addresses generated by each event we know the memory it targets. Using the same approach we identify accesses to peripherals such as the UART. With these two pieces of information we are able to identify unambiguously the source and the target of each entry in the trace.
This information is stored into two separated circular buffers called (AHB) Bus Trace Buffer (BTB) and Instruction Trace Buffer (ITB). The BTB is filled by snooping the AHB, while the ITB is filled by directly receiving the instruction execution stream from the cores. The buffers are filled fast, but they cannot be dumped as fast because the DSU is connected to the debug port via the shared AHB bus. The buffers are 256 entries long each, and their content must be dumped before becoming full or data may be overwritten and lost.

- Each BTB entry includes the following fields: timestamp with the cycle the request was observed in the bus, program counter (PC) of the instruction causing the bus transaction, target memory address, data, access being a read or a write, and AMBA protocol options, including AHB HTRANS, AHB HBURST, AHB HSIZE, AHB HMASTER, AHB MASTLOCK and AHB HRESP among others [46]. More information about these fields can be found in the AMBA AHB specification [3].
- Each ITB entry includes the following fields: timestamp, PC, instruction word (iword), result (or data for memory instructions), as well as bits signaling trap (indicating that the processor is in debug mode, resulting in tracing the instruction twice and as a result these entries are filtered out), processor error mode, and single or multicycle instructions [46].

3.3.2 Dumper

The data fields in the trace buffers cannot be collected in real time, and the buffers need to be dumped regularly to prevent them from overrunning. That is achieved by the Dumper by breakpointing the region of interest and using a step-by-step execution. The Dumper is a TCL script that issues GRMON commands. It is executed when the GRMON debugger is launched, connecting the host to the board. It first loads the executable binary to the board, sets the entry point and the stack pointer to fixed addresses when running in BM, and sets a breakpoint at the beginning of the region of interest, which is the region to be traced. This region can be either a whole task or just a part of it. The processor is booted and the binary executed normally until the breakpoint is reached. The control is then returned to the Dumper, which resumes the program using a step-by-step execution.

Every 16 steps, the DSU breaks its execution and the contents of the BTB and the ITB are dumped to the host through the UART. The selected step (16) is deemed to be conservative (small) enough due to the size of the buffers (256 entries each). That causes dumping several entries from the trace buffers to be sent more than once, but they are filtered at a later stage by the Merger. An even smaller step would imply slowing more the process needlessly.

The tracing dumping process is executed until the program counter that determines the end of the region of interest is encountered. At this point, the Dumper stops executing the
Table 1 Collected Events.

<table>
<thead>
<tr>
<th>Event ID</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>Icount</td>
<td>Total number of instructions executed</td>
</tr>
<tr>
<td>LDc</td>
<td>Total number of load instructions executed</td>
</tr>
<tr>
<td>STc</td>
<td>Total number of store instructions executed</td>
</tr>
<tr>
<td>LDm</td>
<td>Total number of data cache load misses</td>
</tr>
<tr>
<td>LDh</td>
<td>Total number of data cache load hits</td>
</tr>
<tr>
<td>Ihits</td>
<td>Total number of instructions cache hits</td>
</tr>
<tr>
<td>Imiss</td>
<td>Total number of instructions cache misses</td>
</tr>
<tr>
<td>Ifill</td>
<td>Total number of instructions snooped as a result of an instruction miss</td>
</tr>
<tr>
<td>Bus</td>
<td>Total number of bus accesses</td>
</tr>
<tr>
<td>LD_SDRAM</td>
<td>Total number of loads from the SDRAM memory</td>
</tr>
<tr>
<td>LD_offSRAM</td>
<td>Total number of loads from the off-chip SRAM memory</td>
</tr>
<tr>
<td>LD_onSRAM</td>
<td>Total number of loads from the on-chip SRAM memory</td>
</tr>
<tr>
<td>LD_IO</td>
<td>Total number of loads/reads from the I/O peripherals</td>
</tr>
<tr>
<td>ST_SDRAM</td>
<td>Total number of stores to the SDRAM memory</td>
</tr>
<tr>
<td>ST_offSRAM</td>
<td>Total number of stores to the off-chip SRAM memory</td>
</tr>
<tr>
<td>ST_onSRAM</td>
<td>Total number of stores to the on-chip SRAM memory</td>
</tr>
<tr>
<td>ST_IO</td>
<td>Total number of stores/writes to the I/O peripherals</td>
</tr>
</tbody>
</table>

program and the dumped file is saved. The outcome of this dumping process results in a plain text file, comprised of a series of pairs of 256 ITB elements followed by 256 elements from the BTB.

3.3.3 Merger

Once the region of interest is completely traced and the output file has been saved, it is Post-processed in the host.

As a first step of the Merger, the btrace and the itrace are filtered into two separate data structures using Pandas, which is an open source data analysis tool built on top of Python. At this point, the Merger also removes redundant entries introduced as a result of the conservative tracing dumping rate. Then, we post-process the opcode from the iword field in order to determine the instruction type.

As a second and last step, the Merger links up the entries of the data structure built up from the btrace, which correspond to data load misses in cache to the load instruction that causes that bus activity. To do so, we filter those events in the bus data structure whose opcode is that of a load, their AHB HTRANS field value is non-sequential and their AHB HBURST field value is single. Then, we match them with the entries of the instruction data structure which correspond to a load instruction traced (executed) one cycle after being traced (snooped) in the bus. The “tracing relationship” for the difference in cycles for a load miss was empirically observed across several experiments, always matching this pattern. We relate both data structures to identify instruction misses in a similar manner.

3.3.4 Collector

Finally, once the data structures are filtered and properly processed, the Collector derives the counts of the events for each kind of access. As a result of this step, we derive the events listed in Table 1 as follows.

- The number of instructions executed by checking the number of entries in the instruction data structure. Instruction cache misses are identified by matching the address field in both traces, and checking that in the bus data structure the access is in read mode (instruction cache miss) and the value of the AHB HTRANS field is non-sequential. Conversely, the instruction fetches resulting in a cache line fill are identified in the bus data structure as
those with a sequential value for the AHB HTRANS field, and an incremental value for AHB HBURST. These usually occur as a set of 7 instructions fetched after an instruction miss, which is consistent with the size of an instruction cache line. The reasoning, is that an executed instruction which is also traced in the btrace implies that the instruction was not found in the instruction cache and therefore had to be fetched.

- We derive the instruction cache hit count by counting the amount of instructions executed that do not cause bus activity. To do so, we subtract from the instruction count the sum of instruction misses and instruction line fills.
- The total number of load and store instructions executed is derived from the data structured by the Merger, which has previously decoded the instruction type. Data cache load misses are identified as detailed in 3.3.3.
- Data cache load hits are derived by subtracting these misses to the total amount of loads.
- The total number of bus accesses from the bus data structure, as well as their target memory, is derived by checking their address field in the case of load instructions, since each target is mapped to a different address range. The target memory of the store instructions can be extracted from the instruction data structure, concretely from its result field, which contains the target address.

Overall, the proposed tracing solution enables deriving instruction and access counts accurately as needed by the contention model.

4 Experimental Evaluation of the Profiling Solution

The experimental evaluation has a three-fold objective. We aim at providing evidence on the accuracy of the implemented profile library (Section 4.1). We also deploy the same library to derive a timing characterization of the impact of contention on accessing the shared memory devices in the GR712RC (Section 4.2). Finally, we use that timing characterization for deriving a preliminary model potentially incurred by a space case study (Section 4.3).

4.1 Validation of the profiling solution

We build on the concept of specific code snippets to assess the accuracy of the proposed profiling solution, which covers two dimensions.

- Comparing the expected access count values with the ones obtained with our profiling solution in a bare metal setup. This allows assessing the accuracy of the solution in a pristine scenario.
- Comparing the results obtained with the profiling solution when we run the exact same code snippet under bare metal and RTEMS. This allows assessing any portability issues of the solution for different RTOS on the GR712RC.

To satisfy these goals, code snippets are designed so that a hardware expert with understanding of the GR712RC architecture can provide high-accurate estimates of the expected access counts. Also, they are small enough for the expert to be able to reasonably handle them. A preliminary exploration on the use of specialized code snippets for characterizing multicore timing interference has been reported in [41]. The basic structure of each code snippet is a main loop with a large body comprising one or two types of instructions only, usually load and/or store. On the one hand, this reduces the overhead of the loop control instructions; on the other hand, by playing with the range of addresses accessed by the load/store operations, we force accesses to be sent to the on-chip SRAM, the off-chip SRAM/SDRAM or the UART.
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Table 2 List of code snippets.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>cs_ic_hit</td>
<td>Causes instruction cache hits</td>
</tr>
<tr>
<td>cs_ic_miss</td>
<td>Causes instruction cache misses and line refills</td>
</tr>
<tr>
<td>cs_dc_hit</td>
<td>Causes data cache load hits</td>
</tr>
<tr>
<td>cs_on_SRAM_rd</td>
<td>Causes on-chip SRAM read accesses</td>
</tr>
<tr>
<td>cs_on_SRAM_wr</td>
<td>Causes on-chip SRAM write accesses</td>
</tr>
<tr>
<td>cs_off_SRAM_rd</td>
<td>Causes off-chip SRAM read accesses</td>
</tr>
<tr>
<td>cs_off_SRAM_wr</td>
<td>Causes off-chip SRAM write accesses</td>
</tr>
<tr>
<td>cs_off_SDRAM_rd</td>
<td>Causes off-chip SDRAM read accesses</td>
</tr>
<tr>
<td>cs_off_SDRAM_wr</td>
<td>Causes off-chip SDRAM write accesses</td>
</tr>
<tr>
<td>cs_UART_rd</td>
<td>Causes UART read accesses</td>
</tr>
<tr>
<td>cs_UART_wr</td>
<td>Causes UART write accesses</td>
</tr>
</tbody>
</table>

Figure 4 pseudo-code of the code snippets.

The range of accessed addresses can also be changed to force those accesses to cause capacity misses in cache. The high density of desired operations in these code snippets, in combination with visual inspection of the object code, enables the hardware expert to predict with high accuracy the expected behavior with regard to the most relevant events.

We assess the accuracy of the proposed solution by applying it to the code snippets listed in Table 2. Experiments are executed in a single-core scenario and as specified in Section 3. We compare the values we collect to those expected. In the following subsections we present the validation for some code snippets, due to space limitations we do not describe the validation of cs_ic_miss and cs_ic_hit. Also note that in each validation experiment we show only relevant events.

4.1.1 Bare Metal Snippets

cs_dc_hit. This code snippet triggers loads that systematically hit the L1 data cache. Prior to profiling the code snippet, the loop function is executed in order to warm up the caches and avoid as many cold misses as possible. These cold misses go to the off-chip SRAM memory. A total of 128 load instructions are executed in each iteration of the loop that iterates 1000 times. Table 3 shows that the reported values by our library have high accuracy in terms of instruction count (ICount), load and store counts (LDc and STc), load hits and misses (LDh and LDm), instruction cache hits (Ihits), and accesses to the off-chip SDRAM (SDRAM) and the on-chip SRAM (oSRAM). In the worst case the deviation is 0.03% for instruction counts. Such tiny deviations are regularly observed in many COTS, even in single core and non-speculative ones. Another possible reason could also be tied to the rotating trace buffer. Some requests slightly before and after the region of interest may be included in the trace dump. The 23 accesses to the off-chip SRAM reported in Table 3 are due to cache line re-fills, which are also considered and captured by the post-processing script. For the instruction hits (Ihits) count, we expect all instructions (Icount) to hit in the L1 instruction cache. Further experiments showed that, as we increase the loop iteration count, the relative deviation decreases, hinting at a constant instruction count overhead. Also, the obtained counts are deterministic across several runs.

cs_X_rd. Table 4 shows the derived and expected access counts with the snippets designed to systematically miss with load operations from the L1 cache and target only one of the different memories: cs_on_SRAM_rd, cs_off_SRAM_rd and cs_off_SDRAM_rd.
Table 3 Validation of the profile solution with cs_dc_hit.

<table>
<thead>
<tr>
<th>Event</th>
<th>Load</th>
<th>Hit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Icount</td>
<td>131000</td>
<td>131040</td>
</tr>
<tr>
<td>LDc</td>
<td>128000</td>
<td>128004</td>
</tr>
<tr>
<td>STc</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>LDm</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>LDh</td>
<td>128000</td>
<td>128003</td>
</tr>
<tr>
<td>lhits</td>
<td>131040</td>
<td>131036</td>
</tr>
<tr>
<td>LD SDRAM</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>LD offSRAM</td>
<td>0</td>
<td>23</td>
</tr>
<tr>
<td>LD onSRAM</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ST offSRAM</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4 Expected & Observed event counts, and relative Deviation (%) for cs_X_rd.

<table>
<thead>
<tr>
<th>Event</th>
<th>OnSRAM</th>
<th>OffSRAM</th>
<th>SDRAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Icount</td>
<td>131000</td>
<td>131073</td>
<td>131000</td>
</tr>
<tr>
<td>LDc</td>
<td>128000</td>
<td>128006</td>
<td>128000</td>
</tr>
<tr>
<td>STc</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>LDm</td>
<td>128000</td>
<td>128003</td>
<td>128000</td>
</tr>
<tr>
<td>LDh</td>
<td>0</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>lhits</td>
<td>131073</td>
<td>131061</td>
<td>131024</td>
</tr>
<tr>
<td>LD SDRAM</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>LD offSRAM</td>
<td>0</td>
<td>43</td>
<td>0</td>
</tr>
<tr>
<td>LD onSRAM</td>
<td>128000</td>
<td>128000</td>
<td>0</td>
</tr>
<tr>
<td>ST offSRAM</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

In order to avoid any potential residual data in the cache from previous executions, the loop functions are also run before starting the profiling phase. Similarly to cs_dc_hit, the loop function consists of 1000 iterations over a loop which performs 128 load operations to every given memory, with a stride between them so that every load instruction causes a miss in the L1 data cache.

Results for all three memories confirm a very high accuracy for the relevant events, with the worst case deviation (0.06%) being again associated to instruction counts. The 43 loads from the off-chip SRAM in cs_loadmiss_onsramp, include instruction misses and instruction cache line refills that are triggered as a consequence of an instruction cache miss.

cs_X_wr: We proceed likewise with the code snippets that perform write operations to the different memory devices in the board (cs_on_SRAM_wr, cs_off_SRAM_wr, and cs_off_SDRAM_wr). Once again, these code snippets consist of 1000 loop iterations triggering 128 store operations to addresses of every particular memory. Given the write-through no-allocate policy, we do not need to pre-heat the caches, as each store results in a bus access and no content is loaded into the L1 cache. Accuracy results, not shown for space constraints, are consistent with those observed for read operation.

Different cs_UART_X: For the UART snippets, which read/write from/to an I/O device, we first configure the registers of the UART, and then perform reads or writes in a loop composed of 128 accesses to the memory-mapped address for data in the UART registers. Results confirm the accuracy of our tool to trace and collect events, with a maximum deviation of 0.11% in the case of the instruction count.

4.1.2 RTEMS Real-Time Operating System

One of the requirements for our profiling solution is the ability to support different real-time operating systems, with minimum effort, as some case studies run bare metal while others run on consolidated RTOS. To show adherence to this requirement, we evaluate our profiling method with the Real-Time Executive for Multiprocessor Systems (RTEMS) v5.
Changes in the profiler. The adaptation of our solution to RTEMS required no change to its scripts, with the steps of tracing and post-processing matching those for bare metal. At the RTEMS level, the only configuration required is to either use a uniprocessor scheduler or disabling the other potentially contending cores when profiling an application and using a multicore scheduler. Both allow tracing in isolation as required by our profiler.

Changes in the Code Snippets. Our goal when developing the snippets for RTEMS was ensuring that we had the same binary running in BM and in RTEMS. This objective is achieved by compiling the snippet into a .o object file with the sparc-elf-gcc cross-compiler, then linking it either into a BM image or an RTEMS image by using the sparc-elf or the sparc-rtems tool-chain linker. In order to enable the use of the same object file for BM and RTEMS the code snippet is built without any library or system call dependencies.

Evaluation. For the evaluation we proceed analogously as for bare metal, comparing the expected and observed counts. The region of interest is the loop function of the code snippets, i.e. after RTEMS has already been initialized. As a result, we do not expect variance in the results due to the interference by the RTOS. Table 5 reports expected and observed results for the snippets reading from the different memories under RTEMS. Results are very similar with a slight difference in the number of instructions executed by the processor (0.1%) and the load count (0.02%). This differences, which can be caused by the RTOS, are deemed as negligible. We also conducted the same experiments for the other code snippets, whose results are not shown for space constraints, resulting in the same conclusions: 0.12% Icount at most and no deviation in STc for all the cs_*_wr snippets. The results show a very small deviation between expected and observed values, even in the presence of an RTOS.

Also, as we have the same code running in BM and in RTEMS and we trace the same region of interest, we can perform a direct comparison between the results under BM and RTEMS, e.g. Table 4 and Table 5. The fact that the tool-chain can be applied to RTEMS without any modification neither in the collector code nor in the dumper and merger scripts, shows that this process is easily extensible to embrace RTOS.

### Table 5 Validation with memory read snippets in RTEMS.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Icount</td>
<td>131000</td>
<td>131136</td>
<td>0.10</td>
<td>131000</td>
<td>131136</td>
<td>0.10</td>
<td>131000</td>
<td>131136</td>
<td>0.10</td>
</tr>
<tr>
<td>LDc</td>
<td>128000</td>
<td>128022</td>
<td>0.02</td>
<td>128000</td>
<td>128022</td>
<td>0.02</td>
<td>128000</td>
<td>128022</td>
<td>0.02</td>
</tr>
<tr>
<td>STc</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>LDm</td>
<td>128000</td>
<td>128002</td>
<td>0.00</td>
<td>128000</td>
<td>128002</td>
<td>0.00</td>
<td>128000</td>
<td>128002</td>
<td>0.00</td>
</tr>
<tr>
<td>LDh</td>
<td>0</td>
<td>20</td>
<td>-</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>0</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>ldhits</td>
<td>131136</td>
<td>131129</td>
<td>-0.01</td>
<td>131136</td>
<td>131129</td>
<td>-0.01</td>
<td>131136</td>
<td>131129</td>
<td>-0.01</td>
</tr>
<tr>
<td>LD SDRAM</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>128000</td>
<td>128000</td>
<td>0.00</td>
</tr>
<tr>
<td>LD offSRAM</td>
<td>0</td>
<td>44</td>
<td>-</td>
<td>128000</td>
<td>128045</td>
<td>0.04</td>
<td>0</td>
<td>44</td>
<td>-</td>
</tr>
<tr>
<td>LD onSRAM</td>
<td>128000</td>
<td>128000</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
</tr>
</tbody>
</table>

### 4.2 Evaluation Results: Contention Slowdown Matrix

As we introduced in Section 3, contention models typically build on access counts, which we can derive with the support of our profiling tool as shown in Section 4.1, and worst-case contention latencies to each target shared resource. In fact, we need for every pair of requests type/target resource the contention they generate each other. This information is stored in the slowdown matrix. Each cell in the slowdown matrix is generated by running stressing benchmarks [12] that put maximum load on the resource. It follows that the reliability of the slowdown matrix builds on that of the stressing benchmark used in the experiments. To cover the latter, evidence is required that stressing benchmarks intensively stress their target resource.
<table>
<thead>
<tr>
<th>Expected Relation</th>
<th>Acc.</th>
<th>Validated</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>On-c. SRAM</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RD</td>
<td>$LDc \approx I_{count}$; $LDc = LDm = LD_{onSRAM} = Bus$</td>
<td>97%</td>
</tr>
<tr>
<td></td>
<td>$Ihits = I_{count}$</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>$LD_{offSRAM} = LD_{offSDRAM} = LD_{IO} = 0$</td>
<td>100%</td>
</tr>
<tr>
<td>WR</td>
<td>$STc \approx I_{count}$; $STc = ST_{onSRAM} = Bus$</td>
<td>95%</td>
</tr>
<tr>
<td></td>
<td>$Ihits = I_{count}$</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>$ST_{offSRAM} = ST_{offSDRAM} = ST_{IO} = 0$</td>
<td>100%</td>
</tr>
<tr>
<td><strong>Off-c. SRAM</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RD</td>
<td>$LDc \approx I_{count}$; $LDc = LDm = LD_{offSRAM} = Bus$</td>
<td>97%</td>
</tr>
<tr>
<td></td>
<td>$Ihits = I_{count}$</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>$LD_{onSRAM} = LD_{offSRAM} = LD_{IO} = 0$</td>
<td>100%</td>
</tr>
<tr>
<td>WR</td>
<td>$STc \approx I_{count}$; $STc = ST_{offSRAM} = Bus$</td>
<td>95%</td>
</tr>
<tr>
<td></td>
<td>$Ihits = I_{count}$</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>$ST_{onSRAM} = ST_{offSRAM} = ST_{IO} = 0$</td>
<td>100%</td>
</tr>
<tr>
<td><strong>Off-c. SDRAM</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RD</td>
<td>$LDc \approx I_{count}$; $LDc = LDm = LD_{offSDRAM} = Bus$</td>
<td>97%</td>
</tr>
<tr>
<td></td>
<td>$Ihits = I_{count}$</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>$LD_{offSRAM} = LD_{onSRAM} = LD_{IO} = 0$</td>
<td>100%</td>
</tr>
<tr>
<td>WR</td>
<td>$STc \approx I_{count}$; $STc = ST_{offSDRAM} = Bus$</td>
<td>95%</td>
</tr>
<tr>
<td></td>
<td>$Ihits = I_{count}$</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>$ST_{offSRAM} = ST_{onSRAM} = ST_{IO} = 0$</td>
<td>100%</td>
</tr>
<tr>
<td><strong>UART</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RD</td>
<td>$LDc \approx I_{count}$; $LDc = LDm = LD_{IO} = Bus$</td>
<td>97%</td>
</tr>
<tr>
<td></td>
<td>$Ihits = I_{count}$</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>$LD_{offSRAM} = LD_{offSDRAM} = LD_{onSRAM} = 0$</td>
<td>100%</td>
</tr>
<tr>
<td>WR</td>
<td>$STc \approx I_{count}$; $STc = ST_{IO} = Bus$</td>
<td>97%</td>
</tr>
<tr>
<td></td>
<td>$Ihits = I_{count}$</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>$ST_{offSRAM} = ST_{offSDRAM} = ST_{onSRAM} = 0$</td>
<td>100%</td>
</tr>
</tbody>
</table>

In our setup, we leverage our profiling solution to effectively achieve this goal. While the goal for snippets was to check that the expected absolute event count values matched the observed ones, for stressing benchmarks the goal is to ensure a given relation between event counts. For instance, a read stressing benchmark on the on-chip SRAM should have (1) as many instructions as load operations; (2) as many dcache hits, dcache misses, and on-chip SRAM accesses as load operations. The former condition captures the fact that, except for few control instructions in the main loop of the stressing benchmark, the rest of the instructions should match the target type. Few additional instructions can also be added to avoid systematic behaviors [19]. The latter condition, instead, states that read operations must miss in the data cache and access the on-chip SRAM.

In Table 6 we present the microbenchmarks (uBs) developed as well as the expected relation among event counters, and the assessment done from the observed event counts obtained with our tracing solution. We observe that the stressing benchmarks can be deemed as satisfactorily achieving their goal of stressing its target resource. This provides evidence on the results obtained in the Slowdown Matrix, see Table 7, with stressing benchmarks. The first column of the table reports the number of clock cycles taken to execute each type of instruction running in isolation. The following columns indicate the number of cycles taken by the same instruction when the other core is executing another particular instruction intensively.

### 4.3 Case Study

We evaluate our profiling approach on a real space application realizing a subset of the telemetry and telecommand functionalities. The telemetry and telecommand (TM/TC) subsystem is a spacecraft component that (i) allows a remote collection of measurements...
Table 7 Derived Slowdown Matrix for the GR712RC [number of cycles].

<table>
<thead>
<tr>
<th>Contender</th>
<th>On-chip SRAM</th>
<th>Off-chip SRAM</th>
<th>SDRAM</th>
<th>UART</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Isol.</td>
<td>RD</td>
<td>WR</td>
<td>RD</td>
</tr>
<tr>
<td>On-c. SRAM</td>
<td>RD</td>
<td>7</td>
<td>9.0</td>
<td>8.5</td>
</tr>
<tr>
<td></td>
<td>WR</td>
<td>2</td>
<td>4.3</td>
<td>3.0</td>
</tr>
<tr>
<td>Off-c. SRAM</td>
<td>RD</td>
<td>8</td>
<td>11.0</td>
<td>9.0</td>
</tr>
<tr>
<td></td>
<td>WR</td>
<td>6</td>
<td>10.0</td>
<td>7.0</td>
</tr>
<tr>
<td>SDRAM</td>
<td>RD</td>
<td>9</td>
<td>12.0</td>
<td>10.1</td>
</tr>
<tr>
<td></td>
<td>WR</td>
<td>6</td>
<td>8.0</td>
<td>6.1</td>
</tr>
<tr>
<td>UART</td>
<td>RD</td>
<td>6</td>
<td>9.0</td>
<td>7.0</td>
</tr>
<tr>
<td></td>
<td>WR</td>
<td>4</td>
<td>8.0</td>
<td>5.0</td>
</tr>
</tbody>
</table>

(telemetry) and their transmission to ground-based facilities, and (ii) receives commands (telecommand) from the ground allowing a direct control of the spacecraft during spacecraft development, assembly, integration, test, launch phases and operation. The TM/TC is typically connected to every other spacecraft subsystems using a variety of interfaces such as CAN buses, Spacewire, Spacefiber or RS-232 connections, while the communication to the ground segment relies on RF baseband interfaces.

For the purpose of this paper, we evaluated three applications composing the TM/TC subsystem, restricting ourselves to the UART communication for taking care of the I/Os. The first application is a watchdog application whose purpose is to ensure continuity of service for an unmanned system, which in fact could not be humanly operated in case of failure. The watchdog performs health monitoring on the other co-running applications composing the TM/TC subsystem, rebooting the hardware board if the service of any other application is discontinued as a result of any type of misbehavior: infinite loop, software crash, unhandled exception, etc. For this purpose, the watchdog relies on hardware timers available in the GR712RC board, setting up a counter that is progressively decremented, and would reboot the board whenever it reaches zero. In the meantime, the other applications are regularly sending a keep-alive signal to the watchdog application, that reset the watchdog timer when all signals have been received.

The scrubber application, which is in charge of assuring the reliability of the memory subsystem in a potentially radiated environment. It aims at exercising and refreshing the ECC protection of the GR712 off-chip SRAM memory. The scrubber progressively reads the whole 8MB SRAM memory per 64B blocks, and when detecting an ECC error correction, writes the word back to memory, so that further bit shift will not make the error non-correctable. The scrubber performs uncachable word-per-word load accesses to the memory and checks, for each load, the AHB status register to check if an ECC correction occurred.

Finally the crypter application implements the AES encryption / decryption of telemetry data and ground commands. The crypter is relying on a symmetric block cipher based on a substitution-permutation network that involves several computation rounds.

4.4 Profiling and Contention Results

Following the methodology we have presented in the previous section we derive the event counts for the three applications that resulted in the profiles shown in Table 8.

We derive fully time-composable [11] execution time estimates (FTCestimate) results.
Table 8 Resulting profiles for the considered TM/TC sub-system elements.

<table>
<thead>
<tr>
<th>Event</th>
<th>Crypter</th>
<th>Scrubber</th>
<th>Watchdog</th>
</tr>
</thead>
<tbody>
<tr>
<td>Icount</td>
<td>2057</td>
<td>539</td>
<td>26</td>
</tr>
<tr>
<td>LDc</td>
<td>513</td>
<td>132</td>
<td>5</td>
</tr>
<tr>
<td>STc</td>
<td>121</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>LDm</td>
<td>312</td>
<td>132</td>
<td>5</td>
</tr>
<tr>
<td>LDh</td>
<td>201</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Ihits</td>
<td>1882</td>
<td>531</td>
<td>19</td>
</tr>
<tr>
<td>Imiss</td>
<td>176</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>I line fill</td>
<td>39</td>
<td>12</td>
<td>16</td>
</tr>
<tr>
<td>LD SDRAM</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>LD offSRAM</td>
<td>531</td>
<td>87</td>
<td>27</td>
</tr>
<tr>
<td>LD onSRAM</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>LD IO</td>
<td>1</td>
<td>65</td>
<td>2</td>
</tr>
<tr>
<td>ST SDRAM</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ST offSRAM</td>
<td>121</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>ST onSRAM</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ST IO</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

FTC estimates assume that each request generated by the application contends with one request, so that both requests arrive at the same time but the application request always loses the arbitration, suffering maximum contention. For instance if the application generates a read to the on-chip SRAM, the contender generates a read to the Off-chip SDRAM on the same cycle and wins the arbitration. This results in the request from the application suffering a contention of 12.0 cycles.

Figure 6 compares the FTC estimate with the observed execution time when we run each application against each stressing contender, i.e. the execution time of the application under a multicore scenario (ETmuc). As expected, the estimate is always higher than ETmuc. For Crypter and Scrubber we observe reduced over-estimation that ranges from 1.25 to 1.35 for the former and from 1.01 to 1.11 for the latter. This over-estimation relates to the alignment between the request of the application and the one of the contenders. In general, it is hard if at all possible to achieve that the request from an arbitrary application aligns with that of its contender. The FTC model instead assumes this case, as it can in theory happen. This results in some over-estimation, that is limited though. For the Watchdog, given its small execution time (201 cycles in isolation) the impact of the worst-case assumption on the alignment becomes more significant in relevant terms. However, it is irrelevant in global terms.

Figure 6 Observed multicore execution times vs. fully time-composable estimate (FTCest).

In Figure 5 we report in the bars the absolute execution time of each application when it runs in isolation (ETisol). It is measured on the left vertical axis. The line shows the ratio between FTCest/ETisol, that is the ratio between the estimated and the execution time in
isolation. For Crypter and Scrubber it remains below 1.5x, while for the watchdog due to its very small execution time, it goes above 3.0. This is so, as any small over-estimation of the FTC estimate is significant in relative terms.

4.5 Discussion

While at the beginning of a project many frameworks seem to provide a similar cost/benefit ratio, a detailed analysis is required to understand what is needed (user requirements) by the case study and the timing analysis solution, and what is the support provided in terms of hardware and software support by the chip vendor (DSU and GRMON respectively in our case). As the existing debugging support is not intended for timing analysis, it is necessary to cover the gap between user requirements and debug support. This involves gathering a deep understanding of hardware tracing and developing scripts to interact with the software tracing support. A fair amount of time must be devoted to validating the solution before it can be used with a high degree of trustworthiness. In this line, our next step is to deploy the developed solution with other applications used in specific business units of Thales.

In terms of reusability and portability, the particular scripts for trace collection are depending on the debug solution. They can be used for processors of the same family with similar debug solutions. For instance, we are using our solution for LEON4-based multicore processors. For a wider applicability, the solution can also be deployed on top of external debugging solutions and protocols (e.g. Lauterbach and AURORA respectively), that support different families of processors and allow to capture the baseline information we exploit in our method. Last but not least, the main steps of our overall methodology, and in particular its validation part, will be a necessary part of any profiling solution to provide evidence of correct behavior.

5 Related Work

Software and hardware profiling is an umbrella term that encompasses many forms of dynamic analysis techniques, all of them exploiting information gathered from the execution of a program on a specific hardware target. Relevant information to be profiled depends on the specific application domain and is not only limited to the timing performance of a piece of software but can include other hardware-level concerns (e.g., power consumption) or more functional aspects (e.g., frequency of invocation of a given function or heap and stack usage). The focus of this work is on the profiling requirements from the timing analysis perspective, with special focus on contention analysis in multicore systems. A generic overview of existing approaches for functional and (average) performance profiling of embedded systems is provided in [45, 38].

Hardware profiling solutions are being increasingly considered as a fundamental enabler for timing characterization of critical applications running on multicore embedded platforms. The complexity of those platforms, especially emanating from multicore execution, in combination with increasingly richer functionalities, poses a challenge to conventional timing analysis approaches [51, 42]. However, despite the increasing standardization effort [20, 2], advanced non-intrusive hardware monitoring support is not always available in embedded targets.

Approaches based on (some form of) software and hardware profiling are particularly appealing from the industrial standpoint as they closely resemble the consolidated functional verification process. A number of industrial-quality measurement-based analysis tools are commercially available and have achieved a good level of penetration in the respective industrial domains [43, 25, 48]. RapiTime, part of the RVS verification suite [43], is mainly
targeting the avionics domain. It builds on software instrumentation at different granularity levels to collect timing information of instrumented programs and provides basic timing statistics (such as high water-marks, averages, and minima) and an hybrid WCET figure. The T1 timing tool [25] from Gliwa, and TA tool suite [48] from Vector, are instead specifically addressing the automotive domain. Both tools, though at different granularities, allow to capture timing information and reconstruct a timing model of the system under analysis. Currently these tools, however, are essentially exploiting relatively simple timing information (i.e., timestamps) combined with software-level information such as executed branches, components interaction, or operating system events. When it comes to analyzing multicore systems, such basic information can be used to explore specific (multicore) execution scenarios but do not allow to perform a generic contention analysis. While we recognize the value of these approaches, we contend that simple timing information is not enough to capture the complexity of advanced multicore systems [34] and, in our approach, we focus on capturing other relevant events beyond the clock cycles.

More specifically on multicore timing analysis, several interesting approaches have been proposed that rely on hardware profiling information and software means to remove or limit the amount of multicore interference [53, 37, 27, 18, 12]. While [53] exploits application profiling and run-time monitoring to preserve memory bandwidth quotas at the memory controller level, the work in [37] builds on RTOS support to enforce memory usage quotas. Other approaches, instead, use profiling-based methods to derive contention bound [27, 18, 12]. None of these works, however, focus on the fundamental practical aspect of the profiling framework. In this work, instead, we address the relevant aspects of an industrially amenable profiling solution, and report our practical experience in the definition of a profiling solution for the GR712RC.

Advanced hardware tracing support, which has been long advocated by industry [44], is becoming more and more fundamental for the timing verification process. Interesting approaches for non-intrusive hardware tracing support supporting the hardware instrumentation paradigm have been also proposed [5, 13]. Both works are proposing hybrid measurement-based approaches building on advanced DSU interfaces. They both implement an in-band profiling solution, whose limits are overcome in [13] by supporting high-bandwidth, on-line processing of the collected traces by exploiting a computationally powerful FPGA. Still, the main focus of these approaches is to collect basic timing information, and they do not consider the inherent challenges, in terms of intrusiveness, arising from the collection of comparatively richer information.

6 Conclusions

Hardware profiling and monitoring support are increasingly becoming fundamental to support industrially-viable approaches for the timing characterization of critical functions in embedded multicore systems. In this work, we address the relevant aspects of an industrially amenable profiling solution and we report our practical experience in the definition of a profiling solution for the GR712RC, a reference embedded target for the space domain, where no performance counter support is actually available. We presented the main design challenges of a custom profiling approach and show how it fulfills industrial requirements by providing an efficient profiling framework. We validate and extensively assess our solution on synthetic benchmarks and on a case study from the space domain. Finally, we show how the profiled information can be exploited to derive tight early bounds on the impact of multicore interference on applications’ timing behavior.
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Abstract
Tasks in modern multi-core real-time systems share data and communicate among each other. Nonetheless, the majority of published research in real-time systems either assumes that tasks do not share data or prohibits data sharing by design. Only recently, some works investigated solutions to address this limitation and enable data sharing; however, we find these works to suffer from severe limitations. In particular, approaches that bypass private caches to avoid coherence interference altogether suffer from significant average-case performance degradation. On the other hand, proposed predictable cache coherence protocols increase the worst-case memory latency (WCL) quadratically due to coherence interference. In this paper, by carefully analyzing the scenarios that lead to high coherence interference, we make the following observation. A protocol that distinguishes between non-modifying (read) and modifying (write) memory accesses is key towards reducing the effects of coherence interference on WCL. Accordingly, we propose DISCO, a discriminative coherence solution that capitalizes on this observation to balance average-case performance and WCL. This is achieved by disallowing modified data in private caches, and hence, the significant coherence delays resulting from them are avoided. In addition, DISCO achieves high average performance by allowing tasks to simultaneously read shared data in the private caches. Moreover, if the system supports the distinction between private and shared data, DISCO further improves average performance by allowing for the caching of private data in cores’ private caches regardless of whether it is modified or not. Our evaluation shows that DISCO achieves 7.2× lower latency bounds compared to the state-of-the-art predictable coherence protocol. DISCO also achieves up to 11.4× (5.3× on average) better performance than private cache bypassing for the SPLASH-3 benchmarks.

2012 ACM Subject Classification Computer systems organization → Real-time systems; Computer systems organization → Real-time system architecture; Computer systems organization → Multicore architectures
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1 Introduction
Demands from modern applications of embedded systems such as those in automotive, avionics, industrial automation and healthcare are shaping the research directions in real-time embedded systems. The high performance demands from these applications ignited the transition from single-core to multi-core real-time systems [37]. In addition, meeting the high data demand was a strong motive behind exploring the adoption of complex memory hierarchies composed of multiple levels of caches [44] and include shared caches [10, 13, 25, 36, 29], shared interconnects [7, 15, 19] as well as off-chip memories [9, 12, 18, 22] instead of the small-sized static on-chip memories found in traditional low-end embedded systems. Despite this large volume of research, one demand from the aforementioned applications is yet to be efficiently addressed: allowing a seamless, predictable, and high performance data sharing among different running tasks. Unfortunately, most prior works in real-time systems do not meet this demand. They either assume tasks are not sharing data or prohibit data sharing by design [6]. This is mainly because data sharing is problematic and can lead to
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significant interference delays [3, 11] or even unpredictable behaviors [14] if it is not carefully addressed.

On the other hand, researchers have already realized the importance of enabling data sharing in the context of real-time systems [4, 6, 11, 14, 16]. The common approach followed by these works is to allow data to be shared among tasks but prevent tasks from simultaneously accessing this shared data in an attempt to accommodate for the data sharing demand, while ensuring system predictability. As a result, large interference delays due to this simultaneous access are avoided altogether. This is achieved by either modifying the task-to-core mapping [6], data-aware scheduling [4, 11], or bypassing caches [6, 3, 26]. The main drawback of such approach is that by disallowing simultaneous access to shared data, it can severely deteriorate the system performance. To improve system performance and enable simultaneous access to shared data, [14, 39, 40, 23] propose predictable cache coherence protocols. The problem with these protocols is that they require complex changes to cache controllers and more importantly, they result in a significant increase in the worst-case latency (WCL) upon accessing memory due to coherence interference. In this paper, we propose DISCO: a discriminative coherence solution that addresses the aforementioned drawbacks. Towards this target, we make the following contributions.

1. We exhaustively study all possible access scenarios under coherence protocols to distill the main sources of their large coherence delays. As a result of our study we make the following important observation. Significant coherence interference delays that arise from the worst-case scenarios are exclusively due to cache lines being modified in the private caches without an immediate update to the shared cache. The other key observation that DISCO is based on is that the number of memory writes usually represents a small percentage of the total memory requests of applications. We discuss these two observations in details in Section 5.

2. Based on these two observations, we propose DISCO to prohibit the caching of modified data in the cores’ private caches. All data modifications are carried out at the shared cache. DISCO intentionally discriminates against write memory requests since they are forced to access the shared cache even if data already exists in the requesting core’s private cache, while read requests are allowed to hit in private caches if their data exists; therefore, reads are managed exactly as in traditional coherence approaches deployed in commodity systems. Since all writes are treated equally, we call this version of the proposed solution, DISCO-AllW.

3. To further improve the system performance, we also propose another version of our solution that we call DISCO-SharedW. DISCO-SharedW leverages information about tasks’ data (namely, whether data is shared or private). DISCO-SharedW relaxes the constraint of DISCO-AllW by allowing private data to be modified in the private caches. It allows both read and write hits to the private data that is not shared among tasks since it causes no coherence interference. Both DISCO-AllW and DISCO-SharedW can be either implemented as a hardware cache coherence protocol (Section 6) or realized in commodity platforms using already available support on these platforms as we discuss in Section 7.3.3.

4. We conduct a detailed analysis to calculate the WCL incurred by any memory request as well as the total WCL for both DISCO-AllW and DISCO-SharedW (Section 7).

5. We compare both versions of DISCO with the two state-of-the art competitive solutions: PMSI coherence protocol [14] and cache bypassing [26, 3]. Our evaluation uses both the SPLASH-3 [35] parallel data-sharing benchmarks as well as synthetic experiments that are based on the EEMBC-Auto benchmarks [33]. Results in Section 8 show the notorious improvements that DISCO-AllW and DISCO-SharedW achieve compared to both PMSI and cache bypassing. We summarize these results in Table 1.
Table 1 Summary of DISCO improvements over state-of-the-art competitive approaches.

<table>
<thead>
<tr>
<th></th>
<th>Per-request WCL</th>
<th>Total WCL</th>
<th>Avg. Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PMSI Bypass</td>
<td>PMSI Bypass</td>
<td>PMSI Bypass</td>
</tr>
<tr>
<td></td>
<td>analytical</td>
<td>up to avg.</td>
<td>up to avg.</td>
</tr>
<tr>
<td>DISCO-AllW</td>
<td>7.2 × same</td>
<td>3.3 × 2 ×</td>
<td>65% 42%</td>
</tr>
<tr>
<td>DISCO-SharedW</td>
<td>7.2 × same</td>
<td>6 × 3.5 × 3.8 × 1.5 ×</td>
<td>3.2 × 1.6 × 11.4 × 5.3 ×</td>
</tr>
</tbody>
</table>

2 Related Work

With the adoption of multi-core architectures in real-time embedded systems being on the rise, several new challenges face the researchers in these systems. Predictably managing the shared hardware components among different cores (such as interconnects, on-chip caches, and off-chip memories) is one of the biggest challenges. This is because processing elements in multi-core architectures compete to access these resources which results in significant interference in the system. To address this challenge, several recent research efforts aim at providing predictable access to shared interconnect [44, 7, 15, 31, 19], shared caches [42, 36, 43, 10], and shared DRAM [32, 34, 1, 9, 22, 17, 12]. While these efforts successfully address the timing interference problem, the data interference problem is usually overlooked.

Most of the aforementioned solutions adopt the independent-task model, where tasks do not share data. Recently, researchers recognized the importance of data sharing and proposed solutions to handle it [6, 11, 14, 3, 4, 26, 39, 23, 40]. We classify these works into three groups according to their research direction: 1) data-aware scheduling, 2) cache bypassing, and 3) cache coherence protocols.

1) Data-aware scheduling. The first direction incorporates data-awareness in the task scheduling to avoid data interference. This is achieved by one of the following means: 1.1) scheduling tasks with shared data such that they never run in parallel [4]; hence, they do not compete for shared data; 1.2) assigning tasks with shared data to the same core [6]; hence, they share the same private cache(s) and do not suffer coherence interference from each other; or 1.3) incorporating run-time performance metrics collected through hardware counters to make data-wise scheduling decisions that mitigate the data sharing effects [11]. This direction enforces new constraints on the system scheduler interference, which deteriorates system schedulability [40]. Unlike these solutions, DISCO does not require any modifications to the system scheduler and coherently handles data sharing in hardware.

2) Cache bypassing. A second alternative is cache bypassing, which was first utilized in the context of reducing the shared cache conflict interference [13, 26] but is then used to avoid coherence interference of shared data [6, 3]. If private caches are bypassed, coherence interference is eliminated, but at the expense of degrading average-case performance.

3) Cache coherence. The third direction is to make data sharing transparent to the application and the scheduler by handling it completely in hardware using cache coherence protocols [14, 39, 23, 40]. Cache coherence is notoriously the main solution adopted by commercial-of-the-shelf (COTS) multi-core architectures [30, 41]. It has the advantage of enabling data sharing without imposing any restrictions on the real-time scheduler compared to data-aware scheduling solutions. It is also shown to provide high average-case performance compared to both data-aware scheduling and cache bypassing [14, 40]. On the other hand, it suffers a notably high worst-case memory latency due to the introduced coherence interference. For instance, PMSI [14] has a worst-case latency that is quadratic in the number of cores in the system.
We discuss both cache bypassing and cache coherence in more details in Section 5 since they are the most related to this work.

3 System Model

We assume the multi-core architecture depicted in Figure 1, where tasks running on this architecture can share data. The proposed solution does not depend on the core architecture and can be seamlessly deployed for in-order or out-of-order cores.

Memory Hierarchy. Each core has its own private cache(s) and all cores share a last-level cache (LLC). LLC is accessed through a shared bus. Cores can also share an off-chip memory. We also assume that timing interference is resolved in the shared cache using partitioning or coloring [10], and in shared main memories using existing solutions orthogonal to this work [12, 8].

Bus Arbitration. Without loss of generalization, we assume that accesses to the shared bus are managed according to a Time Division Multiplexing (TDM) scheme. Solutions proposed in this paper are independent of the deployed arbiter and can be applied to other arbiters as well. However, the timing analysis we perform in Section 6 assumes a TDM bus arbitration. Similar to existing work [14, 39], we set the slot width to accommodate for the one data transfer between private and shared caches in addition to coherence messages. This slot width is denoted as $L_{miss}^{acc}$ since it is incurred if a request misses in the corresponding core’s private cache.

Task Scheduling. We do not make any assumption on how the executing tasks are scheduled on cores. The proposed approach is orthogonal to task scheduling and should operate in tandem with any schedule.

4 Cache Coherence Background

When multiple cores accessing the same data, the system has to maintain data correctness. Data correctness is achieved when all cores have access to the most up-to-date data. On the other hand, data incorrectness occurs when a core accesses a stale data that has been already changed in another location in the system (e.g. another core’s cache). Modern multi-core systems deploy cache coherence protocols to prevent such situation and preserve data correctness. The Modified-Shared-Invalid (MSI) is considered the baseline coherence
Figure 2 MSI coherence states, messages, and transitions. Messages observed by the core on the bus from other cores are indicated as Other (e.g., OtherGetS).

Figure 2 depicts the three states of MSI as well as all possible transitions between them. If a cache line does not exist in the private cache or its data is stale, its state will be I. The S state indicates that the data of this cache line is valid and is not modified, while the M state indicates that the data of this cache line is valid and modified. Therefore, multiple cores can share a cache line in their private cache in the S state, while only one core can have a cache line in the M state. All other cores in this case will have this line in the I state. If a core has a load/read request to a cache line in the I state, the private cache controller of this core (or for simplicity we refer to this throughout the paper as just the core) issues a GetS coherence message on the bus to inform all other cores and the shared cache about this request. Once the core receives the requested data, it moves to the S state. Similarly, if a core has a write request to a cache line in the I state, it issues a GetM message on the bus and moves to the M state once data is received. The core is not required to take any action upon observing messages of other cores to a cache line that it has in the I state. Read requests to a cache line in the S state are hits and no message is broadcasted on the bus. In contrast, write requests to a cache line in the S state has to broadcast an Upg message on the bus to ask other cores to invalidate their local copies in their private caches since it is going to modify it. A core takes no action upon receiving an OtherGetS from another core to a line that it has in the S state since multiple cores can simultaneously read the same cache line. Read and write requests to a cache line in the M state are hits and no message is broadcasted on the bus. If the core observes an OtherGetS on the bus from another core requesting to read a cache line that it has in the M state, it sends the modified data to the requesting core and/or the shared memory and moves to the S state.

5 Motivation

5.1 Performance Gains of Cache Coherence

PMSI [14] provides high performance gains compared to other approaches such as shared-data aware scheduling and private cache bypassing by deploying cache coherence to orchestrate accesses to share data. In Figure 3, we show the execution time of both PMSI and bypassing...
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private caches entirely (or simply bypassing\(^1\)). The applications used in this experiment are from the SPLASH3 benchmark suite [35], and the experimental setup is discussed in details in Section 8. As Figure 3 illustrates, PMSI outperforms bypassing for all benchmarks. Performance improvements reach up to \(3.7 \times\) (barnes) and \(7 \times\) (radiosity) with a geometric mean performance improvement across all benchmarks of \(2 \times\). This clearly represents promising results that motivate us to investigate cache coherence in the context of real-time systems.

### 5.2 Per-Request WCL

Despite its average-case performance gains, PMSI suffers from large worst-case delays due to the introduced coherence interference. For instance, with bypassing, all cores pay the price of a shared cache access delay once granted access to the bus by the arbiter, regardless of the access pattern of other cores. This results in an access latency of one TDM slot, which we denoted as \(L_{\text{miss acc}}\) in Section 3 with no coherence latency at all. In addition to this access latency, for a system with \(N\) cores and a fair TDM arbiter, a request can suffer an arbitration latency up to one full TDM period or \(N \cdot L_{\text{miss acc}}\). Table 2 summarizes these worst-case values. This is notably lower than the worst-case scenario under PMSI, where all cores compete to simultaneously access the same shared cache line. As Table 2 illustrates, in addition to the access latency and arbitration latency that is the same as those of bypassing, a memory request under PMSI suffers from a significant worst-case coherence latency. The value of this latency directly follows from [14]. From Table 2, total WCL of both bypassing and PMSI can be calculated as follows.

\[
WCL_{\text{PMSI}}^{\text{per Req}} = 2 \cdot N^2 \cdot L_{\text{miss acc}}^{\text{miss}} + 2 \cdot N \cdot L_{\text{acc}}^{\text{miss}} + L_{\text{acc}}^{\text{miss}} \tag{1}
\]

\[
WCL_{\text{ByPass}}^{\text{per Req}} = N \cdot L_{\text{acc}}^{\text{miss}} + L_{\text{acc}}^{\text{miss}} \tag{2}
\]

Figure 4a delineates this per-request WCL across different number of cores, which shows the significant gap between WCLs of cache coherent solution (PMSI) and bypassing solution due to coherence interference.

\(^1\) Bypassing throughout this paper refers to skipping the access to the private cache and access directly the shared cache.
Table 2 Worst-case latency components of private cache bypassing and PMSI techniques.

<table>
<thead>
<tr>
<th>Latency Component</th>
<th>Bypassing</th>
<th>PMSI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arbitration Latency</td>
<td>$N \cdot L_{\text{miss}}$</td>
<td>$N \cdot L_{\text{miss}}$</td>
</tr>
<tr>
<td>Coherence Latency</td>
<td>0</td>
<td>$N \cdot (2 \cdot N + 1) \cdot L_{\text{miss}}$</td>
</tr>
<tr>
<td>Access Latency</td>
<td>$L_{\text{miss}}$</td>
<td>$L_{\text{miss}}$</td>
</tr>
</tbody>
</table>

(a) Per-request WCL across different number of cores.

(b) Effective WCL for various percentage of shared data.

Figure 4 Per-request WCLs (Equations 1 and 2) and effective WCLs (Equation 5).

5.3 Total task’s WCL

To bound the task’s total Worst-Case Execution Time (WCET), the cumulative WCL over all requests generated by the task under analysis has to be computed. Towards this target, we are interested in calculating the total memory WCL suffered by the total number of memory requests generated by a core during a period of time $t$, $M(t)$ or simply $M$.\footnote{For readability, we drop the usage of $t$ from the remainder of the paper. For instance, we use $W$ instead of $W(t)$ to refer to the number of total writes generated by a core during time $t$.}

For bypassing, it is straightforward since all requests are serviced from the shared memory, every request can suffer the same WCL that is indicated in Equation 2. Therefore, the total WCL for bypassing is computed as:

$$WCL_{\text{Bypass}}^{\text{tot}} = M \cdot WCL_{\text{Bypass}}^{\text{per Req}} = M \cdot L_{\text{miss}} \cdot (N + 1) \quad (3)$$

For PMSI, it is more involved since requests to private (non-shared) cache lines need to be differently handled compared to requests to shared cache lines as the former will not suffer from coherence interference. Considering a partitioned cache hierarchy, where private and shared data are located in separate set such that shared data will not cause any conflict interference to private data, it is safe to assume that the access pattern (private hits and misses) to private cache lines (those not shared with other cores) can be analyzed in isolation and remains the same when the core suffers interference from other $N - 1$ cores. Additionally, with this partitioning, from the task’s analysis in isolation (either statically or experimentally), one can compute the number of requests to private cache lines (let it be $M_{\text{private}}$), and the number of requests to shared cache lines ($M_{\text{shared}}$) by examining the addresses of memory requests. Moreover, accesses to private cache lines can be further classified into hits and misses to the private cache, which we denote as $M_{\text{private}}^{\text{hits}}$ and $M_{\text{private}}^{\text{misses}}$, respectively. Unlike $M_{\text{private}}$, it is not possible to statically determine the hits or misses to the shared cache lines since this depends on the access behavior of other cores during run time, which can also access these shared lines. Therefore, the WCL has to be assumed for all accesses to shared lines. Assume the access latency to the core’s private cache is...
L_{private}^acc and recall that the WCL to access a shared cache line (which includes coherence interference if exists) is \( WCL_{PMSI}^\text{perReq} \) as calculated by Equation 1. Accordingly, the cumulative total worst-case memory latency suffered by the task, \( WCL_{tot} \), can be computed as:

\[
WCL_{tot} = M_{\text{private}} \cdot L_{\text{acc}} + M_{\text{private}} \cdot (N + 1) \cdot L_{\text{miss}} + M_{\text{shared}} \cdot WCL_{PMSI}^\text{perReq}
\]

Dividing Equation 4 by the total number of task requests, we get the effective WCL of a single request (\( WCL_{eff} \)) as in Equation 5, which can be considered as the average WCL suffered by a single request to the cache.

\[
WCL_{eff} = \frac{M_{\text{private}} \cdot L_{\text{acc}}}{\text{Req}} + \frac{M_{\text{private}} \cdot (N + 1) \cdot L_{\text{miss}}}{\text{Req}} + \frac{M_{\text{shared}} \cdot WCL_{PMSI}^\text{perReq}}{\text{Req}}
\]

To visualize this effect, Figure 4b plots the effective WCL for both bypass and PMSI for different percentage of accesses to shared data. Figure 4b shows that with increased percentage of shared data accesses, the gap between PMSI and bypass significantly increases. The reason for this behavior is that since the \( WCL_{shared} \) of PMSI (Equation 1) is much larger than that of bypass (Equation 2), increasing shared data accesses, this latency component will dominate the total WCL.

### 5.4 Distilling Coherence Effects on WCL

Now, our target is to reduce this high WCL resulting from cache interference. In doing so, we study carefully the effect of coherence across all access scenarios. We find that the high WCL is resulting from a pathological scenario and does not apply to all cases even for accesses to shared lines. This is a key observation and one of the main contributions of this paper; therefore, this subsection will discuss it in detail. We study all possible access scenarios in the existence of coherence, and plot these scenarios in Figure 5. Figure 5 follows the design guidelines of PMSI [14].

#### 5.4.1 Hit Scenario

In case of a read hit (shown as event 1 in Figure 5) or a write hit to an already modified cache line in the private cache (at 2), the core proceeds with the load/store instruction without any arbitration or coherence delays. On the other hand, if the request is a write hit to a non-modified cache line (at 3), the core has to wait for a slot to access the shared bus as writes require to exchange coherence messages to invalidate copies of this line in all other private caches.
Figure 6 Coherence interference in case of writes for PMSI. C2 is the core under analysis and it has to wait for both C0 and C1 before it gains access to block A.

5.4.2 Miss Scenario

If the request is not available in the core's private cache, the core has to wait for its slot to issue this request on the shared bus. Once the core is granted a slot, it issues the request (4 in Figure 5 in case of a read, and 5 for a write). If the requested cache line is not modified in another core's private cache and no write requests are pending to this line, the core receives the data from the shared memory in the same slot and proceed to finish the load/store instruction. This is the scenario highlighted as 6 in Figure 5. On the other hand, if one of these two conditions is not satisfied, the core has to wait for all pending writes (if exist) to same line to finish first and the data to be updated in the shared memory (through a write back by another core) before it can obtain the requested line in its private cache. This is the scenario at 7 in Figure 5. As Figure 5 illustrates, the scenario at 7 is the one that triggers coherence interference and causes the largest delays.

5.4.3 Worst-Case Scenario

Based on this discussion, the pathological worst-case scenario is to assume that all cores in the system simultaneously ask to modify the same cache line. Accordingly, the request under analysis in the worst case has to wait for all other cores, where each core performs its access to obtain the cache line in its private cache, modifies it (performs the store instruction), and writes the new data back to the shared memory. This requires two memory transfers per each core of the other \( N - 1 \) cores before the core under analysis is able to proceed with its access. Figure 6 depicts this scenario for a system with three cores, where the core under analysis is C2 and it has to wait for store requests from the other two cores before it can issue its own request. Under TDM scheduling, each transfer can wait for a complete TDM period (arbitration effects) before it can gain access to bus, where a TDM period is a function of \( N \). This explains the quadratic effect of coherence interference on WCL.

Bypassing avoids this scenario by directly accessing the shared memory for every memory request, which eliminates the need for write backs, and hence, the coherence interference. However, this comes at the expense of not utilizing the private caches at all making every request suffering the large shared cache access time. This explains the performance degradation of bypassing compared to PMSI as discussed in 5.1. In contrast, we observe that the explained scenario can be avoided if only writes are made visible instantaneously to the shared memory, while reads do not cause any additional coherence interference. In Figure 6, if cores write directly to the shared memory, the resulting effect will be completely equivalent to bypassing independent of how reads are handled. The other important observation is that writes represent usually a small percentage of applications. Our analysis shows that across the SPLASH3 suite, writes represent on average 30% of the memory requests of the application as Figure 7 illustrates. The same observation holds for other benchmarks as well. For instance, we find that the PARSEC benchmark [5] suite and the EEMBC-auto [33] suite have on average 21% and 32% writes per application, respectively.
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6 Proposed Solution

Motivated by the observations we made in Section 5, we propose DISCO: a discriminative coherence approach. The key idea behind DISCO is to eliminate by design the worst-case scenarios covered in the previous section, and therefore, avoid its significant coherence delays. On the other hand, DISCO still maintains a high average-case performance by employing coherence and enabling simultaneous access to shared data. These two objectives are achieved by intentionally discriminating write memory requests by forcing them to update the shared memory immediately with any write (new) data from any core. This significantly simplifies the coherence protocol as it eliminates all the transient states needed because of data being updated privately by other cores such as in PMSI [14], and reduces the coherence protocol to the simple SI (or sometimes referred to as VI) protocol [38]. Figure 8 shows the coherence states of this SI protocol. It is worth noting that there are two different ways to realize DISCO, either by 1) implementing this SI protocol in hardware, or 2) achieving the write bypass in already existing platforms through available support in these platforms. For now, we will detail the operation of DISCO, while we explain the required support in existing architectures that can allow for the realization of DISCO without redesigning the coherence protocol in Section 7.3.3. As Figure 8 illustrates, the M state is completely removed since no core will have a cache line modified in its private cache without updating the shared cache.

If a core has a read request to a cache line that is in the I state in its private cache, it issues a GetS message once granted access to the bus and moves to the S state once it receives data from the shared cache. In contrast, if the request is a write to a line in the I state, it modifies this line directly into the shared cache and it does not allocate it to the private cache. Hence, it remains in the I state. Although allocating the cache line in the private cache might improve average performance by potentially allowing future read hits to this line, it requires an additional data transfer from the shared cache to the core, which increases the WCL. In particular, the slot width of the shared bus arbiter has to accommodate for two memory transfers instead of one. As a result, we choose not to allocate the line in this case.
to improve WCL. As explained in Section 4, a core with a cache line in the $I$ state makes no change to its state as a response to events on this line by other cores. If a core has a read request to a cache line that is in $S$ state in its private cache, it is a hit and no change in the state is required. However, if the core has a write request to a line that is in the $S$ state, it has to issue a GetM message on the bus to invalidate copies of this line in all other private caches and perform the write to its private cache as well as to the shared cache to keep it updated. If while in the $S$ state, a core observes an OtherGetS message on the bus, it remains in the $S$ state since the other core is requesting this line for a read and is not going to modify it. Contrarily, if the core observes an OtherGetM message to a line it has in the $S$ state, it has to invalidate its copy since the data is going to be updated by the other core.

Leveraging this simple protocol, DISCO eliminates the large coherence delays due to write requests that modify data in private caches of cores while not being reflected on the shared memory. In other words, the long path in Figure 5 due to the modified/requested by others condition (the scenario at 7) is eliminated since this condition will be always false (no cache line will be modified in a core’s private cache). Figure 9 illustrates the operation of DISCO. Since all writes are handled equally, we denote this approach as DISCO-AllW.

### 6.1 DISCO-AllW: Discriminative Coherence for All Cache Lines

A request to a cache line can be classified according to three factors.

1. **Request type.** With regard to the instruction type, a request can be either a *read* (e.g. from a load instruction), or a *write* (e.g. from a store instruction).
2. **Data type.** This is related to the nature of the data stored in this cache line, it can be one of two possibilities: a *private* cache line (only accessed by the current task), or a *shared* cache line across tasks.
3. **Line state.** Finally, a request can be either a *hit* if the requested data exists (and is valid) in the private cache of the requesting core or a *miss* otherwise.

This results in a total of eight possibilities for any such request. For example, one request can be a read hit to a private cache line, while another request could be a write hit to a shared cache line, etc. DISCO-AllW operates on these cases based on the following four rules:

- **Rule 1. Operating Rules of DISCO-AllW.**
  - (A) It does not distinguish between shared and private lines, both are treated equally.
  - (B) It treats all writes equally by sending them to the shared cache.
  - (C) Read hits are allowed and can proceed without requesting an access to the shared bus.
  - (D) Read misses have to wait for an access to the shared bus to obtain data from the shared cache.
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Based on these rules, the aforementioned eight cases are reduced to only three scenarios under DISCO-AllW as illustrated in Figure 9a. Figure 9b depicts a flow chart for the operation of DISCO-AllW in all these three scenarios.

1. **Scenario 1**: A Read Hit in the Private Cache. Read hits are allowed immediately in the private caches and operate similar to traditional coherence protocols. This is because they do not require an access to the shared bus and do not result in any modification in the coherence state of the requested cache line.

2. **Scenario 2**: A Read Miss in the Private Cache. If the requested line is a read miss in the private cache, it has to be requested from the shared memory. Thus, the core has to wait for its slot and then issue its request on the shared bus. Since all writes are reflected immediately in the shared cache, the shared cache will always have the up-to-date data. Accordingly, the core will receive its requested line in the same slot and perform its load operation.

3. **Scenario 3**: A Write Request. As Figure 9b shows, any write request has to wait for an access slot to the shared bus to update the shared cache with the new data. In addition, all copies of the requested cache line in other cores’ private caches have to be invalidated (since it is now outdated).

### 6.2 DISCO-SharedW: Discriminative Coherence for Shared Lines Only

DISCO-AllW operation does not make any assumption about the cache lines; in particular, it does not rely on the knowledge of which lines are shared, which facilitates its adoption if such knowledge is not made available during execution. On the other hand, if such knowledge is available, we can improve the performance of the solution. This can be done by leveraging the fact that if a line is private for a task (and hence not shared among tasks), DISCO can safely allow write hits to this line without worrying about coherence interference. In doing so, we introduce another alternative to DISCO-AllW that we call DISCO-SharedW. Figure 10 illustrates the details of DISCO-SharedW, which operates according to the following rules.

- **Rule 2. Operating Rules of DISCO-SharedW.**

  (A) **Read hits** are allowed to both private and shared lines and can proceed without requesting an access to the shared bus.

  (B) **Read misses** have to wait for an access to the shared bus to obtain data from the shared cache.

  (C) **Write hits** are allowed only to private lines that are not shared with other tasks. Those hits can proceed without requesting an access to the shared bus.
(D) Write misses to private lines has to wait for an access slot to the bus since it has to be requested from shared memory.

(E) Writes to shared lines have to go the shared cache.

According to these rules, DISCO-SharedW handles reads exactly as in DISCO-AllW. On the other hand, writes are handled differently based on whether they are targeting a private or a shared cache line. This results in the following five scenarios of any memory request as depicted in Figure 10a.

1. Scenario 1: A Read Hit in the Private Cache.
2. Scenario 2: A Read Miss in the Private Cache.
   As illustrated in Figure 10 (compared to Figure 9), DISCO-SharedW handles Scenarios 1 and 2 exactly the same as DISCO-AllW.
3. Scenario 3: A write hit in the private cache for a private cache line. Write hits to private lines are allowed based on Rule 2(C) and they execute immediately without the need to exchange any coherence messages.
4. Scenario 4: A write miss in the private cache for a private cache line. Write misses to private cache lines are managed according to Rule 2(D) and they have to wait for an access slot to be sent to the shared memory.
5. Scenario 5: A write to a shared cache line. Write hits to shared cache lines are still not allowed. This is necessary to avoid the high coherence delays resulting from it. Therefore, a write request to a shared cache line has to wait for an access slot to the shared bus since it has to update the shared cache (Rule 2(E)).

7 Worst-Case Latency

In this section, we derive both the per-request as well as the total WCL for a system that deploys DISCO to manage shared data in its cache hierarchy.

7.1 Per-Request Worst-Case Latency

From the previous discussion, any memory request in either DISCO-AllW or DISCO-SharedW requires in the worst case only one memory transfer between the shared cache and the requesting core. For read requests, the shared cache sends data to the core, while for writes, the core sends updated data to the shared cache. Consequently, any memory request suffers only access and arbitration latencies. Excessive coherence delays because of multiple data transfers as discussed in Section 5 are completely eliminated.

▶ Lemma 1. A request to a cache hierarchy deploying either versions of DISCO encounters a latency that is at most:

$$WCL_{\text{Disc}}^\text{per Req} = WCL_{\text{Disc}}^\text{per Req} = WCL_{\text{Disc}}^\text{per Req} = N \cdot L_{\text{acc}}^\text{miss} + L_{\text{acc}}^\text{miss}$$

Proof. The proof directly follows from the fact that under the deployed TDM arbitration, a core in the worst case has to wait for all other cores before it can send an access to the shared bus. Recall that we have N cores and that the slot width is $L_{\text{acc}}^\text{miss}$. Thus, the worst-case arbitration latency a memory request can suffer is $N \cdot L_{\text{acc}}^\text{miss}$. In addition, as per definition, a request to the shared memory consumes an access latency of $L_{\text{acc}}^\text{miss}$. ◀
7.2 Total Worst-Case Latency

Although both DISCO-AllW and DISCO-SharedW have the same per-request WCL, DISCO-SharedW improves the total WCL compared to DISCO-AllW. This is because leveraging the distinction between private and shared lines, a core’s hit rate for private writes under interference from competing tasks is maintained the same as it is calculated in isolation. This is true since private lines by definition are not shared among tasks, and hence, do not experience interference from requests of tasks running on other cores. It is important to notice that although DISCO-AllW assumes that the knowledge of shared vs private lines is not made available to the hardware online upon execution, we can still use this information offline to derive the total WCL of the task.

▶ Lemma 2. Total worst case memory latency incurred by any task under DISCO-AllW can be calculated as:

\[
WCL_{\text{DISCO-AllW}}^{\text{tot}} = R_{\text{private}} \cdot L_{\text{private}} + (R_{\text{private}} + R_{\text{shared}} + W) \cdot WCL_{\text{DISCO-perReq}}^{\text{perReq}}
\]

Proof. Based on the discussion of DISCO-AllW in Section 6.1, we prove Lemma 2 as follows.

Since all writes are treated equally, we denote write requests as simply \( W \). By design, each one of these \( W \) requests has to wait for the corresponding core’s slot to update the shared cache. Thus, they suffer the worst case scenario in Lemma 1 and each of them can have a WCL of \( WCL_{\text{DISCO-perReq}}^{\text{perReq}} \).

For the read requests to private lines, denoted as \( R_{\text{private}} \), from Lemma 1, each one of those requests under DISCO-AllW suffers a WCL of \( WCL_{\text{DISCO-perReq}}^{\text{perReq}} \). Finally, since tasks do not interfere on private cache lines as aforementioned, tasks maintain the same hit rate calculated in isolation for read requests to these private lines. Accordingly, the number of read hits and misses to the private lines remain the same. Each one of the \( R_{\text{private}} \) encounters a hit latency of the private cache, \( L_{\text{private}} \), while every read miss has to access the shared cache encountering the scenario of Lemma 1 with a WCL of \( WCL_{\text{DISCO-perReq}}^{\text{perReq}} \). This constructs \( WCL_{\text{DISCO-AllW}}^{\text{tot}} \) in Equation 7.

▶ Lemma 3. Total worst case memory latency incurred by any task under DISCO-SharedW can be calculated as:

\[
WCL_{\text{DISCO-SharedW}}^{\text{tot}} = M_{\text{private}} \cdot L_{\text{acc}} + (M_{\text{private}} + M_{\text{shared}}) \cdot WCL_{\text{DISCO-perReq}}^{\text{perReq}}
\]

Proof. In DISCO-SharedW, requests (whether reads or writes) to private lines maintain their hit rate calculated in isolation. This entails any memory request to suffer one of three possible worst case scenarios as follows. Hits to private lines, \( M_{\text{private}} = H_{\text{private}} + W_{\text{private}} \), encounter the favorable private cache hit latency \( L_{\text{private}} \). Misses to private lines, \( M_{\text{private}} \), still has to wait for a slot to access the shared cache, and thus, suffers the WCL of \( WCL_{\text{DISCO-perReq}}^{\text{perReq}} \) as per Lemma 1. Finally, Requests to shared lines, \( M_{\text{shared}} \), also suffer the WCL of \( WCL_{\text{DISCO-perReq}}^{\text{perReq}} \) since we cannot decide whether they are misses or hits as they are susceptible to interference from other tasks accessing same lines. Adding the WCL of these three scenarios lead to the \( WCL_{\text{DISCO-SharedW}}^{\text{tot}} \) in Equation 8.

7.3 Other Considerations: A discussion

In this section, we discuss factors that we believe are important to consider for the generalization of the proposed approaches.
7.3.1 On the Derivation of the Total WCL

Private and Shared Data. Equations 4, and 7 – 8, which derive the total WCL for PMSI, DISCO-AllW, and DISCO-SharedW, respectively, make an implicit assumption. They assume no conflict interference between shared and private data in the core’s private cache (e.g. L1). As aforementioned, this can be achieved by partitioning the cache such that private and shared data are mapped to different memory spaces (e.g. different sets). Splitting memory address space to private and shared locations is an already existing approach to mitigate interference in the cache hierarchy [27]. However, if such partitioning is not possible, the analysis conducted in isolation to derive the miss and hit rates of a task’s private data cannot be used. When running in a contending environment, private cache lines suffer additional conflict interference from shared data as they can be evicted because of the access pattern of shared cache lines that are mapped to the same cache line (under a direct mapped cache) or same set (under a set-associative cache). Therefore, to derive a safe bound, all private lines have to be declared misses. In this case, the total WCL will change to:

\[
WCL_{PMSI}^{\text{tot}} = M_{\text{private}} \cdot (N + 1) \cdot L_{\text{miss}}^{\text{acc}} + M_{\text{shared}} \cdot WCf_{\text{PMSI}}^{\text{per Req}}
\]

\[
WCL_{\text{DISCO}}^{\text{tot}} = M \cdot WCf_{\text{DISCO}}^{\text{per Req}}
\]

These two equations also can be used when no information is available about the requests classification (i.e., misses or hits), and therefore, all requests have to be assumed misses. Finally, it is important to highlight that this only affects the calculated analytical total WCL, and it has no effect on the actual operation of different solutions during run time. In other words, it does not affect the average-case performance of PMSI nor DISCO. Per-request WCL also remains as previously calculated in Equations 1 and 6.

Reads and Writes. Another assumption that is made by Equation 7 is that it assumes the knowledge of the number of read and write requests made by the task. This information can be obtained from the task analysis (statically or dynamically) to obtain the number of load and store instructions [24]. Nonetheless, if such information is not available, Equation 10 can be used instead. Again, this does not affect the run-time behavior (and hence, average performance) of DISCO-AllW. It only affects the tightness of its derived bounds.

7.3.2 Effect of Write-backs Due to Replacement in DISCO-SharedW

Since DISCO-SharedW allows write hits to private cache lines, those lines become dirty: they are modified in the core’s private cache and are not updated in the shared cache. Hence, those lines need to be written to the shared memory at some point before they are evicted from the private cache due to replacement. The analysis in Section 7 for DISCO-SharedW does not take into account the effect of the write-back of these lines. Here, we discuss possible alternatives to account for this additional delay.

1) At the Request Level. In worst case, a miss request to the private cache initiates a replacement to a dirty cache line. This dirty line has to be written back to the shared memory before fetching the newly requested data. Moreover, this write back has to wait until the requesting core is granted access to the shared bus. As a result, a miss request encounters an additional TDM period due to this write back of the evicted line. This adds \( N \cdot L_{\text{miss}}^{\text{acc}} \) cycles to the \( WCf_{\text{per Req}} \) in Equation 6 in case of DISCO-SharedW. However, this delay is unnecessarily pessimistic since not every request is going to cause a replacement.
2) At the Task Level. Recall that the number of write-backs are because of writes in the private cache that are not updated at the shared memory. This number is obtainable for the task in isolation by using static analysis or experimental means since private cache is not shared among tasks running on other cores. We refer to the total number of write-backs initiated by a core during a period of time $t$ as $WB$. For instance, a safe, but rather pessimistic, bound for $WB$ is the total number of issued write requests to private cache lines during the same period $t$. This is true because write backs are initiated only because of dirty cache lines that are evicted, which in turn is bounded by the total number of writes to private lines. Shared lines cannot be dirty under DISCO-SharedW since similar to DISCO-AllW, they have to be sent directly to the shared memory. As a consequence, $WB = W_{private}$ is a safe bound. We say that this bound can be pessimistic, and hence, can be further tightened since a line can be written multiple times before it is evicted. However, obtaining an accurate value of the maximum number of $WB$ is the concern of the analysis of the task in isolation, and is outside the scope of this paper. Lemma 4 calculates the new total WCL under DISCO-SharedW, while accounting for the delay effect of the write-backs due to cache replacement.

Lemma 4. Total worst case memory latency incurred by any task under DISCO-SharedW can be calculated as:

$$W_{CL_disco-shared} = M_{private} \cdot L_{acc} + (M_{private} + M_{shared}) \cdot W_{CL_disco}\text{perReq} + N \cdot L_{miss} \cdot WB$$  

Proof. The proof directly follows from the proof of Lemma 3, while adding the last term to account for the write-backs effect. Since each one of those write-backs requests an access to the shared memory, it can take a maximum of one TDM period to finish. This gives a total delay of $N \cdot L_{miss} \cdot WB$, which is the last term in Equation 11.

It is worth noting that even with adding the write-back delays to the total WCL, DISCO-SharedW still provides a lower total WCL compared to DISCO-AllW. Comparing Equation 7 with 11, this is true for two reasons. 1) $WB \leq W_{private}$ as previously explained, and 2) $W_{CL_disco}\text{perReq} > N \cdot L_{miss}$.

7.3.3 Realization in Existing Architectures

One of the main advantages of DISCO is that it significantly simplifies the coherence protocol, while maintaining the average-case benefit of allowing tasks to simultaneously access coherent data. In this section we discuss how to realize DISCO in existing architectures. The first version of DISCO (DISCO-AllW) requires only the ability to bypass private caches for write requests. Contrarily, the second version (DISCO-SharedW) requires, in addition to write bypassing, the ability to distinguish between shared and private lines. We discuss these two requirements below.

1) Selective Bypassing of Writes. Bypassing writes in the private caches can be realized in existing hardware by multiple means. First, a write-through cache achieves exactly the necessary behavior. Many existing architectures enable the user to set caches to operate as write-through caches. For instance, ARM allows the user to switch to write-through caches using a special register named Cache Behavior Override Register [2]. The same register also allows for setting caches as non-write-allocate, which means upon a write request, the cache line is written in the shared cache but is not fetched to the private cache. This is the same behavior we adopted to reduce the WCL. However, it is worth noting that as
explained at the beginning of this section, DISCO can operate correctly even if this capability of non-write-allocate is not provided, albeit with two memory transfers per slot in the worst case. It is important to notice that this register controls the core’s private cache only and is independent of the shared cache as implemented in the ARM1176JZ-S processor [2], which is again exactly the same behavior needed for DISCO. Intel processor also provides various control registers to support setting caches to different cache types including write-through [21]; nonetheless, it seems to apply the setting for all cache levels, which forces writes to be sent to the main memory.

2) Isolation Between Shared and Private Data. Isolation between shared and private lines is needed only by the DISCO-SharedW. This can be achieved in existing hardware by placing the shared memory in specific memory regions and then handle requests to every cache line differently in DISCO-SharedW based on the address of this line (whether it is within the boundaries of the shared region or not). This is possible since the aforementioned support about write bypassing can be applied to only specific regions in the memory both in ARM’s [2] and Intel’s platforms [21]. For instance, DISCO-SharedW can set those shared regions to write-through, while private regions operate normally in a write-back fashion.

8 Evaluation

To quantitatively evaluate the behavior of DISCO and compare it with state-of-the-art solutions, we simulate the behavior of a multi-core system with in-order pipelines, 8KB direct-mapped L1 per-core private cache, and a 1MB L2 shared cache across all cores. Cores are connected to the shared cache using a shared bus. Accesses to this shared bus are managed using a TDM arbiter. The access latency of the L1 cache is 2 cycles, while access latency of the L2 is 50 cycles. To eliminate the large delays of off-chip memory access, similar to existing solutions [14, 23], we set L2 to be a perfect cache, i.e. all requests to L2 are hits. It is worth noting that this setup has no effect on the evaluated approaches, while it allows to avoid the effect of off-chip memory interference on the total execution time. The DRAM overheads are considered additive to the latencies derived in this work and can be computed using existing work [12].

We deploy both versions of DISCO: DISCO-AllW and DISCO-SharedW. In addition, we also implement PMSI [14] and ByPassAll solutions discussed in Section 5. We use benchmarks from the SPLASH3 multi-threaded benchmark suite [33] as well as the EEMBC-Auto suite [33]. The simulation environment integrates with the Intel PIN tools [28] as follows. We run each benchmark through the PIN tool and collect execution traces that we run through the environment. For the SPLASH3 benchmarks, we run them using four threads in four cores (a thread for each core). For the EEMBC benchmarks, we use them to emulate a synthetic scenario that stresses the coherence effect. This is done by executing each of the EEMBC-auto benchmarks through the PIN tool and feed the collected trace to each of the four cores in the environment. Doing so, all data is shared across all cores, which signifies the coherence interference.

8.1 Per-Request Worst-Case Latency

Figure 11 delineates the WCL for any request to the cache hierarchy in a four-core system for both SPLASH3 (Figure 11a) and EEMBC (Figure 11b). The figure shows both the analytical WCL bounds (T bars) and the the observed (experimental) WCL (colored solid bars) for both PMSI and the two versions of DISCO. From this experiment, we make the following observations.
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Figure 11 Both analytical (T bars) and experimental (solid bars) per-request WCL.

1) DISCO is able to reduce the analytical WCL by $7.2 \times$ compared to PMSI. The analytical WCL of PMSI is 2050 cycles compared to 250 cycles in DISCO. 2) PMSI incurs a large gap between experimental and analytical WCLs. In the SPLASH3 benchmarks (Figure 11a), this gap ranges from 70% (barnes and ocean) and reaches up to $3.4 \times$ (cholesky and radix). This is because PMSI’s analytical WCL assumes a pathological worst-case scenario that is hard to construct in real applications as explained in Section 5. Even with the synthetic experiments of EEMBC (Figure 11a), the gap is more than 45% for most benchmarks. On the other hand, DISCO’s analytical and experimental WCLs are identical, which indicates the tightness of the derived bounds. DISCO achieves this tightness by deliberately avoiding the large-latency scenarios created by write requests in private caches without updating the shared memory.

3) It is worth noting that DISCO achieves the same WCL as BypassAll solution (not shown in Figure 11), while still allowing read hits to the private caches, which improves both total WCL and average performance as we discuss in the next subsections.

8.2 Total WCL

Figure 12 delineates the total WCL of all the evaluated approaches for the SPLASH-3 benchmarks. To facilitate readability, all results in Figure 12 are normalized to the total WCL of the ByPassAll approach. Recall that the total WCL is the worst-case memory latency that is suffered by a core during a time period $t$ and is calculated in Equations 3, 4, 7, and 11 for ByPassAll, PMSI, DISCO-AllW, and DISCO-SharedW, respectively. Figure 12 introduces several interesting observations.

1) PMSI encounters the largest total WCL. This is due to the quadratic effect of coherence interference as we discussed in details in Section 5. The normalized PMSI’s total WCL varies per benchmark based on the percentage of shared data. For instance, the radix benchmark
suffers the maximum value of PMSI’s total WCL (3.3× ByPassAll’s). Investigating the reason for this, we found that radix has the maximum percentage of shared data (around 38%). Accordingly, from Equation 4, the term that suffers the maximum latency of \( WCL_{\text{perReq}}^{\text{PMSI}} \) dominates the total WCL. Interestingly, there are cases where PMSI has a lower total WCL than ByPassAll. Namely, this is the case for the fft and radiosity benchmarks in Figure 12. Analyzing both benchmarks, we found that both benchmarks in contrast to the radix benchmark have the maximum percentage of private (non-shared) data: 94% and 96% for fft and radiosity, respectively. This enables PMSI to leverage hits to this non-shared data, which gives it an advantage over ByPassAll, which forces all requests to go to the shared memory. 2) Compared to PMSI, DISCO-SharedW achieves up to 6× tighter total WCL (barnes) and 3.5× on average. DISCO-AllW, on the other hand, has up to 3.3× tighter total WCL (fmm) and 1.95× on average. PMSI has a lower total WCL than DISCO-AllW in case of fft and radiosity benchmarks for the same reasons as in observation 1 because DISCO-AllW does not allow write hits. An extended discussion about the behavior of these two benchmarks is provided in Section 8.4. 3) Although DISCO-AllW and DISCO-SharedW offer the same per-request WCL of ByPassAll as we highlighted in Section 8.1, both proposed approaches provide a tighter total WCL than ByPassAll. The reason for that is that both solutions allow read hits in cores’ L1 caches, while DISCO-SharedW also allows write hits to core’s private (non-shared) cache lines. This improves the total WCL since as proved in Lemmas 2-4, those hits will not suffer the arbitration latency due to contention on the shared bus. This enables DISCO-AllW to provide up to 65% (barnes benchmark) and 42% on average tighter total WCL than ByPassAll. Furthermore, DISCO-SharedW provides up to 3.8× (radiosity) and 1.5× on average tighter WCL compared to ByPassAll.

8.3 Average-Case Performance (Execution Time)

Figure 13 depicts the overall execution time for both SPLASH3 (Figure 13a) and EEMBC (Figure 13b) under four different approaches: PMSI, ByPassAll (all requests access L2), and both versions of DISCO. From this experiment, we make the following observations.

1) Compared to ByPassAll, DISCO-AllW improves performance (reduced execution time) by up to 2.8× and 1.5× on average for the SPLASH3 benchmarks. Recall from Section 8.1 that DISCO achieves same WCL as ByPassAll, this verifies the ability of DISCO to balance WCL and performance. 2) DISCO-AllW also has a better overall performance compared to PMSI for SPLASH3 benchmarks (up to 100% and 12% better performance on average). Nonetheless, PMSI has better performance than DISCO-AllW for four benchmarks: barnes, fft, radiosity, and water_nsquared. We discuss the reasons behind these results in more details later in Section 8.4. 3) Even with the synthetic maximum-sharing scenario of EEMBC experiments
(Figure 13b), PMSI outperforms ByPassAll, though slightly. In contrast, DISCO shows its maximum performance benefit with increased sharing for two main reasons. a) On the one hand, it does not suffer from the large coherence interference delays incurred by PMSI due to writes. b) On the other hand, it does not suffer from large delays due to forcing all requests to access L2 incurred by ByPassAll as DISCO allows read hits in the private caches. Please note that both versions of DISCO incur exactly same behavior under the EEMBC experiment since all requests (including writes) are shared among all cores. 4) Figure 13a clearly illustrates the benefits of DISCO-SharedW. DISCO-SharedW outperforms all other approaches for all benchmarks: it achieves up to 3.2× and 1.6× on average better performance than PMSI, more than 11× and 5× on average better performance than ByPassAll, and 2× on average better performance than DISCO-AllW. Again, using either version of DISCO depends on the system capabilities. If the system has the capabilities (either in software or hardware) that isolates between shared and unshared data, DISCO-SharedW represents a promising design choice. Contrarily, if the system is not able to distinguish shared data, DISCO-AllW is the best available design choice.

8.4 Average-Case Performance (Average-Case Memory Latency)

To further study the average-case performance behavior of DISCO compared to PMSI, we show the average-case memory latency for SPLASH3 benchmarks in Figure 14. Figure 14 confirms the same behavior observed in the execution time in Figure 13a. 1) DISCO-AllW outperforms PMSI on average by 18%, while PMSI achieves better performance for some benchmarks; namely, barnes, and fft. 2) DISCO-SharedW, on the other hand, considerably outperforms PMSI and achieves up to 12× and 5.8× on average less average latency. The intuition
behind such behavior of benchmarks where PMSI outperforms DISCO-AllW is that they exhibit larger number of write hits to private cache lines compared to other benchmarks. Because DISCO-AllW forces all writes to access the shared cache, it does not leverage this temporal locality characteristic of such benchmarks; hence, it incurs worse overall performance. In contrast, DISCO-SharedW does leverage this locality by allowing write hits to private cache lines and hence, achieves better performance. To investigate this theory, we deploy performance counters in the simulation environment to count the number of write hits both to private and shared cache lines under PMSI. Figure 15 plots write hit both to shared and private lines as a percentage from the total number of issued requests. Benchmarks are shown in a decreasing order in number of write hits to private lines. Figure 15 confirms our explanation that PMSI achieves better performance for those benchmarks that exhibit high number of write hits to private lines. Nonetheless, for those benchmarks, DISCO-SharedW still achieves better performance than PMSI.

9 Conclusion

Modern real-time systems applications mandate data sharing. In this paper, we propose DISCO: a discriminative coherence protocol that significantly reduces the coherence delays, and hence, provides tighter bounds than existing predictable coherence protocols. DISCO also achieves a high average-case performance by allowing tasks to simultaneously cache and access data in the cores’ private caches. DISCO provides the tight latency bounds by eliminating the scenarios that cause high coherence interference under traditional coherence protocols. DISCO can be realized in systems that support write through caches or cache bypassing without any modifications. If such support is not available, it can be realized by modifying the cache controller to adopt the coherence protocol. DISCO achieves up to...
7.2× tighter latency bounds than existing predictable coherence protocols, while improving performance by up to 11.4× (5.3× on average) compared to competitive cache bypassing techniques.
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Abstract

TTEthernet is an Ethernet-based synchronized network technology compliant with the AFDX standard. It supports safety-critical applications by defining different traffic classes: Time-Triggered (TT), Rate-Constrained (RC), and Best-Effort traffic. The synchronization is managed through the AS6802 protocol, which defines so-called Protocol Control Frames (PCFs) to synchronize the local clock of each device. In this paper, we analyze the synchronization protocol to assess the impact of the PCFs on TT and RC traffic. We propose a method to decrease the impact of PCFs on TT and a new Network Calculus model to compute RC delay bounds with the influence of both PCF and TT traffic. We finish with a performance evaluation to i) assess the impact of PCFs, ii) show the benefits of our method in terms of reducing the impact of PCFs on TT traffic and iii) prove the necessity of taking the PCF traffic into account to compute correct RC worst-case delays and provide a safe system.
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1 Introduction

For safety-critical application domains, proof of the correct temporal behaviour of critical communication flows is required. For example, in the aerospace domain, but also in emerging industrial automation systems, authorities require the proof of correctness as part of the certification process with respect to critical traffic fulfilling end-to-end delay requirements. These requirements have been guaranteed through analysis methods like Network Calculus [8, 7, 6] or the more recent Compositional Performance Analysis [20], for technologies like Avionics Full Duplex (AFDX) [1]. Network Calculus [8] is a well-known mathematical framework based on min-plus algebra that is widely used in the certification process to derive worst-case end-to-end delays for individual asynchronous communication flows.

TTEthernet (SAE AS6802 [11, 16]) is a standard designed to offer strict deterministic guarantees to real-time traffic through the synchronous Time-Triggered (TT) traffic and two traffic classes of asynchronous Rate-Constrained (RC) traffic inherited from the AFDX standard. TTEthernet also considers non-time-sensitive Best-Effort (BE) traffic, and the Protocol Control Frame (PCF) traffic, which is used to keep the local clocks synchronized.

For the TT traffic class, determinism is ensured via an offline communication schedule that enforces a contention-free and precise delivery of critical frames across a switched multi-hop network within defined delay and jitter bounds. For RC traffic, determinism is ensured via a strict shaping and policing of the traffic in the devices of the network.

There are several works proposing methods to compute the RC real-time guarantees within a TTEthernet network, e.g. [15] [19] [22]. However, none consider PCF traffic, which
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has the highest priority and can impact the RC delays. Consequently, the interference of PCFs on RC could impact the safety of the systems validated with the existing methods.

The synchronization is a core feature of TTEthernet. While several works have studied the synchronization protocol of TTEthernet to prove its validity [12, 18, 17], to the best of our knowledge, there has not been a study showing the impact of the synchronization protocol on TT and RC traffic.

Hence, the main contributions are threefold, we propose: i) the first formal model of the PCF traffic in Section 6; ii) the study of the PCF impact on TT and a method to mitigate such impact, i.e. improved TT Sending Windows in Section 7; iii) the first model to consider the impact of PCF traffic, as well as the impacts of TT and BE traffic, to compute worst-case RC delays in a formal timing analysis in Section 8.

We present the background in Section 2 and related work in Section 3. Then, the problem and our analysis strategy are formulated in Section 4. The first steps of the strategy is presenting our system model and timing analysis in Section 5. Next, we define the PCF model in Section 6. It is followed by analyses of the PCF impact on TT in Section 7 and on RC in Section 8. Finally, a performance evaluation and a conclusion are detailed respectively in Sections 9 and 10.

2 Background

2.1 Network Calculus

The timing analyses detailed in this paper are based on the Network Calculus [10]. This framework is well recognized and has been successfully used for the certification of AFDX networks [8] on the A380 and A350. It is used to compute upper bounds of delay and backlog. These bounds depend on i) the traffic arrival described by the so-called arrival curve \( \alpha(t) \), i.e. the maximum amount of data that can arrive in any time interval, and on ii) the availability of the crossed node described by the so-called minimum service curve \( \beta(t) \), i.e. the minimum amount of data that can be sent in any time interval.

- **Definition 1 (Arrival curve [10])**. \( \alpha(t) \) is an arrival curve for a flow with an input cumulative function \( A(t) \), i.e., the number of bits received until time \( t \), iff: \( \forall t \geq 0, A(t) \leq A(t) \otimes \alpha(t) \), with \( \forall f, g : f(t) \otimes g(t) = \inf_{0 \leq s \leq t} \{ f(t-s) + g(s) \} \).

- **Definition 2 (Minimum service curve [10])**. The function \( \beta(t) \) is the minimum service curve for a data flow with an input cumulative function \( A(t) \) and an output cumulative function \( \alpha^*(t) \), iff: \( \forall t \geq 0, \alpha^*(t) \geq A(t) \otimes \beta(t) \).

With the definitions of the arrival and service curves, Th. 1 and Th. 2 are given to compute the main performance metrics.

- **Theorem 1 (Performance bounds [10])**. Consider a flow \( f \) constrained by an arrival curve \( \alpha \) crossing a system \( S \) that offers a minimum service curve \( \beta \). We denote \( v \) (resp. \( h \)) the maximal vertical (resp. horizontal) distance. The performance bounds at any time \( t \) are:
  - **Backlog**: \( \forall t : q(t) \leq v(\alpha, \beta) \)
  - **Delay**: \( \forall t : d(t) \leq h(\alpha, \beta) \)

- **Theorem 2 (Left-over service curve - Non-Preemptive Static Priority (NP-SP) multiplexing [2])**. Consider a system with the output capacity \( C_{out} \) and \( m \) flows crossing it, \( f_1, f_2, \ldots, f_m \). The maximum packet length of \( f_i \) is \( l_{i, max} \) and \( f_i \) is \( \alpha_i \)-constrained. The flows are scheduled by the NP-SP policy, where priority of \( f_i \) is higher than priority of \( f_j \) \( \leftrightarrow i > j \). For each \( i \in \{1, \ldots, m\} \), the service curve of \( f_i \) is given by: \( \beta_i(t) = (C_{out} \cdot t - \sum_{j>i} \alpha_j - \max_{k<i} l_{k, max}) \), with \( \forall g : g(t) = \left( \sup_{0 \leq s \leq t} g(s) \right)^+ \), and \( \forall x : (x)^+ = \max(0, x) \).
2.2 TTEthernet

The TTEthernet [9] standard is based on the use of global time synchronization to send TT frames within precise, predefined windows to ensure the lowest contention and delays. A TT flow \( i \) is defined by a maximum frame size \( MFS_i \), period \( P_i \) and Sending Window (window during which the transmission must start and end), which starts at the offset \( o^t_i \) (the earliest time the transmission can start), in each output port \( p \).

TTEthernet inherits the virtual link (VL) concept from the AFDX standard [1]. This concept provides a way to reserve a guaranteed bandwidth for each traffic flow. A VL represents a multicast communication from one sender to one or more receivers. Each VL is characterized by: i) a Bandwidth Allocation Gap (BAG), ranging in powers of 2 from 1 to 128 milliseconds, which represents the minimal inter-arrival time between two consecutive frames in a sender; ii) a Maximal Frame Size (MFS), ranging from 64 to 1518 bytes, which represents the size of the largest frame sent during each BAG iii) the maximum initial jitter \( J \) in the sender.

The synchronization uses the PCFs within specific VLs to keep the local clocks of all participants synchronized. These PCF flows have the highest priority in TTEthernet networks, the next priority is used by the TT flows. The next two priorities are used by the RC traffic and are denoted \( RC_{high} \) and \( RC_{low} \) respectively. The RC classes are compatible with the AFDX standard [1] and use the AFDX concept of VL. The remaining 4 lowest priorities are reserved for BE traffic.

In the next sections we present two parts of TTEthernet: the AS6802 Synchronization Protocol [11] and the TT scheduling characteristics.

2.2.1 AS6802 Synchronization Protocol

The AS6802 protocol defines three types of synchronization roles: synchronization clients (SC), synchronization masters (SM) and compression masters (CM).

The goal of AS6802 is to compensate the clock drifts and keep the difference between two clocks smaller than the synchronization precision of the network \( \epsilon \) [17]. It is important to note that when the network is out of synchronization, no TT frame is sent. Hence, in this paper we will focus on a synchronized network, since we analyse the impact of PCFs on TT and RC.

When the network is synchronized, each SM synchronously sends PCFs to the CMs. Each CM collects the PCFs within an acceptance window \( 2 \times \epsilon \) for a fault-tolerance level 0 or 1. After the acceptance window, each CM then triggers the compression function computing an average between the estimated local clock drifts. Based on this average, each CM generates a frame to all SM and SC nodes at a fix offset. All SM and SC nodes will receive this PCF and correct their local clocks based on the difference between the time they expected the frame and the actual reception time. This process continues cyclically at a predefined interval called Integration Cycle (IC). The length of IC as well as the topology has a direct effect on the achievable synchronization precision.

2.2.2 TT scheduling

The inputs to the schedule generator are the PCF flows, TT flows, the TT flow constraints, the network constraints (see [14]). The outputs of the schedule generator are the offsets of the TT frames in each output port and the selected integration policy for each TT frame in each output port.
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The goal of the TT schedule is to maximize the maximum utilization rate of the TT traffic by preventing contention between TT frames and thus minimizing the TT delays. This is achieved by computing TT Sending Windows such as they cannot overlap, and having the devices enforce the constraint that the transmission of a frame must start and end within its Sending Window. However, while this prevents contention due to other TT frames, this cannot prevent the delays due to other priority traffic:

i) higher priority shuffling delays: if frames of higher priority (i.e. PCFs) are queued in the port, the TT frame must wait until they are sent;

ii) lower priority shuffling delays: if a frame of lower priority (i.e. RC or BE) has started its transmission, a TT frame must either wait for its preemption or the end of its transmission. To manage the impact of lower priority traffic, three integration policies have been implemented: shuffling, preemption and guard band [22].

Hence, in addition to the frame transmission duration, the TT Sending Window duration may need to consider higher and lower priority shuffling. Thus, the number of PCFs impacting TT frames can have a large impact on the schedule generation.

3 Related Work

The AS6802 protocol has been studied in several works [12, 18, 17], but they have been focused on the validation of the protocol and the network precision. To the best of our knowledge, this is the first work studying the AS6802 protocol to evaluate the impact of PCF traffic on TT and RC traffic.

Concerning the evaluation of the RC delays, the earliest analysis of RC traffic [15] in TTEthernet assumes pessimistically that all RC frames in an output port of a switch will delay the current RC frame under analysis, and considers that the TT schedule contains periodically alternating phases for TT traffic and for RC traffic. However, realistic schedules do not necessarily contain such periodic phases.

Later, a Network Calculus-based analysis was proposed in [21] to compute the worst-case delays of RC frames by considering a variable size of TT frames and focusing on the shuffling integration policy. However, the protocol uses fixed-sized frames. Additionally, the preemption and guard band integration policies had not been considered in [21].

A recent analysis of RC flows in TTEthernet has been proposed in [19]. The authors use a response-time analysis based on the concept of “busy period” (time interval starting when the frame arrives at the incoming network node, and ending when the frame was transmitted on the dataflow link to the next network node). Their analysis shows that they are able to significantly reduce the pessimism compared to previous approaches. However, their analysis computes the delays for each time instant of the TT schedule, which is time-consuming. As shown in [22], their method does not scale for large problem sizes.

The most recent analysis [22] is based on Network Calculus and the analysis is done for all three integration policies. It shows good performances even compared to [19]. This work [22] considers that all frames are subject to the same integration policy. However, it is not always the case, especially when considering the shuffling and guard band policies. For instance, an implementation of the approach based on Satisfiability Modulo Theories (SMT) proposed in [14, 5] can determine if the guard band is needed and activate it for specific TT flows in specific ports.

More importantly, a common point of all these works [15, 19, 22, 21] is that none of them takes into account the impact of the PCF traffic, which may lead to optimistic RC bounds. The first work to consider PCF traffic is [3]. It focuses on the impact of the interactions
between TT and RC by changing the type of a flow between TT and RC and studying the effects of this change. Additionally, their TT Sending Windows always consider one PCF, which may not always be true, as a port can contain several PCFs.

On the contrary, this paper considers realistic PCF traffic and studies the impact of the synchronization protocol on TT and RC traffic, while keeping fix flow types for each flow.

### 4 Preliminary Analysis

The main notations used in this paper are presented in Table 1. Since we are studying data transported in the network links, from now on, MFS will include the preamble, start of frame delimiter and interframe gap.

<table>
<thead>
<tr>
<th>PCF, TT, BE</th>
<th>Protocol Control Frame, Time-Triggered traffic, Best-Effort traffic</th>
</tr>
</thead>
<tbody>
<tr>
<td>RC</td>
<td>Rate-Constrained traffic, composed of two priority classes: $RC_{high}$ and $RC_{low}$</td>
</tr>
<tr>
<td>PTT</td>
<td>Policed Time-Triggered traffic (see Definition 4)</td>
</tr>
<tr>
<td>$\alpha^p_i(t)$, $\alpha^*_p(t)$</td>
<td>Input and output arrival curves of flow $i$ in port $p$ [in bits per second]</td>
</tr>
<tr>
<td>$\alpha^*_I(t)$</td>
<td>Input arrival curve of aggregate flow $I$ in port $p$ [in bits per second]</td>
</tr>
<tr>
<td>$\beta^p_I(t)$</td>
<td>Minimum service curve of aggregate flow of class $I$ in port $p$ [in bits per second]</td>
</tr>
<tr>
<td>$C_{out}$, $C_{in}$</td>
<td>Output and input capacities of port $p$ [in bits per second]</td>
</tr>
<tr>
<td>$MFS_i$</td>
<td>Maximum Frame Size of frame, flow or classes $i$ [in bits]</td>
</tr>
<tr>
<td>$MFS^p_I$</td>
<td>Maximum Frame Size of flows of classes $I$ in port $p$ [in bits]</td>
</tr>
<tr>
<td>$BAG_i$, $J_i$</td>
<td>Bandwidth Allocation Gap and initial Jitter of flow $i$ [in seconds]</td>
</tr>
<tr>
<td>CM, SM, SC</td>
<td>Compression Master, Synchronization Master and Synchronization Client</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Max. synchronization error (i.e. precision) between two local clocks [in seconds]</td>
</tr>
<tr>
<td>IC, IW, SW</td>
<td>Integration Cycle, PCF Integration Window, TT Sending Window [in seconds]</td>
</tr>
<tr>
<td>EA, LA</td>
<td>Earliest and latest arrival times [in seconds]</td>
</tr>
<tr>
<td>EF, LF</td>
<td>Earliest and latest finish transmission times [in seconds]</td>
</tr>
<tr>
<td>$d^p_i$, $P_i$</td>
<td>Offset in output port $p$ and period of flow $i$ [in seconds]</td>
</tr>
<tr>
<td>$\Delta^p_i$, $\delta^p_i$</td>
<td>Worst-case and best-case delay of flow $i$ in output port $p$ [in seconds]</td>
</tr>
<tr>
<td>$\Delta^p_{[src,n]}$, $\delta^p_{[src,n]}$</td>
<td>Worst-case and best-case delay of flow $i$ from source to node $n$ [in seconds]</td>
</tr>
<tr>
<td>$N^p_{PCF}$</td>
<td>Number of PCF flows in port $p$</td>
</tr>
<tr>
<td>$N^p_{PCF,i\in TT}$</td>
<td>Number of PCF impacting TT flow $i$</td>
</tr>
<tr>
<td>$\tau^p$</td>
<td>Hyperperiod of TT∖PCF flows in port $p$ [in seconds] (see Eq. (5))</td>
</tr>
<tr>
<td>$N^p_{\tau^p}$</td>
<td>Total number of frames of classes PCF and TT within a hyperperiod $\tau^p$</td>
</tr>
<tr>
<td>$f^{p,\tau}<em>{bm}$, $f^{p,\tau}</em>{bm+g}$</td>
<td>$g$-th frame within a hyperperiod $\tau^p$, and $g$-th frame after frame $f^{p,\tau}_{bm}$</td>
</tr>
</tbody>
</table>

Our goal is to assess the impact of PCFs on TT and RC traffic and propose a method to reduce this impact.

#### 4.1 Initial Analysis

**TT traffic**: PCF traffic impacts TT through the higher priority shuffling, which is part of the TT Sending Windows. Hence, by reducing the higher priority shuffling, we should be able to limit the impact of PCFs on TT.

**RC traffic**: PCF has a higher priority than RC and as such must be taken into account in the RC service curves (see Th. 2), which impact the RC worst-case end-to-end delays.

**PCF traffic**: PCFs are treated by switches as event-based (RC-like) traffic. However, similarly to TT traffic, when the network is synchronized they are generated at specific points
in time, e.g. PCFs are generated by the SCs at the beginning of each IC. Thus, knowing the best-case and worst-case delays within the network, it is possible to compute the so-called PCF Integration Window (IW), during which a PCF can be present in an output port (in the time reference of the local clock). This means the PCF traffic can only impact TT and RC inside these IWs.

In this paper, we propose to use the characteristics of the PCF traffic to minimize the impact of PCFs on TT and RC.

4.2 Mitigation and analysis strategies

Impact of PCFs on TT traffic: the current TT Sending Window computation consider the total number of PCF flows crossing a port, as the higher priority shuffling, regardless of the worst-case sphere of influence of PCFs on TT, i.e. IWs (see Fig. 1(a)). However, as mentioned in Section 4, outside the IWs, no PCF can interfere with a TT frame. Hence, we propose improved TT Sending Windows to mitigate the impact of PCFs on TT traffic, by considering the maximum number of PCFs which can impact a TT frame (see Fig. 1(b)).

The improved method is detailed in Section 7.2 by defining the constraints that must be applied when computing a TT schedule (with a heuristic scheduler [13] or SMT [14, 5] for example). The impact of PCFs on TT traffic is assessed in Section 9, using three metrics described in Section 7, i) worst-case end-to-end delay, ii) maximum jitter, and iii) reserved bandwidth.

Impact of PCFs on RC traffic: a direct application of Th. 2 can be done by considering PCF as an event-based (RC-like) traffic and computing the arrival curves separately from RC and TT. However, we have shown that, when the network is synchronized, the arrival times of the PCFs can be computed, similarly to TT traffic. The existing analysis in [22], of the impact on RC of TT traffic and the TT integration policies, is based on the knowledge of the TT offsets. It considers the time a TT frame arrives in an output port (i.e. is released for transmission selection by a switch) to compute a precise arrival curve. In this paper, we propose to extend the analysis to PCFs and TT traffic. Hence, the TT Sending Windows and IWs (detailed in Sections 5.4 and 6 respectively) are used together to compute the precise impact of PCF and TT on RC traffic. Thus, we compute a single arrival curve for both PTT and PCF classes, i.e. $\alpha_{PTT,PCF}(t)$ detailed in Section 8, in Th. 11, where $PTT$ is a so-called Policed TT (PTT) class (detailed in Section 8, in Definition 4 and Th. 9), encompassing TT traffic and TT integration policies.

The impact of PCFs on RC traffic will be assessed in Section 9 by comparing our RC end-to-end delay results to the results of implementing the model presented in [22].

First, in the next section we present our system model and delay computation overview, which are needed to detail the computation of IW in Section 6. The IWs are in turn use in the TT mitigation method and and RC analysis in Sections 7 and 8.
5 System model and delay computation overview

5.1 Traffic model

PCF and RC traffic use VLs, so each flow $i$ is defined by a priority, $MFS_i$, $BAG_i$ and $J_i$. For example, the leaky bucket arrival curve for such a flow $i$ in the source node $src$ is:

$$\alpha_{src}^{\text{PCF,RC}}(t) = \begin{cases} 0, & t \leq 0 \\ \frac{MFS_i}{BAG_i}(t + J_i) + MFS_i, & t > 0 \end{cases}$$

The above parameters of an RC flow are user-variables, whereas the PCF flows are described in Th. 4 in Section 6.

5.2 Device model

A device (end-system or switch) is characterized by the ports (which can be used as input and output), the forwarding process between the input port and output ports, and the priority queues. The forwarding process in a device $n$ is characterized by known best-case and worst-case forwarding delays, denoted $\delta_{fwd}^p$ and $\Delta_{fwd}^n$. For any switch $sw$, the forwarding delays are between an input port in $sw$ (after the frame has been fully received) and the arrival in an output port in $sw$. For any end-system $es$, the forwarding delays are between i) the host in $es$ and an output port in $es$ (source $es$) or ii) an input port in $es$ and the host in $es$ (destination $es$).

5.3 Delays between a source and a device for PCF and RC

We denote $\delta_{i}^{\text{src,n}}$ (resp. $\Delta_{i}^{\text{src,n}}$) the best-case (resp. worst-case) delay of flow $i \in \{\text{PCF}, \text{RC}_{\text{high}}, \text{RC}_{\text{low}}\}$ between the source node and node $n$. If $n$ is not a destination node, we consider the delay between the generation of the frame, and its arrival in the output port of $n$, otherwise the arrival in the destination host. For RC traffic, the source and destination nodes are end-systems. For PCF traffic, source and destination nodes can be either switches or end-systems depending on the synchronization roles.

The delay $\Delta_{i}^{\text{src,n}}$ (resp. $\delta_{i}^{\text{src,n}}$) is obtained by summing all the sources of worst-case (resp. best-case) delays along the path, which are defined as follows,

1) delay in an input port $q$: it is the reception time a frame in an input port, i.e. amount of time needed for a frame of a flow $i$ to fully arrive in an input port $q$ at a rate $C_{in}^{q} \cdot \frac{MFS_i}{C_{in}}$;

2) forwarding delays in a node $n$: $\delta_{fwd}^p$ and $\Delta_{fwd}^n$ defined in Section 5.2;

3) worst-case queuing delay $\Delta_{p}^{n}$ in an output port $p$: we use Th. 1 to compute the worst-case delay bound of a flow $i$ of class $I \in \{\text{PCF}, \text{RC}_{\text{high}}, \text{RC}_{\text{low}}\}$ in an output port $p$: $\Delta_{p}^{n} = h(\alpha_{p}^{I}, \beta_{p}^{I})$, with i) the aggregate input arrival curve $\alpha_{p}^{I}(t)$ and ii) the left-over service curve $\beta_{p}^{I}(t)$, as follows:

(i) the input arrival curve $\alpha_{p}^{I}(t)$ of flow $i$ of class $I$, in an output port $p$ of device $n$, depends on: a) the output arrival curve exiting the preceding output port $p \oplus 1$, denoted $\alpha_{p \oplus 1}^{\oplus 1}(t)$, which can be calculated using Th. 1; b) the jitter due to the forwarding delays:

$$\alpha_{p}^{I}(t) = \begin{cases} \alpha_{p \oplus 1}^{\oplus 1}(t + \Delta_{fwd}^n - \delta_{fwd}^p), & t > 0 \\ 0, & t \leq 0 \end{cases}$$

Then the input arrival curve of the aggregate flow of class $I$, $\alpha_{p}^{I}(t)$, is the sum of the input arrival curves of the flows $i \in I$ crossing $p$: $\alpha_{p}^{I}(t) = \sum_{i \in I, i \in p} \alpha_{i}^{I}(t)$.
(ii) the service curves are computed with Th. 2. For the RC traffic, the service curves are derived when considering higher priority traffic PCF and TT together. Also, as mentioned in Section 4, the impact of the integration policies will be taken into account in the Policed TT frames (PTT), in Th. 9. Thus, in Section 8, we will consider the aggregate flow of PCF and PTT traffic, to compute the arrival curve $\alpha_{\text{PTT} \cup \text{PCF}}^p(t)$. Hence, with Th. 2, we obtain the following service curves:

$$
\beta_{\text{PCF}}^p(t) = (C_{\text{out}}^p \cdot t - MFS_{\text{BE}}^p + \alpha_{\text{PTT} \cup \text{PCF}}^p(t))_{\uparrow}^T
$$

5) best-case queuing delay

$\delta_{p}$ in an output port $p$ is given by the serialization effect \cite{7, 4}, the best-case delay of flow $i$ in a node $n \in \{es, sw\}$ is: $\delta_{\text{in}}^n = \frac{MFS_{C_n}^i}{C_n^i}$. When separating the node into input port, forwarding delay and queuing delay, as mentioned before, the delays for each part are considered separately. Hence, the best-case delay in output port $p$, i.e. with no contention and with $C_{\text{out}}^p$, is:

$$
\delta_{p} = \frac{MFS_{C_{\text{out}}}^i}{C_{\text{out}}^i} - \frac{MFS_{C_{n}^i}}{C_{n}^i}; \text{ In the source nodes, we set } C_{n}^i = +\infty;
$$

5) propagation delay: known latency on physical links.

Thus, PCF delays can now be computed, but $\alpha_{\text{PTT} \cup \text{PCF}}^p(t)$ must be defined (see Section 8) to compute RC delays.

### 5.4 Modeling TT Sending Windows

The size of a TT sending window is a very important parameter as it represents the impact of lower (i.e. RC and BE) and higher (i.e. PCF) priorities on TT.

**Definition 3 (TT Sending Window).** A TT Sending Window $SW_{i \in \text{TT}}$ of a flow $i$ in an output port $p$ with an output capacity $C_{\text{out}}^p$ is given by:

$$
SW_{i \in \text{TT}}^p = [EA_{i \in \text{TT}}^p, LF_{i \in \text{TT}}^p]
$$

$EA_{i \in \text{TT}}^p$ the earliest arrival time (i.e. the offset, which is the earliest sending time);

$LF_{i \in \text{TT}}^p = EA_{i \in \text{TT}}^p + MFS_i/C_{\text{out}}^p + LPS_{i}^p + HPS_{i}^p$, i.e. the latest transmission finish time; with $LPS_{i}^p$ the lower priority shuffling defined in Th. 3 and $HPS_{i}^p$ the higher priority shuffling defined in Th. 8.

To define the TT Sending Windows, we detail the lower priority shuffling in Th. 3 for the different integration policies. The higher priority shuffling will be defined in Th. 8 for the current computation and proposed mitigation method.

**Theorem 3 (Lower priority shuffling).** The lower priority shuffling $LPS_{i}^p$ in output port $p$ is such as:

$$
LPS_{i}^p = \begin{cases} 
MFS_{\text{BE} \cup \text{PCF}}/C_{\text{out}}^p, & \text{shuffling} \\
PO/C_{\text{out}}^p, & \text{preemption, with PO the preemption overhead size} \\
0, & \text{guard band}
\end{cases}
$$

**Proof.** With shuffling, a TT frame may be delayed until a lower priority frame finishes its transmission. Hence, a TT frame may experience the full impact of lower priority traffic.

With preemption, an interfering lower priority frame is preempted, and its transmission is restarted from the beginning after the TT frame finished transmitting. Hence, the TT frame may be delayed by the preemption time due to the preemption overhead.

With guard band, a lower priority frame is blocked (postponed) from transmission if a TT frame is scheduled to be sent before the RC frame would complete its transmission. Hence, the TT frame is not impacted by lower priority traffic. ▶
6 Modeling PCF traffic

In order to characterize the PCF traffic, we have studied AS6802 and defined Th. 4.

▶ Theorem 4 (PCF traffic characteristics). A PCF flow has the highest priority, and is defined by $MFS_{PCF} = 84$ bytes (incl. preamble, start of frame delimiter and interframe gap), $BAG_{PCF} = IC$, and $J_{PCF} = \epsilon$.

Proof. The PCF traffic is assigned the highest priority [11], with MFS equals to the minimal Ethernet frame size [11]. Since one PCF is sent per flow per IC, the BAG of a PCF flow is the IC duration [11]. Concerning $J_{PCF}$ for a PCF from either SM or CM, it is equal to $\epsilon$:

PCF from SM to CM: the flows are generated by the SMs at the start of IC. As the maximal time drift between two clocks is lower than or equal to $\epsilon$, the clock correction between two ICs is lower than $\epsilon$. Hence, the initial jitter is equal to $\epsilon$.

PCF from CM to SM and SC: for the flows sent by the CMs, a function ensures that the delays experienced by the incoming PCFs between the SMs and the CMs have no impact on the PCFs sent by the CMs. Hence, the jitter is due to the clock drift correction function. The clock drift is bounded by $\epsilon$, thus the initial jitter is equal to $\epsilon$.

Then, to assess the presence or absence of PCFs at a time $t$, and the resulting impact on TT Sending Windows, we compute the IWs.

▶ Theorem 5 (PCF Integration Window). The PCF Integration Window of flow $i \in PCF$ in output port $p$ of device $n$ (i.e. when a frame of flow $i$ can be present in $p$) is given by:

$$IW_{i,PCF}^p = [EA_{i,PCF}^p, LF_{i,PCF}^p]$$

with $EA_{i,PCF}^p$ the earliest arrival time, and $LF_{i,PCF}^p$ the latest finish time of transmission, of frame of flow $i \in PCF$ in output port $p$, such as:

$$EA_{i,PCF}^p = EA_{i,src}^p + \delta_{i}^{[src,n]} - \epsilon$$

$$LF_{i,PCF}^p = LA_{i,src}^p + \Delta_{i}^{[src,n]} + \Delta_p^p + \epsilon$$

with: $\Delta_{i}^{[src,n]}$ and $\delta_{i}^{[src,n]}$, defined in Section 5.3; $psrc$ the output port of node src in the path of flow $i$;

$$EA_{i,src}^p = \begin{cases} 
0, & \text{PCF from SM} \\
-\epsilon + MTC + \Delta CM, & \text{PCF from CM}
\end{cases}$$

$$LA_{i,src}^p = \begin{cases} 
0, & \text{PCF from SM} \\
+\epsilon + MTC + \Delta CM, & \text{PCF from CM}
\end{cases}$$

$\Delta CM$, the Compression Master delay (known constant) [11]; MTC, the maximum transparent clock, a statically computed worst-case travel time of any PCF in the network.

Proof. The proof is based on i) the known sending times of the PCFs and ii) the study of the PCF delays from the source to device $n$. The full proof is detailed in the Appendix. ◄

7 Impacts of PCFs on TT class

In this section, we assess the impact of PCFs on TT, with and without mitigation method.
7.1 Assessing the impacts of PCFs on TT

As presented in Section 4, the PCFs impact the TT traffic through the higher priority shuffling. Hence, in Theorem 6 we present the impact of the PCFs on TT. We define the impact of PCFs on a metric as the increase of the metric due to PCFs.

**Theorem 6 (PCF impacts on TT).** The PCF impact on TT is measured using three metrics:

i) worst-case end-to-end delay, ii) maximum jitter and iii) reserved bandwidth, as follows:

- The maximum impact of PCF on the worst-case end-to-end delay of a flow $i \in TT$ with a path $path_i$ is: $\sum_{p \in path_i} N_{PCF} \cdot \frac{MFS_{\text{pce}}}{C_{\text{out}}}$, where $N_{PCF}$ is the number of PCFs crossing output port $p$.
- The minimum impact of PCF on the worst-case end-to-end delay of a flow $i \in TT$ is:

$$\sum_{p \in path_i} HPS_i^p.$$  

- The impact of PCF on the maximum jitter of a flow $i \in TT$ in destination node $\text{dest}$ is: $HPS_i^{\text{pdest} \oplus 1}$, with $\text{pdest} \oplus 1$ the output port preceding node $\text{dest}$.
- The impact of the PCFs on the reserved bandwidth of class TT in output port $p$ is:

$$\sum_{\forall \text{TT},i \in p} HPS_i^p.$$  

**Proof.** In each output port $p$ of each switch $n$ along the path $path_i$ of flow $i \in TT$, the Sending Window is scheduled after the latest arrival time of the frame in the switch (computed in Lemma 7): $\delta_i \geq LA_i^{\text{TT}} = LF_i^{p\oplus 1} + \Delta_i^{p\oplus 1,n} + \epsilon$.

Hence, the minimum impact of PCFs on the end-to-end delay is obtained by summing the variations of $LA_i^{\text{TT}}$ in each device $n$ in the path of flow $i$, with PCFs versus without PCFs. Only $LF_i^{p\oplus 1}$ is impacted by the PCFs in $HPS_i^{p\oplus 1}$ (see Definition 3). In the case of the maximum impact on the end-to-end delays, with the mitigation method, the scheduler may select offsets greater than $LA_i^{\text{TT}}$ to avoid IWs. This delay is limited in each output port by the full impact of the PCFs, i.e. the transmission time of all the PCFs, which also corresponds to the impact of the PCFs for the current method.

The maximum jitter in node $\text{dest}$, $J_{\text{dest}}^{\text{TT}}$, is computed using Lemma 7. As the $\epsilon$ does not impact the relative arrival times in $n$ (since there is only one clock to consider), we obtain:

$$J_{\text{dest}}^{\text{TT}} = LA_i^{\text{dest}} - EA_i^{\text{dest}} - 2 \cdot \epsilon = HPS_i^{\text{pdest} \oplus 1} + LP_{\text{fwd}}^{\text{pdest} \oplus 1} + \Delta_{\text{fwd}}^{\text{dest}} - h_{\text{dest}}$$

with $\text{pdest} \oplus 1$ the output port preceding the destination node $\text{dest}$.

Hence, the PCFs only impact the jitter in $HPS_i^{\text{dest} \oplus 1}$.

The bandwidth reserved for each TT flow $i$ crossing $p$ depends on theSending Window and is equal to $\frac{LF_i^{\text{p} \oplus 1} - EA_i^{\text{p} \oplus 1}}{BAG_i}$, which depends on the PCFs through $HPS_i^{p\oplus 1}$ (see Definition 3).}

As the impact of the PCFs depends on the TT offsets constrained by the previous nodes along the path of the flow, we present next the impact of the Sending Windows in the preceding output port $p \oplus 1$, on the arrival times of flow $i$ in a succeeding device.

It is important to note that for a TT flow, the arrival time in a device $n$ is different from the arrival time in an output port $p$ of $n$. The arrival time of a TT frame $i$ in the device $n$ depends on the delays after the frame was sent from the preceding output port. On the contrary, the arrival time in the output port $p$ in device $n$ depends on the offset of the flow $i$ in $p$, i.e. when the device $n$ releases the frame and makes it available to be selected for transmission in output port $p$.

**Lemma 7 (Arrival time in a node).** For a flow $i \in TT$ the latest arrival time and the earliest arrival time in $n \in \{es, sw\}$ are:

$$LA_i^{n,\text{TT}} = LF_i^{p,\oplus 1} + \Delta_i^{p,1,n} + \epsilon$$

$$EA_i^{n,\text{TT}} = EA_i^{p,\oplus 1} + \frac{MFS_i}{C_{\text{out}}} + \Delta_i^{p,1,n} - \epsilon.$$


with \( LF_i \in \mathbb{P} \) in Definition 3; \( p \subset 1 \) the output port preceding \( n \); \( EA_{i}^{P} = \delta_{i}^{P} \); \( p \in \mathbb{P} \) the number of IWs opened between the earliest and latest start of transmission of TT flow \( i \); \( \Delta_{\text{prop}} \) is the link propagation time; \( \delta_{\text{fwd}}^{p} \) defined in Section 5.2.

Proof. The latest (resp. earliest) arrival time is obtained by summing the delays between the latest (resp. earliest) transmission finish time in the previous node, i.e. \( LF_i \in \mathbb{P} \) (resp. \( EA_{i}^{P} + MFS_{i}^{C}/C_{\text{out}}^{1} \)) and the arrival of the frame in \( n \). Hence, \( \Delta_{\text{prop}} \) (resp. \( \delta_{\text{fwd}}^{p} \)) is the sum of the link propagation time, input port delay, forwarding delay. Due to the local clocks, \( \epsilon \) is added (resp. removed) in the latest (resp. earliest) arrival time.

### 7.2 Mitigating the impact of PCFs on TT

The method to mitigate the impact on PCFs on TT (improved TT sending windows) proposed in Section 4 is detailed as follows: the goal of this method is to limit the impact of PCFs on the TT within HPS (see Definition 3), by computing the number of PCFs that can impact a TT frame \( i \), denoted \( N_{\text{PCF},i}^{P} \).

\( N_{\text{PCF},i}^{P} \) is the number of IWs opened between the earliest start of transmission, i.e. the earliest arrival time, and the latest start of transmission, due to the impact of shuffling. Hence, \( N_{\text{PCF},i}^{P} \) is the number of IWs opened within \([EA_{i}^{P}, EA_{i}^{P} + LPS_{i}^{P} + HPS_{i}^{P}]\).

Computing \( N_{\text{PCF},i}^{P} \) depends on \( HPS_{i}^{P} \), which in turns depends on \( N_{\text{PCF},i}^{P} \). Thus, with a heuristic scheduler [13], we search for a stable value of \( N_{\text{PCF},i}^{P} \), starting at 0. With SMT [14, 5], we express the relations through first-order logic assertions.

Finally, we present the computation of the higher priority shuffling, used in Th. 6.

**Theorem 8 (Higher priority shuffling).** The higher priority shuffling \( HPS_{i}^{P} \) of a TT flow \( i \) in output port \( p \) is such as:

\[
HPS_{i}^{P} = \begin{cases} 
N_{\text{PCF},i}^{P}, & \text{current TT window} \\
N_{\text{PCF},i}^{P} \cdot \frac{MFS_{i}^{P}}{C_{\text{out}}^{P}}, & \text{improved TT Sending Windows}
\end{cases}
\]

with \( N_{\text{PCF}}^{P} \) the number of PCF flows crossing \( p \), and \( N_{\text{PCF},i}^{P} \) the number of IWs opened between earliest and latest start of transmission of TT flow \( i \).

Proof. Currently, the impact of higher priority shuffling on a frame \( i \in TT \) in a port \( p \) always considers the total number of PCF flows crossing \( p \). However, in Sections 4 and 7.2, we presented the improved TT Sending Windows to mitigate the impact of PCFs. Hence, \( HPS_{i}^{P} \) is equal to the transmission time of the PCFs impacting a TT frame.

### 8 Impact of PCFs and TT on RC classes

As shown in Section 4, the impact of PCF, TT flows and TT integration policies, on RC classes is expressed in arrival curve \( \alpha_{\text{PCF},PTT}(t) \). We start by defining in details the PTT frames before detailing the computation of \( \alpha_{\text{PCF},PTT}(t) \).

#### 8.1 Policed Time-Triggered frames

We consider the \( PCF \cup TT \) flows crossing output port \( p \). The impact of the TT integration policies is taken into account to define Policed TT frames (PTT), in Definition 4.

**Definition 4 (Policed Time-Triggered Frame).** A Policed Time-Triggered (PTT) frame \( f_{y}^{p} \) is composed of a TT frame \( f_{y}^{p} \) and its integration policy in output port \( p \).
To define the characteristics of PTT frames and compute the input arrival curve \( \alpha_{PCF,PTT}(t) \) in Th. 11, we need the periodicity of the \( PCF \cup TT \) flows. The behavior of the \( PCF \cup TT \) flows crossing an output port \( p \) is periodic with a so-called hyperperiod \( \tau^p \) such as:

\[
\tau^p = LCM(P_{i \in \{PCF,TT\}, i \in p})
\]

with \( LCM \) the least common multiple, \( P_{i \in \{PCF,TT\}} \) the periods of the flows \( i \) crossing \( p \), and \( P_{i \in PCF} = BAG_{PCF} \).

For \( \alpha_{PCF,PTT}(t) \) and the guard band policy in Th. 9, we need to characterize the earliest finish time and the arrival of the \( PCF \cup TT \) flows within \( \tau^p \). We denote:

- \( N^p_{\tau} \) the number of \( PCF \cup TT \) frames in \( \tau^p \);
- \( f^p_{g, \tau} \) the \( g \)-th frame within \( \tau^p \).

We define \( f^p_{i(k)} \), the \( k \)-th frame of flow \( i \in \{PCF,TT\} \) within \( \tau^p \) with \( k \in \{0, ..., N^p_{\tau} - 1\} \), with \( N^p_{\tau} \) the number of frames of flow \( i \in \{PCF,TT\} \) in a hyperperiod \( \tau^p \). Hence, \( \exists g \in \{0, ..., N^p_{\tau} - 1\} \) such as \( f^p_{i(k)} = f^p_g \). Thus, for TT and PCF, the earliest finish time, the earliest and latest arrival times of frame \( f^p_g \) within \( \tau^p \) are:

\[
\begin{align*}
EA^p_{g,PCF,TT} &= EA^p_{i,PCF,TT} + k \cdot P_i \\
LA^p_{g,PCF,TT} &= LA^p_{i,PCF,TT} + k \cdot P_i \\
EF^p_{g,PCF,TT} &= EF^p_{i,PCF,TT} + k \cdot P_i
\end{align*}
\]

where \( EA^p_i \) and \( LA^p_i \) are the earliest and latest arrival times of flow \( i \) in an output port \( p \).

For PCF flow \( i \), \( EA^p_{i,PCF} \) is defined in Eq. (4), \( P_{i \in PCF} = BAG_{PCF} \) and:

\[
LA^p_{i,PCF,TT} = LFi - \Delta p_i
\]

with \( LFi \) and \( \Delta p_i \) defined in Th. 5 and Section 5.3.

For a TT flow \( i \), as TT frames are released for transmission selection at the offset, so:

\[
LA^p_{i,PCF,TT} = EA^p_{i,PCF,TT} = 0^p_i
\]

Finally, the characteristic of a PTT frames are detailed in Th.9.

**Theorem 9 (PTT characteristics).** A PTT frame can be characterized by a MFS, a period \( P \), an earliest and latest arrival times, by considering different integration policies:

\[
\begin{align*}
MFS^p_{g,TT} &\in \{ \text{MFS}_{g,TT}, \text{shuffling} \} \\
&\text{MFS}_{g,TT} + \text{PO, preemption} \\
&\Delta GB^p_{g,TT} \cdot C_{out} + \text{MFS}_{g,TT}, \text{guard band} \\
\end{align*}
\]

\[
P^p_{g,TT} = \tau^p
\]

\[
\begin{align*}
EA^p_{g,TT} &\in \{ EA^p_{g,TT}, \text{shuffling \& preemption} \} \\
&EA^p_{g,TT} - \Delta GB^p_{g,TT}, \text{guard band}
\end{align*}
\]

\[
LA^p_{g,TT} = EA^p_{g,TT}
\]

where \( \tau^p \) is in Eq. (5); \( PO \) is the preemption overhead size; \( \Delta GB^p_{g,TT} \) is the guard band duration of the frame \( f^p_g \) within the hyperperiod \( \tau^p \), and \( g \ominus 1 \) represents the frame preceding \( f^p_g \) within the hyperperiod \( \tau^p \).

\[
\begin{align*}
\Delta GB^p_{g,TT} &= \min (\frac{MFS^p_{g,TT} - PO}{C_{out}}, EA^p_{g,TT} - EF^p_{g,TT}) \\
\end{align*}
\]

with \( EA^p_{g,TT} \), the earliest arrival time and \( EF^p_{g,TT} \) the earliest finish time, of a frame \( g \) within \( \tau^p \), defined in Eq. (6) and Eq. (8).

**Proof.** Similarly to Th. 3, this theorem is based on the definitions of integration policies [22] and results from a direct application of the impact of integration policies on RC traffic. The full proof is detailed in the Appendix.
8.2 Computation of $\alpha_{PCF, PTT}^p(t)$

The behavior of the $PCF \cup PTT$ flows is periodic with a period $\tau_p$ (see Eq (5)). However, a duration $\tau_p$ can start at the arrival of any frame within $\tau_p$. We call the initial frame the “benchmark” frame. To obtain $\alpha_{PCF, PTT}^p(t)$, we compute the arrival curves for all benchmark frames and keep the maximum values (see Eq. (9)). As an arrival curve is due to the minimum amount of time between two arrivals of any arbitrary amount of data, we detail in Lemma 10 the minimum inter-arrival times used in Th. 11.

Lemma 10 (Minimum inter-arrival time). We shall consider the minimum time between the arrival of benchmark frame $f_{bm}^{p, \tau} \in \{PCF, PTT\}$ and the arrival of frame $f_{bm+g}^{p, \tau} \in \{PCF, PTT\}$, with $g \in [0..N_{p, \tau} - 1]$ as follows:

$$\delta_{bm,g} = \begin{cases} 0, & \text{if } LA_{bm}^{p, \tau} \in [EA_{bm+g}^{p, \tau}, LA_{bm+g}^{p, \tau}] \text{ or } LA_{bm}^{p, \tau} \in [EA_{bm}^{p, \tau}, LA_{bm}^{p, \tau}] \\ EA_{bm+g}^{p, \tau} - LA_{bm}^{p, \tau}, & \text{otherwise} \end{cases}$$

with $EA_{bm+g}^{p, \tau}$ and $LA_{bm+g}^{p, \tau}$ the arrival times of $f_{bm+g}^{p, \tau}$ (see Eq. (6), Eq. (7) and Th. 9).

Proof. We divide our analysis in two parts: we consider 1) never overlapping arrivals; 2) potentially overlapping arrivals:

1) never overlapping arrivals: when considering the PTT or PCFs arriving after the latest arrival time of the PTT or PCF benchmark $bm$, the minimum time interval occurs when the benchmark arrives closest to the next frame, i.e. we consider the benchmark starting time to be $LA_{bm}^{p, \tau}$ and $\delta_{bm,g} = EA_{bm+g}^{p, \tau} - LA_{bm}^{p, \tau}$.

2) potentially overlapping arrivals: two frames $f_{bm}^{p, \tau}$ and $f_{bm+g}^{p, \tau}$ can overlap if:

$$LA_{bm+g}^{p, \tau} \in [EA_{bm}^{p, \tau}, LA_{bm}^{p, \tau}] \text{ or } LA_{bm}^{p, \tau} \in [EA_{bm+g}^{p, \tau}, LA_{bm+g}^{p, \tau}]$$

The minimum interval is when $f_{bm}^{p, \tau}$ and $f_{bm+g}^{p, \tau}$ arrive at the same time, i.e. $\delta_{bm,g} = 0$.  

Knowing Lemma 10, the arrival curve of the aggregate PCF and PTT flow is as follows.

Theorem 11 (Arrival curve of $PCF \cup PTT$ traffic). The arrival curve of $PCF \cup PTT$ traffic in output port $p$ is:

$$\alpha_{PCF, PTT}^p(t) = \max_{bm \in [0..N_{p, \tau} - 1]} \{ \alpha_{PCF, PTT}^{p, bm}(t) \}$$

(9)

with arrival curve of the $PCF \cup PTT$ flow when considering benchmark frame $f_{bm}^{p, \tau}$ such as:

$$\alpha_{PCF, PTT}^{p, bm}(t) = \sum_{g \in [0..N_{p, \tau} - 1]} \alpha_{PCF, PTT}^p(t - \delta_{bm,g})$$

where $N_{p, \tau}$ and $\delta_{bm,g}$ are defined respectively in Section 8.1 and Lemma 10, and

$$\alpha_{PCF, PTT}^g(t) = \begin{cases} MFS_{g}^{p, \tau} \cdot \left[ \frac{t + LA_{g}^{p, \tau} - EA_{g}^{p, \tau}}{\tau_p} \right], & t > 0 \\ 0, & t \leq 0 \end{cases}$$

is the arrival curve of frame $f_{g}^{p, \tau}$ of flow $i \in \{PCF, PTT\}$ with a maximum arrival jitter $LA_{g}^{p, \tau} - EA_{g}^{p, \tau}$ (defined in Eq. (6), Eq. (7) and Th. 9), a period $\tau_p$ (see Eq. (5)), a MFS such as $MFS_{g}^{p, \tau} \in PTT$ is defined in Th. 9 and $MFS_{g}^{p, \tau} = MFS_{PCF}$ (see Th. 4).
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Proof. For $\alpha_{PCF\cup PTT}(t)$, the proof is identical to the proof of Eq. (12) in [22]. For $\alpha_{PCF\cup PTT}(t)$, the proof is similar to the proof of Theorem 2 in [22], with two differences, i) because of Lemma 10, we consider here $\delta_{bm,g}$ instead of the relative offsets between benchmark frame and adjacent frames; ii) because of the IW, we must also consider the arrival jitter $LA_p - EA_p > 0$ in the arrival curve $\alpha_{PCF\cup PTT}(t)$, rather than $LA_p - EA_p = 0$ like in [22] (due to having only fixed scheduling time instants in [22]).

9 Performance Evaluation

We start by presenting the case study. Then, we present the results of the impact of PCFs on TT and RC traffic.

9.1 Case Study

We study a realistic adaptation of the Orion CEV use case, the 100 Mbps network described in [19, 22] and illustrated in Fig. 2. The TT and RC flows are defined in [22] in Table 2 (MFS without preamble, start of frame delimiter, interframe gap or necessary padding to reach the minimum frame size). We define for the synchronization a level-2 synchronization redundancy. We consider one RC class and the RC initial jitter is null. The PCF flows are as follows: one flow from each CM to the SMs and SCs, one flow from each SM to the CMs. The TT schedule is generated using the SMT-based approach proposed in [14, 5].

We consider linear arrival curves described in Section 5.1 and staircase service curves resulting from Th. 2 with the arrival curves described in Th. 11, as explained in Section 5.3.

We consider the following delays: the compression master delay $\Delta CM = 25.040 \mu s$, the propagation delay = 5 ns and the forwarding delays in an end-system es: $\Delta_{fwd} = 2.44 \mu s$, $\delta_{fwd} = 1.38 \mu s$; and in a switch sw: $\Delta_{sw} = 11.45 \mu s$, $\delta_{sw} = 9.22 \mu s$.

Concerning the PCFs characteristics, we study two values for IC: an average value, i.e. 10 ms, and a small value, i.e. 1 ms. The corresponding calculated values of the network precision [18] (for the following hardware: TTE End System A664 Lab and TTE Switch A664 Lab) are respectively $\epsilon = 4 \mu s$ for IC=1 ms and $\epsilon = 6.7 \mu s$ for IC=10 ms. To study the impacts of IC and $\epsilon$ separately, we define 3 use cases: $UC_1 = \{IC=1 \text{ ms and } \epsilon=4 \mu s\}$, $UC_2 = \{IC=10 \text{ ms and } \epsilon=4 \mu s\}$, $UC_3 = \{IC=10 \text{ ms and } \epsilon=6.7 \mu s\}$. In the case of the impact of PCFs on RC, we consider a fourth use case: $UC_4 = \{IC=1 \text{ ms and } \epsilon=5 \mu s\}$, where the selected precision is slightly larger than the minimum achievable precision.

![Figure 2 Case study: network description.](image-url)
9.2 Impact of PCFs on TT

In this section, we compute the end-to-end delay, jitter and reserved bandwidth impacts defined in Section 7.1 without PCFs and with PCFs for both the current method and the proposed mitigation method: improved TT Sending Window method, applied to all the TT flows. We also study the impact of our mitigation method on the computation time. We consider two TT integration policies: shuffling and guard band. Depending on the TT flow constraints, a guard band may be automatically activated by the scheduler.

9.2.1 Minimum worst-case end-to-end delay

Our aim is to find the minimum worst-case end-to-end delay achievable using deadline constraints, 1) without PCF; 2) with PCF for the current method; 3) with PCF for the mitigation method, denoted respectively 1) without, 2) current and 3) mitigate in Table 2. For the case without PCFs, we consider that a theoretical external synchronization is set up with the defined precision $\epsilon$. The results are in Table 2 for six representative TT flow examples in terms of various MFS, periods and number of potentially interfering PCFs.

Table 2 Minimum worst-case end-to-end delays ($\mu$s).

<table>
<thead>
<tr>
<th>Flow</th>
<th>without PCF $\epsilon=4\mu$s</th>
<th>UC1 IC=1 ms $\epsilon=4\mu$s</th>
<th>UC2 IC=10 ms $\epsilon=4\mu$s</th>
<th>UC3 IC=10 ms $\epsilon=6.7\mu$s</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>current mitigate</td>
<td>current mitigate</td>
<td>current mitigate</td>
<td>current mitigate</td>
</tr>
<tr>
<td>TT5</td>
<td>55</td>
<td>96</td>
<td>96</td>
<td>104</td>
</tr>
<tr>
<td>TT6</td>
<td>223</td>
<td>276</td>
<td>276</td>
<td>287</td>
</tr>
<tr>
<td>TT9</td>
<td>408</td>
<td>460</td>
<td>460</td>
<td>472</td>
</tr>
<tr>
<td>TT12</td>
<td>65</td>
<td>98</td>
<td>98</td>
<td>107</td>
</tr>
<tr>
<td>TT17</td>
<td>385</td>
<td>419</td>
<td>419</td>
<td>426</td>
</tr>
<tr>
<td>TT20</td>
<td>79</td>
<td>132</td>
<td>132</td>
<td>141</td>
</tr>
</tbody>
</table>

First, the current PCF impact increases with the number of PCFs along the path. We note that the deltas between the results of current vs. without are coherent with Th. 6 and the number of PCFs in the path of the flows (within $1\mu$s due integer rounding margin). For instance, there are 6 PCFs in the output ports of the path of TT5, resulting in a theoretical delta of 40.32 $\mu$s, which is coherent with the deltas of 41 $\mu$s in Table 2 for all use cases, i.e. 96-55=41 for $\epsilon=4\mu$s (i.e. UC1 and UC2), and 104-63=41 for $\epsilon=6.7\mu$s (i.e. UC3).

Consequently, compared to without PCFs, the current TT end-to-end worst-case delays are increased between 8.67% and 74.5%, i.e. (426-392)/392=8.67% for TT17 with $\epsilon=6.7\mu$s, and (96-55)/55=74.5% for TT5 with $\epsilon=4\mu$s.

With the mitigation method, the impact of the PCFs on TT depends on the number of interfering PCFs and the possible delays to avoid scheduling a frame inside IWs (see Th. 6).

Firstly, in Table 2, we find that the mitigate values are within $1\mu$s of the values expected with the minimum impact of PCFs defined in Th. 6, due to integer rounding margin. For instance, for UC1 and TT 5, there is one PCF impacting the TT flow along its path, so the minimum impact of PCF on TT is $1 \cdot 84 \cdot 8/100 = 6.724 \mu$s, which is coherent with the delta of mitigate vs. without: 61-55=6 $\mu$s. However, in an additional test, i.e. with TT6, UC4={IC=1 ms & $\epsilon=5\mu$s}, we found that the mitigate value is $+3 \mu$s larger than the value expected with the minimum impact of PCFs, due to a delay to avoid a IW. This brings the PCF impact in the mitigate delay between the minimum and maximum impacts of PCFs on worst-case end-to-end delays as defined in Th. 6.
Secondly, the probability of an offset being inside a IW depends on:
1) the hyperperiod of the TT period and the PCF period (i.e. least common multiple between TT period and IC). For example for IC=1 ms and TT20, which has a period of 5 ms, each IW must be considered five times (i.e. one for each IC within the hyperperiod). For TT6, which has a period of 3.125 ms, however, each IW have to be considered 25 times. Hence, it is much more likely that the offset will fall within a IW in this second case. In fact, we can see in Table 2, in UC1, that TT6 is impacted by all the PCFs, whereas TT20 is not impacted by any PCF;
2) when IC increases, there are less PCF frames being sent and the intervals between the IWs increases. Thus, there are more possibilities to schedule the TT frames outside the IWs. For example, we can see in Table 2 that with UC1, TT6 has a delay of 276 µs due to 8 interfering PCFs, whereas with UC2, TT6 has a delay of 230 µs due to one PCFs;
3) when ϵ increases, it increases the duration of the IWs (see Th. 5). Hence, the intervals between IWs decrease, which decreases the possibility of scheduling TT outside IWs.

Also, ϵ impacts the TT end-to-end delays: when ϵ increases, the latest arrival time increases (see Lemma 7), leading to an increase of the end-to-end delays when the number of interfering PCF is constant, as illustrated in Table 2 for both without and current results.

Thus, when IC is increased to reduce the number of interfering PCFs, ϵ increases, which increases the end-to-end delays. Sometimes, the reduction of PCFs out-weights the delay increase due to the precision change, e.g. TT6 and TT17, but other times, the increase of delays are larger than the gains due to the PCF impact reduction, e.g. TT5, TT9, TT12.

Finally, we have shown that the mitigation method is effective in reducing the impact of the PCFs on the TT end-to-end delays by limiting the number of PCFs interfering with TT. With the mitigation method, the impact of the PCFs varies from 0% to 22.7% with UC1 and from 0% to 3.0% for UC3, i.e. (276-223)/223=22.7% for TT6 with UC1, and (240-233)/233=3.0% for TT6 with UC3.

This represents a large improvement over the current method, where the impact of PCFs varies between 8.67% and 74.5%.

However, when implementing the mitigation method, IC must be selected carefully to manage the best trade-off between limiting the number of interfering frames and the delays due to ϵ resulting from the selected IC.

### 9.2.2 Maximum jitter

For flows constrained to have a very low jitter, the guard band is activated in the last output port of the path to remove the jitter due to the lower priority traffic. Thus, the jitter of a TT flow is entirely due to the higher priority shuffling. In our use case, each ES receives 3 PCFs, so the impact of the AS6802 standard on the TT flow jitter is currently equal to the transmission times of 3 PCFs, i.e. 20.164 µs. With the mitigation method, if a low jitter constraint is set, the scheduler will find a solution without PCF interfering frame in the last output port, if it exists. In our use cases, such a solution exists, hence the maximum jitter reduction is up to 100% with the mitigation method compared to the current method.

### 9.2.3 Reserved bandwidth

By assessing the additional bandwidth reservation due to the PCFs, we can assess the amount of bandwidth that cannot be used by other TT and thus assess the reduction the maximum TT load caused by the PCFs. We have selected the output port with the most TT flows, i.e. [SW2, ES12]. Without PCFs, the bandwidth reserved by the TT flows is 38.35 Mbps,
whereas with the current method, the bandwidth reserved is 42.58 Mbps, which represents an increase of 11.04%. With the mitigation method and \( UC_1 = \{ IC = 1 \text{ ms} & \epsilon = 4 \mu \text{s} \} \), the bandwidth reserved is 41.80 Mbps, which represents an increase of 9.00% compared to without PCFs. This increase of the reserved bandwidth is reduced down to 1.75% with \( UC_2 = \{ IC = 10 \text{ ms} & \epsilon = 4 \mu \text{s} \} \), and down to 2.87% with \( UC_3 = \{ IC = 10 \text{ ms} & \epsilon = 6.7 \mu \text{s} \} \). By increasing IC (\( UC_1 \rightarrow UC_2 \)), we decrease the number of PCFs inside the TT period, thus decreasing the likelihood of a PCF interfering with the TT frames, leading to a reduced reserved bandwidth compared to \( UC_1 \). By increasing \( \epsilon \) (\( UC_2 \rightarrow UC_3 \)), the IWs are enlarged and thus the likelihood a PCF interfering with a TT frame increases, leading to an increased reserved bandwidth compared to \( UC_2 \).

Hence, with the mitigation and an appropriate IC, we are able to schedule more TT traffic than with the current method. In our case study, compared to the current method, we estimate that for \( UC_3 \), the increase of maximum traffic load is around 7%, which corresponds to the reduction of bandwidth reserved with the mitigation, from 42.6 Mbps to 39.45 Mbps.

### 9.2.4 Computation time

The improvements of the TT metrics compared to the current method are obtained at the cost of an increase of the computation time (i.e. run time of the schedule generator), which is multiplied by up to 15 times, from about 3 s to 45 s when applied to all the flows. The computation times can be drastically improved by only applying the mitigation method to very low deadline constraints, jitter constraints or highly loaded ports. For instance, for \( UC_1 \) with a deadline of 96 \( \mu \text{s} \) for TT5, the average computation time is 3.25 s with the current method, 3.93 s with the mitigation method only applied to TT5, and 3.91 with the mitigation method only applied to output port [SW2, ES12]. With a deadline of 61 \( \mu \text{s} \), average computation time is 4.76 s with the mitigation method only applied to TT5. We obtain the same results as Sections 9.2.1, 9.2.2 and 9.2.3 when applying the mitigation method only on a flow or port of interest. Hence, by selectively applying the mitigation method, we are able to achieve large improvements for a low computational cost.

To conclude, the AS6802 standard has currently a large impact on the TT traffic, with an increase of the end-to-end delays up to 74.5 %, an increase of the maximum jitter from 0 to 20 \( \mu \text{s} \) and an increase of the reserved bandwidth of 11%, in our case study.

The mitigation method has good results in decreasing these impacts. The impact on the end-to-end delays is reduced by up to 100 % (from 8.67% to 0%), the impact on the jitter is reduced up to 100% (from 20 \( \mu \text{s} \) to 0 \( \mu \text{s} \)), and the impact on the reserved bandwidth is divided by up to 6 (from 11% to 1.75%), in the most loaded port. By reducing the reserved bandwidth, we free bandwidth for additional flows. However, the actual increase of schedulable TT flows depends on the flows added to the network, which will be explored in future work.

We have shown that selecting appropriate IC and calculating the corresponding network precision \( \epsilon \) is very important to obtain the best results possible with the mitigation method. Additional work is needed to explore the trade-off between the effects of increasing IC to reduce the number of PCFs, and the effect of the resulting decrease of the network precision.

### 9.3 Impact of PCFs on RC

We compare the worst-case delays computed with the method proposed in the paper, with the delays computed using the method described in [22], which does not consider PCFs. Then we discuss the effects of the PCF parameters, mitigation method and scheduler on RC.
9.3.1 Impact for a fixed schedule and fixed \((IC, \epsilon)\)

The TT integration policy guard band is set for all flows in all ports. The deltas between RC worst-case delays without (modeled from [22]) and with (see Th. 11) PCF traffic for \(UC_4\) are detailed in Fig. 3. The RC flows are generally multicast and their worst-case delays are presented individually by destination: for an RC flow \(X\), with a destination ES\(Y\), the flow is denoted \(X.Y\). For instance, 2.7 refers to flow RC 2, from ES4 to ES7.

![Figure 3](image.png)

Results show that for \(UC_4=\{IC=1\ \text{ms} \& \ \epsilon=5\ \mu s\}\), the RC delays are increased between 10.49 \(\mu s\) and 32.56 \(\mu s\) (or between 0.55 \% and 1.99 \%) by the added PCF traffic. This increase depends mainly on the number of PCFs in the RC flow path: e.g. an increase of about i) 11 \(\mu s\) is due to 3 PCFs, ii) 21 \(\mu s\) is due to 5 PCFs, iii) 32 \(\mu s\) is due to 7 PCFs. For instance, for RC flow 16.6 between ES4 and ES6, there are 3 PCFs along the path and the worst-case delay is increased by 10.91 \(\mu s\). For RC flow 4.10 between ES9 and ES10, there are 7 interfering PCFs, and the worst-case delay is increased by 32.56 \(\mu s\). The increase also depends on the IW placements with regard to the TT schedule. For example, both RC 13.5 and RC 1.1 encounter 4 PCFs, but the worst-case delay increases by 16.98 \(\mu s\) for RC 13.5, and by 15.61 \(\mu s\) for RC 1.1.

To conclude, in this experiment the PCFs increase the worst-case delay of the RC traffic (up to 32.56 \(\mu s\) or 1.99\%), depending on the number of PCFs in the path and the interactions between IWs and TT offsets. Hence, not taking PCFs into account may lead to optimistic bounds and result in an unsafe system.

9.3.2 Discussion: impact of \((IC, \epsilon)\)

When IC increases, the number of PCFs in a hyperperiod decreases, which decreases the arrival curve of the \(PCF\cup TT\) traffic (see Th. 11). So, the impact \(PCF\cup TT\) traffic decreases and the RC delays are smaller.

As presented in Section 9.2.3, IW is larger when \(\epsilon\) increases. Hence, in Lemma 10, the arrival window of a PCF is larger. Consequently, it is more likely for the minimum inter-arrival times to be equal to 0, which increases the arrival curve of the \(PCF\cup TT\) traffic. So, the impact \(PCF\cup TT\) traffic increases and the RC delays are larger.

Hence, when IC increases and \(\epsilon\) is constant, the RC delays decrease. When IC is constant and \(\epsilon\) is increases, the RC delays increase.

As increasing of IC also increases the corresponding minimum \(\epsilon\), selecting a correct couple \((IC, \epsilon)\) is to find a good balance between the two effects of IC and \(\epsilon\), similarly to the effects discussed in Section 9.2.1.
9.3.3 Discussion: impact of mitigation method and schedule generator

The mitigation method computes differently the TT sending windows. As such, the schedule selected by the chosen solver may be different with the mitigation method compared to without. However, the impact is only due to the different selected offsets. Hence, the selection of a different schedule generator could have a similar impact. In this evaluation, we have selected an SMT solver, but our mitigation method could be applied with other solutions. So comparing the solution with and without mitigation method is similar to comparing different schedules obtained by different schedule generators, which, while interesting, is not the objective of this paper.

10 Conclusion

In this paper, we have proposed a novel Network Calculus model of the Protocol Control Frame (PCF) defined in the AS6802 synchronization protocol. Using this model, we have computed the impact of the PCF traffic on the Time-Triggered (TT) traffic. In particular, we proposed a method to reduce the impact of PCFs, by improving the TT Sending Window computation. Moreover, we have used the PCF model to compute a novel Network Calculus model of both TT and PCF traffic to assess the impact on Rate-Constrained (RC) traffic.

Our test results show that with the current method, the impact of the PCFs on TT represents an increase of up to 74.5% of the end-to-end delays, up to 11% of the reserved bandwidth, and up to 20 $\mu$s of the maximum jitter. We have also shown that the PCF traffic increases the RC worst-case delays, up to 32.56 $\mu$s or 1.99% in our case study. Hence, PCFs must be taken into account to obtain correct worst-case delays for RC traffic and ensure a safe system.

Finally, in our case study, with our proposed mitigation method, i.e. improved TT Sending Windows method, we obtain a reduction of the impact of the PCFs on TT on the end-to-end delay (up to 100%), jitter (up to 100%) and reserved bandwidth (up to 6 times) compared to the current method. Throughout the evaluation, we have showed that finding the correct tuple $(IC, \epsilon)$ is of paramount importance to obtain good performances and reduce the impact of PCFs on TT and RC.

In future work, we plan to further study the impact of the integration cycle and network precision on both the mitigation method and on the impact of PCFs on RC and TT, and to validate the mitigation method on a larger industrial network.
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A Appendix

A.1 Proof of Theorem 5: PCF Integration Window

Proof. To compute a IW, i.e. $EA_p^{\text{PCF}}$ and $LF_p^{\text{PCF}}$, we need to consider when a frame can arrive in the output port $psrc$ of a source node, i.e. between the earliest arrival time
$EA_{i}^{p_{src}}$ and the latest arrival time ($LA_{i}^{p_{src}}$). We must also consider the delays $\delta_{i}^{[s_{rc},n]}$ and $\Delta_{i}^{[s_{rc},n]}$ defined in Section 5.3, and the precision of the network synchronization $\epsilon$:

$$EA_{i}^{p_{src}} = E_{i}^{p_{src}} + \delta_{i}^{[s_{rc},n]} - \epsilon \text{ and } LF_{i}^{p_{src}} = LA_{i}^{p_{src}} + \Delta_{i}^{[s_{rc},n]} + \Delta_{i}^{F} + \epsilon.$$ 

It is necessary to consider $\epsilon$ since $EA_{i}^{p_{src}}$ and $LA_{i}^{p_{src}}$ are from the point of view of the local time of the source node, while $EA_{i}^{p}$ and $LF_{i}^{p}$ are from the point of view of the local time of $p$. Next, we compute $EA_{i}^{p_{src}}$ and $LA_{i}^{p_{src}}$ for the different PCF origins.

PCFs from SM to CM: the PCFs of flow $i$ sent by the SMs are released for transmission selection at the beginning of each IC. Each IC starts at local time 0, thus:

$$EA_{i}^{p_{src}} = LA_{i}^{p_{src}} = 0.$$ 

PCFs from CM to SM and SC: to compensate for the asymmetric reception of PCFs (due to different path sizes for example), AS6802 implements the so-called permanence function inside the CMs. This service function applies a delay to the PCF reception times equal to the statically computed worst-case travel time of any PCF in the network (called the maximum transparent clock $MTC$), ensuring that the CMs process the PCFs according to the PCFs release times, rather than reception time. For this, each PCF accumulates its travel time in its transparent clock $TC$ field, which is increased at each intermediate hop it traverses. Upon arrival of a frame at time $t_{A}$ in the CM input port, the permanence function computes the delta between the maximum transparent clock $MTC$ and the transparent clock $TC$, denoted $\delta_{TC}$. Then, it delays the delivery of the PCF to the CM host until the expiration of this delta. When the frame is delivered, it is said to become permanent. This so-called permanent time also depends on $\delta_{clock}$, the clock drift between the values of the clock of the source and the clock of the destination, as the sending time is from the point of view of the source and the permanent time is from the point of view of the destination. Hence, the permanent time is:

$$t_{A} + \delta_{TC} = TC + \delta_{clock} + MTC - TC = \delta_{clock} + MTC.$$ 

The maximum (resp. minimum) value of the clock drift $\delta_{clock}$ (and consequently the value of the clock compensation delay) is equal to $+\epsilon$ (resp. $-\epsilon$).

Next, the CM compute the clock compensation delay, during a known Compression Master delay $\Delta CM$. Then, after taking into account the clock compensation, it sends the PCFs to the SMs and CMs.

So, we obtain: $EA_{i}^{p_{src}} = -\epsilon + MTC + \Delta CM$ and $LA_{i}^{p_{src}} = +\epsilon + MTC + \Delta CM$.

### A.2 Proof of Theorem 9: Policed Time-Triggered Frames

**Proof.** With shuffling, the TT frame is delayed until the lower priority frame (RC or BE) finishes its transmission. Hence, the earliest arrival time $EA$ and the maximum frame size $MFS$ of a PTT frame remain the same as $EA$ and $MFS$ of the corresponding TT frame.

With guard band (GB), a RC or BE frame is blocked from transmission if a TT frame is scheduled to be sent before the RC frame would complete its transmission. The length of the guard band before a TT frame can be upper bounded by either the maximal transmission time of a lower priority frame, i.e. RC or BE, competing on the output port $p$, or the idle time with the previous TT frame. Thus, the guard band duration of $f_{g}^{p_{\tau}}$ is:

$$\Delta GB_{g \in TT} = \min\left(\frac{MFS_{g_{out}BE} \cdot C_{out}}{\infty}, EA_{g_{out}BE}^{p_{\tau}} - EF_{g_{out}BE}^{p_{\tau}} \right),$$

where $g \in 1$ represents the frame preceding $f_{g}^{p_{\tau}}$. As the guard band only appears immediately before the TT frame, and RC\BE frames are delayed by both guard bands and TT frames, it is assumed that “GB+TT” is taken as an entirety. So, we have a new MFS and a new earliest arrival time:

$$MFS_{g \in PTT} = MFS_{g \in TT} + \Delta GB_{g \in TT} \cdot C_{out}$$

and $EA_{\in PTT}^{p_{\tau}} = EA_{\in TT}^{p_{\tau}} - \Delta GB_{g \in TT}$, with $g \in PTT$ when considering the TT frame $f_{g}^{p_{\tau}}$ with the integration policy, $g \in TT$ without the integration policy.
With preemption (PR), even though the lower priority frame is preempted by a TT frame, the TT frame will suffer a delay of the fixed-sized preemption overhead $PO$. As the PO postpones and appears immediately before the TT frame, we assume an entirety “PR+TT” of PTT which impacts on RC traffic. Then, PTT (“PR+TT”) obtains the same earliest arrival time as TT and $MFS_{g \in PTT}^{p,\tau} = MFS_{g \in TT} + PO$.

All three integration policies have a fixed impact on the arrival time of a PTT frame, and a TT frame is always released by the device to the output port $p$ at $EA_{g \in TT}^{p,\tau}$. Hence, $LA_{g \in TT}^{p,\tau} = EA_{g \in TT}^{p,\tau}$ and the period is $\tau^p$. \hfill $\blacksquare$
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Abstract
For many cyber-physical systems, e.g., IoT systems and autonomous vehicles, offloading workload to auxiliary processing units has become crucial. However, since this approach highly depends on network connectivity and responsiveness, typically only non-critical tasks are offloaded, which have less strict timing requirements than critical tasks. In this work, we provide two protocols allowing to offload critical and non-critical tasks likewise, while providing different service levels for non-critical tasks in the event of an unsuccessful offloading operation, depending on the respective system requirements. We analyze the worst-case timing behavior of the local cyber-physical system and, based on these analyses, we provide a sufficient schedulability test for each of the proposed protocols. In the course of comprehensive experiments, we show that our protocols have reasonable acceptance ratios under the provided schedulability tests. Moreover, we demonstrate that the system behavior under our proposed protocols is strongly dependent on probability of unsuccessful offloading operations, the percentage of critical tasks in the system, and the amount of offloaded workload.
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1 Introduction

Processing large amounts of sensor data within short, pre-defined intervals of time is crucial for many cyber-physical systems as, e.g., IoT systems, robots, drones, and autonomous vehicles, in order to accomplish their mission or even to maintain their operability. However, it may be the case that a system does not have sufficient resources at its disposal to always perform the necessary operations fast enough and to deliver the required results in time if these computations are performed merely locally. Since the system hardware can only be enhanced up to a certain level due to constraints in terms of cost, energy efficiency, size, and other noteworthy factors, such insufficiencies can be overcome by offloading a share of the system workload via, e.g., 4G/5G or IEEE802.11p-based [18] wireless connections, while providing a local fallback mechanism. Nevertheless, wireless connections exhibit a certain level of unreliability, which must be factored in when deciding which tasks to offload. As an example, the resulting end-to-end performance within cellular vehicular communication systems is severely impacted by highly dynamic channel conditions related to shadowing effects, multipath fading, handover situations, and even technology switches [24]. In addition, as the available cell resources are shared by the different network participants, the achievable network performance significantly depends on the traffic patterns of the other active cell users and the implemented resource scheduling policy of the cell. Different network quality indicators can be utilized to estimate the end-to-end behavior of data transmissions in terms of delay and data rate. However, as pointed out in recent analyses [25], the interdependencies of these factors can significantly differ among multiple mobile network operators due to varying strategies for network configuration and infrastructure deployment.

Against this background, we aim to allow resource-constrained systems to offload computation shares not only of non-critical, but also of safety- and mission-critical tasks, while ensuring that the timing requirements of safety- and mission-critical tasks are not violated even in the case of connectivity issues and providing as much service for non-critical tasks as possible. Accordingly, we strive to specify the system’s offloading behavior in such a way that it can be verified at design time for all potential scenarios.

Self-Suspension. From a modeling perspective, the considered cyber-physical system can be reduced to the local system, on which the performed offloading operations are perceived as tasks being executed, paused, and (in the successful case) resumed after an upper-bounded interval of time. One concept allowing to model this particular local system view is self-suspension [7], which characterizes tasks temporarily interrupting their execution and proceeding as soon as a certain operation is finished, i.e., as soon as a response from the auxiliary processing unit is received. In fact, the actual time elapsing between the moment a message is sent to an auxiliary processing unit and the latest safe moment in which a response may be received could be simply modeled as additional computation time rather than as so-called suspension time, but this would lead to a pessimistic under-utilization of computation resources [23, 28]. Instead, for the sake of accuracy, one of the state-of-the-art models can be applied such as the dynamic self-suspension model (cf. e.g. [12], [15]), the segmented self-suspension model (cf. e.g. [22]), or a hybrid model, e.g. [27], (for a detailed overview refer to [6, 7]). In this work, we make use of the segmented self-suspension model, which allows to precisely depict a specific suspension pattern, i.e., to specify the exact point in time in which an offloading operation starts as well as a legal upper bound on its duration (formal descriptions will be given in Sec. 2).
Mixed-Criticality. Modeling a local system as well as successful offloading operations, however, does not suffice as a basis for verifying the behavior of a cyber-physical system as considered in this work. De facto, the question remains, how to model and how to handle unsuccessful offloading operations. To this effect, we benefit from the notion of so-called mixed-criticality systems, which were formally introduced for the first time by Vestal [26] and received much attention thenceforward (a comprehensive survey can be found in [5]). This concept describes systems integrating tasks with different criticality levels on the same platform and providing distinct system modes, usually one per criticality level. In case of special events such as fault-occurrence, mixed-criticality systems perform a mode change, i.e., switch to another system mode, which permits to maintain the system safety by ensuring that the timing requirements of all tasks corresponding to the current or a higher system mode can still be met. For all lower-criticality tasks, however, no more timing guarantees are provided. Analogously to mode changes in mixed-criticality systems, it is necessary to carefully anticipate all events that may occur during an offloading operation, e.g., a missing response due to an unreliable wireless connection, and to specify mechanisms to handle these deterministically. However, we do not model the contemplated type of cyber-physical systems as a mixed-criticality system, but rather exploit the characteristics exhibited by the latter. Namely, we classify the overall set of tasks in the system into a set of critical tasks (comprising safety- as well as mission-critical tasks) and a set of non-critical tasks, but we do not specify explicit system modes. Instead, we consider the system to exhibit different execution behaviors under different circumstances: either a normal execution behavior, under which timing constraints are satisfied for all tasks, or a local one, under which timeliness is only guaranteed for critical tasks. The actual system behavior in each possible scenario, however, needs to be clearly defined and to follow a pre-specified, analyzable, and verifiable protocol, which will be developed hereinafter.

Related Work. The idea of cloud-based control for automotive systems is not new, but has already been addressed in 2012 by Kumar et al. [14], who proposed a cloud-assisted system for autonomous driving, which, however, is not used to offload control applications, but rather to provide additional information to the vehicle. In 2015, Esen et al. [9] presented a software architecture named Control as a Service according to which all control functions are completely moved to the cloud, while only sensors, actuators, and communication infrastructure remain in the vehicle. Network latencies have been pointed as a challenge, but no concrete solution or mechanism to handle suchlike has been proposed, and, moreover, connection losses have not been addressed at all. In a proof of concept, the authors have modeled network latencies using discrete stochastic models. In 2018, Adiththan et al. [1] proposed an adaptive offloading technique for control applications that makes all offloading decisions online based on a network performance monitor. However, due to the heuristic nature of the approach, the timing behavior of the system cannot be verified. Beyond that, the authors mentioned the necessity to handle connectivity losses and large communication delays and stated that in such cases task executions must be redirected to the local system. Nevertheless, no concrete mechanism or protocol has been suggested for this purpose. Moreover, the potential consequences have not been further discussed. Recently, Al Maruf and Azim [17] proposed a strategy for task offloading in multiprocessor mixed-criticality systems with dynamic scheduling policies under overload conditions. More precisely, they suggested to select low-criticality tasks based on a machine learning approach that are offloaded to the cloud and executed in parallel aiming to reduce the number of deadline misses. Potential connectivity issues have not been taken into consideration.
Contributions. In a nutshell, we contribute the following:
- We provide two protocols for cyber-physical systems allowing to safely offload critical and non-critical tasks, which address different system requirements: i) the service protocol provides as much service for non-critical tasks as possible in any point in time, and ii) the return protocol allows a fast return to the normal system behavior in the case of an unsuccessful offloading operation.
- In Sec. 4 and Sec. 5, we analyze the worst-case timing behavior of the local system and examine our proposed protocols by considering all possible transient and ready states regarding the normal and the local execution behavior. Based on these analyses, we provide a sufficient schedulability test for each of the proposed protocols.
- By means of comprehensive simulations and a case study, we i) show that the acceptance ratios of our proposed protocols under the provided schedulability tests are reasonable, and ii) demonstrate that the system behavior under our proposed protocols is strongly dependent on probability of unsuccessful offloading operations, the percentage of critical tasks in the system, and the amount of offloaded workload.

2 System Model

We consider a cyber-physical system comprising a set of tasks $T$ that can be divided into two subsets with different requirements, namely, the set of critical tasks $T_{crit}$, and the set of non-critical tasks $T_{non}$, such that $T = T_{crit} \cup T_{non}$ and $T_{crit} \cap T_{non} = \emptyset$. While for each $\tau_k \in T_{crit}$ timing constraints must be satisfied at any point in time, for each $\tau_k \in T_{non}$ timing violations may be unpleasant but not hazardous. According to the classification of tasks into two subsets, we specify two different system execution behaviors, i.e., normal and local execution behavior. When the system exhibits normal execution behavior, all timing requirements of all tasks are satisfied at any point in time, whereas, if the system exhibits local execution behavior, timing guarantees can only be given for all critical tasks $\tau_k \in T_{crit}$. The degree of service provided with respect to the non-critical tasks $\tau_k \in T_{non}$ depends on the particular recovery protocol implemented in the system (cf. Sec. 3).

Each recurrent real-time task $\tau_k \in T$ in the considered cyber-physical system is assumed to have a sporadic arrival pattern and is characterized\(^1\) by a tuple $(C_{k,1}, C_{k,s}, C_{k,2}, S_k, p_k, q_k, D_k, T_k)$:
- Each $\tau_k$ releases an infinite number of task instances denoted as jobs. $T_k$ indicates the minimum inter-arrival time of $\tau_k$, i.e., the arrival times of any two consecutive jobs of $\tau_k$ must be separated by at least $T_k$.
- $D_k$ describes the relative deadline of $\tau_k$. The absolute deadline of a job of task $\tau_k$ arriving at time $r_k$ is given by $r_k + D_k$ if it must be guaranteed that the job meets its deadline. Throughout this paper, we assume a constrained-deadline task system, in which $D_k \leq T_k$ for each task $\tau_k$.
- $C_{k,1}$ and $C_{k,2}$ denote the worst-case execution times of the first and second computation segments, respectively.
- $C_{k,s}$ is the worst-case execution time of the typically offloaded task share if executed on the local system.
- $p_k$ and $q_k$ are the worst-case execution times of the pre- and post-processing routines, which are executed before and after the offloading operation of a job of task $\tau_k$, respectively.
- $S_k$ is the offloading or suspension time of $\tau_k$.

\(^1\) To provide a better overview, the notation is additionally summarized in Table 1.
Table 1 An overview about the notation.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{k,1}$</td>
<td>worst-case execution time (WCET) of the first computation segment of $\tau_k$</td>
</tr>
<tr>
<td>$C_{k,2}$</td>
<td>WCET of the second computation segment of $\tau_k$</td>
</tr>
<tr>
<td>$C_{k,s}$</td>
<td>WCET of the computation segment of $\tau_k$ that is typically offloaded if executed locally</td>
</tr>
<tr>
<td>$C_k^♯$</td>
<td>$C_{k,1} + p_k + q_k + C_{k,2}$</td>
</tr>
<tr>
<td>$C_k^♭$</td>
<td>$C_{k,1} + S_k + C_{k,2}$</td>
</tr>
<tr>
<td>$D_k$</td>
<td>relative deadline of $\tau_k$</td>
</tr>
<tr>
<td>$hp(\tau_k)$</td>
<td>set of tasks with higher priority than $\tau_k$</td>
</tr>
<tr>
<td>$p_k$</td>
<td>WCET of the offloading pre-processing routine of $\tau_k$</td>
</tr>
<tr>
<td>$q_k$</td>
<td>WCET of the offloading post-processing routine of $\tau_k$</td>
</tr>
<tr>
<td>$S_k$</td>
<td>offloading/suspension time of $\tau_k$</td>
</tr>
<tr>
<td>$T_k$</td>
<td>minimum inter-arrival time of $\tau_k$</td>
</tr>
<tr>
<td>$T$</td>
<td>complete task set</td>
</tr>
<tr>
<td>$T_{crit}$</td>
<td>set of critical tasks</td>
</tr>
<tr>
<td>$T_{non}$</td>
<td>set of non-critical tasks</td>
</tr>
</tbody>
</table>

![Figure 1](image-url) A job of task $\tau_k$ is executed locally (local execution behavior).

We assume that $T_k \geq D_k > 0$ and $C_{k,1}, C_{k,s}, C_{k,2}, S_k, p_k, q_k \geq 0$. Moreover, we make the natural assumption that $p_k + q_k \leq C_{k,s}$, since offloading is not meaningful otherwise. Furthermore, the worst-case execution time of a job of task $\tau_k$ under any possible execution scenario is greater than 0, i.e., $C_{k,1} + C_{k,s} + C_{k,2} > 0$ and $C_{k,1} + p_k + q_k + C_{k,2} > 0$. For notational brevity, we denote $C_k^♯ = C_{k,1} + C_{k,s} + C_{k,2}$ and $C_k^♭ = C_{k,1} + p_k + q_k + C_{k,2}$.

Throughout this paper, we assume that the local cyber-physical real-time system, termed _local system_, is a uniprocessor system, in which tasks are scheduled according to a preemptive fixed-priority policy. More precisely, each task is assigned a unique priority, i.e., all jobs of task $\tau_k$ have the same priority. If at any point in time multiple jobs are ready, i.e., eligible for being executed on the local system, the job having the highest priority is executed. For each task $\tau_k$, the unique set of the higher-priority tasks is denoted as $hp(\tau_k)$.

For a job of task $\tau_k$ arriving at time $r_k$ the following execution scenarios are possible:

- The job is _executed locally_ (cf. Fig. 1). In this case, the worst-case execution time of the job released at time $r_k$ is $C_{k,1} + C_{k,s} + C_{k,2}$; i.e., $C_k^♭$.

- The job is _offloaded_. In this case, the job is first executed locally for up to $C_{k,1}$ execution time units and thereon enters the pre-processing routine for offloading for up to $p_k$ execution time units. Suppose that the first computation segment as well as the pre-processing routine are finished at time $\rho$. Then, the considered job is offloaded to the remote system at time $\rho$. The actual offloading operation can be either _successful_ or _unsuccessful_:
  - Offloading is _successful_ if the computation result or _offloading response_ is returned to the local system until time $\rho + S_k$. In this case, the offloading response is post-processed for up to $q_k$ time units and the second computation segment is executed for up to $C_{k,2}$.
time units (cf. Fig. 2). Accordingly, the execution time of the job of $\tau_k$ on the local system is at most $C^\sharp_k$.

- **Offloading is unsuccessful** otherwise. In this case, at time $\rho + S_k$, a local re-execution of the offloaded task share is performed for up to $C_{k,s}$ time units followed by the execution of the second computation segment for up to $C_{k,2}$ time units. In this case, the execution time of the job of $\tau_k$ on the local system is at most $C^\sharp_k + p_k$. This scenario will be discussed more in detail hereinafter.

### 3 Recovery Protocols

Cyber-physical systems can be encountered throughout a broad range of application areas, each exhibiting individual requirements and thus a need for situationally appropriate system behavior. For safety-critical cyber-physical systems, the timeliness of critical tasks must be guaranteed under any circumstances - even in the event of an unsuccessful offloading operation. Since in this case a larger amount of local resources is required, as explained with respect to the possible execution scenarios in Sec. 2, less resources remain to serve the non-critical tasks. However, depending on the actual system characteristics, timing constraints for non-critical tasks tend to be less strict. It is, for instance, possible that a non-critical task misses its deadline, but the results are still useful up to a certain degree [4, 3]. Nevertheless, it may be desirable to return to the normal execution behavior and to re-establish timing guarantees for both critical and non-critical tasks as soon as possible, especially since a non-critical task is not necessarily unimportant and thus should provide functionally and temporally correct results most of the time (further discussion on the relation between criticality and importance can be found in [10]).

Against this backdrop, we propose two recovery protocols allowing the system to satisfy its requirements under local execution behavior and to return to normal execution behavior:

- The **service protocol** aims to provide as much service as possible for non-critical tasks, even under local execution behavior.
- The **return protocol** aims to minimize the amount of time, in which the system exhibits local execution behavior after an unsuccessful offloading operation.

Independent of the actual protocol, we assume that the local system exhibits normal execution behavior at time 0, such that offloading is enabled for all tasks in $\mathcal{T}$. The schedule considers the execution of all tasks until the first moment $\gamma_{1,\cap}$, in which the offloading operation of a certain task $\tau_k$ is unsuccessful, i.e., a job of task $\tau_k$, which has offloaded its computation at time $\gamma_{1,\cap} - S_k$, does not receive the offloading response until time $\gamma_{1,\cap}$ (cf. Fig. 3). Immediately after $\gamma_{1,\cap}$, the local system exhibits local execution behavior. Until time $\gamma_{1,\cap}$, three scenarios are possible for each incomplete job of all critical tasks $\tau_i$ in $\mathcal{T}_{\text{crit}}$:

- **The job of $\tau_i$ has not been offloaded**: In this case, no offloading operation will be performed for this job, but it is executed locally instead. Since it is possible that the pre-processing routine for offloading is already active at time $\gamma_{1,\cap}$, the worst-case execution time of this job is upper-bounded by $C_{i,1} + p_i + C_{i,s} + C_{i,2}$, i.e., $C^\sharp_i + p_i$. 

**Figure 2** An offloading operation of a job of task $\tau_k$ is performed successfully (normal execution behavior).
Figure 3 An unsuccessful offloading operation of $\tau_k$ resulting in the transition to the local system behavior at time $\gamma_1$. 

- The job of $\tau_i$ is already offloaded, but no offloading response was received until time $\gamma_1$. In this case, the offloading process is aborted and the job is executed locally as of time $\gamma_1$. Therefore, the worst-case execution time of this job is upper-bounded by $C_{i,1} + p_i + C_{i,s} + C_{i,2}$, i.e., $C_i + p_i$.

- The job of $\tau_i$ is already offloaded and the offloading response has been received prior to time $\gamma_1$: In this case, the job continues its final processing. Therefore, the worst-case execution time of this job is upper-bounded by $C_{i,1} + p_i + q_i + C_{i,2}$, i.e., $C_i^\flat$.

After $\gamma_1$, timing guarantees are only provided for $T_{crit}$. Moreover, offloading is inhibited for all critical tasks in the near future of $\gamma_1$, due to the currently unreliable connection leading to the missing offloading response. The offloading decision for non-critical tasks, however, depends on the applied recovery protocol:

- **Service Protocol**: Under the service protocol, offloading is inhibited for all instances of all tasks that are active as long as the system exhibits local execution behavior. The task share of each $\tau_i \in \mathcal{T}$ that is offloaded under normal execution behavior is executed locally within $C_{i,s}$ units of execution time. Since this leads to a higher workload on the local system, timeliness cannot be guaranteed for any non-critical task. Nevertheless, no non-critical task is aborted.

- **Return Protocol**: The return protocol does not inhibit offloading for all tasks, but only for critical ones under local execution behavior. Non-critical tasks, in contrast, are offloaded regardless, but neither a re-execution nor a re-transmission is performed if an offloading response is not received in time. More precisely, the second subtask of $\tau_i$ is only executed if an offloading response is received, and aborted otherwise. Moreover, a job of $\tau_i$ in $T_{non}$ is aborted whenever it misses its deadline.

As of time $\gamma_1$, the local system exhibits local execution behavior until the point in time $\gamma_1^\flat$, in which timing guarantees can be given again for all tasks in $\mathcal{T}$. In the proposed protocols, two options are considered for the transit from local to normal execution behavior, which should be chosen depending on the actual system requirements:

- **Abort-Transit**: This option aims to re-establish the normal system execution behavior as quickly as possible. Suppose that $\gamma_1^\flat$ is the earliest moment (after $\gamma_1$) in which there is no incomplete job from $T_{crit}$ at $\gamma_1^\flat$. All released but not yet finished instances of non-critical tasks are discarded.

- **Idle-Transit**: This option re-establishes the normal system execution behavior at the earliest moment $\gamma_1^\flat$ (after $\gamma_1$) in which there is no incomplete job from $\mathcal{T}$ at $\gamma_1^\flat$.

We note that the above transitions are well-defined and the local system exhibits normal and local execution behavior in an interleaving manner.

4 Existing Analysis and Workload Characteristics

When the system exhibits normal execution behavior, the same task execution patterns are identifiable under both proposed protocols, i.e., an offloading operation is performed for each
task. Hence, each \( \tau_k \in \mathcal{T} \) is a (segmented) self-suspending task consisting of two computation segments as well as of one suspension interval of length \( S_k \), and can therefore be analyzed applying any suitable technique.

**Definition 1.** Suppose that the system always exhibits normal execution behavior. Then, for each task \( \tau_k \in \mathcal{T} \), the worst-case response time \( R_{k,normal} \) is the worst-case response time of task \( \tau_k \) and \( R_k^1 \) is the worst-case response time of the first computation segment of task \( \tau_k \). By definition, \( R_k^1 \leq R_{k,normal} \). This paper assumes that \( R_{k,normal} \leq D_k \leq T_k \), \( \forall \tau_k \in \mathcal{T} \).

**Lemma 2.** If \( \tau_k \) is in \( \mathcal{T}_{non} \), the worst-case response time of \( \tau_k \) under normal execution behavior is upper-bounded by \( R_{k,normal} \) regardless of the adopted protocol.

**Proof.** This is based on the definition.

Regarding the analysis of self-suspending tasks, several misconceptions exist in the literature. Detailed and correct treatments can be found in a recent survey paper by Chen et al. [6]. The latest result was developed by Schönberger et al. in [22]. However, instead of going into detail regarding the analysis of uniprocessor segmented self-suspending task systems, we assume that one of the existing analyses has been used and each task in \( \mathcal{T} \) has been validated to meet its deadline if the system always exhibits normal execution behavior by applying the analysis given in [22].

The following lemma characterizes the maximum workload of a task \( \tau_i \) that can be executed in a time interval \([t, t + \Delta)\) under the assumption that the local system resumes from idling at time \( t \), i.e., it idles at \( t - \epsilon \) for an infinitesimal \( \epsilon \), under normal execution behavior and it does not switch from the local execution behavior to the normal execution behavior before \( t + \Delta \) for \( \Delta > 0 \).

**Lemma 3.** Suppose that the local system resumes from idling at time \( t \), i.e., it idles at \( t - \epsilon \) for an infinitesimal \( \epsilon \) and executes a certain job at time \( t \), under normal execution behavior and it does not switch from the local execution behavior to the normal execution behavior before \( t + \Delta \) for \( \Delta > 0 \). For a task \( \tau_i \) in which

\( \tau_i \) is in \( \mathcal{T} \) under the service protocol or
\( \tau_i \) is in \( \mathcal{T}_{crit} \) under the return protocol,

the amount of execution time for which task \( \tau_i \) is executed in time interval \([t, t + \Delta)\) on the local system is upper-bounded by \( \max\{ f_1(\tau, \Delta), f_2(\tau, \Delta) \} \), where

\[
f_1(\tau, \Delta) = p_i + \left\lceil \frac{\Delta}{T_i} \right\rceil C_i^2 \tag{1}
\]

and

\[
f_2(\tau, \Delta) = C_{i,s} + C_{i,2} + \left\lceil \frac{\Delta - (T_i - (R_i^1 + S_i))}{T_i} \right\rceil C_i^2 \tag{2}
\]

Recall that \( C_i^2 \) is defined as \( C_{i,1} + C_{i,s} + C_{i,2} \).

**Proof.** We first consider the simpler case, in which the local system stays in the normal execution behavior from \( t \) to \( t + \Delta \). In this case, there are two scenarios:

Case 1a: if \( \tau_i \) does not have any unfinished job before \( t \) (cf. Fig. 4), then, the workload of task \( \tau_i \) executed in time interval \([t, t + \Delta)\) is at most \( \left\lceil \frac{\Delta}{T_i} \right\rceil C_i^2 \leq f_1(\tau_i, \Delta) \).
Case 1b: If \( \tau_i \) does have an unfinished job before \( t \), then, by the definition that the local system returns from idling at time \( t \), task \( \tau_i \) has been suspended (cf. Fig. 5). Since the system still exhibits normal execution behavior prior to time \( t \), we know that there is at most one such suspended job of \( \tau_i \) and its arrival time \( r_i \) cannot be earlier than \( t - (R_i^1 + S_i) \). Therefore, the first job of task \( \tau_i \) released after \( t \) is released no earlier than \( t - (R_i^1 + S_i) + T_i \). Since the system exhibits normal execution behavior from \( t \) to \( t + \Delta \), the workload of task \( \tau_i \) executed in time interval \([t, t + \Delta]\) is at most 
\[
q_i + C_{i,2} + \left\lceil \frac{\Delta - (T_i - (R_i^1 + S_i))}{T_i} \right\rceil C_i^p \leq f_2(\tau_i, \Delta).
\]

We then consider another case, in which the local system switches to local execution behavior at time \( \gamma \), where \( t \leq \gamma < t + \Delta \). There are also two scenarios:

Case 2a: There is no job of \( \tau_i \) arriving before \( t \) that has not been finished yet by time \( t \) (cf. Fig. 6). From \( t \) to \( \gamma \), at most \( \left\lfloor \frac{t - \tau_i}{\gamma} \right\rfloor \) jobs of task \( \tau_i \) are released. Specifically, among them, the last job of \( \tau_i \) offloaded prior to \( \gamma \) may be offloaded unsuccessfully. For this particular job, its worst-case execution time is \( C_{i,1} + p_i + C_{i,s} + C_{i,2} = C_i^p + p_i \), whilst the worst-case execution time of the other \( \left\lfloor \frac{t - \tau_i}{\gamma} \right\rfloor - 1 \) jobs is at most \( C_i^p \leq C_i^p \). Moreover, for any job of \( \tau_i \) released after \( \gamma \), under the service protocol or the return protocol when \( \tau_i \in T_{cr} \), its worst-case execution time is at most \( C_i^p \). Therefore, the workload of \( \tau_i \) from \( t \) to \( t + \Delta \) is
\[
\left( \left\lfloor \frac{\Delta}{T_i} \right\rfloor - 1 \right) C_i^p + (C_i^p + p_i) \leq p_i + \left\lceil \frac{\Delta}{T_i} \right\rceil C_i^p \text{ def } f_1(\tau_i, \Delta)
\]

Case 2b: A job of \( \tau_i \) suspended prior to \( t \) and its second computation segment is released at or after \( t \) (cf. Fig. 7). Identically to the discussion in Case 1b, the next job of task \( \tau_i \) arrives no earlier than \( t - (R_i^1 + S_i) + T_i \). If the job suspended prior to \( t \) is offloaded unsuccessfully, i.e., its execution time after \( t \) is at most \( C_{k,s} + C_{k,2} \), the other subsequent jobs of \( \tau_i \) will be executed only locally, until the moment in which the local system switches to the normal execution behavior again, under the service protocol or under the return protocol when \( \tau_i \in T_{cr} \). Therefore, the workload of \( \tau_i \) from \( t \) to \( t + \Delta \) is as defined in \( f_3(\tau_i, \Delta) \). If the job suspended prior to \( t \) is offloaded successfully, at most of one of the jobs released after \( t - (R_i^1 + S_i) + T_i \) is offloaded unsuccessfully. In this case, the workload of \( \tau_i \) from \( t \) to \( t + \Delta \) is at most
\[
q_i + C_{i,2} + p_i + \left\lceil \frac{\Delta - (T_i - (R_i^1 + S_i))}{T_i} \right\rceil C_i^p \leq f_2(\tau_i, \Delta),
\]

since \( p_i + q_i \leq C_{i,s} \).

So far, the maximum workload that can be contributed to a time interval \([t, t + \Delta]\) by a task \( \tau_i \in T \) under the service protocol and by a task \( \tau_i \in T_{cr} \) under the return protocol has been analyzed. For the missing case that \( \tau_i \) is in \( T_{non} \) under the return protocol, the workload in the time interval \([t, t + \Delta]\) can be reduced based on the definition of the protocol (cf. Sec. 3), as given in the following lemma:
Figure 5: Execution of a task $\tau_i$ under analysis in $[t, t + \Delta]$ in case 1b of Lemma 3.

Figure 6: Execution of a task $\tau_i$ under analysis in $[t, t + \Delta]$ in case 2a of Lemma 3.

Lemma 4. For a task $\tau_i$ in $T_{non}$ under the return protocol, under the same condition for $t$ and $t + \Delta$ as specified in Lemma 3, the amount of execution time that task $\tau_i$ is executed in the time interval $[t, t + \Delta]$ is upper-bounded by $\left(\left\lceil \frac{\Delta}{T_i} \right\rceil + 1\right) C_i^\flat$.

Proof. Under the return protocol, a job of task $\tau_i$ in $T_{non}$ is aborted whenever it misses its deadline. Therefore, the number of jobs of $\tau_i$, which have not yet missed their deadlines in a time interval $[t, t + \Delta]$, is at most $\left(\left\lceil \frac{\Delta}{T_i} \right\rceil + 1\right)$ since $D_i \leq T_i$. Under the return protocol, a task $\tau_i$ in $T_{non}$ is always offloaded if the first computation segment is completed before the job’s deadline. Any execution of such a job on the local system requires up to $C_i^\flat$ execution time units by definition. Therefore, $\left(\left\lceil \frac{\Delta}{T_i} \right\rceil + 1\right) C_i^\flat$ is the upper bound of the workload.

5 Timing Analysis

To analyze the worst-case timing behavior of the local system, the timing behavior of each task $\tau_k$ must be analyzed beginning with the highest-priority task. In the course of this, two scenarios need to be analyzed:

- If $\tau_k$ is in $T_{crit}$, the worst-case response time under local and normal execution behavior must be analyzed.
- If $\tau_k$ is in $T_{non}$, only the worst-case response time under normal execution behavior must be analyzed.

We note that the worst-case response time of $\tau_k$ in $T_{non}$ under local execution behavior is not of interest, since its jobs may be aborted (cf. Sec. 3).

In our analysis, we assume a concrete fixed-priority preemptive schedule $\sigma$ for the task set $T$ from time 0 onwards. For the concrete schedule $\sigma$, let $\gamma_{h,\leftarrow}$ be the $h$-th moment in which $\sigma$ switches from normal to local execution behavior. Moreover, let $\gamma_{h,\rightarrow}$ be the $h$-th moment in which $\sigma$ switches from the local behavior to the normal behavior. By the definition of our protocols (cf. Sec. 3), $\gamma_{h,\leftarrow} < \gamma_{h,\rightarrow} < \gamma_{h+1,\leftarrow}$.

We consider the $j$-th job of task $\tau_k$, denoted as $\tau_j^k$, in schedule $\sigma$ and assume that at the arrival time of job $\tau_j^k$ there exists no incomplete job of task $\tau_k$ in the schedule $\sigma$. Now, we...
remove all lower-priority jobs from the schedule $\sigma$. Since $\sigma$ is a fixed-priority preemptive schedule and all tasks in $T$ are independent from each other, the removal of these jobs does not have any impact on the execution of any remaining job in the schedule $\sigma$. Thereon, we remove all jobs of task $\tau_k$ having arrived before the release of $\tau_j$ at time $r_j^k$ from the schedule $\sigma$. Due to the assumption that the jobs of $\tau_k$ released before $r_j^k$ have been finished before $r_j^k$, the removal of these jobs of $\tau_k$ does not have any impact on the execution of any remaining job in the schedule $\sigma$.

For simplicity of notation, we remove the index $j$ for the rest of the proof, when the context is clear. Accordingly, $r_k$ denotes the arrival time of the job of $\tau_k$ under analysis and $f_k$ its finishing time. By definition, the next job of $\tau_k$ cannot arrive before $r_k + T_k$.

For the rest of this section, we will focus on the analysis of the case that $\tau_k$ is in $T_{crit}$.

▶ **Lemma 5.** Under both service and return protocol as well as both abort- and idle-transit, for any $\tau_k \in T_{crit}$, in the interval $[r_k, f_k)$, the local system switches at most once from normal to local behavior. That is, at most one $\gamma_{h,\nearrow}$ exists in $[r_k, f_k)$.

**Proof.** This property results from the definition of the protocols and abort- and idle-transits. That is, the local system only switches from the local to normal execution behavior when there is no unfinished job of $T_{crit}$.

Based on Lemma 5, only four cases need to be considered:

- $\sigma$ is executed under local execution behavior at time $r_k$ and under normal execution behavior at time $f_k$, denoted as $L2N$.
- $\sigma$ is executed under normal execution behavior at time $r_k$ and under normal execution behavior at time $f_k$, denoted as $N2N$.
- $\sigma$ is executed under normal execution behavior at time $r_k$ and under local execution behavior at time $f_k$, denoted as $N2L$.
- $\sigma$ is executed under local execution behavior at time $r_k$ and under local execution behavior at time $f_k$, denoted as $L2L$.

In the following, we examine each of these cases individually, beginning with those that do not depend on the implemented recovery protocol, i.e., $L2N$ and $N2N$. Thereon, the remaining cases are considered first under the service protocol in Sec. 5.1 and consecutively under the return protocol in Sec. 5.2.

▶ **Lemma 6.** The case $L2N$ is not possible under Abort-Transit and Idle-Transit.

**Proof.** In both transitions from local to normal execution behavior, no incomplete job exists in the local system at time $\gamma_{h,\nearrow}$ for any $h \geq 0$.

▶ **Lemma 7.** The response time $f_k - r_k$ in the case $N2N$ is at most $R_{k}^{normal}$, as defined in Definition 1.

**Proof.** This is identical to self-suspension task systems. Suppose that $\gamma_{h,\nearrow} \leq r_k < \gamma_{h,\searrow}$. We can remove all the jobs in the schedule $\sigma$ before $\gamma_{h,\nearrow}$ without changing any execution in $\sigma$ after $\gamma_{h,\nearrow}$. Therefore, the jobs arriving in $[\gamma_{h,\nearrow}, f_k)$ are exactly the same as the task system analyzed in Definition 1.

### 5.1 Analysis of the Service Protocol

Unlike the cases $L2N$ and $N2N$, the cases $N2L$ and $L2L$ must be analyzed under each protocol separately, since the timing behavior of a task $\tau_k$ in $T_{crit}$ under analysis differs depending on
how the actual system execution behavior is specified. For case N2L, the worst case response time of task \( t_k \) can be obtained by means of the following lemma:

**Lemma 8.** *Under the service protocol, the response time \( f_k - r_k \) in the case N2L is upper-bounded by the minimum positive value of \( \Delta \), for which*

\[
\Delta = p_k + C^d_k + \max_{\tau_i \in h_p(t_k)} \max \{ f_1(\tau_i, \Delta), f_2(\tau_i, \Delta) \}
\]

*if \( \Delta \leq T_k \).*

**Proof.** By definition of case N2L, the execution behavior of the local system changes at time \( \gamma_{h,\gamma} \), in which \( r_k \leq \gamma_{h,\gamma} < f_k \).

There are two cases to be considered:

- **Case 1:** In the interval \([r_k, \gamma_{h,\gamma})\), the schedule \( \sigma \) does not idle at all.
- **Case 2:** In the interval \([r_k, \gamma_{h,\gamma})\), the schedule \( \sigma \) idles at some time prior to \( \gamma_{h,\gamma} \).

We note that the schedule \( \sigma \) is busy from \( \gamma_{h,\gamma} \) to \( f_k \), since \( \sigma \) is a work-conserving schedule and there is no suspending behavior between \( \gamma_{h,\gamma} \) and \( f_k \) under the service protocol.

**Proof of Case 1:** Let \( t \) be the earliest moment such that the schedule \( \sigma \) is busy from \( t \) to \( r_k \). We note that such \( t \) exists. Under the above construction, the schedule \( \sigma \) is busy from \( t \) to \( f_k \) and idles right prior to \( t \). If we alter the arrival time of the job \( \tau_k \) from \( r_k \) to \( t \), its response time becomes \( f_k - t \), which is no less than \( f_k - r_k \).

If the job \( \tau_k \) is not offloaded, its execution time is at most \( C_{k,1} + C_{k,s} + C_{k,2} \). If the job \( \tau_k \) is offloaded successfully, its execution time is at most \( C_{k,1} + p_k + q_k + C_{k,2} \). If the job \( \tau_k \) is offloaded unsuccessfully, its execution time is at most \( C_{k,1} + p_k + C_{k,s} + C_{k,2} \). Under the assumption that \( p_k + q_k \leq C_{k,s} \), we know that its execution time is upper-bounded by the maximum of the above three scenarios, which is at most \( C_{k,1} + p_k + C_{k,s} + C_{k,2} = p_k + C^d_k \).

Since the local system idles prior to \( t \) under normal execution behavior, the interference of the higher-priority tasks can be derived from Lemma 3. Therefore, the worst-case response time of \( \tau_k \) in this case is the minimum positive value of \( \Delta \) such that

\[
\Delta = p_k + C^d_k + \max_{\tau_i \in h_p(t_k)} \max \{ f_1(\tau_i, \Delta), f_2(\tau_i, \Delta) \}
\]

**Proof of Case 2:** Let \( t' \) be the latest moment such that schedule \( \sigma \) is busy from \( t' \) to \( f_k \). We note that such \( t' \) exists since the schedule idles at some moment in \([r_k, \gamma_{h,\gamma})\). By definition, \( t' - r_k \leq R^1_k + S_k \).

We now analyze an upper bound of \( f_k - t' \). Since the schedule \( \sigma \) idles prior to time \( t' \), the job of \( \tau_k \) must have been offloaded. If the offloading operation is successful, the execution time of task \( \tau_k \) in the interval \([t', f_k)\) is at most \( q_k + C_{k,2} \). If the job \( \tau_k \) is offloaded unsuccessfully, its execution time in the interval \([t', f_k)\) is at most \( C_{k,s} + C_{k,2} \). Under our assumption that \( p_k + q_k \leq C_{k,s} \), we know that its execution time in the interval \([t', f_k)\) is at most \( C_{k,s} + C_{k,2} \).

The interference of the higher-priority jobs in the time interval \([t', f_k)\) is obtained using Lemma 3. Since \( t' - r_k \leq R^1_k + S_k \) and the interference of a higher-priority task \( \tau_i \) from \( t' \) to \( t' + \Delta \) is at most \( \max \{ f_1(\tau_i, \Delta), f_2(\tau_i, \Delta) \} \), the worst-case response time of \( \tau_k \) in Case 2 is \( R^1_k + S_k + \Delta \), where \( \Delta \) is the minimum positive value with

\[
\Delta = C_{k,s} + C_{k,2} + \max_{\tau_i \in h_p(t_k)} \max \{ f_1(\tau_i, \Delta), f_2(\tau_i, \Delta) \}
\]

Because \( C_{k,s} + C_{k,2} \leq C^d_k \), the worst-case response time obtained by Eq. (4) dominates the one from Eq. (5), which concludes this lemma.
Having examined the case N2L under the service protocol, we subsequently consider the case L2L for a task \( \tau_k \) in \( T_{\text{crit}} \) under analysis. The worst-case response time of task \( \tau_k \) in this case can be determined by the following lemma:

▶ **Lemma 9.** Under the service protocol, the response time \( f_k - r_k \) in the case L2L is upper-bounded by the worst-case response time derived in Lemma 8 if \( \Delta \leq T_k \).

**Proof.** We note that the schedule \( \sigma \) is busy from \( r_k \) to \( f_k \), since \( \sigma \) is a work-conserving schedule and there is no suspending behavior between \( r_k \) and \( f_k \) under the service protocol. Based on the schedule \( \sigma \), we examine the following two moments\(^2\):

- Let \( t \) be the earliest moment such that schedule \( \sigma \) is busy from \( t \) to \( r_k \).
- Let \( t' \) be the latest moment such that local system switches from normal to local execution behavior before or at \( r_k \).

We note that both \( t \) and \( t' \) exist. There are two scenarios to be analyzed:

- \( t \leq t' \): The local system exhibits normal execution behavior prior to time \( t' \). We can change the release time of job \( \tau_k \) to \( t' \) without decreasing its response time. Then, the analysis of Case 1 in Lemma 8 can be applied directly, since the worst-case execution time of \( \tau_k \) is at most \( C^{\sharp} k \) in this scenario.
- \( t > t' \): The schedule \( \sigma \) idles at \( t - \varepsilon \) for an infinitesimal \( \varepsilon \) and the local system exhibits local execution behavior from \( t' \) to \( t \). Therefore, the idle time in schedule \( \sigma \) is due to the removal of the lower-priority tasks from the original schedule. In this case, there exists no unfinished job of any \( \text{hp}(\tau_k) \) at time \( t \). All jobs released by \( \tau_k \) and \( \text{hp}(\tau_k) \) are executed locally. Therefore, the classical critical instant theorem by Liu and Layland [16] can be applied. The worst-case response time in this case is at most the minimum positive value of \( \Delta \), for which

\[
\Delta = C^{\sharp} k + \sum_{\tau_i \in \text{hp}(\tau_k)} \left\lceil \frac{\Delta}{T_i} \right\rceil C^{\sharp} i \tag{6}
\]

if \( \Delta \leq T_k \). This case is dominated by Eq. (4). ◀

Resulting from the above analyses, the schedulability of a task \( \tau_k \) in \( T_{\text{crit}} \) under the service protocol can be verified by the following theorem:

▶ **Theorem 10.** Consider the service protocol. Suppose that Definition 1 holds, i.e., every task \( \tau_k \) in \( T \) meets its deadline under normal execution behavior. Every task \( \tau_k \) in \( T_{\text{crit}} \) meets its deadline under local execution behavior if there exists a \( \Delta \) with \( 0 < \Delta \leq D_k \) such that the condition in Eq. (3) holds.

**Proof.** According to Lemma 9, the scenario L2L is dominated by N2L. By Lemma 6, L2N is not possible under both protocols in this paper. By Lemma 7, the worst-case response time due to N2N is at most \( R^\text{normal}_k \). By Definition 1, \( R^\text{normal}_k \leq D_k \). Therefore, the only condition to check the feasibility is to verify the scenario N2L based on Eq. (3) in Lemma 8. ◀

### 5.2 Analysis of the Return Protocol

The return protocol is designed to reduce the workload on the local system so that a faster transit from local to normal execution behavior is possible. Under the return protocol, the execution time of a job of \( \tau_i \) in \( T_{\text{non}} \) on the local system is always no more than \( C_i^{\flat} \)

\(^2\) We note that the schedule \( \sigma \) is already modified by removing lower-priority jobs. Therefore, it is possible that the reduced schedule idles but the local system exhibits local execution behavior.
independent of the system execution behavior. The analysis of the service protocol in Lemma 8 and Lemma 9 can be slightly changed to accommodate such workload reduction under the return protocol, as stated in the following lemmata:

Lemma 11. Under the return protocol, the response time $f_k - r_k$ in case N2L is upper bounded by the minimum positive value of $\Delta$, for which

$$\Delta = p_k + C_k^d + \sum_{\tau_i \in hp(\tau_k) \subseteq T_{crit}} \max\{f_1(\tau_i, \Delta), f_2(\tau_i, \Delta)\} + \sum_{\tau_i \in hp(\tau_k) \subseteq T_{non}} \left(\left\lceil \frac{\Delta}{T_i} \right\rceil + 1\right) C_i^p$$

(7)

if $\Delta \leq T_k$.

Proof. The proof is almost identical to the proof of Lemma 8 by considering different interferences of the higher-priority task $\tau_i$ using Lemma 3 when $\tau_i$ is in $T_{crit}$ or Lemma 4 when $\tau_i$ is in $T_{non}$. We note that the main argument in the proof of Lemma 8 that the local system is busy from $\gamma_h, \gamma_k$ remains valid, since task $\tau_k$ is in $T_{crit}$ and cannot offload from $\gamma_h, \gamma_k$ to $f_k$.

Lemma 12. Under the return protocol, the response time $f_k - r_k$ in the case L2L is upper bounded by the worst-case response time derived in Lemma 11 if $\Delta \leq T_k$.

Proof. The proof is identical as a patch of Lemma 9 by considering different interferences of the higher-priority task $\tau_i$ using Lemma 3 when $\tau_i$ is in $T_{crit}$ or Lemma 4 when $\tau_i$ is in $T_{non}$.

Resulting from the above analyses, the schedulability of a task $\tau_k$ in $T_{crit}$ under the return protocol can be verified by the following theorem:

Theorem 13. Consider the return protocol. Suppose that Definition 1 holds, i.e., every task $\tau_k$ in $T$ meets its deadline under normal execution behavior. Every task $\tau_k$ in $T_{crit}$ meets its deadline under local execution behavior if there exists a $\Delta$ with $0 < \Delta \leq D_k$ such that the condition in Eq. (7) holds.

Proof. According to Lemma 12, the case L2L is dominated by N2L. By Lemma 6, L2N is not possible under both protocols in this paper. By Lemma 7, the worst-case response time due to N2N is at most $R_{normal}^k$. By Definition 1, $R_{normal}^k \leq D_k$. Therefore, the only condition to check the feasibility is to verify the case N2L under the return protocol based on Eq. (7) in Lemma 11.

6 Evaluation

To evaluate our proposed protocols, we perform comprehensive experiments using synthesized data as well as a case study regarding a robot. In the following, we first clarify the setup for both experiments in Sec. 6.1, before we discuss our findings in Sec. 6.2 and Sec. 6.3, respectively.

6.1 Experiment Setup

In our simulations based on synthetic data, we examine the system behavior under each protocol depending on different aspects, namely, 1a) the system utilization under normal execution behavior, 1b) the probability that an offloading operation is performed unsuccessfully, 1c) the percentage of critical tasks in the task set (CT), and 1d) the interval out of
which the task periods are generated. More precisely, we measure the amount of time the considered system exhibits local execution behavior in experiments 1a-I) and 1b) - 1d), and the number of synthesized task sets that pass the schedulability tests in Theorem 10 and Theorem 13, respectively, i.e., the so-called acceptance ratio, in experiment 1a-II). For the purpose of analyzing the system execution behavior, we developed an event-based miss rate simulator, which will be released together with the submitted paper.

For each scenario, i.e., 1a) - 1d), we generate sets of 10 non-suspending sporadic tasks, where each task utilization values for a given system utilization are generated by means of the UUniFast method [2]. The task periods in experiments 1a) - 1c) are specified according to a log-uniform distribution over the interval $[1ms, 100ms]$ (detailed explanations regarding this approach can be found in [8]) and according to a uniform distribution over the intervals $[1ms, 2ms], [1ms, 10ms], [1ms, 20ms], [1ms, 50ms], [1ms, 100ms]$ in experiment 1d). The worst-case execution time under normal execution behavior is given as $C_k = T_k \cdot U_k$. Moreover, we set deadlines as implicit, i.e., $D_k = T_k$. Thereon, we transform all non-suspending sporadic tasks into self-suspending tasks consisting of two computation segments as well as one suspension interval, as predefined in the system model in Section 2. For this purpose, we choose the length of each task’s suspension interval according to a uniform random distribution within the interval $S_k \in [0.01 \cdot (T_k - C_k), 0.1 \cdot (T_k - C_k)]$. To generate the corresponding local computation segments $c_{k,s}$, we choose a scaling factor $\alpha = 2$ such that $C_{k,s} = S_k \cdot \alpha$, whereas $C_k$ is divided into $C_{k,1}$ and $C_{k,2}$. Priorities are assigned on the task-level according to the rate-monotonic (RM) approach. We assume the probability that a task $T_k$ offloads unsuccessfully to follow a Poisson distribution, i.e., $1 - \exp(-\lambda \cdot S_k)$, which models that for an offloading operation with longer suspension time the probability of experiencing an unsuccessful offloading operation is higher. We set $\lambda$ to $0.01 \cdot \frac{1}{ms}, 0.05 \cdot \frac{1}{ms}, 0.1 \cdot \frac{1}{ms}, 0.5 \cdot \frac{1}{ms}$, and $1 \cdot \frac{1}{ms}$ in experiment 1a) and 1b), and to $0.1 \cdot \frac{1}{ms}$ otherwise. The percentage of critical tasks in the system (CT) is set to 10%, 20%, 30%, 40%, 50%, and 60% in experiment 1c) and to 20% otherwise. Each experiment was repeated 100 times, except experiment 1a-I), which was repeated 10 times. For experiments 1a-I) and 1b)-1d), only task sets were considered that passed the schedulability tests in Theorem 10 and Theorem 13.

In experiment 2), we consider a Robotnik RB-1 Base robot platform [19], which is capable of performing loading operations of logistics objects in a highly unstructured environment, using the Robot Operating System (ROS) [20]. We simulated the navigation of the robot in a virtual map in a Gazebo-based environment [11] and measured the timing data of the move_base node during a time frame of 60 seconds using the Real-Time Scheduling Framework for ROS (ROSCH) [21] and RESCH [13]. More precisely, the execution times of the topics the move_base node, i.e., the main node used for the robot navigation in ROS, subscribed to, were measured, i.e., /rbi_base/front_laser/scan, which is the laser scanner data topic, /rbi_base/robotnik_base_control/odom, which is the odometry topic containing motor encoder readings and is used for localization, and /tf, which contains the transformations between different ROS 3D coordinate frames.

Resulting from this, three periodic, implicit-deadline tasks have been obtained, as shown in Table 2, which are transformed into self-suspending tasks analogously to the tasks in experiment 1), while considering the cases that 20%, 40%, and 60% of the task workload are

---

3 Please note that we also tested other configurations, but since the results were similar, we restrain from discussing them in this section.

4 Please note that the utilization indicated in all figures always refers to the utilization under normal execution behavior. The system utilization under local execution behavior is in all cases higher and varies depending on the properties of the individual task sets.
offloaded. Moreover, we assume that \( T_{\text{crit}} = \{ \tau_{\text{odom}} \} \) and \( T_{\text{non}} = \{ \tau_{\text{laser}}, \tau_{f} \} \). We simulate the system behavior using the event-based miss rate simulator from experiments 1) with \( \lambda = 0.1 \cdot \frac{1}{1 \text{ms}} \). For each offloading case, the simulation was repeated 100 times.

Table 2 Periodic, implicit-deadline tasks, measurements of a Robotnik RB-1 Base robot platform. Note that the frequency of task \( \tau_{\text{laser}} \) is 15.5 Hz.

<table>
<thead>
<tr>
<th>Task</th>
<th>Worst-Case Execution Time [ms]</th>
<th>Period [ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau_{\text{laser}} )</td>
<td>6.732</td>
<td>64.516</td>
</tr>
<tr>
<td>( \tau_{\text{odom}} )</td>
<td>1.046</td>
<td>60.0</td>
</tr>
<tr>
<td>( \tau_{f} )</td>
<td>0.333</td>
<td>60.0</td>
</tr>
</tbody>
</table>

6.2 Simulation Results

Figure 8 Experiment 1a-I): The percentage of time the system exhibits local execution behavior depending on the system utilization.

Figure 9 Experiment 1a-II): The acceptance ratios of the schedulability tests of the service and the return protocol.

Figure 10 Experiment 1b): The percentage of local execution behavior for different probabilities of unsuccessful offloading operations under the service protocol.

(a) The percentage of local execution behavior for different probabilities of unsuccessful offloading operations under the service protocol.

(b) The percentage of local execution behavior for different probabilities of unsuccessful offloading operations under the return protocol.

Figure 10. Experiment 1b): The percentage of time the system exhibits local execution behavior during the simulation for different probabilities of unsuccessful offloading operations under the service and the return protocol with a system utilization of 30% and 20% critical tasks.
In Fig. 8, the results of experiment 1a-I) are depicted, namely, the mean value over all experiment repetitions of the percentage of simulation time, in which the system exhibits local execution behavior, as a function of the system utilization under normal execution behavior. While the percentage of time the system exhibits local execution behavior under the return protocol is always 0 or close to 0, the values under the service protocol vary largely between 0 and approximately 30%. From these results, we conclude that the percentage of time the system exhibits local execution behavior is not only dependent on the system utilization, but very likely also on other factors, which are discussed hereinafter.

As the outcome of experiment 1a-II), Fig. 9 portrays the acceptance ratios for the schedulability tests in Theorem 10 and Theorem 13, i.e., the percentage of generated task sets passing the schedulability tests for the service and the return protocol, respectively. The service protocol achieves an acceptance ratio of (close to) 100% until approximately 20% system utilization, which approaches 0% at approximately 70% system utilization. The acceptance ratio of the return protocol, in contrast, is (close to) 100% until approximately 40%, before it decreases and finally reaches 0% at approximately 95% system utilization. Please note that similar results were obtained under different configurations.

The following figures, i.e., Fig. 10 - Fig. 13, can be understood as follows: An orange line marks the median, whereas a box comprise three quartiles of the data points, i.e., the lower margin indicates the 25-percent-mark \( Q_1 \) and the upper margin indicates the 75-percent-mark \( Q_3 \). The distance between the 25- and 75-mark is denoted interquartile range \( IQ \). The lower whisker indicates \( Q_1 - 1.5 \cdot IQ \), the upper whisker \( Q_3 + 1.5 \cdot IQ \), and circles mark outlier points.

In Fig. 10, the percentage of time the system exhibits local execution behavior under different probabilities of unsuccessful offloading operations, i.e., the outcome of experiment 1b), is presented with respect to the service protocol (cf. Fig. 10a) and the return protocol (cf. Fig. 10b). In general, despite some outliers, the time the system exhibits local execution behavior increases with an increasing probability of unsuccessful offloading operations. If \( \lambda \) is low, i.e., \( 0.01 \cdot \frac{1}{ms} \) and \( 0.05 \cdot \frac{1}{ms} \), both protocols lead in the majority of cases to a quite low percentage of time with local execution behavior. If, however, \( \lambda \) is high, i.e., \( 1 \cdot \frac{1}{ms} \), the service protocol leads to a significantly higher percentage of time under local execution behavior (median approximately 5%, \( Q_3 \) approximately 75%, upper whisker approximately 95%) than the return protocol (median approximately 0.08%, \( Q_3 \) approximately 0.15%, upper whisker approximately 0.28%). This follows from the different handling of non-critical tasks under the particular protocol if the system exhibits local execution behavior. The outliers can, in general, be explained by the fact that different tasks can suffer from unsuccessful offloading operations, leading to different consequences (consider, e.g., a task with a short period in contrast to a task with a long period).

Fig. 11 illustrates the percentage of time the system exhibits local execution behavior under different percentages of critical tasks in the system with respect to the service protocol (cf. Fig. 11a) and the return protocol (cf. Fig. 11b), i.e., the results of experiment 1c). It is evident that the percentage of time the system exhibits local execution behavior increases with an increasing percentage of critical tasks in the system, although the increase is larger under the service protocol than under the return protocol (except one outlier under a percentage of critical tasks of 60% in Fig. 11b). However, comparing the medians in Fig. 11a to those in Fig. 10a, it can be stated that the effect the percentage of critical tasks in the system has on the percentage the system exhibits local execution behavior is less than the impact of the probability of unsuccessful offloading operations.
Experiment 1c): The percentage of time the system exhibits local execution behavior during the simulation for different percentages of critical tasks in the system under the service and the return protocol with a system utilization of 30% and $\lambda = 0.1 \cdot \frac{1}{\text{ms}}$.

Figure 11

Experiment 1d): The percentage of time the system exhibits local execution behavior during the simulation for different intervals used for the period generation with UUnifast under the service and the return protocol with a system utilization of 30%, 20% critical tasks and $\lambda = 0.1 \cdot \frac{1}{\text{ms}}$.

In Fig. 12, the percentage of time the system exhibits local execution behavior under different probabilities of unsuccessful offloading operations, i.e., the outcome of experiment 1d), is depicted with respect to the service protocol (cf. Fig. 12a) and the return protocol (cf. Fig. 12b). Under both protocols, no clear correlation is discernible between the percentage of time the system exhibits local execution behavior and the intervals out of which the task periods are generated except with respect to the interval $[1, 100]$. Although the medians are close to 0% under each protocol in this case, a slight increase of the percentage of time with local execution behavior is visible. As mentioned regarding the results of experiment 1b), this may result from widely differing task periods leading to an increased amount of time under local execution behavior if a task with a long period offloads unsuccessfully.
6.3 Case Study

In Fig. 13, the results of experiment 2), i.e., of our case study considering the task set obtained from a Robotnik RB-1 Base robot (cf. Sec. 6.1), are visualized. From Fig. 13b, Fig. 13d, and Fig. 13f, it is discernible that the amount of offloaded workload per task has no significant impact on the percentage of time the system exhibits local execution behavior. Under the service protocol, in contrast, a clear increase of the time the system exhibits local execution behavior for higher probabilities of unsuccessful offloading operations, i.e. for $\lambda \in \{0.5 \cdot \frac{1}{ms}, 1 \cdot \frac{1}{ms}\}$, is visible with an increasing amount of offloaded workload per task (cf. Fig. 13a, Fig. 13c, and Fig. 13e). In consequence, it can be concluded that the amount of offloaded workload per task has strong impact on the system execution behavior under the service protocol and thus should be taken into consideration at system design time.

7 Conclusion

In this work, we proposed two protocols for cyber-physical systems by means of which critical and non-critical tasks can be offloaded safely, namely, the service protocol and the return protocol (cf. Sec. 3). We analyzed the worst-case timing behavior of the local cyber-physical system and, based on these analyses, we provided a sufficient schedulability test for each of the proposed protocols (cf. Sec. 4 and Sec. 5). In the course of comprehensive experiments and a case study involving a Robotnik RB-1 Base robot (cf. Sec. 6), we showed that our protocols have reasonable acceptance ratios under the provided schedulability tests. Moreover, we demonstrated that the system behavior under our proposed protocols depends on different factors, namely, on the probability of unsuccessful offloading operations, the percentage of critical tasks in the system, and the amount of offloaded workload. Not least, evidence was found that the percentage of time the system exhibits local execution behavior also depends on the actual task experiencing an unsuccessful offloading operation and, in consequence, also on the interval out of which task periods are chosen.
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(a) The percentage of local execution behavior for different probabilities of unsuccessful offloading operations under the service protocol and 20% offloaded workload per task.

(b) The percentage of local execution behavior for different probabilities of unsuccessful offloading operations under the return protocol and 20% offloaded workload per task.

(c) The percentage of local execution behavior for different probabilities of unsuccessful offloading operations under the service protocol and 40% offloaded workload per task.

(d) The percentage of local execution behavior for different probabilities of unsuccessful offloading operations under the return protocol and 40% offloaded workload per task.

(e) The percentage of local execution behavior for different probabilities of unsuccessful offloading operations under the service protocol and 60% offloaded workload per task.

(f) The percentage of local execution behavior for different probabilities of unsuccessful offloading operations under the return protocol and 60% offloaded workload per task.

Figure 13: Experiment 2): The percentage of time the robot exhibits local execution behavior during the simulation for different probabilities of unsuccessful offloading operations and different percentages of offloaded workload under the service and the return protocol.
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Abstract
Wirelessly interconnected sensors, actuators, and controllers promise greater flexibility, lower installation and maintenance costs, and higher robustness in harsh conditions than wired solutions. However, to facilitate the adoption of wireless communication in cyber-physical systems (CPS), the functional and non-functional properties must be similar to those known from wired architectures. We thus present Time-Triggered Wireless (TTW), a wireless architecture for multi-mode CPS that offers reliable communication with guarantees on end-to-end delays among distributed applications executing on low-cost, low-power embedded devices. We achieve this by exploiting the high reliability and deterministic behavior of a synchronous transmission based communication stack we design, and by coupling the timings of distributed task executions and message exchanges across the wireless network by solving a novel co-scheduling problem. While some of the concepts in TTW have existed for some time and TTW has already been successfully applied for feedback control and coordination of multiple mechanical systems with closed-loop stability guarantees, this paper presents the key algorithmic, scheduling, and networking mechanisms behind TTW, along with their experimental evaluation, which have not been known so far. TTW is open source and ready to use: https://ttw.ethz.ch.
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1 Introduction

For decades, real-time distributed control systems have mostly relied on fieldbuses like CAN, FlexRay, and PROFIBUS. Following the design principles of the Time-Triggered Archi-
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tecture (TTA) [31], these systems provide predictability of functional and non-functional properties. Yet, wired systems are increasingly reaching their limits as future cyber-physical systems (CPS) demand higher flexibility and cost efficiency. Low-power wireless communication promises to meet these demands by allowing for an unprecedented degree of mobility and deployment flexibility, avoiding cable breaks or faulty connections, and providing greater robustness to heat, humidity, abrasive substances, and undamped vibrations. However, to be viable for mission-critical CPS, a wireless system must feature timing predictability similar to traditional wired systems. Moreover, short end-to-end delays (tens of milliseconds), high reliability, and multiple years of battery lifetime are required for many applications [3].

The past years have seen significant progress in this direction. In particular, the concept of synchronous transmissions [14] has enabled highly reliable and efficient low-power wireless communication protocols that are robust to the unpredictable dynamics of wireless systems. As further detailed in [50], this is because of two main reasons: (i) synchronous transmissions enable the design of protocols whose logic is independent of the time-varying network state, which leads to a highly deterministic protocol execution regardless of changes in the network; (ii) synchronous-transmission-based communication protocols inherently exploit different forms of diversity, including sender and receiver diversity as well as temporal and spatial diversity, leading to a reliability as high as 99.9999% in certain scenarios [14]. In fact, since its inception in 2016, all top three teams at the annual EWSN Dependability Competition have built on synchronous transmissions, demonstrating dependable multi-hop communication even in extreme wireless interference scenarios [40]. Building on this dependable base, protocols have been designed that provide sub-microsecond network-wide time synchronization while abstracting from the complexity of the underlying dynamic network topology, thus allowing to reason about a low-power wireless network as if it were a shared bus [13].

In light of this recent progress, we ask: Is it possible to design a reliable, adaptive, and efficient time-triggered architecture for low-power wireless multi-hop networks with formal guarantees on end-to-end delays among distributed application tasks? If so, it would take wireless systems a decisive step closer to wired systems by providing similar abstractions and guarantees as those researchers, engineers, and operators are used to, thus enabling powerful new CPS applications in industry, healthcare, energy, and many other domains.

Challenges. There are four key technical challenges standing in the way of a time-triggered architecture for low-power wireless multi-hop networks.

1. Real-time communication in the face of radio duty cycling. In a fieldbus, a node can listen idly without incurring costs, allowing it to react immediately to a request. In a low-power wireless bus [13], instead, a node must turn its radio off whenever possible to save energy, which renders the node unreachable until the next scheduled wake-up. To reduce energy costs due to idle listening, wireless protocols schedule communication rounds, where all nodes wake up, exchange messages, and go back to sleep (e.g., [13, 20, 22, 44]). Deciding when rounds take place and which nodes can send messages in each round to meet real-time deadlines at minimum energy costs is a complex scheduling problem; for example, the allocation of messages to rounds resembles combinatorial NP-hard bin packing [33].

2. Coupling of communication and application tasks. What ultimately matters in a CPS are the real-time constraints among application tasks executing on distributed devices. Hence, task executions and message exchanges over the wireless network must be coupled to guarantee end-to-end deadlines. A common approach for wired fieldbuses is to statically co-schedule all tasks and messages [2, 5, 12] to minimize delays by solving a satisfiability modulo theories (SMT) [11, 19, 41] or a mixed integer linear programming (MILP) [6]
problem. To apply this approach to a wireless bus, we must embed the above-mentioned bin-packing problem into the schedule synthesis. This, however, introduces non-linear constraints that cannot be easily handled in a SMT or MILP formulation (see § 4.3).

3. Dependencies across modes. Static co-scheduling lacks runtime adaptability. This is often mitigated by enabling the system to switch at runtime between multiple operation modes, each having a pre-computed scheduling table [16]. The real-time guarantees that can be provided across mode changes depend on the mode-change protocol [9] and how the modes are scheduled. For example, if the periodicity of a task should be preserved across a mode change, this task must have the same schedule in both modes. A naïve approach to handle such dependencies across modes is a single MILP formulation with a global objective function. However, the poor scalability of the scheduling problem (NP-hard [27]) becomes a bottleneck for any realistic CPS scenario with many modes, while holding no guarantee that the computed schedules perform efficiently in terms of energy.

4. Worst-case communication time. The synthesis of scheduling tables requires an accurate model of the timing of all operations, including the worst-case execution time of tasks and the worst-case communication time of messages. While staple methods exist for tasks [45], a predictable protocol implementation is needed that yields accurate upper bounds on the time required for exchanging messages across a multi-hop network.

Contributions. This paper presents Time-Triggered Wireless (TTW), a wireless architecture for multi-mode CPS. By addressing all of the above challenges, TTW provides: (i) highly reliable and efficient communication across dynamic low-power wireless multi-hop networks; (ii) formal guarantees on end-to-end delays among distributed application tasks; (iii) runtime adaptability through mode changes that respect the tasks’ periodicity constraints. With this, TTW does not only significantly advance the state of the art in real-time wireless systems, but also represents a solid foundation for the design of dependable wireless CPS.

As shown in Figure 1, TTW consists of two main components: a system-wide real-time scheduler that executes offline and a communication stack called TTnet that runs online on distributed low-power wireless devices. Based on the application specification (e.g., tasks, messages, modes) and system parameters (e.g., number of nodes, message sizes), the scheduler synthesizes optimized scheduling tables for the entire system. These tables are loaded onto the devices, and at runtime each device follows the table that corresponds to the current mode. TTnet provides a generic interface to implement different mode-change protocols [9].
Our design of the real-time scheduler uses concepts from network calculus [34] and novel heuristics to address challenges 1–3. Further, our design of TTnet addresses challenge 4, by exploiting synchronous transmissions, in particular the deterministic behavior of Glossy floods [14]. As indicated for node N1 in the bottom right corner of Figure 1, a Glossy flood sends a message to all nodes in a multi-hop network with a reliability that can exceed 99.9% in certain networks and challenging conditions [13, 40], yet the time this process takes can be confined to a time slot of known length. TTnet groups a series of such time slots into rounds to save energy. This yields a highly timing-predictable protocol execution for which we devise timing and energy models as input for the TTW real-time scheduler.

We implement TTW on physical platforms and open-source our implementation [24]. Using this implementation, we perform real-world experiments on 27 low-power wireless nodes of the FlockLab testbed [35]. The results demonstrate that, for the settings we tested, our models are highly accurate and provide accurate upper bounds for the schedule synthesis; for example, our timing model overestimate the length of a round in TTnet by at most 0.7 ms. The results also show that our scheduling techniques can effectively reduce the energy cost of wireless communication in TTW and make the scheduling problem tractable: the solving time for one mode on a standard laptop PC ranges from a few seconds to a few minutes depending on the complexity of the mode (e.g., number of tasks and messages).

In addition, TTW already proved its utility for practical wireless CPS representative of emerging applications, such as remote control in chemical plants and cooperative robotics in smart manufacturing. Specifically, TTW was essential in enabling fast and reliable feedback control and coordination of multiple physical systems over low-power wireless multi-hop networks with closed-loop stability guarantees despite mode changes and mobile nodes [7, 36]. In these works, we integrated TTW with a mode-change protocol and analyzed the worst-case end-to-end jitter; thanks to the predictability of TTW, this jitter can be made negligible (≤50 µs) for typical CPS applications, which we empirically validated (see [7, 36] for details).

**Difference to prior paper.** This paper significantly extends a prior 4-page publication [25] by (i) incorporating mode changes in the system model and the formulation of the scheduling problem, (ii) providing an implementation of TTW on physical platforms, and (iii) using this implementation to evaluate TTW and validate our models through real-world experiments.

## Related Work

TTW is most closely related to prior work on reliable and predictable solutions for wireless sensor-actuator networks and real-time distributed control systems based on fieldbuses.

In the wireless domain, numerous standards and protocols have been proposed for low-power multi-hop wireless networks, including WirelessHART, ISA100, and TSCH [44] from industry and several proposals from academia (e.g., [10, 39, 18]). Closest to TTW is Blink [49], which also builds on the concept of synchronous transmissions, in particular the Low-Power Wireless Bus (LWB) [13], to achieve adaptive real-time communication with guarantees on packet deadlines. While certainly important and useful, the key difference to TTW is that all these solutions consider only the network resources. They do not take into account the scheduling of application tasks on the distributed devices, and can therefore not influence the end-to-end delays and jitter that ultimately matter from an application’s perspective. The

---

1 Public demo: https://youtu.be/AtULmfGkVCE. Mobility experiment: https://youtu.be/19sPHj5obkY.
only prior work that has looked at this end-to-end problem is DRP [26]. To provide end-to-end guarantees on packet deadlines, DRP decouples tasks and messages as much as possible, aiming for efficient support of sporadic or event-triggered applications. Compared with TTW, which tightly couples tasks and messages by co-scheduling them, DRP incurs significantly higher worst-case delays, and is thus not suitable for demanding CPS applications [3].

In the wired domain, a lot of work has been done on time-triggered architectures, such as the Time-Triggered Protocol (TTP) [32], the static-segment of FlexRay [15], and Time-Triggered Ethernet [30]. Like TTW, many recent works in this area also use SMT or MILP based methods to synthesize and/or analyze static (co-)schedules for those architectures [5, 12, 41, 43, 46]. The key difference to TTW, however, is that these approaches assume that a message can be scheduled at any point in time. While this is a perfectly valid assumption for a wired system, it is not compatible with the use of communication rounds in a wireless setting. § 5 shows that using rounds greatly reduces the energy consumed for communication, but it makes the schedule synthesis more complex, as detailed in § 4.

3 Communication Stack

We introduce TTW, a time-triggered architecture that supports the design and implementation of dependable wireless CPS. This section presents the design, implementation, and analytical models of TTW’s communication stack called TTnet. TTW’s real-time scheduler, described in § 4, uses these models to synthesize optimized scheduling tables.

3.1 TTnet Design

To support a wide spectrum of CPS applications possibly involving control and coordination of multiple physical systems over large distances, TTW requires a low-power wireless stack that provides reliable many-to-all communication over multiple hops. Further, the communication delays must be as short as possible and tightly bounded to support fast physical systems (e.g., mechanical systems with dynamics of tens of milliseconds). Finally, network-wide time synchronization is essential to reduce delays and achieve high performance and efficiency.

TTnet addresses these requirements by taking inspiration from the Low-Power Wireless Bus (LWdB) [13] and improving latency and efficiency by using a different scheduling strategy. The basic communication scheme is illustrated on the right side of Figure 1, where distributed nodes are wirelessly interconnected and communicate using a sequence of Glossy floods [14]. As shown for when node N1 sends its message, the flood spreads like a wave through the multi-hop network (note the different colors) so all nodes in the network can receive the message. During the flood, nodes that receive the message at the same time also retransmit the message at the same time. This technique, known as synchronous transmissions, is both fast (it achieves the theoretical minimum latency for one-to-all flooding) and extremely reliable [50]. Theoretical and empirical studies have shown that the few messages losses that do occur due to the vagaries of wireless communication are largely decorrelated, which greatly simplifies analytical modeling and control design [29, 48]. During a Glossy flood, the nodes also time-synchronize themselves with sub-microsecond accuracy [14]. Finally, since the protocol logic is independent of the network topology, it is highly robust to changes inside the network (e.g., due to mobile or failing devices) and external interference.

As shown in Figure 1, TTnet performs multiple Glossy floods in consecutive slots within a round; between two rounds all nodes have their wireless radio turned off to conserve energy. The duration of the slots and rounds as well as their associated energy costs can be accurately modeled (§ 3.3). Which nodes get to send their messages in each slot is determined by
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TTW’s real-time scheduler. The scheduler can abstract the entire multi-hop network with all its complexities and dynamics as a single shared resource with a known bandwidth, just like a wired fieldbus or a uniprocessor. This is because TTnet nodes appear to share a common clock and every messages is distributed to all nodes irrespective of the network topology.

TTnet exploits the fact that the schedules are computed offline to minimize communication delays. Instead of letting a dedicated host node compute the schedules between rounds and distribute them at the beginning of each round as in LWB, the host in TTnet only needs to send the ID of the current round in a short beacon (see Figure 1). The nodes can then use the ID to look up the corresponding scheduling table in their local memory. As a result, the rounds in TTnet are “more compact,” which minimizes delays and improves efficiency.

The beacons also contain all information required to reliably switch between different operation modes at runtime. In addition to the round ID, each beacon carries a mode ID and a trigger bit. Modes and rounds have unique IDs with a known mapping of rounds to modes. By default, a beacon includes the current mode ID and the trigger bit is set to 0. A mode change happens in two phases. First, the mode change is announced by a beacon with the new mode ID. In a later round, the trigger bit is set to 1, which triggers the mode change; the new mode starts at the end of that round. This two-step procedure lets the nodes prepare for an upcoming mode change; for example, by stopping the execution of application tasks that are not present in the new mode. Hence, TTnet provides a generic interface to implement different mode-change protocols. The mode-change protocol itself is independent of TTnet and can be freely designed or chosen among existing protocols [9].

Sending beacons in every round ensures a safe operation of TTnet: If a node fails to receive one, it does not participate in the communication until it receives again a beacon. Thus, it is guaranteed that all participating nodes know the current round and mode IDs.

3.2 TTnet Implementation

We implement TTnet using Baloo [22], a design framework for communication stacks based on synchronous transmissions. Baloo provides a customizable round structure and allows the user to implement the high-level logic of a communication stack via a programming interface based on callback functions. Low-level operations such as time synchronization and radio control are handled by a middleware layer integrated in Baloo.

Our TTnet implementation uses the static configuration mode of Baloo. The beacons are implemented using the user-bytes field of Baloo’s control packets with a payload size of 2 bytes. The implementation runs on any physical platform supported by Baloo. Because of the need for timing predictability in TTW, we focus on a platform that is based on the dual-processor platform (DPP) architecture [8]. The DPP combines two arbitrary processors with an interconnect called Bolt [42]. Bolt provides predictable asynchronous message passing between two processors using message queues with first-in-first-out (FIFO) semantics, one for each direction. This allows to dedicate each processor to a specific task, execute these tasks in parallel, and compared to traditional dual- or multi-core platforms the DPP offers formally verified bounds on the interference between the processors [42]. The specific platform we use is composed of a 32-bit ARM Cortex-M4 based MSP432P401R running at 48 MHz and a 16-bit CC430F5147 running at 13 MHz. The former is dedicated to the execution of application tasks (e.g., sensing, actuation, and control), while the latter is dedicated to TTnet using a low-power wireless radio operating at 250 kbps in the 868 MHz frequency band. Our implementation is open source and freely available; refer to [24] for details.
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**Figure 2** Detailed timings during a slot in TTnet. *At the slot level, the colored boxes identify phases where the radio is on. In the idle phase, the radio is off, but the duration depends on a node’s distance to the initiator of the Glossy flood. To estimate the energy savings of rounds, we make the pessimistic assumption that the radio is on for $T_{\text{flood}}$, as specified in Equation (7).*

### 3.3 TTnet Model

The real-time scheduler in TTW requires timing and energy models of TTnet’s operation to synthesize the scheduling tables. These models must be tight bounds to avoid delays and energy costs.

Let $T_r$ be the length of a TTnet round. A round consists of a beacon slot plus up to $B_{\text{max}}$ regular slots, in which Glossy floods are executed (see Figure 1). $T_r(L, B)$ denotes the length of a round with $B$ regular slots having the same payload size $L$. The structure of a slot is illustrated in Figure 2. Accordingly, the length of a slot $T_{\text{slot}}$ can be decomposed as follows

$$T_{\text{slot}} = T_{\text{wake-up}} + T_{\text{start}} + T_{\text{flood}} + T_{\text{gap}}$$

(1)

First, the nodes wake up ($T_{\text{wake-up}}$) and switch on their radio ($T_{\text{start}}$). Then, the Glossy flood executes ($T_{\text{flood}}$) followed by a small gap time ($T_{\text{gap}}$) in which the nodes can process the received packet. As explained in [47], the total length of a flood $T_{\text{flood}}$ can be expressed by

$$T_{\text{flood}} = (H + 2N - 1) \cdot T_{\text{hop}}$$

(2)

where $H$ is the network diameter and $N$ is the maximum number of times a node transmits during a Glossy flood. Let $T_{\text{hop}}$ be the time needed for one protocol step, that is, the duration of one (synchronous) transmission during a flood. This quantity can be decomposed as

$$T_{\text{hop}} = T_d + T_{\text{cal}} + T_{\text{header}} + T_{\text{payload}}$$

(3)

where $T_d$ is an initial radio delay, $T_{\text{cal}}$ is the time needed to calibrate the radio clock (taking time equal to the transmission of $L_{\text{cal}}$ bytes), and $T_{\text{header}}$ and $T_{\text{payload}}$ are the times needed to transmit the packet header consisting of $L_{\text{header}}$ bytes and the message payload consisting of $L$ bytes. Using a radio with a transmit bitrate of $R_{\text{bit}}$, the transmission of $L$ bytes takes

$$T(L) = 8L/R_{\text{bit}}$$

(4)

We divide the length of a slot $T_{\text{slot}}$ into $T_{\text{on}}$ and $T_{\text{off}}$, the times spent with the radio on and off, respectively. To this end, we make the conservative assumption that the radio stays on for the entirety of $T_{\text{flood}}$, as illustrated in Figure 2 and explained in the caption.

$$T_{\text{slot}}(L) = T_{\text{off}} + T_{\text{on}}(L)$$

(5)

$$T_{\text{on}}(L) = T_{\text{start}} + (H + 2N - 1) \cdot (T_d + 8(L_{\text{cal}} + L_{\text{header}} + L)/R_{\text{bit}})$$

(6)

$$T_{\text{off}} = T_{\text{wake-up}} + T_{\text{gap}}$$

(7)

With this, the length of a round with $B$ regular slots and a common payload size $L$ is

$$T_r(L, B) = T_{\text{slot}}(L_{\text{beacon}}) + B \cdot T_{\text{slot}}(L) + T_{\text{preprocess}}$$

(8)
where $L_{\text{beacon}}$ is the payload size of a beacon and $T_{\text{preprocess}}$ is the time needed by our TTnet implementation to prepare for an upcoming round (e.g., retrieve messages from send queue).

In addition to the timings of a TTnet round, we derive a model for the relative energy savings obtained by grouping multiple slots into the same round. As discussed in § 3.1, sending beacons is necessary to ensure a safe protocol operation. Without rounds, each regular message must still be preceded by a beacon to provide the same guarantee. In this case, the transmission time $T_{\text{wo/r}}$ for $B$ regular messages of size $L$ is given by

$$T_{\text{wo/r}}(L, B) = B \times (T_{\text{slot}}(L_{\text{beacon}}) + T_{\text{slot}}(L))$$

The relative energy savings obtained by a round-based design thus amount to

$$E = (T_{\text{wo/r}}^\text{on} - T_r^\text{on})/T_{\text{wo/r}}^\text{on}$$

with $T_{\text{wo/r}}^\text{on} = B \times (T_{\text{on}}(L_{\text{beacon}}) + T_{\text{on}}(L))$ and $T_r^\text{on} = T_{\text{on}}(L_{\text{beacon}}) + B \times T_{\text{on}}(L)$.

Using these expressions and the parameters measured for or used by our TTnet implementation (detailed in [24]), we can determine the round length $T_r$ and the energy savings $E$ for different number of slots per round $B$, message payload sizes $L$, network diameters $H$, and number of transmissions during a Glossy flood ($N$). For $L = 16$ byte and $N = 2$, Figure 3 plots the resulting round length $T_r$ for different network diameters and slots per round. We can see, for example, that it takes less than 100 ms to send 10 messages in a 4-hop network. Real-world experiments using 27 distributed wireless nodes on a public testbed demonstrate that these models are very accurate (§ 5.1).

4 Real-Time Scheduler

Equipped with a timing-predictable implementation of the TTnet communication stack and a corresponding model that provides accurate upper bounds, we now turn to the second main component of TTW: the real-time scheduler. This section first defines the system model and scheduling problem, then describes the single-mode and multi-mode schedule synthesis.

4.1 System Model

Before we can formulate and solve the scheduling problem we face in TTW, we provide a formal system model of all relevant hardware and software components and their interactions.
An example application and its precedence graph $\mathcal{P}$. The application execution starts with sensing tasks $\tau_1$ and $\tau_2$. After messages $m_1$ and $m_2$ with the sensor readings are received by the controller, actuation values are computed ($\tau_3$), sent to the actuators ($m_3$), and applied ($\tau_5$ and $\tau_6$).

**Platform.** Each node in the system is a *platform* that executes tasks and exchanges messages using TThet. All tasks have a known worst-case execution time (WCET) on that platform. Targeting state-of-the-art wireless CPS platforms with two processors (e.g., LPC341XX, VF3xxR, DPP [8]), each node can simultaneously execute tasks and exchange messages.

**Applications.** Let $\mathcal{A}$ denote the set of distributed applications in the system. An application is composed of *tasks* and *messages*, each with a unique task or message *id*, that are coupled by precedence constraints as described by a directed acyclic graph, where vertices and edges represent tasks and messages, respectively. We denote by $a.\mathcal{P}$ the *precedence graph* of application $a$ (see Figure 4 for an example). Each application executes at a periodic interval $a.p$ called the *period*. An application execution is completed when all tasks in $\mathcal{P}$ have been executed. All tasks and messages in $a.\mathcal{P}$ share the same period $a.p$. If the same task belongs to applications with different periods, it can be equivalently modeled as two different tasks. Applications are subject to real-time constraints: an application relative *deadline*, denoted by $a.d$, represents the maximum tolerable end-to-end delay to complete the application execution. The deadline can be arbitrary, without a specific relation to the period $a.p$. Some applications may require to keep the same schedule (e.g., the same task offsets) when switching between different operation modes, for example, to guarantee the stability of control loops under arbitrary mode switches [7]. We call these *persistent applications* and denote them by $\mathcal{A}_P \subset \mathcal{A}$.

**Tasks.** We denote by $\mathcal{T}$ the set of all *tasks* in the system. A node executes at most one task at any point in time. Since interactions with the physical world like sensing and actuation should not be interrupted, we consider non-preemptive task scheduling. Each task $\tau$ is mapped to a given node $\tau.map$ on which it executes with WCET $\tau.e$. The *task offset* $\tau.o$ represents the start of the task execution relative to the beginning of the application execution. A task can have an arbitrary number of preceding messages, which must all be received before the task can start to execute. $\tau.prec$ denotes the set of preceding message *ids*. Within one application, each task is unique; however, the same task may belong to multiple applications (e.g., the same sensing task may source different feedback loops). If so, we consider that these applications have the same period.

**Messages.** Let $\mathcal{M}$ be the set of all *messages*. Every message $m$ has at least one preceding task, that is, a task that needs to finish before the message can be transmitted. The set of preceding task *ids* is denoted by $m.prec$. The *message offset* $m.o$ relative to the beginning of the application execution represents the earliest time message $m$ can be allocated to a TThet round for transmission (i.e., after all preceding tasks are completed). The *message deadline*
Table 1. Inputs and outputs of the scheduling problem we solve in TTW.

<table>
<thead>
<tr>
<th>Inputs</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathcal{N} )</td>
<td>Set of nodes in the system</td>
</tr>
<tr>
<td>( \mathcal{A}, \mathcal{A}_p )</td>
<td>Set of applications and persistent applications (including periods, deadlines, and precedence graphs)</td>
</tr>
<tr>
<td>( \mathcal{O} )</td>
<td>Set of operation modes (including mode priorities)</td>
</tr>
<tr>
<td>( \mathcal{M} )</td>
<td>Mode graph</td>
</tr>
<tr>
<td>( \tau.p, \tau.m.p )</td>
<td>Task and message periods, inherited from the application</td>
</tr>
<tr>
<td>( \tau.map )</td>
<td>Mappings of tasks to nodes</td>
</tr>
<tr>
<td>( \tau.c )</td>
<td>Task worst-case execution time (WCET) given ( \tau.map )</td>
</tr>
<tr>
<td>( B_{\text{max}} )</td>
<td>Maximum number of slots per round</td>
</tr>
<tr>
<td>( L_{\text{max}} )</td>
<td>Maximum message payload size</td>
</tr>
<tr>
<td>( H )</td>
<td>Network diameter (in number of hops)</td>
</tr>
<tr>
<td>( N )</td>
<td>Number of transmissions in a Glossy flood [14]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Outputs</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau.o )</td>
<td>Task offsets</td>
</tr>
<tr>
<td>( m.o, m.d )</td>
<td>Message offsets and deadlines</td>
</tr>
<tr>
<td>( r.t, r.[B_{\text{max}}] )</td>
<td>Round starting times and allocation vectors</td>
</tr>
</tbody>
</table>

\( m.d \) relative to the message offset represents the latest time the message transmission must be completed (i.e., the earliest offset of subsequent tasks). The payload of all messages is upper-bounded by \( L_{\text{max}} \). Messages are not necessarily unique: multiple edges of \( a.P \) can be labeled with the same message \( m \), which captures the case of multicast or broadcast transmissions (see Figure 4). If a message belongs to multiple applications, we consider that these applications have the same period.

**Modes.** We denote with \( \mathcal{O} \) the set of operation modes. These modes represent mutually exclusive phases in the system execution (e.g., init, normal, and failure modes), each having its own schedule. A mode has a unique priority \( M_.\text{prio} \). We write \( a \in M \) to denote that application \( a \) executes in mode \( M \). When unambiguous, we use \( M \) to denote the set of all applications that execute in mode \( M \). The hyperperiod \( \text{LCM} \) of mode \( M \) is the least common multiple of the periods of all applications in \( M \). Possible transitions between modes at runtime are specified by the mode graph \( \mathcal{M} \) (see Figure 6). The mode graph is undirectional, that is, a transition from \( M_i \) to \( M_j \) implies that it is also possible to switch from \( M_j \) to \( M_i \).

**Network and rounds.** We denote with \( \mathcal{N} \) the set of all nodes in the network. The following four network parameters must be specified by the user of the TTW architecture:

- \( L \) the payload size of regular messages, in bytes;
- \( B_{\text{max}} \) the maximum number of slots in a TTnet round;
- \( N \) the maximum number of transmissions of a node during a Glossy flood;
- \( H \) the estimated diameter of the network, in number of hops.

As explained in § 3, communication over the network is scheduled in rounds \( r \). The schedule of mode \( M \) has \( R_M \) rounds. We consider TTnet rounds as atomic, that is, they cannot be interrupted. Thus, the ordering of messages in a round is irrelevant.

Round \( r \) contains \( B_r \) slots (at most \( B_{\text{max}} \)), each of which is allocated to a unique message \( m \). The allocation vector \( r.[B_r] \) contains the ids of the messages that are allocated to the slots in round \( r \), where \( r.B_s \) denotes the allocation of the \( s \)-th slot. The starting time \( r.t \) is the start of the round relative to the beginning of the mode’s hyperperiod. Using the models from § 3.3, the length of a round and its energy cost can be determined.
Algorithm 1 Pseudo-code of the single-mode schedule synthesis.

**Input:** mode $M$, $a \in M$, $\tau$.map, $\tau.e$, $B_{max}$, $T_o$

**Output:** $\text{Sched}(M)$

- $\text{LCM} = \text{hyperperiod}(M)$
- $R_{max} = \text{floor}(\text{LCM}/T_o)$
- $R_M = 0$

while $R_M \leq R_{max}$ do
  - formulate the MILP for mode $M$ using $R_M$ rounds
  - $(\text{Sched}(M), \text{feasible}) = \text{solve}(\text{MILP})$
  - if feasible then return $\text{Sched}(M)$
  - end if
  - $R_M = R_M + 1$
end while
return 'Problem infeasible'

### 4.2 Scheduling Problem

Based on our system model, we are now in the position to formally state the scheduling problem we have to solve in TTW. Given all modes, applications, task-to-node mappings, and WCETs, for each mode $M$ the remaining variables define the mode schedule $\text{Sched}(M)$

$$\text{Sched}(M) = \{ \tau.o, m.o, m.d \mid \forall a \in M, (\tau,m) \in a.P \}$$

Table 1 lists all inputs and outputs of the scheduling problem in TTW. A schedule for mode $M$ is said to be valid if all applications executing in mode $M$ meet their end-to-end deadlines. The scheduling problem to solve thus consists of finding valid schedules for all modes $M \in O$ such that the following two objectives are met:

- **(O1)** The number of communication rounds is minimized, which results in minimizing the energy required for wireless communication.
- **(O2)** All persistent applications $A_P \subset A$ seamlessly switch between modes, that is, their schedules remain the same across all possible mode changes.

### 4.3 Single-Mode Schedule Synthesis

TTW statically synthesizes the schedule of all tasks, messages, and communication rounds by solving a MILP. We first look at the single-mode case, effectively showing how to achieve objective **(O1)**, whereas § 4.4 considers the multi-mode case and thus objective **(O2)**.

The schedule of a mode $M$ is computed for one hyperperiod, after which it repeats itself. To minimize the number of rounds used while taming computational complexity, we solve the problem sequentially as described in Algorithm 1. Each MILP formulation considers a fixed number of rounds $R_M$ to be scheduled, starting with $R_M = 0$. The number of rounds is incremented until a feasible solution is found or the maximum number of rounds $R_{max}$ that fit into one hyperperiod is reached. So, even without an explicit objective function, Algorithm 1 guarantees by construction that if the problem is feasible, the synthesized schedule uses the minimum number of rounds, thereby minimizing the communication energy costs.

Each MILP formulation contains a set of classical scheduling constraints such as: precedence constraints between tasks and messages must be respected, the applications’ end-to-end deadlines must be satisfied, nodes process at most one task simultaneously, communication rounds must not overlap, and rounds must not be allocated more than $B_{max}$ messages. These constraints can be easily formulated based on our system model. However, we must also guarantee that the allocation of messages to rounds is valid. Specifically,

- **(C1)** messages must be served in rounds that start after their release time;
(C2) messages must be served in rounds that finish before their deadline. In other words, we must integrate the bin-packing problem that arises when allocating messages to rounds within the MILP formulation. This is a non-trivial challenge and a major difference compared with the existing approaches for wired architectures (e.g., [12]).

To address this challenge, we first formulate the constraints (C1) and (C2) using arrival, demand, and service functions – denoted by $af_i$, $df_i$, and $sf_i$ – inspired by network calculus [34] (see Figure 5 for an illustration). These three functions count the number of message instances that are released, have passed deadlines, and have been served since the beginning of the hyperperiod. It must hold that

\[ \forall m_i \in M, \forall t, \quad df_i(t) \leq sf_i(t) \leq af_i(t) \quad (11) \]

with

\[ af_i : t \mapsto \left\lfloor \frac{t - m_i.o}{m_i.p} \right\rfloor + 1 \quad (12) \]

and

\[ df_i : t \mapsto \left\lceil \frac{t - m_i.o - m_i.d}{m_i.p} \right\rceil \quad (13) \]

However, as the service function $sf$ stays constant between the rounds, we can formulate constraints (C1) and (C2) as follows: $\forall m_i \in M, \forall j \in [1..R_M]$,

(C1) \[ sf_i(r_j.t + T_r) \leq af_i(r_j.t) \quad (14) \]

(C2) \[ sf_i(r_j.t) \geq df_i(r_j.t + T_r) \quad (15) \]

The arrival and demand functions are step functions, which cannot be directly used in a MILP formulation. However, we observe that

\[ \forall k \in \mathbb{N}, \quad af_i(t) = k \iff 0 \leq t - m_i.o - (k - 1) * m_i.p < m_i.p \quad (16) \]

and

\[ df_i(t) = k \iff 0 < t - m_i.o - m_i.d - (k - 1) * m_i.p \leq m_i.p \quad (17) \]

This allows us to introduce, for each message $m_i \in M$ and each round $r_j, j \in [1..R_M]$, two integer variables $k_{ij}^a$ and $k_{ij}^d$ that we constrain to take the values of $af$ and $df$ at the time points of interest, namely $r_j.t$ and $r_j.t + T_r$. More formally, we can write

\[ 0 \leq r_j.t - m_i.o - (k_{ij}^a - 1) * m_i.p < m_i.p \quad (18) \]

\[ 0 < r_j.t + T_r - m_i.o - m_i.d - (k_{ij}^d - 1) * m_i.p \leq m_i.p \quad (19) \]

Thus,

\[ af_i(r_j.t) = k_{ij}^a \quad (18) \]

\[ df_i(r_j.t + T_r) = k_{ij}^d \quad (19) \]
Finally, we must express the service function $sf$, which counts the number of message instances served by the end of each round. Recalling that $r_k.B_s$ denotes the id of the message that is allocated to the $s$-th slot of round $r_k$, we have that for any time $t \in [r_j.t + T_{r_j}; r_{j+1}.t + T_{r_j}]$, the number of instances of message $m_i$ served is

$$\sum_{k=1}^{j} \sum_{s=1}^{B} r_k.B_s \quad s.t. \quad B_s = i$$

As visible in Figure 5, it can happen that $m.o + m.d > m.p$, resulting in $df(0) = -1$ according to Equation (13). This situation arises when a message is released at the end of a hyperperiod and thus has its deadline in the next hyperperiod. To account for this, we introduce for each message $m_i$ a variable $r_0.B_i$ that is set to the number of such “leftover” message instances at $t = 0$. With this, for each $m_i \in M$ and $t \in [r_j.t + T_{r_j}; r_{j+1}.t + T_{r_j}]$,

$$sf_i : t \mapsto \sum_{k=1}^{j} \sum_{s=1}^{B} r_k.B_s - r_0.B_i$$

Based on the above reasoning, we can express constraints (C1) and (C2) in the MILP formulation using Equations (18) and (19) and the following two equations

$$\begin{align*}
(14) & \iff \sum_{k=1}^{j} \sum_{s=1}^{B} r_k.B_s - r_0.B_i & \leq k_{ij}^a \\
(15) & \iff \sum_{k=1}^{j-1} \sum_{s=1}^{B} r_k.B_s - r_0.B_i & \geq k_{ij}^d
\end{align*}$$

### 4.4 Multi-Mode Schedule Synthesis

The multi-mode schedule synthesis is a multi-objective problem: As stated in § 4.2, the number of communication rounds in each mode should be minimized ($O1$), while the schedule of all persistent applications should remain unchanged across mode changes ($O2$). Objective ($O2$) induces dependencies between the different modes, which cannot be handled by solving a set of independent single-mode schedule synthesis problems.

A straightforward approach would be to synthesize the schedules of all modes at once based on a single MILP formulation. This approach, however, has two caveats. First, the resulting schedule synthesis problem is NP-hard [27] and thus scales poorly as the number of modes increases, which becomes a bottleneck for realistic CPS applications requiring a high degree of system adaptability. Second, a global objective function must be defined, such as minimizing the total number of rounds across all modes, which still gives no guarantee that the corresponding communication energy costs are effectively minimized: at runtime, if the system remains almost always in a certain mode, it may be better to minimize the number of rounds in that particular mode even if this implies a larger number of rounds overall.

To address these caveats, we solve the multi-mode schedule synthesis problem sequentially using heuristics, as commonly done in related approaches [28, 37, 41]. Algorithm 2 summarizes our approach. The modes are scheduled based on their priority $M.prio$. The mode with the highest priority (i.e., $M.prio = 1$) is scheduled first according to the single-mode synthesis outlined in Algorithm 1. Then, the mode with the second-highest priority (i.e., $M.prio = 2$)
Algorithm 2 Pseudo-code of the multi-mode schedule synthesis.

**Input:** Applications specification; modes specification; network parameters; system parameters

**Output:** \{ Sched(M_i) for M_i ∈ O \}

\[
\text{inheritance\_constraints} = \emptyset
\]

for all \( M_i \in O \) in order of decreasing mode priority \( M_i\_prio \)

( Sched(M_i) , feasible ) = single\_mode\_synthesis(M_i)

if feasible then

add Sched(M_i) to inheritance\_constraints

else

return 'Problem infeasible'

end if

end for

return \{ Sched(M_i) for M_i ∈ O \}

---

**Example 1.** Let us consider the mode graph in Figure 6 and assume that all applications are persistent. The modes are scheduled sequentially, starting with the highest-priority mode \( M_1 \), which is freely scheduled. When mode \( M_2 \) is scheduled, the schedule for application \( a_2 \) is inherited from mode \( M_1 \) to guarantee (O2) and the schedules for applications \( a_3 \) and \( a_4 \) are synthesized without constraints. In \( M_3 \), the specified applications \( a_5 \) and \( a_6 \) are new and can be scheduled without constraints. Then, in mode \( M_4 \), the specified applications \( a_7 \) and \( a_8 \) have been previously scheduled and thus must be inherited (O2). However, as mode \( M_5 \) has been scheduled without constraint, the schedule synthesized for \( a_5 \) may be incompatible with that of \( a_7 \) from mode \( M_1 \). This leads to a conflict in \( M_4 \) and thus renders the sequential synthesis of the multi-mode problem infeasible, as illustrated in Figure 7.
4.4.1 Continuity Constraints

The schedule synthesis returns the application schedules (i.e., task and message offsets, and message deadlines) and the round schedules (i.e., starting times and allocation vectors). We represent an application schedule through a scheduling function $s$ as defined below.

▶ **Definition 2** (Scheduling function). The scheduling function $s$, defined over the set of applications $\mathcal{A}$, returns for a given application $a$ all parameters characterizing the schedule of $a$. The schedule of application $a$ is denoted by $s(a)$. $s_M(a)$ denotes the schedule of application $a$ in mode $M$. The scheduling function is extended to sets of applications as follows

$$\forall S \subseteq \mathcal{A} \quad s(S) = \bigcup_{a \in S} s(a)$$

All persistent applications $a \in \mathcal{A}_P$ must keep the same schedule across mode changes, which leads us to the definition of continuity constraints.

▶ **Definition 3** (Continuity constraint). The set of all continuity constraints is given by

$$\forall a \in \mathcal{A}_P, \forall (M_i, M_j) \in \mathcal{O}^2, a \in M_i \land a \in M_j \land M(M_i, M_j) = 1 \Rightarrow s_{M_i}(a) = s_{M_j}(a) \quad (23)$$

▶ **Definition 4** (Schedule domains). The schedule domains of an application are the possibly multiple subsets of modes in which the application schedule must remain the same.

▶ **Corollary 5.** Two modes $M_i$ and $M_j$ belong to the same schedule domain of an application $a \in \mathcal{A}_P$ if and only if (i) $a$ is scheduled in both modes, that is, $a \in M_i \land a \in M_j$, and (ii) there is a possible transition between the two modes, that is, $M(M_i, M_j) = 1$.

**Proof.** Multiple modes belong to the same schedule domain because of a continuity constraint. The formalization of the schedule domains directly follows from Definition 3.

The schedule domains of an application can be extracted from the mode graph $\mathcal{M}$. One approach entails considering the sub-graph $\mathcal{G}_A$ of $\mathcal{M}$ that contains only the modes in which application $a$ is specified – every connected component of $\mathcal{G}_A$ is a schedule domain of $a$.

Any non-persistent application that is present in multiple modes can be replaced by a distinct application with the same parameters in the respective modes. Similarly, any persistent application with multiple schedule domains can be replicated into distinct applications.
having one scheduling domain each (illustrated by Example 6). This leads us to consider in the following that all applications are persistent and have a single schedule domain.

**Example 6.** Consider again the mode graph in Figure 6. Application $a_6$ has two schedule domains, $\{M_3\}$ and $\{M_5\}$. This can also be modeled by two distinct applications $a_{6,3}$ and $a_{6,5}$ executing in $M_3$ and $M_5$. Application $a_1$ has only one schedule domain, $\{M_1, M_4\}$. If $a_1$ was not persistent, the continuity constraint would not apply and $a_1$ could be equivalently modeled by two distinct applications $a_{1,1}$ and $a_{1,4}$ executing in $M_1$ and $M_4$.

Continuity constraints can cause conflicts leading to the failure of the multi-mode synthesis although a solution may exist. In particular, if a given mode $M$ belongs to the schedule domains of two different applications, which have been independently scheduled in higher-priority modes, there is a risk of conflict as the inherited schedules may be incompatible. We now formalize the notions of (virtual) legacy applications and conflicting modes. $X = A \setminus X$ denotes the complement of $X$. For each mode $M_i$, we define four application sets.

- **Known applications** are the applications previously scheduled in higher-priority modes.
  The set of known applications of mode $M_i$ is denoted by $K_i = \bigcup_{j=1}^{i-1} M_j$.

- **Free applications** are the newly scheduled applications in mode $M_i$, that is, no higher-priority mode belongs to the schedule domain of these applications. The set of free applications of mode $M_i$ is denoted by $F_i = M_i \cap (A \setminus K_i) = M_i \cap \overline{K_i}$.

- **Legacy applications** are the applications previously scheduled in higher-priority modes that must be scheduled in mode $M_i$. Since applications have a single schedule domain, $M_i$ necessarily belongs to the same schedule domain as these higher-priority modes and the legacy application schedules must be inherited. The set of legacy applications of mode $M_i$ is denoted by $L_i = M_i \cap K_i$.

- **Virtual legacy applications** are the applications previously scheduled in higher-priority modes that are not scheduled in mode $M_i$. The set of virtual legacy applications of mode $M_i$ is denoted by $VL_i = (A \setminus M_i) \cap K_i = M_i \cap \overline{K_i}$. The virtual legacy applications of $M_i$ are not executed in $M_i$; they simply have been scheduled in higher-priority modes. As illustrated in Example 1, it may be necessary to reserve the space for some of these virtual legacy applications to avoid future inheritance conflicts.

The schedules of two applications $A$ and $B$ are said to be in conflict if two tasks, one from $A$ and one from $B$, are mapped to the same node and are scheduled in overlapping time intervals. We denote by $s(A) \cap s(B) \neq \emptyset$ the property that $A$ and $B$ are in conflict.

**Definition 7 (Conflict-free).** A set of applications $S$ is said to be conflict-free when there is no conflict between the schedules of the applications in $S$. We denote by $CF(S)$ the property that $S$ is conflict-free, and $CF(S)$ denotes that the set $S$ is in conflict. Formally,

$$CF(S) \iff \bigcap_{A \in S} s(A) = \emptyset$$

A mode is conflict-free if its legacy applications are conflict-free. In other words, $\forall M_i \in \mathcal{O}$,

$$CF(M_i) \iff CF(L_i)$$

The schedule $Sched(M_i)$ of mode $M_i$ is valid only if $CF(M_i)$.

**Corollary 8.** A valid schedule for mode $M_i \in \mathcal{O}$ can only exist if the legacy applications of $M_i$ are conflict-free, that is,

$$CF(L_i) \iff \text{"Sched(M_i) is feasible"}$$

**Proof.** Using Example 1 as a counter-example, $\overline{CF(L_4)}$ makes it impossible to derive a valid schedule for $M_4$. \hfill \qed
4.4.2 Minimal Inheritance Constraints

The single-mode schedule synthesis is complete: If the problem is feasible for mode $M_i$, then Algorithm 1 finds a valid schedule. In particular, the scheduled mode is conflict-free, $CF(M_i)$. In the multi-mode case, certain applications are subject to continuity constraints, which are satisfied by fixing the schedules of legacy applications $L_i$ in the MILP formulation for mode $M_i$. However, by Corollary 8, this leads to a feasible schedule only if $CF(L_i)$.

Example 1 shows that inheriting legacy applications is not sufficient to prevent conflicts. Thus, we now derive the subset of virtual legacy applications $VL_i$ of mode $M_i$ that is necessary and sufficient to reserve in order to guarantee the absence of a conflict due to continuity constraints. More formally, our goal is

$$\forall k \in [1..i-1], \text{ “Sched}(M_k) \text{ is feasible” } \Rightarrow CF(L_i)$$

(24)

To this end, we first formalize the constraints on the $Sched()$ function such that continuity constraints are enforced and conflicts are prevented as follows

$$Sched : \mathcal{O} \mapsto Sched(M)$$

(25)

$$\text{s.t. } CF(M_i)$$

$$\forall a \in L_i \cap M_j, j < i, s_{M_i}(a) = s_{M_j}(a)$$

$$\forall a \in F_i, s(a) \cap s(\overline{VL_i^a}) = \emptyset$$

The first constraint in Equation (25) ensures that the schedule is valid. The second one enforces the continuity constraints of applications. The third constraint enforces Equation (24) based on the idea that the free applications $F_i$ in mode $M_i$ must be compatible with the schedules of some virtual legacy applications. Theorem 9 derives for any free application the minimal set of such virtual legacy applications.

**Theorem 9 (Minimal virtual legacy sets).** For mode $M_i$ and free application $a \in F_i$, the minimal set of virtual legacy applications $\overline{VL_i^a}$ necessary and sufficient to satisfy (24) is

$$\overline{VL_i^a} = \{ X \in VL_i | \exists j > i, a \in L_j \land X \in L_j \}$$

(26)

**Proof.** Please refer to Appendix A for the proof of this theorem. ◀

Finally, we set the sum of all message deadlines, $\sum_{m_i \in M} m_i.d$, as objective function of the MILP solver. Maximizing this allows to limit the constraints inherited between the different modes and improves the schedulability of the multi-mode schedule synthesis problem.

5 Experimental Evaluation

Our experimental evaluation of TTW answers the following questions:

- Are our timing and energy models of the TTnet stack accurate (§ 5.1)?
- How big are the energy savings due to TTnet’s round-based communication (§ 5.1)?
- Can the minimal inheritance constraints of TTW’s real-time scheduler effectively reduce the number of rounds while respecting the persistency of applications (§ 5.2)?
- How long does it take to solve the multi-mode schedule synthesis problem (§ 5.3)?

All the evaluation artifacts (implementation, raw data, and scripts) are openly available [24].
5.1 TTnet Model Validation and Efficiency of Communication Rounds

We begin by validating our TTnet model and investigating the efficiency of rounds. Before discussing our results, we detail the evaluation scenario and the design of our experiments.

Evaluation scenario. Using 27 DPP nodes on the FlockLab testbed [1], we program TTnet to execute one round of $B$ regular slots, followed by $B$ rounds with one regular slot each. For each of these rounds, we collect the round length and the radio-on time. Both values are measured in software using a 32kHz timer, which gives a measurement resolution of about 30 $\mu$s. For $H = 4$ and $N = 2$, we test different number of slots per round $B$ and payload sizes $L$. For each setting, we measure the round length and radio-on time experienced by each individual node in the network, and we compare the results with our TTnet model.

Experimental design. We design our real-world experiments using TriScale [4], a framework that facilitates the reproducibility of networking evaluations by allowing to make performance claims with quantifiable confidence. TriScale distinguishes metrics, which are computed over one run of the evaluation scenario, and key performance indicators (KPIs), which capture the expected performance across a series of runs. Concretely, KPIs are percentiles of the underlying distribution of the metric estimated with a certain level of confidence [4].

We consider two performance dimensions: the empirical worst-case length of a round and the average per-node energy savings due to the use of rounds. As we are interested in the worst-case, we take the maximum measurement across all nodes as metric for one run. The true worst-case across any run is the 100th percentile of the metric distribution, which cannot be estimated with a finite number of runs. We thus take as KPI the 95th percentile of our round time metric with a desired confidence level of 95%. For the average energy savings, we use the median values across nodes as metric, and estimate the 5th percentile of that metric with 95% confidence. TriScale indicates that a minimum of 59 runs are needed for these estimations. It has been shown that the experimental conditions on FlockLab exhibit seasonal components [23]. Therefore, to avoid any bias in our results, we perform the series of runs over a span of one week during which we randomly schedule 60 runs for each setting. To investigate the reproducibility of the results, we perform 3 series of tests over the course of six months. We test our TTnet implementation with 5, 10, and 30 slots per round, and a payload of 8, 16, and 64 bytes. This results in a total of 1620 individual runs.

Results – round length. The experimental results in Table 2 confirm that our TTnet model provides a highly accurate estimate of the length of a round. The results are extremely stable across series: the largest difference in the KPI values corresponds to our measurement...
Table 2 KPIs from the TTnet model validation for different series and the corresponding model estimates of the round length $T_r$ and the energy savings $E$. \textsuperscript{†} marks series in which, due to construction work taking place in the building where FlockLab is deployed, the number of collected metric values is insufficient to compute the KPIs; the reported values are then the maximum round length and the minimum energy saving across all runs in the series.

<table>
<thead>
<tr>
<th>Payload $L$ [bytes]</th>
<th>Slots per round $B$ [ . ]</th>
<th>Round length $T_r$ [ms]</th>
<th>Energy savings $E$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Series 1</td>
<td>Series 2</td>
<td>Series 3</td>
</tr>
<tr>
<td>5</td>
<td>42.3</td>
<td>42.3</td>
<td>42.3\textsuperscript{†}</td>
</tr>
<tr>
<td>8</td>
<td>77.21</td>
<td>77.24</td>
<td>77.24\textsuperscript{†}</td>
</tr>
<tr>
<td>30</td>
<td>217.01</td>
<td>217.01</td>
<td>217.01</td>
</tr>
<tr>
<td>16</td>
<td>52.22</td>
<td>52.22</td>
<td>52.22\textsuperscript{†}</td>
</tr>
<tr>
<td>10</td>
<td>97.04</td>
<td>97.08</td>
<td>97.08\textsuperscript{†}</td>
</tr>
<tr>
<td>30</td>
<td>276.52</td>
<td>276.52</td>
<td>276.49\textsuperscript{†}</td>
</tr>
<tr>
<td>64</td>
<td>104.77</td>
<td>104.74</td>
<td>104.74\textsuperscript{†}</td>
</tr>
<tr>
<td>10</td>
<td>202.09</td>
<td>202.12</td>
<td>202.09</td>
</tr>
<tr>
<td>30</td>
<td>591.49</td>
<td>591.52</td>
<td>591.49\textsuperscript{†}</td>
</tr>
</tbody>
</table>

resolution of about 30 $\mu$s. Concretely, this means that the largest round length measured by any node is essentially the same. Furthermore, the measured KPI values are very close to and consistently lower than the model estimates. By definition of the KPI, we can claim that, with 95% probability, at least 95% of the runs of the evaluation scenario would yield a maximum round length that is less than or equal to the KPI value [4], and thus smaller than the model estimate. The left plot in Figure 8 shows the distribution of the round length measurements from all the nodes collected during one series of 60 runs. We observe that the distribution is very narrow (less than 300 $\mu$s of spread); this is because all operations in a TTnet round are time-triggered, so the measurement differences between nodes only come from the small differences in execution time of Baloo’s end-of-round processing.

Remark 10. The first series of test revealed a bug in the time synchronization software which led to an erratic behavior of certain nodes in some corner cases. This bug was fixed before the second series and the erratic data filtered out. In a previous version of this work [21], we presented a single case where one node measured a round time larger than the model value. After closer investigation, it appears that this too was a consequence of the time synchronization bug, which we failed to detect and filter. The analysis script has been adapted accordingly; please refer to the TTW artifacts for more details [24].

Results – energy savings. The results in Table 2 also show that the energy savings from the use of rounds in TTnet are significant: the savings are around 30% for a payload size of 16 bytes, which is representative of real-world CPS scenarios [17, 36, 38]. In general, the more slots are packed into a round (increasing $B$) and the smaller the payload size (decreasing $L$), the higher the energy savings. Since our energy KPI estimates the 5th percentile of the energy savings, we can claim that, with 95% probability, at least 95% of the runs in our evaluation scenario yield an average energy saving larger than or equal to the KPI value. The right plot in Figure 8 shows the distribution of radio-on time measurements from all the nodes, collected in one series of 60 runs. We see that the nodes experience significant differences in radio-on time during a round. This is expected since the nodes turn off their radio as soon as they have transmitted $N$ times during a Glossy flood, which happens earlier for nodes that are closer to the initiator of the flood.
5.2 Effectiveness of TTW’s Minimal Inheritance Approach

We now focus on TTW’s real-time scheduler and investigate whether the minimal inheritance constraints from § 4.4.2 help keep the total number of scheduled rounds low, while guaranteeing that persistent applications keep the same schedule across mode changes.

**Scenario.** We consider a scenario with 13 nodes running 15 different persistent applications. There are in total 45 tasks and 30 messages. The periods and deadlines vary between 10s and 80s. The applications execute in 5 different modes; Figure 9 shows the mode graph with all possible transitions. We synthesize schedules for the 5 modes on a standard laptop PC. Besides our minimal inheritance approach, we consider two baselines for comparison: (i) no inheritance, which yields the minimum number of rounds under the (false) assumption that all applications are non-persistent; and (ii) full inheritance, which makes the (pessimistic) assumption that all applications executing in mode $M_i$ are also executing in $M_j$. In contrast to no inheritance, the full inheritance baseline guarantees continuity across mode changes but may find problems to be non-schedulable although a feasible solution exists.

**Results.** Figure 10 shows for all approaches the number of rounds scheduled in each mode. We can see that with full inheritance the number of rounds steadily increases as it assumes that all previously scheduled application are still executing. This not only wastes energy, it also limits scalability as the number of modes grows. Our minimal inheritance approach performs and scales significantly better as it considers only the relevant constraints. In fact, in this particular scenario, minimal inheritance performs optimally: it does not schedule more rounds than the absolute minimum, which is captured by the no inheritance approach.
5.3 Offline Solving Time of TTW’s Real-Time Scheduler

Although TTW targets CPS scenarios in which the scheduling tables are synthesized before the system operation starts (e.g., to a priori check that closed-loop stability can be guaranteed under given schedules [36, 7]), the solving time of the real-time scheduler is a relevant factor.

**Scenario.** Using the scenario from the previous experiment, we measure the solving time for the three different inheritance approaches on a standard laptop PC.

**Results.** We observe from Table 3 that the per-mode solving time ranges between less than a second and ten minutes, depending on the complexity of the mode. For example, modes $M_3$ and $M_4$ contain the most applications, leading to more constraints in the formulation. We also see that *minimal inheritance* does not increase the overall solving time compared to *no inheritance*. This is because, by reserving some applications’ schedule, certain problem variables are fixed, which reduces the computational load. However, if too many variables are fixed, as shown by *full inheritance*, the resulting problem may become harder to solve: more rounds are required, which may increases the number of variables and thus the solving time.

6 Conclusions

This paper presented TTW, a time-triggered architecture for wireless CPS. TTW provides guarantees on end-to-end deadlines by statically co-scheduling all tasks and messages in the system, while supporting runtime adaptability via mode changes that respect the schedules of persistent applications. Our design of TTW’s real-time scheduler addressed key challenges concerning the formulation and tractability of the scheduling problem. We leveraged synchronous transmissions to design a highly reliable, timing-predictable, and efficient low-power wireless communication stack that is robust to network dynamics. We believe that TTW takes wireless systems a major step closer the wired systems, which opens up several exciting opportunities for future CPS applications that seemed so far out of reach.
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We first prove by recurrence that virtual legacy sets defined in (26) are sufficient to satisfy (24).

For the highest priority mode $M_1$, by definition, $L_1 = \emptyset$, thus $CF(L_1)$. Let us assume that for any $k \in [1..i]$, $Sched(M_k)$ is feasible in the sense of (25). This induces that $CF(S_k)$, hence $CF(L_k)$ for any $k \in [1..i]$. Let us finally assume that $L_{i+1}$ is not conflict-free; that is,

$$CF(L_{i+1}) \iff \bigcap_{A \in L_{i+1}} s(A) \neq \emptyset \implies \exists (A, B) \in L_{i+1}^2, s(A) \cap s(B) \neq \emptyset$$

(27)

$$\implies \exists! M_a, A \in F_a \land a < i + 1$$

$$\exists! M_b, B \in F_b \land b < i + 1$$

(28)
where \( \exists! \) means “there exists a unique.” Without loss of generality, we consider \( a \leq b \). If \( a = b \), then \( S_a = S_b \) and \( CF(S_a) \equiv CF(S_b) \). Therefore,
\[
\bigcap_{A \in S_a = S_b} s(A) = \emptyset \quad \Rightarrow \quad s(A) \cap s(B) = \emptyset
\]
This contradicts (27), thus necessarily \( a < b \); in other words, mode \( M_a \) has higher priority than mode \( M_b \). Therefore, \( a \) belongs either to \( L_b \) or \( VL_b \) by definition of those sets. By hypothesis, \( CF(S_b) \) and (28) :
\[
B \in F_b,
\]
which again contradicts (27). Hence necessarily, \( A \in VL_b \). Furthermore,
\[
\begin{align*}
(27) : A \in L_{i+1} & \\
(28) : i + 1 > b & \\
(26) : A \in \widetilde{VL}_b^B &
\end{align*}
\]
By hypothesis, \( Sched(M_b) \) is feasible, thus \( s(B) \cap s(\widetilde{VL}_b^B) = \emptyset \), which yields \( s(B) \cap s(A) = \emptyset \) and contradicts (27) again. Therefore, the recurrence hypothesis is necessarily false. Hence, if for any \( k \in [1..i] \), \( Sched(M_k) \) is feasible in the sense of (25), then \( CF(L_{i+1}) \). By recurrence, we can conclude that the virtual legacy sets as defined by (26) are sufficient to satisfy (24).

We now prove that the virtual legacy sets are also necessary. Let us consider smaller virtual legacy sets than defined by (26), that is, \( \exists i \in [1..M], a \in F_i, \ W_i \not\subseteq \widetilde{VL}_i^A \). Let us further assume that \( Sched() \) is redefined to replace \( \widetilde{VL} \) by \( \widetilde{VL} \). By hypothesis,
\[
\exists X \in A, X \in \widetilde{VL}_i^A \land X \notin \widetilde{VL}_i^A
\]
Furthermore, \( X \in \widetilde{VL}_i^A \Rightarrow X \in VL_i \Rightarrow X \notin S_i \)
\[
X \in \widetilde{VL}_i^A \Rightarrow \exists j > i, a \in L_j \land X \in L_j
\]
Assuming that \( Sched(M_i) \) is feasible, the resulting schedule guarantees that \( CF(M_i) \) and \( \forall a \in F_i, s(a) \cap s(\widetilde{VL}_i^A) = \emptyset \). However, (31) : \( X \notin \widetilde{VL}_i^A \) and (32) : \( X \notin S_i \). Hence, schedule \( s(a) \) may be synthesized such that \( s(A) \cap s(X) = \emptyset \). According to (33) : \( (A,X) \in L_j^2 \), which induces a conflict in mode \( M_j \). Hence, we can conclude that no sets \( \widetilde{VL} \) smaller than \( VL \) are sufficient to satisfy (24).

Overall, this shows that the virtual legacy sets \( \widetilde{VL} \) as defined in (26) are both necessary and sufficient for the schedule synthesis method to satisfy (24), that is, to guarantee that inheritance of schedules from legacy applications does not lead to conflicts in lower-priority modes. In other words, \( \widetilde{VL} \) from (26) defines the sets of minimally restrictive constraints such that \( Sched() \) as defined in (25) satisfies (24). This completes the proof of Theorem 9.
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Abstract
Automotive and avionics embedded systems are usually composed of several tasks that are subject to complex timing constraints. In this context, the LET paradigm was introduced to improve the determinism of a system of tasks that communicate data through shared variables. The age latency corresponds to the maximum time for the propagation of data in these systems. Its precise evaluation is an important and challenging question for the design of these systems.

We consider in this paper a set of multi-periodic tasks that communicate data following the LET paradigm. Our main contribution is the development of mathematical and algorithmic tools to model precisely the dependency between tasks executions to experiment with an original methodology for computing the age latency of the system. These tools allow to handle the whole graph instead of particular chains and to extract automatically the critical parts of the graph. Experiments on randomly generated graphs indicate that systems with up to 90 periodic tasks and a hyperperiod bounded by 100 can be handled within a reasonable amount of time.
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1 Introduction

A real-time system is a system that responds in a timely fashion to external events created by its environment [18]. In various contexts such as avionics or automotive, these systems must verify hard timing constraints. Their design and analysis are usually complex processes that require efficient methods.

We consider in this paper a set \( T \) of periodic tasks with different periods that are executed following the model of Liu and Layland [19]. A directed acyclic graph \( G = (T, E) \) defines communication links between task executions. Each arc \( (t_i, t_j) \in E \) between the two tasks \( t_i \) and \( t_j \) is associated to a shared memory variable that is modified by \( t_i \) and read by \( t_j \). We assume that each execution of \( t_i \) updates the variable at its completion time, while each execution of \( t_j \) reads it at its starting time. This communication scheme, usually known as “implicit communication” follows the AUTOSAR requirements [1] and is commonly used for the design of automotive real-time systems.

However, the instants of the exchanges between tasks depend on the successive starting and completion times of the tasks, and are thus not predictable. The Logical Execution Time (LET) paradigm [15] delays writes to the periodic deadlines of the tasks and advances reads to their periodic release dates. The communication instants are then fixed before the execution of the tasks and the system is deterministic. This communication scheme was implemented by the time-triggered language Giotto [12]. This timing predictability makes it particularly suitable for safety-critical applications. This model was thus considered in
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industrial domains like automotive [4, 10] and avionics [13, 23]. We suppose in this paper that tasks are periodic with different periods and that all communications follow the LET paradigm.

A real-time system usually communicates with its environment through sensors that detect events and actuators that transduce its reactions. Paths from a sensor to an actuator are usually referred to as event chains (see, for example, [10]). The time needed to propagate data from a sensor to an actuator is closely related to the reaction delay of the system. Several measures can be defined to capture these delays, as presented by Feiertag et al. [8]. We limit our study to the age latency, also called the end-to-end latency, which is the maximum time interval from a specific input value on a sensor to the last corresponding output value. It can be interpreted as the maximum delay that a specific data element spends in the system. This value measures the freshness of data producing a response of the system, and ensures that the actions of actuators are not too old.

The main contribution of the paper is to develop a general framework to model communications on successive task executions using LET communications for a general task dependency graph. The computation of the age latency of the application can then be seen as an example of a concrete application. This value cannot be defined in the presence of cycles in the dependency graph, thus graphs are assumed to be cycle-free. However, the transformations presented in this paper can be considered for general graphs. Observe that most of authors limit their methods to a single event chain [2, 8, 20].

Indeed, we first prove that dependencies induced by a LET communication \( e = (t_i, t_j) \in E \) between the successive executions of \( t_i \) and \( t_j \) can be modelled by an original simple inequality involving parameters of the tasks \( t_i \) and \( t_j \) and the execution numbers considered.

Then, it can be observed that, if \( T_i \) denotes the period of task \( t_i \), these dependency relations between task executions are repeated within the hyperperiod \( T = \text{lcm}_{t_i \in \mathcal{T}}(T_i) \). An expanded valued graph \( \mathcal{P}_{\mathcal{N}}(\mathcal{G}) \) can then be built by duplicating each task \( N_i \) \( \frac{T_i}{T} \) times. We prove in this paper that setting any vector \( K \) with \( K_i \in \mathbb{N} - \{0\} \) for any \( t_i \in \mathcal{T} \), a partial expanded graph \( \mathcal{P}_K(\mathcal{G}) \) can be built by duplicating each task \( K_i \) times. Each arc of this graph includes the modelling of the dependency relation between the corresponding executions of its adjacent task duplicates. This partial expanded graph is inspired from Bodin et al. [5] and de Groote [7] for Synchronous DataFlow Graphs [17], for which the initial inequality modelling dependency is slightly different.

Subsequently, we show that upper bounds on the latency between adjacent duplicates of \( \mathcal{P}_K(\mathcal{G}) \) can be derived and considered as a valuation of the arcs. The longest paths of \( \mathcal{P}_K(\mathcal{G}) \) then provide an upper bound on the latency. However, the computation of these paths has a time complexity proportional to \( \sum_{e=(t_i,t_j) \in E} K_i \times K_j \). The main problem is then to find the value of \( K \) that minimises this function with an exact evaluation of the age latency.

We first prove that our study can be limited to vectors \( K \) such that, for any task \( t_i \), \( K_i \) divides \( N_i \). We then develop a greedy algorithm that converges to a vector \( K^* \) that provides the exact value of the age latency. This algorithm can be seen as an adaptation of the K-iter algorithm [6] for the determination of the maximum throughput of a Synchronous DataFlow Graph, which is up to now one of the best algorithms to solve this latter problem. Our algorithm was experimentally tested on randomly generated graphs with periods inspired from automotive real-life benchmarks [11, 16].

Our paper is organised as follows. Section 2 presents related work. The problem and our characterisation of the dependencies between tasks executions are presented in Section 3. Section 4 is devoted to the construction of the partial expanded graph \( \mathcal{P}_K(\mathcal{G}) \) for any fixed vector \( K \). It is shown in Section 5 that exploration can be limited to \( K \) vectors such that,
for any task $t_i \in \mathcal{T}$, $K_i$ is a divisor of $N_i$. Section 6 presents our greedy algorithm for the computation of a vector $K^*$ leading to the exact value of the age latency. In section 7, we experiment with this algorithm on the ROSACE case study. Section 8 presents experiments on randomly generated graphs. Section 9 is our conclusion.

2 Related work

The evaluation of the age latency of an event chain is a challenging question tackled by several authors. Feiertag et al. [8] first introduced the definition of dependency between tasks of an event chain and four metrics to evaluate the delay between a sensor and an actuator. Becker et al. [2] developed a general framework to evaluate the age latency of an event chain using feasible intervals. They built an expanded graph by evaluating the possible propagation of input data by the successive executions of tasks. They tested in [3] their approach against the evaluation of the latency of a fixed schedule or under the LET hypothesis. They concluded that if there is no information on the communications or on the schedule, a pessimistic value of the age latency will be obtained, which is very similar to the value obtained using the LET paradigm. However, the computation time grows exponentially with the number of tasks if an enumeration is needed, while it remains constant for the LET paradigm.

Under the LET assumption, the times of the communications between tasks are known before the executions of the tasks. This strong assumption allows to characterise the dependencies between tasks if their parameters are fixed. Martinez et al. [20] gave a formal characterisation of the dependencies between tasks in an event chain using time instants. They then derived the age latency by enumerating all the possible paths of the corresponding expanded graph. They also proved that the release times influence the age latency and they developed a heuristic to fix them in order to minimise it.

Many practical applications are composed of graphs with no particular assumption on their structure [16, 22]. None of these previous approaches can be easily extended to these graphs. Indeed, the number of paths between two vertices is potentially exponential. The complexity of a method that enumerates all the paths for evaluating their age latency will thus grow exponentially following the parameters of the graph. Anyway, mainly two frameworks referenced below are capable of tackling such applications.

Pagetti et al. [21] have developed a language to express the constraints and a multi-periodic synchronous model to represent the whole system for a general graph. The size of the description of the communications is then equivalent to the one of the expanded graph $P_N(\mathcal{G})$. Forget et al. [9] showed that this approach supports several metrics.

Khatib et al. [14] proved that constraints between the successive executions of two adjacent tasks can be modelled using a Synchronous DataFlow Graph [17]. Our equation is slightly different since for any arc $e = (t_i, t_j)$, they did not not consider the successive constraints between two adjacent tasks if $T_i > T_j$, dealing only with precedence constraints. They then computed the age latency using the expansion of the Synchronous DataFlow Graph which is equivalent to $P_N(\mathcal{G})$. They also proposed the computation of a polynomial upper bound on the age latency equivalent to the determination of the longest paths of $P_{\lambda^*}(\mathcal{G})$ with $n = |\mathcal{T}|$. Lastly, they showed that the difference between this bound and the age latency is on average between 10 and 15 percent. This result motivates the development of efficient methods to evaluate more precisely the age latency of a graph $\mathcal{G}$. 
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3 Modelling of the system

This section formally presents the problem tackled in this paper. Subsection 3.1 defines the periodic tasks model considered according to LET restrictions. Subsection 3.2 is dedicated to the definition of the dependency relation between the successive executions of two adjacent tasks. Subsection 3.3 formally defines the age latency of a graph. Subsection 3.4 is devoted to the definition of the problem and the presentation of a small pedagogical example.

3.1 Periodic tasks model considering LET communications

Let us consider a set $T = \{t_1, \ldots, t_n\}$ of real-time periodic tasks following the model of Liu and Layland [19]. Each task $t_i \in T$ is characterised by a quadruple $(r_i, C_i, D_i, T_i)$ such that:

- $r_i$ is the release date (the offset) of the first execution of $t_i$;
- $C_i$ is the worst-case execution time of $t_i$;
- $D_i$ is the relative deadline of $t_i$;
- $T_i$ is the period of $t_i$.

For any value $n \in \mathbb{N} - \{0\}$, we denote by $(t_i, n)$ the nth execution of $t_i$ and by $s(t_i, n)$ its starting time. The execution of $(t_i, n)$ must be scheduled in its time window, that is $r_i + (n-1) \times T_i \leq s(t_i, n)$ and $s(t_i, n) + C_i \leq D_i + (n-1) \times T_i$.

The LET communication model separates task executions from communications. In this model, data are read at the release dates of reading tasks and written at the deadlines of writing tasks. Moreover, reading tasks always get the last emitted data. The main advantage of this model is to define a deterministic communications system even if tasks are delayed inside their time windows.

In this paper, we only consider LET communications and we limit the characterization of tasks to their successive time windows. The execution time associated to the nth execution of $t_i$ is then set to its release date, that is, $S(t_i, n) = r_i + (n-1) \times T_i$. Similarly, the completion time is fixed to $S(t_i, n) + D_i$. Each task $t_i$ is then given by the triple $(r_i, D_i, T_i)$.

3.2 LET dependencies

Communications are expressed by a directed graph $G = (T, E)$. Each arc $e = (t_i, t_j) \in E$ induces dependencies between executions of $t_i$ and $t_j$, defined as follows:

\begin{definition}
Let us suppose that $e = (t_i, t_j) \in E$ and that $\nu_i$ and $\nu_j$ are two positive integers. There exists a dependency relation from $(t_i, \nu_i)$ to $(t_j, \nu_j)$ if $(t_j, \nu_j)$ receives data from $(t_i, \nu_i)$ that is if:

1. The execution time of $(t_j, \nu_j)$ is greater than or equal to the completion time of $(t_i, \nu_i)$ and
2. the execution time of $(t_i, \nu_i + 1)$ is greater than the completion time of $(t_j, \nu_j)$ (since the data element from $(t_i, \nu_i + 1)$ is not available for $(t_j, \nu_j)$).
\end{definition}

Figure 1 presents successive time windows of the first executions of two periodic tasks $t_1$ and $t_2$ with a LET communication $e = (t_1, t_2) \in E$. Since $T_1 > T_2$ a single write from $t_1$ can be read by several executions of $t_2$. As an example, there is a dependency from $(t_1, 2)$ to $(t_2, 4)$ since $(t_1, 2)$ ends before the beginning of $(t_2, 4)$ and the data written by $(t_1, 3)$ is not available at the beginning of $(t_2, 4)$.

The next theorem characterises the dependency relation between the executions of two communicating tasks using the parameters of the executions:
The inequality of Theorem 2 is
\[
\langle r_i - r_j + D_i \rangle \times \gcd(T_i, T_j)
\]
Thus, for inequality. For executions of \(e\), merging the two inequalities gives the theorem.
\[
\langle r_i - r_j + D_i \rangle = \gcd(T_i, T_j)
\]
Following Definition 1, there exists a dependency from \(t_i, t_j\) to \(t_j, t_i\) iff \(T_i \geq M^e + T_i t_i - T_j t_j > 0\).

**Theorem 2.** Let \(e = (t_i, t_j) \in E\), \(\gcd(T_i, T_j)\) and the delay of \(e\), \(M^e = T_j + \left[\frac{r_i - r_j + D_i}{\gcd(T_i, T_j)}\right] \times \gcd(T_i, T_j)\). For any pair \((\nu_i, \nu_j) \in \mathbb{N} - \{0\} \times \mathbb{N} - \{0\}\), there exists a dependency from \(t_i, t_j\) to \(t_j, t_i\) iff \(T_i \geq M^e + T_i \nu_i - T_j \nu_j > 0\).

**Proof.** Following Definition 1, there exists a dependency from \(t_i, t_j\) to \(t_j, t_j\) if:

1. \((t_i, t_j)\) begins after the completion of \((t_j, t_i)\), thus \(S(t_i, t_i) + D_i \leq S(t_j, t_j)\). Since \(S(t_i, t_i) = r_i (\nu_i - 1) \times T_i\) and \(S(t_j, t_j) = r_j (\nu_j - 1) \times T_j\), we get
   \[
   r_i + (\nu_i - 1) \times T_i + D_i \leq r_j + (\nu_j - 1) \times T_j,
   \]
   thus,
   \[
   T_i \geq T_j + (r_i - r_j + D_i) + T_i \nu_i - T_j \nu_j,
   \]
   and since in the inequality above only \(r_i - r_j + D_i\) cannot be divided by \(\gcd(T_i, T_j)\), we obtain that \(T_i \geq M^e + T_i \nu_i - T_j \nu_j\).

2. The completion time of \((t_i, t_i + 1)\) is strictly greater than the execution time of \((t_j, t_j)\), thus \(S(t_i, t_i + 1) + D_i > S(t_j, t_j)\) and then
   \[
   r_i + \nu_i T_i + D_i > r_j + (\nu_j - 1) \times T_j,
   \]
   thus,
   \[
   T_j + (r_i - r_j + D_i) + T_i \nu_i - T_j \nu_j > 0.
   \]
   Since \(M^e \geq T_j + (r_i - r_j + D_i)\), \(M^e + T_i \nu_i - T_j \nu_j > 0\).

Merging the two inequalities gives the theorem.

Let us consider, for example, the two tasks \(t_1\) and \(t_2\) with the LET communication \(e = (t_1, t_2)\) presented in Figure 1. We get \(\gcd(T_1, T_2) = \gcd(3, 4) = 1\) and \(M^e = 3 + (0 - 1 + 3) = 5\).

The inequality of Theorem 2 is \(4 \geq 5 + 4\nu_1 - 3\nu_2 \geq 0\). One can observe that the first executions of \(t_1\) and \(t_2\) with a dependency relation correspond to the pairs that verify this inequality. For \((\nu_1, \nu_2) = (1, 2)\), we get \(5 + 4\nu_1 - 3\nu_2 = 5 + 4 - 6 = 3 \in \{1, \ldots, 4\}\). Similarly, for \((\nu_1, \nu_2) = (2, 3)\), we get \(5 + 4\nu_1 - 3\nu_2 = 5 + 8 - 9 = 4 \in \{1, \ldots, 4\}\). Now, if we consider \((\nu_1, \nu_2) = (2, 5)\), \(5 + 4\nu_1 - 3\nu_2 = 5 + 8 - 15 = -2 \not\in \{1, \ldots, 4\}\) and there is no dependency from \((t_1, 2)\) to \((t_2, 5)\).
3.3 Age latency

Let us suppose that \( e = (t_i, t_j) \in E \) and let \( \mathcal{R}(e) \) be the set of pairs \( (\nu_i, \nu_j) \in (\mathbb{N} - \{0\})^2 \) such that \( e \) induces a dependency from \( (t_i, \nu_i) \) to \( (t_j, \nu_j) \). Then, for any pair \( (\nu_i, \nu_j) \in \mathcal{R}(e) \), we define the latency of \( e \) between the executions \( (t_i, \nu_i) \) and \( (t_j, \nu_j) \) as

\[
\mathcal{L}_{\nu_i, \nu_j}(e) = S(t_j, \nu_j) - S(t_i, \nu_i) = r_j - r_i + T_i - T_j - (T_i\nu_i - T_j\nu_j).
\]

Now, for any path \( p = t_1t_2\ldots t_k \) of \( \mathcal{G} \), we set \( e_\ell = (t_\ell, t_{\ell+1}) \) for the corresponding arcs with \( \ell \in \{1, \ldots, k-1\} \). We define \( \mathcal{R}(p) \) as the set of \( k \)-tuples \( (\nu_1, \ldots, \nu_k) \in (\mathbb{N} - \{0\})^k \) such that \( \forall \ell \in \{1, \ldots, k-1\} \), \( (\nu_\ell, \nu_{\ell+1}) \in \mathcal{R}(e_\ell) \). Then, for any \( k \)-tuple \( (\nu_1, \ldots, \nu_k) \in \mathcal{R}(p) \), we have

\[
\mathcal{L}_{\nu_1, \ldots, \nu_k}(p) = \sum_{\ell=1}^{k-1} \mathcal{L}_{\nu_{\ell}, \nu_{\ell+1}}(e_\ell) + D_k.
\]

The age latency of a path \( p \) of \( \mathcal{G} \) is then defined as the maximum time interval from a specific input value \( (t_1, \nu_1) \) to the end of the output value \( (t_1, \nu_1) \), thus

\[
\mathcal{L}^*(p) = \max\{\mathcal{L}_{\nu_1, \ldots, \nu_k}(p), (\nu_1, \ldots, \nu_k) \in \mathcal{R}(p)\}
\]

and the maximum latency of a directed graph \( \mathcal{G} \) corresponds to

\[
\mathcal{L}^*(\mathcal{G}) = \max\{\mathcal{L}^*(p), p \text{ path of } \mathcal{G}\}.
\]

Let us observe that, if the initial graph \( \mathcal{G} \) contains cycles, its latency may not be bounded. Indeed, infinite paths \( p \) can be built in this case by looping in the cycles and the latency cannot be defined. So, we suppose in the following that \( \mathcal{G} \) is acyclic. Moreover, since the latency between two executions is positive, \( \mathcal{L}^*(\mathcal{G}) \) is reached for a path \( p \) such that \( t_1 \) has no predecessor and \( t_k \) no successor.

If \( \mathcal{G} \) contains cycles, other definitions of the latency could be considered as “last-to-first” or “first-to-first”, following Feiertag et al.’s definition [8]. The methodology and the algorithms presented in this paper can clearly be extended to tackle these cases and the existence of cycles does not complicate most of the reasoning.

3.4 Problem definition and example

The problem tackled in this paper can be formalised as follows: let us consider a directed acyclic graph \( \mathcal{G} = (\mathcal{T}, E) \), each arc modelling a LET communication. Each periodic task \( t_i \in \mathcal{T} \) is associated to a triple \( (r_i, D_i, T_i) \). The problem is to compute the maximal age latency \( \mathcal{L}^*(\mathcal{G}) \).

Figure 2 presents an instance of our problem comprising four periodic tasks and the associated directed acyclic graph \( \mathcal{G} \). Dependency relations between the first executions of tasks \( t_1 \), \( t_2 \) and \( t_4 \) are shown in Figure 3, following the path \( p = t_1t_2t_4 \) of \( \mathcal{G} \). The latency of the path from \( (t_1, 1) \) to \( (t_4, 1) \) is \( \mathcal{L}_{1,2,1}(p) = S(t_4, 1) - S(t_1, 1) + 3 = 3 - 0 + 3 = 6 \). In the same way, the latency of the path \( p \) from \( (t_1, 3) \) to \( (t_4, 2) \) is \( \mathcal{L}_{3,5,2}(p) = S(t_4, 2) - S(t_1, 3) + 3 = 6 - 4 + 3 = 5 \). We deduce that \( \mathcal{L}^*(p) = 6 \).

4 Construction of a partial expanded graph

The aim of this section is to detail and prove the construction of a partial expanded graph \( P_K(\mathcal{G}) \) associated to a fixed vector \( K \in (\mathbb{N} - \{0\})^n \). The main idea is to duplicate each task \( t_i \), \( K_i \) times and to express the dependencies directly on duplicates.
This difference is composed by a linear function of \( r_i \). Subsection 4.3 formally defines the partial expanded graph \( K \).

4.1 Characterisation of the dependency relations between duplicates of the two adjacent tasks. An upper bound on the latency between two duplicates corresponding to dependant executions is then evaluated in Subsection 4.2. Subsection 4.3 formally defines the partial expanded graph \( P_\nu (G) \) associated with a vector \( K \), while subsection 4.4 evaluates the complexity of its computation.

4.1 Characterisation of the dependencies between duplicates of the partial expanded graph

Let us suppose that for any task \( t_i \), a number of duplicates \( K_i \in \mathbb{N} \) is fixed. Then, for any \( a_i \in \{1, \ldots, K_i\} \), the \( a_i \)th duplicate of \( t_i \) is simply associated to the executions \( a_i + pK_i \) for \( p \in \mathbb{N} \). For example, let us suppose that the task \( t_2 \) has a fixed number of duplicates \( K_2 = 4 \). For any value \( a_2 \in \{1, 2, 3, 4\} \), we merge into a unique duplicate all the executions \( \langle t_2, a_2 + pK_2 \rangle \) for \( p \in \mathbb{N} \). For \( a_2 = 1 \), it corresponds to executions \( \langle t_2, 1 \rangle, \langle t_2, 5 \rangle, \langle t_2, 9 \rangle \ldots \langle t_2, 1 + 4p \rangle \).

Now, suppose that \( K_2 = 4 \), \( K_4 = 2 \). We aim to characterize the dependencies from duplicates of \( t_2 \) to duplicates of \( t_4 \) due to the LET communication \( e = \langle t_2, t_4 \rangle \). We observe in Figure 3 that there exists a dependency from \( \langle t_2, 11 \rangle \) to \( \langle t_4, 4 \rangle \). Moreover, \( 11 = 3 + 2 \times 4 \) and \( 4 = 2 + 1 \times 2 \). So, we set \( a_2 = 3 \), \( a_4 = 2 \) and we look to characterize dependencies from executions \( \nu_2 = a_2 + p_2K_2 = 3 + 4p_2 \) of \( t_2 \) to executions \( \nu_4 = a_4 + p_4K_4 = 2 + 2p_4 \) of \( t_4 \).

Following Theorem 2, the delay associated to \( e \) is \( M^e = 3 + \lceil \frac{1 + 0.5}{1} \rceil = 2 \). Moreover, there exists a dependency from \( \langle t_2, \nu_2 \rangle \) to \( \langle t_4, \nu_4 \rangle \) if and only if \( T_2 + M^e = T_2\nu_2 - T_4\nu_4 \geq 0 \).

Now, with these previous assumptions, \( T_2\nu_2 - T_4\nu_4 = (3+4p_2) - 3(2+2p_4) = (4p_2 - 6p_4) - 3 \). This difference is composed by a linear function of \( p_2 \) and \( p_4 \) and a constant term equal to 3.
These two terms are characterized in next lemma. Moreover, since \(T_2 = 1\) we observe that, \(M^e + T_2v_2 - T_4 = (4p_2 - 6p_4) - 1 = 1\), and thus \(4p_2 - 6p_4 = 2\).

The conclusion is that there exists a dependency from \(\langle t_2, 3 + 4p_2 \rangle\) to \(\langle t_4, 2 + 2p_4 \rangle\) if and only if \(4p_2 - 6p_4 = 2\). Theorem 5 generalizes this characterization to any LET communication between two communicating tasks.

**Lemma 3.** Consider \(e = (t_i,j) \in E\) and let \(gcd_T^e\) (resp., \(gcd_K^e\)) be the greatest common divisor between \(T_i\) and \(T_j\) (resp., \(K_iT_i\) and \(K_jT_j\)). Let \(\nu_i = a_i + p_iK_i\) and \(\nu_j = a_j + p_jK_j\) with \((a_i, a_j) \in \{1, \ldots, K_i\} \times \{1, \ldots, K_j\}\) and \((p_i,p_j) \in \mathbb{N} \times \mathbb{N}\). Let us define the four values

- \(\alpha_e(a_i,a_j) = \frac{T_ja_i - T_ia_j}{gcd_T^e}\),
- \(\pi_e(p_i,p_j) = \frac{T_i p_i K_i + T_j p_j K_j}{gcd_K^e}\),
- \(\pi_e^{\text{max}}(a_i,a_j) = \left\lfloor \frac{-M^e + T_i - \alpha_e(a_i,A_j) \cdot gcd_T^e}{gcd_K^e} \right\rfloor\) and
- \(\pi_e^{\text{min}}(a_i,a_j) = \left\lceil \frac{-M^e + gcd_T^e + \alpha_e(a_i,a_j) \cdot gcd_T^e}{gcd_K^e} \right\rceil\).

If \(e\) induces a dependency from \(\langle t_i, \nu_i \rangle\) to \(\langle t_j, \nu_j \rangle\), then

\[ T_i\nu_i - T_j\nu_j = \pi_e(p_i,p_j) \cdot gcd_K^e + \alpha_e(a_i,a_j) \cdot gcd_T^e \]

with \(\pi_e(p_i,p_j) \in \{\pi_e^{\text{min}}(a_i,a_j), \ldots, \pi_e^{\text{max}}(a_i,a_j)\}\).

**Proof.** By definition of \(\nu_i\) and \(\nu_j\),

\[ T_i\nu_i - T_j\nu_j = T_i \times (a_i + K_i p_i) - T_j \times (a_j + K_j p_j) = (T_iK_i p_i - T_j K_j p_j) + (T_i a_i - T_j a_j) = \pi_e(p_i,p_j) \cdot gcd_K^e + \alpha_e(a_i,a_j) \cdot gcd_T^e. \]

By Theorem 2, \(T_i - M^e \geq T_i \nu_i - T_j \nu_j \geq -M^e\). Thus, since all the terms of this inequality are divisible by \(gcd_T^e\), it is equivalent to \(T_i - M^e \geq T_i \nu_i - T_j \nu_j \geq -M^e + gcd_T^e\) and we get

\[ T_i - M^e \geq \pi_e(p_i,p_j) \cdot gcd_K^e + \alpha_e(a_i,a_j) \cdot gcd_T^e \geq -M^e + gcd_T^e. \]

From the right part of the inequality,

\[ \pi_e(p_i,p_j) \geq \frac{-M^e + gcd_T^e - \alpha_e(a_i,a_j) \cdot gcd_T^e}{gcd_K^e}. \]

Since \(\pi_e(p_i,p_j)\) is an integer, we can tighten the lower bound of \(\pi_e(p_i,p_j)\) by

\[ \pi_e(p_i,p_j) \geq \left\lceil \frac{-M^e + gcd_T^e - \alpha_e(a_i,a_j) \cdot gcd_T^e}{gcd_K^e} \right\rceil = \pi_e^{\text{min}}(a_i,a_j). \]

In the same way, the left part of the previous inequality is

\[ \frac{T_i - M^e - \alpha_e(a_i,a_j) \cdot gcd_T^e}{gcd_K^e} \geq \pi_e(p_i,p_j). \]

Since \(\pi_e(p_i,p_j)\) is an integer, we can tighten the upper bound on \(\pi_e(p_i,p_j)\) by

\[ \left\lfloor \frac{T_i - M^e - \alpha_e(a_i,a_j) \cdot gcd_T^e}{gcd_K^e} \right\rfloor \geq \pi_e(p_i,p_j) \]

So we get \(\pi_e^{\text{max}}(a_i,a_j) \geq \pi_e(p_i,p_j)\) and the lemma is proved. \(\blacksquare\)
Table 1 Values $\alpha_e(a_2, a_4)$, $\pi_{e}^{\text{max}}(a_2, a_4)$ and $\pi_{e}^{\text{min}}(a_2, a_4)$ for $a_2 \in \{1, 2, 3, 4\}$ and $a_4 \in \{1, 2\}$.

<table>
<thead>
<tr>
<th>$a_2$</th>
<th>$a_4$</th>
<th>$\alpha_e(a_2, a_4)$</th>
<th>$\pi_{e}^{\text{max}}(a_2, a_4)$</th>
<th>$\pi_{e}^{\text{min}}(a_2, a_4)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>-2</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>-3</td>
<td>-2</td>
<td>-2</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>-1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
</tbody>
</table>

Consider as an example, the arc $e = (t_2, t_4)$ of the example shown in Figure 2 with fixed values $K_2 = 4$ and $K_1 = 2$. We get $\gcd T = \gcd(1, 3) = 1$, $\gcd K = \gcd(4, 6) = 2$ and $M^e = 2$. The corresponding values of $\alpha_e(a_2, a_4)$, $\pi_{e}^{\text{max}}(a_2, a_4)$ and $\pi_{e}^{\text{min}}(a_2, a_4)$ are shown in Table 1.

For the pair $(a_2, a_4) = (3, 2)$, suppose that there exists a dependency from $(t_2, \nu_2)$ to $(t_4, \nu_4)$ with $v_2 = a_2 + p_2 K_2 = 3 + 4 p_2$ and $v_4 = a_4 + p_4 K_4 = 2 + 2 p_4$.

$T_2 \nu_2 - T_4 \nu_4 = \nu_2 - 3 \nu_4 = (3 + 4 p_2) - 3(2 + 2 p_4) = 2(2p_2 - 3p_4) - 3 = \gcd K \cdot \pi(e)(p_2, p_4) - \alpha_e(3, 2)$. 

As $\pi_{e}^{\text{max}}(3, 2) = \pi_{e}^{\text{min}}(3, 2) = 1$, the only possible value for $\pi_e(p_2, p_4)$ is 1, thus $\pi_e(p_2, p_4) = 2p_2 - 3p_4 = 1$.

Consider now the pair $(a_2, a_4) = (1, 1)$. Then, since $\pi_{e}^{\text{max}}(1, 1) < \pi_{e}^{\text{min}}(1, 1)$, such a decomposition is impossible; a simple consequence of Lemma 3 is that there is no dependency relation between executions $(t_2, 1 + p_2 K_2)$ and $(t_4, 1 + p_4 K_4)$.

We observe in Figure 3 that there exist dependencies $(t_2, 2) \rightarrow (t_4, 1)$, $(t_2, 8) \rightarrow (t_4, 3)$ and $(t_2, 11) \rightarrow (t_4, 4)$. They correspond respectively to the pairs $(a_2, a_4) = (2, 1)$, $(a_2, a_4) = (1, 2)$, $(a_2, a_4) = (4, 1)$ and $(a_2, a_4) = (3, 2)$. For all these pairs, one can check that $\pi_{e}^{\text{max}}(a_2, a_4) \geq \pi_{e}^{\text{min}}(a_2, a_4)$.

For the general case, a consequence of Lemma 3 is that there is no dependency between executions $(t_i, a_i + p_i K_i)$ and $(t_j, a_j + p_j K_j)$ if $\pi_{e}^{\text{max}}(a_i, a_j) < \pi_{e}^{\text{min}}(a_i, a_j)$. Thus, let us define

$\mathcal{A}(e) = \{(a_i, a_j) \in \{1, \ldots, K_i\} \times \{1, \ldots, K_j\} \mid \pi_{e}^{\text{max}}(a_i, a_j) \geq \pi_{e}^{\text{min}}(a_i, a_j)\}$.

For our particular case, $\mathcal{A}(e) = \{(2, 1), (1, 2), (4, 1), (3, 2)\}$.

The next lemma is the converse of Lemma 3.

**Lemma 4.** Let $e = (t_i, t_j) \in E$ and $(a_i, a_j) \in \mathcal{A}(e)$. For any integer value $\pi \in \{\pi_{e}^{\text{min}}(a_i, a_j), \ldots, \pi_{e}^{\text{max}}(a_i, a_j)\}$, there exists an infinite number of pairs $(p_i, p_j) \in \mathbb{N}^2$ such that $\pi = \pi_e(p_i, p_j)$. Moreover, setting $\nu_i = a_i + p_i K_i$ and $\nu_j = a_j + p_j K_j$, $e$ induces a dependency from $(t_i, \nu_i)$ to $(t_j, \nu_j)$.

**Proof.** By Bezout’s identity, there exists $(x, y) \in \mathbb{Z}^2$ such that $x K_i T_i + \pi y K_j T_j = \gcd K$ and thus $x K_i T_i + \pi y K_j T_j = \pi \cdot \gcd K$.

For $x \in \mathbb{N}$, let us define $p_i = x K_i + K_j$ and $p_j = y K_j T_j$. Let us also consider values $\nu_i$ and $\nu_j$ such that $\nu_i = a_i + p_i K_i$ and $\nu_j = a_j + p_j K_j$. For $z$ sufficiently large ($z \geq z_0$), $p_i \geq 1$ and $p_j \geq 1$, and thus $\nu_i$ and $\nu_j$ are both greater than 1. Then,

$T_i p_i K_i - T_j p_j K_j = K_i T_i (x K_i + K_j) - K_j T_j (-y K_j T_j) = x \pi K_i T_i + y \pi K_j T_j = \pi \cdot \gcd K$, 
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thus $\pi = \pi_e(p_i, p_j)$. Now,

$$T_i \nu_i - T_j \nu_j = a_i T_i - a_j T_j + K_i T_i p_i - K_j T_j p_j = a_i T_i - a_j T_j + \pi \cdot \text{gcd}_K$$

and thus, by definition of $\alpha_e$, $T_i \nu_i - T_j \nu_j = \alpha_e(a_i, a_j) \cdot \text{gcd}_T + \pi \cdot \text{gcd}_K$. Recall now that $\pi \in \{\pi_e^\text{min}(a_i, a_j), \ldots, \pi_e^\text{max}(a_i, a_j)\}$, thus

$$T_i \nu_i - T_j \nu_j \leq \alpha_e(a_i, a_j) \cdot \text{gcd}_T + \pi \cdot \text{gcd}_K,$$

and, since $\pi_e^\text{max}(a_i, a_j) \cdot \text{gcd}_K \leq -M^e + T_i - \alpha_e(a_i, a_j) \cdot \text{gcd}_T$,

$$T_i \nu_i - T_j \nu_j \leq -M^e + T_i.$$  \hspace{1cm} (2)

Similarly, since $\pi_e^\text{min}(a_i, a_j) \cdot \text{gcd}_K \geq -M^e + \text{gcd}_T - \alpha_e(a_i, a_j) \cdot \text{gcd}_T$,

$$T_i \nu_i - T_j \nu_j \geq \pi_e^\text{min}(a_i, a_j) \cdot \text{gcd}_K + \alpha_e(a_i, a_j) \cdot \text{gcd}_T \geq -M^e + \text{gcd}_T > -M^e.$$  \hspace{1cm} (3)

From equations (2) and (3), we have $T_i \geq M^e + T_i \nu_i - T_j \nu_j > 0$ and by Theorem 2 there is a dependency from $\langle t_i, \nu_i \rangle$ to $\langle t_j, \nu_j \rangle$. The lemma is proved.

From Lemmas 3 and 4, we deduce the following main theorem:

\textbf{Theorem 5.} Let $t_i$ and $t_j$ be two tasks such that $t_i$ (resp.$t_j$) is duplicated $K_i$ (resp.$K_j$) times. Let $e = (t_i, t_j) \in E$ and $(a_i, a_j) \in \{0, \ldots, K_i\} \times \{0, \ldots, K_j\}$. There exists a dependency relation from $\langle t_i, \nu_i \rangle$ to $\langle t_j, \nu_j \rangle$ for $(p_i, p_j) \in \mathbb{N}^2$ iff $\pi_e^\text{min}(a_i, a_j) \leq \pi_e(p_i, p_j) \leq \pi_e^\text{max}(a_i, a_j)$.

4.2 Upper bound on the latency

For any arc $e = (t_i, t_j) \in E$ and any pair $(a_i, a_j) \in \mathcal{K}(e)$, Theorem 5 gives the existence of a dependency from some executions $\langle t_i, \nu_i \rangle$ to $\langle t_j, \nu_j \rangle$ with $\nu_i = a_i + p_i K_i$ and $\nu_j = a_j + p_j K_j$.

In order to evaluate the age latency of the whole graph $\mathcal{G}$, the next theorem evaluates the maximum latency associated to these executions of $t_i$ and $t_j$.

\textbf{Theorem 6 (Upper bound on the latency between two tasks).} Let $t_i$ and $t_j$ be two tasks such that $t_i$ (resp.$t_j$) is duplicated $K_i$ (resp.$K_j$) times. Let also $e = (t_i, t_j) \in E$ and $(a_i, a_j) \in \mathcal{K}(e)$. Then

$$L_{(a_i, a_j)}^\text{max}(e) = r_j - r_i + T_i - T_j - (\pi_e^\text{min}(a_i, a_j) \cdot \text{gcd}_K + \alpha_e(a_i, a_j) \cdot \text{gcd}_T)$$

is the maximal value of the latency $L_{\nu_i, \nu_j}(e)$ for $(\nu_i, \nu_j) \in \mathcal{R}(e)$ with $\nu_i = a_i \text{ mod } K_i$ and $\nu_j = a_j \text{ mod } K_j$.

\textbf{Proof.} By Equation (1), the latency between executions $\langle t_i, \nu_i \rangle$ and $\langle t_j, \nu_j \rangle$ for $(\nu_i, \nu_j) \in \mathcal{R}(e)$ is $L_{\nu_i, \nu_j}(e) = r_j - r_i + T_i - T_j - (T_i \nu_i - T_j \nu_j)$. Assuming that $\nu_i = a_i + p_i K_i$ and $\nu_j = a_j + p_j K_j$ with $(p_i, p_j) \in \mathbb{N}^2$ we have by Lemma 3 that

$$L_{\nu_i, \nu_j}(e) = r_j - r_i + T_i - T_j - (\pi_e(p_i, p_j) \cdot \text{gcd}_K + \alpha_e(a_i, a_j) \cdot \text{gcd}_T) \hspace{1cm} (4)$$

By Theorem 5, $\pi_e(p_i, p_j) \in \{\pi_e^\text{min}(a_i, a_j), \ldots, \pi_e^\text{max}(a_i, a_j)\}$. We conclude that $L_{\nu_i, \nu_j}(e)$ is maximum for $\pi_e(p_i, p_j) = \pi_e^\text{min}(a_i, a_j)$ and the theorem is proved.

\hfill $\blacktriangle$
4.3 Definition of the partial expanded graph

We suppose that the vector $K \in (\mathbb{N} - \{0\})^n$ is fixed. The associated expanded graph $P_K(G) = (V, B, L^{\text{max}})$ is a valued directed acyclic graph defined as follows:

1. Each task $t_i$ is duplicated $K_i$ times. For any value $a \in \{1, \ldots, K_i\}$, the $a$th duplicate of $t_i$ is denoted by $t^a_i$ and is associated to the executions $\langle t_i, a + pK_i \rangle$ for $p \in \mathbb{N}$.

2. For any arc $e = (t_i, t_j) \in E$, we build an arc $(t^a_i, t^b_j)$ for every pair $(a, b) \in \{1, \ldots, K_i\} \times \{1, \ldots, K_j\}$ if $\pi_{e}^{\text{max}}(a, b) \geq \pi_{e}^{\text{min}}(a, b)$.

3. For every arc $\beta = (t^a_i, t^b_j) \in B$, $L^{\text{max}}(\beta) = L^{\text{max}}_{(a, b)}(e)$ following Theorem 6.

4. Lastly, two additional fictitious tasks $s$ and $f$ are considered with the arcs defined as:
   - For any duplicate $t^a_i$ with no predecessors, add the arc $\beta = (s, t^a_i)$ with $L^{\text{max}}(\beta) = 0$;
   - For any duplicate $t^a_i$ with no successors, add the arc $\beta = (t^a_i, f)$ with $L^{\text{max}}(\beta) = D_i$.

Let us denote by $LP^{\text{max}}(P_K(G))$ the length of the longest path of the associated partial expanded graph $P_K(G)$ considering the arcs values $L^{\text{max}}(\beta)$, $\beta \in B$. By Theorem 6, values on the arcs of $P_K(G)$ are upper bounds of the age latency, thus $LP^{\text{max}}(P_K(G))$ is an upper bound of the maximum latency of $G$.

Figure 4 presents the expanded graph $P_K(G)$ associated with the vector $K = (2, 4, 1, 2)$ for the instance shown in Figure 2. A longest path is given by $p = s, t^1_1, t^2_1, t^4_2, f$ with a corresponding length equal to 12, i.e., $LP^{\text{max}}(P_K(G)) = 12$. We conclude that $L^*(G) \leq LP^{\text{max}}(P_K(G)) = 12$.

![Figure 4](image-url)
4.4 Complexity of the computation of $P_K(\mathcal{G})$ and its longest paths

$P_K(\mathcal{G})$ is a graph without cycles. Thus, the computation of the longest paths can be done in time complexity $\Theta(|V| + |B|)$ by simply sorting the vertices following a topological order used in the next step to explore the vertices.

Note that the total number of vertices of $P_K(\mathcal{G})$ is $|V| = \sum_{i=1}^{n} K_i + 2$, while the number of arcs $|B|$ is bounded by $O(\sum_{e=(t_i,t_j)\in E} K_i \times K_j)$. These two values may be huge for large values of $K$. The main problem consists then in the determination of the vector $K$ of small values such that the bound $LP^{max}(P_K(\mathcal{G}))$ is as close as possible to the age latency $\mathcal{L}^*(\mathcal{G})$.

5 Dominant set for the expansion vector $K$

This section is devoted to the study of dominance properties on $K$ w.r.t the age latency to reduce the set of vectors $K$. In Subsection 5.1 we prove that the value of the longest paths of the expanded graph $P_N(\mathcal{G})$ associated with the hyperperiod $N$ of $\mathcal{G}$ is the age latency $\mathcal{L}^*(\mathcal{G})$. We prove in Subsection 5.2 that we can reduce our study to the set of the partial expansions $P_K(\mathcal{G})$ such that each component $K_i$ divides $N_i$ and we provide a partial order relation between these vectors that will be exploited in the following section for the computation of the age latency of $\mathcal{G}$.

5.1 Maximal value of the age latency for $K = N$

Consider $T = lcm_{t_i \in \mathcal{T}}(T_i)$ and the repetition vector $N \in \mathbb{N}^m$ defined as $N_i = \frac{T}{T_i}$ for any task $t_i \in \mathcal{T}$. For our example shown in Figure 2, we get $T = lcm(2,1,6,3) = 6$ and thus $N = (3,6,1,2)$. Lemma 7 is a simple technical lemma.

► Lemma 7. Let $P_N(\mathcal{G}) = (V,B,\mathcal{L}^{max})$ be the expanded graph with $K = N$, $e = (t_i,t_j)$ be an arc of $\mathcal{G}$. For any arc $\beta = (t_i^{a_i},t_j^{a_j}) \in B$ associated with $e$ and any pair $(q_i,q_j) \in \mathbb{N}^2$, $\pi_e(q_i,q_j) = q_i - q_j$.

Proof. By definition of $\pi_e$, $\pi_e(q_i,q_j) = T_i q_i K_i - T_j q_j K_j$. As $T_i K_i = T_j K_j = T = gcd_K^n$, we have $\pi_e(q_i,q_j) = q_i - q_j$ and the lemma is proved. ▲

We prove formally in the following that the value of the longest path of the expanded graph $P_N(\mathcal{G})$ is the age latency of $\mathcal{G}$, i.e., $\mathcal{L}^*(\mathcal{G})$:

► Theorem 8. For any acyclic directed graph $\mathcal{G}$, $LP^{max}(P_N(\mathcal{G})) = \mathcal{L}^*(\mathcal{G})$.

Proof. By Theorem 6 and the definition of the partial expanded graphs, $LP^{max}(P_N(\mathcal{G})) \geq \mathcal{L}^*(\mathcal{G})$. We prove that $LP^{max}(P_N(\mathcal{G})) \leq \mathcal{L}^*(\mathcal{G})$.

Consider a path $p_N = e_1^{a_1},e_2^{a_2} \ldots e_k^{a_k}$ of $P_N(\mathcal{G})$ and the corresponding path $p = t_1,t_2 \ldots t_k$ of $\mathcal{G}$. We also set $e_\ell = (t_\ell,t_{\ell+1})$ for $\ell \in \{1, \ldots, k-1\}$. By Lemma 7, we have for any vector $(q_1, \ldots, q_k) \in \mathbb{N}^k$ and $\ell \in \{1, \ldots, k-1\}$, $\pi_{e_\ell}(q_\ell,q_{\ell+1}) = q_\ell - q_{\ell+1}$. Let us consider the sequence of integers $\bar{q}_1, \ldots, \bar{q}_k$ defined as follows:

$\bar{q}_{\ell+1} = \bar{q}_\ell + \pi_{e_\ell}^{max}(a_\ell,a_{\ell+1})$

$\bar{q}_1$ is fixed sufficiently large such that, $\forall \ell \in \{1, \ldots, k\}$, $\bar{q}_\ell \geq 0$.

This sequence satisfies $\forall \ell \in \{1, \ldots, k-1\}$, $\pi_{e_\ell}(\bar{q}_\ell,\bar{q}_{\ell+1}) = \pi_{e_\ell}^{max}(a_\ell,a_{\ell+1})$, thus by Theorem 5, there is a dependency relation from $(t_\ell,a_\ell + \bar{q}_\ell K_i)$ to $(t_{\ell+1},a_{\ell+1} + \bar{q}_{\ell+1} K_i)$. Moreover, by the definition of the sequence of arcs $\beta_\ell$, $\mathcal{L}^{max}(\beta_\ell) = L_{\bar{q}_\ell,\bar{q}_{\ell+1}}(e_\ell)$ and then $\mathcal{L}_{\bar{q}_1, \ldots, \bar{q}_k}(p) = LP^{max}(p_N)$. If $p_N$ is the longest path $P_N(\mathcal{G})$, $LP^{max}(P_N(\mathcal{G})) = LP^{max}(p_N) = \mathcal{L}_{\bar{q}_1, \ldots, \bar{q}_k}(p) \leq \mathcal{L}^*(\mathcal{G})$, which proves the theorem. ▲
5.2 Order relation between the divisors of the repetition vector $N$

The next theorem introduces an order relation between vectors $K \in (\mathbb{N} - \{0\})^n$.

**Theorem 9.** For any acyclic directed graph $\mathcal{G}$, suppose that $K$ and $K'$ are two different vectors such that $\forall t_i \in \mathcal{T}, \ K'_i$ is a divisor of $K_i$, then $L_{P_{K'}}(P_{K'}(\mathcal{G})) \geq L_{P_K}(P_K(\mathcal{G}))$.

**Proof.** Let us consider the arc $e = (t_i, t_j)$ of $\mathcal{G}$. By the hypothesis, there exists $(x_i, x_j) \in (\mathbb{N} - \{0\})^2$, such that $K_i = x_i K'_i$ and $K_j = x_j K'_j$. Let $\beta = (t'_i, t'_j)$ be an arc of $P_K(\mathcal{G})$ with $(a_i, a_j) \in \{1, \ldots, K_i\} \times \{1, \ldots, K_j\}$. Then, following Theorem 6 and the definition of the partial expanded graph, there exists $(\nu_i, \nu_j) \in (\mathbb{N} - \{0\})^2$ such that $\nu_i = a_i + p_i K_i$, $\nu_j = a_j + p_j K_j$ and $\mathcal{L}_{\nu_i, \nu_j}(t_i, t_j) = L_{\max}(\beta)$.

Let us consider now integer values $a'_i \in \{1, 2, \ldots, K'_i\}$, $a'_j \in \{1, 2, \ldots, K'_j\}$, $y_i$ and $y_j$ such that $a_i = a'_i + y_i K'_i$ and $a_j = a'_j + y_j K'_j$. Thus, $\nu_i = a'_i + (y_i + x_i p_i) K'_i$ and $\nu_j = a'_j + (y_j + x_j p_j) K'_j$. Since there is a dependency relation between $(t_i, \nu_i)$ and $(t_j, \nu_j)$, $\beta' = (t'_i, t'_j)$ belongs to $P_{K'}(\mathcal{G})$ and $\mathcal{L}_{\nu_i, \nu_j}(t_i, t_j) \leq L_{\max}(\beta')$, thus we get $L_{\max}(\beta) \leq L_{\max}(\beta')$.

For any path $p = t^{a_1}_1, t^{a_2}_2, \ldots, t^{a_s}_s$ in $P_K(\mathcal{G})$, there is a corresponding path $p' = t'^{a'_1}_1, t'^{a'_2}_2, \ldots, t'^{a'_s}_s$ in $P_{K'}(\mathcal{G})$ that includes all executions represented by path $p$. Therefore, $L_{\max}(P_{K'}(\mathcal{G})) \geq L_{\max}(P_{K}(\mathcal{G}))$. △

For any pair of vectors $(K, K') \in (\mathbb{N} - \{0\})^n \times (\mathbb{N} - \{0\})^n$, we set $K' \preceq K$ if, for any $t_i \in \mathcal{T}$, $K'_i$ divides $K_i$. By Theorem 8, the exact value of the latency is reached for $K = N$. The consequence of this last theorem is that we can limit our study to the set $\mathcal{K}$ of vectors $K \preceq N$. Let us consider the graph $H = (\mathcal{K}, \preceq)$. The evaluation of the age latency is improved following paths from $1^n$ to $K = N$. A vector $K \in \mathcal{K}$ is said to be optimum if $L_{\max}(P_K(\mathcal{G})) = \mathcal{L}^*(\mathcal{G})$.

Figure 5 shows the graph $H$ associated with the example from Figure 2. We observe that the exact value $\mathcal{L}^*(\mathcal{G})$ of the age latency can be reached for vectors $K$ smaller than $N$, i.e., there are several optimum vectors. The next section presents an algorithm to compute an optimum vector.

6 Determination of an optimum vector $K^*$

The problem considered in this section is to compute an optimum vector $K^*$, i.e., such that $L_{\max}(P_{K^*}(\mathcal{G})) = \mathcal{L}^*(\mathcal{G})$. Our algorithm computes iteratively a vector $K \in \mathcal{K}$ until the optimality test expressed by the next lemma is true.

**Lemma 10 (Optimality test).** Consider a vector $K \in \mathcal{K}$, a longest path $p_K$ of $P_K(\mathcal{G})$ and its corresponding path $p$ of $\mathcal{G}$. If, for every task $t_i \in p$, $K_i$ is a multiple of $N_i(p) = \frac{\max_{\ell \in p} \{T_j\}}{T_i}$, then $L_{\max}(p_K) = \mathcal{L}^*(\mathcal{G})$.

**Proof.** Consider a vector $K$ and the path $p$ of $\mathcal{G}$ following the assumptions of the theorem. By definition of $p_K$, $L_{\max}(P_K(\mathcal{G})) = L_{\max}(p_K)$. We first prove that $\mathcal{L}^*(p) = L_{\max}(p_K)$.

Since $p$ is a path of $\mathcal{G}$, $\mathcal{L}^*(\mathcal{G}) \geq \mathcal{L}^*(p)$. Now, by Theorem 6, $L_{\max}(P_K(\mathcal{G})) \geq \mathcal{L}^*(\mathcal{G})$ and by definition of $p_K$, $L_{\max}(p_K) = L_{\max}(P_K(\mathcal{G}))$, thus $\mathcal{L}^*(p) \leq L_{\max}(p_K)$.

Now, since for any task $t_i$ of $p$, $N_i(p)$ is a divisor of $K_i$, we have by Theorem 9 that $L_{\max}(P_{N_i(p)}(p)) \geq L_{\max}(p_K)$. Moreover, by Theorem 8, $L_{\max}(P_{N_i(p)}(p)) = \mathcal{L}^*(p)$, thus $\mathcal{L}^*(p) \geq L_{\max}(p_K)$. △
Figure 5 Graph $H = (\mathcal{K}, \preceq)$ associated with the example shown in Figure 2. Values $L_P^{max}(P_K(\mathcal{G}))$ are given in gray for each vertex $K \in \mathcal{K}$.

So, we proved that $\mathcal{L}^*(p) = L_P^{max}(p) = L_P^{max}(P_K(\mathcal{G}))$. Now, $\mathcal{L}^*(\mathcal{G}) \geq \mathcal{L}^*(p) = L_P^{max}(p)$. Since $K \preceq N$, $\mathcal{L}^*(\mathcal{G}) = L_P^{max}(P_K(\mathcal{G})) = L_P^{max}(p_K)$ by Theorem 9, and thus $L_P^{max}(P_K(\mathcal{G})) = \mathcal{L}^*(\mathcal{G}) = L_P^{max}(p_K)$, which completes the proof.

Algorithm 1 is inspired from the $K$-iter algorithm [6] which computes an expansion vector $K$ for the determination of the optimum throughput of a Synchronous DataFlow Graph. For the initialisation phase, $K = 1^n$. $K$ is simply increased at each step for tasks from the longest path of $P_K(\mathcal{G})$ until the maximality test is met.

Algorithm 1 Compute an optimum vector $K^*$ and the age latency $\mathcal{L}(\mathcal{G})$.

Require: A DAG $\mathcal{G} = (T, E)$, $(r_i, D_i, T_i)$ for every $t_i \in T$

Ensure: An optimum vector $K^*$ and the age latency $\mathcal{L}^*(\mathcal{G})$

Set $K = 1^n$

repeat
  Compute $P_K(\mathcal{G})$ and a longest path $p_K$ of $P_K(\mathcal{G})$
  Set $p = s, t_1 \ldots t_k, f$ to the corresponding path of $\mathcal{G}$
  Set $T(p) \leftarrow \text{lcm}(T_1, \ldots, T_k)$ and $\forall i \in \{1, \ldots, k\}$, $N_i(p) \leftarrow \frac{T(p)}{K_i}$
  OptPathFound$\leftarrow \forall t_i \in p, N_i(p)|K_i$
  if not OptPathFound then
    $\forall i \in \{1, \ldots, k\}$, $K_i \leftarrow \text{lcm}(K_i, N_i(p))$
  end if
until OptPathFound

Theorem 11 shows the convergence of the algorithm.
Theorem 11. For any directed acyclic graph $\mathcal{G}$, Algorithm 1 converges to a vector $K^* \in \mathcal{K}$ such that $LP^{\text{max}}(P_{K^*}(\mathcal{G})) = L^*(\mathcal{G})$.

Proof. For any $q > 0$, we denote by $K(q)$ the vector $K$ at the end of the $q$th iteration: $q = 0$ corresponds to the initialisation phase. We show that for any integer $q \geq 0$, $K(q) \in \mathcal{K}$ and $K(q) \preceq K(q + 1)$ with $K(q) \neq K(q + 1)$.

At the initialisation step, $K(0) = \mathbb{1}^n \in \mathcal{K}$.

Now, suppose that at step $q$, the optimality test is not true and that $K(q) \in \mathcal{K}$. Consider a task $t_i \in T$. If $t_i$ does not belong to $p$, $K_i(q + 1) = K_i(q)$. Otherwise, $K_i(q + 1) = \text{lcm}(K_i(q), N_i(p))$ where $K_i(q)$ and $N_i(p)$ are both divisors of $N_i$. Thus, $K_i(q + 1)$ is also a divisor of $N_i$, and we get that $K(q + 1) \in \mathcal{K}$ with $K(q) \preceq K(q + 1)$.

Lastly, we prove by contradiction that $K(q) \neq K(q + 1)$. Indeed, suppose that $K_i(q) = K_i(q + 1)$ for any task $t_i \in T$, then since $K_i(q + 1) = \text{lcm}(K_i(q), N_i(p))$, we deduce that $N_i(p)$ is a divisor of $K_i(q)$. Thus, the optimality test is true, which is a contradiction. We conclude that vectors $K(q)$ are strictly increasing while the optimality test is false. By Lemma 10, the vector $K(q)$ is optimum when the optimality test is true. Lastly, the optimality test is true for the repetition vector $N$; this insures the convergence of the algorithm.

The number of iterations of Algorithm 1 is not bounded and can be theoretically proportional to the maximum length of a path of the graph $H = (\mathcal{K}, E_\preceq)$.

Let us consider the first step of Algorithm 1 for the example of Figure 2. At initialisation, $K = 1^4$. The corresponding partial expanded graph $P_K(\mathcal{G})$ is shown by Figure 6. Its longest path of $P_K(\mathcal{G})$ is $p_K = s, t_1, t_2, t_3, t_4, f$ valued by $LP^{\text{max}}(p_K) = 13$. The optimality test fails, and we get $N(p) = (3, 6, 1, 2)$ which is the repetition vector and thus $K^* = K(1) = N$.

Figure 6 The partial expanded graph for the instance shown in Figure 2 and a unit vector $K = (1, 1, 1, 1)$. Arcs are weighted by $L^{\text{max}}$ in gray.

7 ROSACE Case Study

ROSACE is the acronym for Research Open-Source Avionics and Control Engineering. This case study was developed by Pagetti et al. [22] to illustrate the implementation of a real-time system on a many-core architecture. Figure 7 presents an instance of the problem extracted from [9]. We arbitrarily set $r_i = 0$ and $D_i = T_i$ for any task $t_i \in T$.

Figure 8 presents the partial expansion of the instance of Figure 7 for the unit expansion vector $K = 1^6$. A path of maximum length is $p_K = s, t_1, t_2, t_3, t_4, f$ with $LP^{\text{max}}(P_K(\mathcal{G})) = LP^{\text{max}}(p_K) = 260\text{ms}$.

At the first iteration of Algorithm 1, $p = s, t_1, t_2, t_3, t_4, f$ is expanded. We set $T(p) = \text{lcm}(60, 40, 30) = 120$, $N_1(p) = N_2(p) = 2$, $N_3(p) = 3$ and $N_4(p) = 4$. The next iteration, we set $K = (2, 2, 3, 4, 1, 1)$.
Evaluation of the Age Latency

**Figure 7** An instance of 6 periodic tasks and the associated DAG $\mathcal{G}$ extracted from the ROSACE case study [9].

<table>
<thead>
<tr>
<th>$t_i$</th>
<th>$t_1$</th>
<th>$t_2$</th>
<th>$t_3$</th>
<th>$t_4$</th>
<th>$t_5$</th>
<th>$t_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_i$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$D_i$</td>
<td>60</td>
<td>60</td>
<td>40</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>$T_i$</td>
<td>60</td>
<td>60</td>
<td>40</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
</tbody>
</table>

The partial expanded graph $P_K(\mathcal{G})$ built at the second iteration is shown in Figure 9. $p_K = s, t_1, t_2, t_3, t_4, f$ is a longest path of $P_K(\mathcal{G})$ with $L_{\max}(p_K) = L_{\max}(P_K(\mathcal{G})) = 240$ms Moreover, the associated path $p = s, t_1, t_2, t_3, t_4, f$ verifies $T(p) = \text{lcm}(30, 40, 60)$, $N_1(p) = N_2(p) = 2$, $N_3(p) = 3$, and $N_4(p) = 4$. The optimality test is true and we get $K^* = (2, 2, 3, 4, 1, 1)$. The maximum age latency of $\mathcal{G}$ is thus $L^*(\mathcal{G}) = L_{\max}(p_{K^*}) = 240$ms.

We observe in this example that all the tasks of the critical path (i.e., the paths $p$ of $\mathcal{G}$ such that $L^*(p) = L^*(\mathcal{G})$) were expanded at least following $N(p)$. Moreover, tasks from other paths are not necessarily duplicated: for example, $K^*_5 = K^*_6 = 1$ with $N_5 = N_6 = 4$. Thus, we can identify that paths $s, t_5, t_3, t_4, f$ and $s, t_6, t_4, f$ are not critical and tasks can be delayed without influence on the age latency.

**Figure 8** The partial expanded graph $P_K(\mathcal{G})$ for the instance shown in Figure 7 and a unit vector $K = \mathbb{1}^6$. Each arc $\beta$ is weighted by $L_{\max}(\beta)$, shown in gray.

**Figure 9** The partial expanded graph $P_K(\mathcal{G})$ for the instance shown in Figure 7 and the vector $K = (2, 2, 3, 4, 1, 1)$. Each arc $\beta$ is weighted by $L_{\max}(\beta)$. 
8 Experimental results

Our experiments aim at testing the performance of Algorithm 1. Following the experiments of Khatib et al. [14], the bound obtained from the longest paths of $P_{\text{min}}(G)$ can be computed quickly, but its performance is on average between 10 and 15 percent from the maximal value $L^\star(G)$. Moreover, their method does not precisely identify the real critical paths w.r.t the age latency of the initial graph.

Our Benchmarks were randomly generated: they are detailed in Subsection 8.1. The analysis of the computation time of our algorithm is presented in Subsection 8.2. Subsection 8.3 deals with the analysis of the critical vectors $K^\star$ obtained by our algorithm.

All our experiments were performed on an Intel(R) Core(TM) i5-8400 CPU (6 cores at 2.80GHz) and 15 GB of RAM. Our codes are written in Python. Functions dealing with graphs were implemented using the Python package NetworkX.

The goal is to experimentally analyse properties of Algorithm 1, like the number of iterations, space and time complexity. We used linear regression and curve fitting to map these properties to the size and density of initial graphs.

8.1 Benchmarks

Random instances of $n$ tasks were generated as follows. Periods of tasks are selected uniformly in $H = \{1, 2, 5, 10, 20, 50, 100\}$. $H$ is a subset of the values presented by Kramer et al. [16] for the 2015 WATERS challenge and several authors dealing with the age latency for automotive applications [10, 3].

Release times $r_i$ are uniformly selected in $\{0, 1, 2, 3, 4, 5\}$, while we fix the relative deadline $D_i$ equal to the period of the task, i.e., $D_i = T_i$ for any task $t_i \in T$. Graphs are randomly generated using the Python NetworkX function `dense_gnm_random_graph`. Nodes are arbitrary numbered from 1 to $n$. A directed acyclic graph is then built by replacing each edge $e = \{i, j\}$ with $i < j$ by an arc $e = (i, j)$.

For any number $n$ of tasks, we set the number of arcs to $m_\ell = \left\lfloor \frac{(n(n-1)}{4} \right\rfloor$ for low density graphs and $m_h = \left\lceil \frac{(n(n-1)}{3} \right\rceil$ for high density. We start with $n = 5$ tasks with a step of 5. For each data point, 150 random instances were generated and an average value of the functions considered are shown.

8.2 Analysis of the computation time of Algorithm 1

For sufficiently large $n$, the hyperperiod of an instance is exactly $T = \text{lcm}\{\alpha \in H\} = 100$. The consequence is that the number of duplicates (resp., the number of arcs) of the expanded graph $P_N(G)$ is bounded by $T \times n$ (resp., $T^2 \times n^2$).

We measured the running time and the number of iterations of Algorithm 1. We stopped at $n = 90$ tasks, since the running time exceeded 15 minutes on average for instances with higher values of $n$. Figure 10 reports the average running times and Figure 11 the average number of iterations following the number of tasks.

We observed that the running time of Algorithm 1 is a quadratic function of the number of tasks, and thus is linear in the number of arcs of the graph $G$. Unsurprisingly, these running times are longer for high-density graphs. This observation seems to contradict the experimental results of Becker et al. [3]: indeed, they remarked that the average running time for the computation of the age latency of a chain is linear w.r.t the number of tasks. In this case, the number of arcs equals $n - 1$: the running time is then also linear w.r.t the number of arcs, which is coherent with our result.
We also noticed that the whole number of iterations of Algorithm 1 grows logarithmically on average. Our first experimental conclusion is thus that the convergence of the algorithm to the exact value seems to be a logarithmic function of the number of tasks. The long running time is thus due to the time needed to build the successive partial expansions and not to the increase of the number of iterations of the algorithm.

Figure 10 Average running times w.r.t the number of nodes. Fitting functions presented are $f_h(n) = (2.02 \times 10^{-3})n^2 - 0.03n + 0.29$ and $f_l(n) = (1.53 \times 10^{-3})n^2 - 0.05n + 0.51$ for respectively high-density and low-density graphs.

Figure 11 Average number of iterations w.r.t the number of nodes. Fitting functions presented are $g_h(n) = 1.34 \ln(0.62(n + 5.89)) - 0.64$ and $g_l(n) = 1.96 \ln(1.59(n + 13.42)) - 4.81$ for respectively high-density and low-density graphs.

8.3 Analysis of the partial expanded graph obtained

Figure 12 presents the evolution of the ratio $r(n) = \frac{\sum_{i=1}^{n} K^*_i}{\sum_{i=1}^{n} N_i}$ following the number of tasks and the density of the graph. We observed that it is roughly a linear function that remains bounded by 0.8 for high-density graphs and 0.65 for low-density ones. The consequence is that in many cases we clearly do not need to completely expand the graph to get the exact value of the age latency and that good algorithms should be sought to identify the critical paths of a graph.

9 Conclusion

In this paper, we present a new definition of the dependency between the successive executions of two tasks that communicate following the LET paradigm. This definition was exploited to build a partial expanded graph $P_K(\mathcal{G})$ associated to any vector $K \in (\mathbb{N} - \{0\})^n$ for the computation of an upper bound of the age latency. A greedy algorithm to compute an accurate value $K^*$ leading to the exact value of the age latency was developed and tested on random instances. This optimal partial expansion allows to identify the critical paths of the graph $\mathcal{G}$.

Many extensions of our study may be considered. The performance of our algorithm should be improved by building the successive partial expended graphs incrementally and optimizing data structures for graphs. Our methodology can surely be applied to evaluate accurate lower bounds of the age latency. Coupling the upper and the lower bounds will allow then to precisely measure the error between the longest paths of $P_K(\mathcal{G})$ and $L^*(\mathcal{G})$. 

---
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Figure 12: Average ratio \( r(n) = \frac{\sum_{i=1}^{n} K_i}{\sum_{i=1}^{n} N_i} \) for the partial expanded graph computed by Algorithm 1. Fitting functions presented are \( r_h(n) = 8.67 \times 10^{-4}n + 0.69 \) and \( r_l(n) = 9.1 \times 10^{-4}n + 0.52 \) for respectively high-density and low-density graphs.

Our general framework should also be extended to tackle other possible latencies [8]. Lastly, an implicit communication between two tasks of same period (which corresponds to two tasks in the same runnable for an AUTOSAR compatible system) could easily be considered in our model.
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1 Introduction
The contribution of this paper is a verification procedure to prove the robustness of controller implementations to deadline misses. For this task, literature contributions focus on the computation model where the control task can miss at most $m$ deadlines in a window of $K$
activations (i.e., the $m$-$K$ model). This was one of four proposed models [3] to analyse systems with deadline misses. In this paper we show that there is a natural analytical connection between another of these four models, the number of maximum consecutive deadline misses, and control-theoretical tools that can be used to prove properties of closed-loop systems, such as stability.

**Historical Perspective.** During the past couple of decades the real-time systems community made an effort in formalising requirements, models, and algorithms to handle systems that can (sporadically) miss deadlines. In this quest, Hamdaoui and Ramanathan analysed tasks that behave according to the $(m,k)$ model [18]. With this model, tasks can be modelled as sequences of jobs. In every set of $k$ consecutive jobs, at least $m$ jobs must meet their deadline. This model was analysed, finding schedulability conditions and scheduling schemes, e.g., [35]. Building on the ideas from this research, the *weakly hard* model of computation was formalised [3]. A weakly hard real-time system is a system in which the distribution of deadline misses and hits during a window of time is precisely bounded.

Bernat, Burns and Liamosí [3] give four possible definitions for a weakly hard task $\tau$.

1. $\tau \vdash \left\langle \binom{n}{m} \right\rangle$, with $1 \leq n < m$: According to this definition, for each set of $m$ consecutive deadlines, $\tau$ meets at least $n$ of them. With a slight difference in notation, this model corresponds to the $(m,k)$ model by Hamdaoui and Ramanathan [18].

2. $\tau \vdash \binom{m}{n}$, with $1 \leq n < m$: Here, the system guarantees that for each set of $m$ consecutive deadlines, $\tau$ meets consecutively $n$ of them.

3. $\tau \vdash \binom{m}{n}$, with $1 \leq n < m$: This is the dual definition with respect to the first one. In this case, the system guarantees that for each set of $m$ consecutive deadlines, $\tau$ misses at most $n$ of them.

4. $\tau \vdash \overline{\binom{m}{n}}$, $n \geq 1$: According to this definition the maximum number of consecutive deadline misses that $\tau$ can experience is $n$.

The third of these models gained traction in the research community, and the term weakly-hard task started to indicate a task that can experience a bounded number of misses in a window of jobs. In particular, with a slightly confusing terminology, this third model is also often called the $m$-$K$ model. This specifies that a task can experience at most $m$ misses in a window of $K$ consecutive jobs [1,9,10,12,14,19,20,33,34,41–43].

**The $m$-$K$ Model for Control Tasks.** In the attempt to achieve computing and control co-design, both schedulability results like [43] and analysis using model checking [12] have been investigated. The research community contributed with criteria to determine stability [5], determine convergence rates [14], and to design controllers in the presence of deadline misses [29]. Furthermore, the performance cost of deadline misses was investigated [34,44], together with the role of the strategy used to handle the misses [33,41], i.e., killing the task or allowing its continuation with different policies for the following iteration. The general consensus is that sequences of misses and hits (i.e., the $m$-$K$ model) are to be considered and analysed to determine physical properties of the system.

---

1. The original definition was $\tau \vdash \overline{\binom{m}{n}}$, with $1 \leq n < m$. However, according to [3, Theorem 4] there is no need to specify the window size, i.e., the task $\tau$ can be equivalently defined using any window, hence we use $\tau \vdash \overline{\binom{m}{n}}$.

2. Notice the difference between the $(m,k)$ model (that stated that there were $m$ hits for every sequence of $k$ consecutive jobs, with $1 \leq m < k$) and the $m$-$K$ model (that imposes that there are at most $m$ misses in every window of $K$ jobs, with $1 \leq m < K$).
Contribution. In this paper we use the $\tau \vdash \langle n \rangle$ model and cast the problem of verifying the stability of closed-loop systems into a neat mathematical framework. The solution ensures the stability of the combination of: (1) the physics of the plant under control and, (2) the execution of the controller (that may miss deadlines). We believe that the $\tau \vdash \langle n \rangle$ model is as relevant as the $m$-$K$ model from the industrial standpoint.

In fact, in industrial products, deadline misses are often caused by transient overload periods or faults. In many industrial applications, a system load of over 80% is targeted for cost reasons. Such a high system load can usually not be achieved with purely formal methods that are based on worst-case considerations, especially on multi-core platforms. For this reason, many industrial systems are designed for average runtimes plus a safety margin, in conjunction with rate monotonic scheduling. Our experience is that, following this practical approach in contrast to analytical ones, deadline violations may occur, e.g., due to a transient interrupt load. During these transient periods the miss ratio often is quite high, making the number of consecutive misses a very relevant indicator of the system performance. We argue that methods that evaluate and prove the robustness of controllers to deadline violations in this setup are of high industrial interest.

Outline. In the remainder of this paper we will recap the necessary control background and then provide our contribution. In particular, Section 2 explains how a plant is modelled and how a state feedback controller is applied to regulate the plant’s behaviour. Section 3 describes the strategies that are typically used to handle deadline misses and provides some insights on what is the best choice from the system perspective. Section 4 shows how to guarantee properties of closed-loop systems (like stability) in the presence of deadline misses with the $\tau \vdash \langle n \rangle$ model. Section 5 shows some experimental results validating our claims. Finally, Section 6 presents an overview of related work and Section 7 concludes the paper.

2 Control Background

In this section we recap the basic concepts of control theory that are used in the rest of the paper. We analyse linear time-invariant models and controllers implemented as periodic tasks with implicit deadlines.

Plant Model. The starting point for control design is always understanding the object that the controller should act upon. The control engineer obtains a model $\mathcal{P}_c$ of the plant to control. In most cases, this model is linear and time-invariant, and represents with ordinary differential equations the dynamics of the system in the following form.

$$\mathcal{P}_c : \begin{cases} \dot{x}(t) = A_c x(t) + B_c u(t) \\ y(t) = C_c x(t) + D_c u(t) \end{cases}$$

(1)

Here, the system state $x(t) = [x_1(t), \ldots, x_p(t)]^T$ evolves depending on the current state and the input signal $u(t) = [u_1(t), \ldots, u_r(t)]^T$, where the superscript $^T$ indicates the transposition operator. We denote with $p$ the number of state variables (i.e., the length of vector $x$) and with $r$ the number of input variables (i.e., the length of vector $u$). The matrices $A_c$, $B_c$, $C_c$, and $D_c$ encode the dynamics of the system. In the following, we will make two assumptions: $D_c$ is a zero matrix of appropriate size, and $C_c$ is the unit matrix of appropriate size. The

---

3 $A_c$ is a $p \times p$ matrix, $B_c$ is a $p \times r$ matrix, $C_c$ is a $p \times p$ matrix, and $D_c$ is a $p \times r$ matrix.
first assumption means that the system is \textit{strictly proper} and holds for almost all the physical models used in control. The second assumption means that the state is measurable. This does not always hold for real systems, but state observers can be built whenever this is not true \cite{26}, to estimate the state \(x(t)\).\footnote{As a remark, if a state observer is present its dynamics should be taken into account in the analysis. This extension only requires to augment the system state with the rows and columns corresponding to the execution of the observer, but the analysis method remains the same.} This means that, without losing generality, we can represent \(\mathcal{P}_c\) as

\[
\dot{x}(t) = A_c x(t) + B_c u(t),
\]

and describe the system dynamics using only \(A_c\) and \(B_c\).

From this starting point, control systems are usually designed and realised in one of these two ways:

1. The plant model \(\mathcal{P}_c\) is used to synthesise a controller (model) \(\mathcal{C}_c\) in continuous-time. Closed-loop system properties, like stability, are proven on the feedback interconnection of \(\mathcal{C}_c\) and \(\mathcal{P}_c\). However, when the controller is implemented, digital hardware is used. This means that the controller model \(\mathcal{C}_c\) has to be discretised, obtaining \(\mathcal{C}_d\). \(\mathcal{C}_d\) describes the behaviour of \(\mathcal{C}_c\) at given sampling instants.

2. The model of the plant in continuous time \(\mathcal{P}_c\) is discretised, obtaining a discrete-time plant model \(\mathcal{P}_d\). \(\mathcal{P}_d\) describes the behaviour of \(\mathcal{P}_c\) at given sampling instants. A controller \(\mathcal{C}_d\) is designed directly in the discrete-time framework, using the discrete-time plant model \(\mathcal{P}_d\). Closed-loop properties are proven on the feedback interconnection of \(\mathcal{C}_d\) and \(\mathcal{P}_d\).

In both cases, when an object (being it the plant or the controller) is discretised, a sampling period \(\pi\) is chosen. With either design methods, we can obtain a discrete-time model of the plant \(\mathcal{P}_d\) and of the controller \(\mathcal{C}_d\). In control theory, usually it is possible to prove properties of the interconnection between these two models. In particular, we use \(\mathcal{C}_d\) rather than \(\mathcal{C}_c\) to prove properties using the controller that is closer to the real implementation. However, on top of what is done in classical control theory, we want to take into account deadline misses.

We discretise \(\mathcal{P}_c\) from Equation (2). From the representation in terms of ordinary differential equations, we obtain the system of difference equations \(\mathcal{P}_d\) as

\[
\mathcal{P}_d : x[k+1] = A_d x[k] + B_d u[k].
\]

Here, \(k\) counts the sampling instants (i.e., there is a distance of \(\pi\) [s] between the \(k\)-th and the \(k+1\)-th instant). The matrices \(A_d\) and \(B_d\) are the counterparts of \(A_c\) and \(B_c\) for the continuous-time system. They describe the evolution of the system in discrete-time, have the same dimensions of the corresponding continuous-time matrices, and their elements depend on the choice of the sampling period \(\pi\).

**Controller Model.** Once a model of the plant is available, control design can be carried out with many different methods. In this paper we tackle periodic controllers expressed as state feedback controllers, i.e., controllers that execute periodically with period \(\pi\) and whose discrete-time form is

\[
u[k] = K_k x[k].
\]
although their update is proportional to the state vector. It is possible to augment the state
vector of the system – for example introducing an error term and its integral – to achieve
controllers that are not simply proportional but contain integral action. Additionally, it
is possible to use pole placement [26], or to compute optimal controllers using the Linear

In an industrial setting, many controllers are still designed assuming zero latency and
instantaneous computation [46], i.e., assuming that it takes zero time to retrieve the sensor
measurement from the plant, compute the control signal, and apply it. When the dynamics
of the plant are slow and the controller is able to sample and measure signals at a reasonable
speed, this assumption does not significantly affect the behaviour of the system. However, in
case of fast dynamics, basic properties like stability can be violated because of the computational delays
that are introduced in the loop. The controller job that is activated at time $t_a$ completes its
execution at time $t_c$, where $t_c$ is in the controller period, i.e., $t_c \in (t_a, t_a + \pi]$, introducing a
computational delay $t_c - t_a$.

Due to this computational delay, in industry, it became common practice to design control
systems following the Logical Execution Time (LET) paradigm and to synchronise input
and output exactly to the period boundary. In this case, the control signal is computed
within a control period and applied at the beginning of the next period. This enhances the
predictability of the system, allows the processor to execute other tasks without affecting the
control properties, and ensures a consistent behaviour.

In control terms, this means that the controller actuates its control signal computation
with a one-step delay. Assuming that the cycle of sampling, computing, and actuating can be
always terminated within a control period, this allows the designer to synthesise an optimal
controller regardless of the time-varying components of the computational delay such as
activation jitter, unpredictable interrupts, uncertain computation times [28]. The equation
for the state feedback controller then becomes

$$C_d : u[k] = K x[k-1],$$

where $K$ is the designed controller. With very few exceptions, the vast literature on control
design assumes that the deadlines to compute control signals are always met. Recently,
Linsenmayer and Allgöwer started to connect the theory of $m$-$K$ real-time systems (i.e., the
$\tau \vdash (m)$ model) with control design [29], showing that it is in some cases possible to design a
state feedback controller that is robust (i.e., guarantees stability) to deadline misses. In this
paper we will connect the amount of possible consecutive deadline misses (i.e., the $\tau \vdash \langle n \rangle$
model) to the analysis of stability as a control design property.

---

5 The most widely adopted controllers in industry are the Proportional and Integral (PI) or the Proportional, Integral and Derivative (PID) controllers. These controllers can be expressed in state-feedback form (as seen later in Section 3 for a specific example), by augmenting the system state $x(t)$ with the difference between the desired state values and the obtained ones, i.e., the error, and its integral, or sum, over time. There is a small difference between the controller expressed in state-feedback form and the controller expressed as a state-space system. In the first case, when the controller misses its deadline, the update function for the state is still executed (as it is now part of the system equation). It is however possible to generalise the findings in this paper to handle controllers in state-space form.

6 In fact, a survey published in 2001 by Honeywell [11] states that 97% of the existing industrial controllers are PI controllers and use no delay compensation. This does not mean that the control community has not developed solutions to properly address delays in the control design. It simply means that in many industrial settings the design is still simple and limited to considering the computation instantaneous.
Feedback Interconnection. Assume there are no deadline misses. In this case, we can plug the value of $u[k]$ obtained from Equation (5) into the plant Equation (3), obtaining

$$x[k+1] = A_d x[k] + B_d K x[k-1].$$

(6)

To analyse the closed-loop system, we define a new state variable $\tilde{x}[k] = [x^T[k], x^T[k-1]]^T$ (the superscript $^T$ indicates the result of the transposition operator). We recall that $p$ denotes the order of the system (i.e., the number of state variables in vector $x[k]$). Using the new state variable $\tilde{x}[k]$, Equation (6) can be rewritten as

$$\tilde{x}[k+1] = \begin{bmatrix} A_d & B_d K \\ I_p & 0_{p \times p} \end{bmatrix} \begin{bmatrix} x[k] \\ x[k-1] \end{bmatrix} = A \tilde{x}[k],$$

(7)

where $I_p$ and $0_{p \times p}$ are respectively the identity matrix and the zero matrix of size of the number of state variables $p$.

Stability. A discrete-time linear time-invariant system is asymptotically stable if and only if all the eigenvalues of its state matrix are strictly inside the unit disk. For the system shown in Equation (7), this means that the eigenvalues of $A$ should have magnitude strictly less than one.

Another way of formulating the stability requirement uses the concept of spectral radius $\rho(A)$. The spectral radius is defined as the maximum magnitude of the eigenvalues of $A$. If we denote with $\{\lambda_1, ..., \lambda_n\}$ the set of eigenvalues of $A$, this means

$$\rho(A) = \max \{|\lambda_1|, ..., |\lambda_n|\}.$$  

(8)

Requiring that all the eigenvalues have magnitude strictly less than one is equivalent to stating that the spectral radius of the $A$ matrix should be less than 1.

This only proves the stability of the system in absence of deadline misses. However, we are aware that sporadic misses can occur, either due to faults [16] or to the chosen period $\pi$ not satisfying the requirement of worst-case response time for the controller task $\tau$ being less than the controller period [12, 33, 34].

3 Deadline Miss

In order to properly analyse the closed-loop system properties when deadlines can be missed, it is necessary to define a model of how the system reacts to deadline misses. There are two aspects of this reaction: (i) what is the chosen control signal when a miss occurs [29], and (ii) how is the operating system treating the job that missed the deadline [33]. In the remainder of this section, suppose that in the $k$-th iteration the controller task $\tau$ did not complete its execution before the deadline, i.e., it does not complete its computation before time $(k + 1) \pi [s]$. We denote time $(k + 1) \pi [s]$ with $t_m$.

Control Signal. At time $t_m$, a control signal should be applied to the plant. Two alternatives have been identified for how to select the next control signal [29]: zero and hold.

1. Zero: The control signal $u[k+1]$ is set to zero.
2. Hold: The control signal $u[k+1]$ is unchanged, i.e., it is the previous value of the control signal $u[k]$. 

The choice of these two alternatives often depends on the control goal that should be achieved.

When a controller is designed for setpoint tracking (i.e., to ensure that the value of some physical quantity follows a desired profile – e.g., to have a robot follow a desired trajectory), the control signal is usually zero in case the measured physical quantity is equal to its setpoint. In this case, setting the control signal to zero means assuming that the model of the plant is correct and the computation does not need correction. When a controller is designed for disturbance rejection (i.e., to ensure that the effect of some physical disturbance is not visible in the measurements – e.g., to keep the altitude of a helicopter constant despite wind) then the control signal is usually a reflection of the effort needed to counteract the disturbance. In this case, holding the previous value of the control signal means making the assumption that the system is experiencing the same disturbance.

System-Level Action. The second decision to make is the choice of what to do with the job that missed the deadline. In this case three alternatives have been proposed [33]: kill, skip-next, and queue(1).

1. Kill: At time $t_m$ the job that missed the deadline is killed and a new job is activated.
2. Skip-next: At time $t_m$ the job that missed its deadline is allowed to continue with the same scheduling parameters (e.g., priority or budget) and carries on in the next period. The job that should have been activated at the deadline missed is not activated, and the next activation is set to $t_m + \pi$.
3. Queue(1): At time $t_m$ the job that missed its deadline is continued. A new job is activated with deadline $t_m + \pi$. The two jobs share the scheduling parameters during the period interval $[t_m, t_m + \pi]$. At time $t_m + \pi$, the most recent update of the control value is applied. If both jobs finish their computation, the control variable is set to the value produced by the most recently activated job (i.e., the job that started at time $t_m$ and was placed in the queue until the old job that missed its previous deadline finished). If only the first job finishes the computation the control variable is set to the value of the job that finished and the following one is continued in the subsequent period.

In Section 4 we will analyse the system in all possible configurations. However, we point out that, from an implementation perspective, killing the control job may not be feasible in many industrial settings. In fact, the system has reached an inconclusive intermediate state. The internal state of the controller could have been updated and the system should implement a clean rollback of these changes. Implementing a clean rollback procedure is risky. Furthermore, if the lengthy computation (and subsequent deadline miss) is due to the received input values, it is likely that the next iteration will start from state values that are fairly close to the previous ones, with higher than normal risk of missing a deadline.

We also notice that enqueuing the task could be beneficial from the control perspective, because a computation with most recent measurements of the state variables could be applied. However, the scheduling parameters for $\tau$ have most likely been tuned for one single control job to be executed in a period. For example, if the control task is executed using reservation-based scheduling, its budget is selected to match one execution. When using fixed-priority scheduling, the controller priority has been selected. Executing a second control task may create ripple effects and have a disruptive effect on lower priority tasks.

Finally, if the deadline is missed, this means that the system is likely experiencing a transient overload state, which would make skip-next the best option to relieve some pressure from the system.
4 System Analysis

In this section we present our analysis of the closed-loop system with deadline misses. We first discuss the fundamentals of what happens from the physical perspective when a deadline is missed and then discuss the combinations identified in Section 3 for how the system handles the miss.

Fundamentals. Here we present the general methodology that we apply to verify the stability of closed-loop systems with different strategies. We cast the problem into a switching-systems stability problem and show how real-world implementations behave.

Within one control period, there are two possible realisations. The controller job that was activated at time $k\pi$ can either hit or miss its deadline. Figure 1 shows the case in which no deadline is missed, while Figure 2 shows the behaviour of the system when a deadline miss occur with the hold and skip-next strategy. In the figures, we use $e_i$ to indicate the execution time of the $i$-th job of the controller. The figure just provides a visual representation of a lengthy execution, but misses can occur due to other sources of interference, e.g., higher priority task being executed with a fixed-priority scheduling algorithm, interrupts being raised and served during the execution of the control task, or access to locked shared resources being requested. In Figure 2, the control signal $u[2]$ is held as $u[3]$. The next controller execution instance is skipped and the result of the completion of $e_2$ is applied as $u[4]$.

The procedure that we follow to analyse the closed loop system is the following:

1. We express the dynamics of the closed-loop system in the cases of hit and of miss. Following a procedure similar to the one we used in Equation (7), we determine the state matrices for the closed-loop systems in case of deadline hit and deadline miss, respectively $A_H$ and $A_M$. We then know that the system with (unconstrained) deadline misses can be expressed as a switching system [27] that arbitrarily switches between these two matrices. If the original system in Equation (3) was unstable, there is no hope that the switching system that arbitrarily switches between $A_H$ and $A_M$ is stable (as either an old or no control action is applied when a miss occurs). However, we still have not introduced any weakly hard constraint.

2. We determine the set of possible cases for the evolution of the system when $\tau \vdash \langle n \rangle$ guarantees are provided, i.e., the possible realisations of the system behaviour. We denote with $\Sigma$ the set of possible matrices that these realise. For $\tau \vdash \langle n \rangle$ guarantees, the set of possible realisations is $\{H, MH, \ldots, M^n H\}$. The set contains either a single
hit, or a certain number of misses (up to $n$) followed by a hit.$^7$ This means that $\Sigma = \{A_H,A_HA_M,A_HA_M^2,...,A_HA_M^n\}$. This can be written in a compact form as $\Sigma = \{A_HA_M^i | i \in \mathbb{Z}\geq, i \leq n\}$ where $\mathbb{Z}\geq$ indicates the set of integers including zero. Notice that matrices are multiplied from the right to the left (denoting the standard evolution of the system from a mathematical standpoint). This step introduces the weakly hard constraint for which we investigate the system stability.

3. We compute a generalisation of the spectral radius concept, called *joint spectral radius* $\rho(\Sigma)$ [21,36], that allows us to assess the stability of the closed-loop system that switches between the realisations (i.e., the valid scenarios including a number of misses between 0 and $n$ followed by a hit) included in $\Sigma$. More precisely, the closed-loop system that can switch between the realisations included in $\Sigma$ is asymptotically stable if and only if $\rho(\Sigma) < 1$ [21, Theorem 1.2].

In order to generalise the spectral radius to a set of matrices, we introduce some notation. The following paragraphs are using the notation and sequential treatise proposed in [21] to introduce the concept of the joint spectral radius. We recap only what is needed for the purpose of understanding our analysis.

**Joint Spectral Radius [21,36].** The first step for our definition is to determine what happens when some steps of evolution of the switching system occur. We then denote with $\rho_\mu(\Sigma)$ the spectral radius of the matrices that we find after $\mu$-steps. Precisely,

$$\rho_\mu(\Sigma) = \sup \{\rho(A)^{1/\mu} : A \in \Sigma^\mu\}. \tag{9}$$

In this definition we quantify the average growth over $\mu$ time steps, as the supremum of the spectral radius (elevated to the power $^{1/\mu}$) of all the matrices that can be evolutions of the system after $\mu$ matrix multiplications (i.e., after $\mu$ evolution steps, where an evolution step is either a hit or a set of constrained misses followed by a hit). Equation (9) denotes the supremum of all the possible combinations of products of $\mu$ matrices that are included in $\Sigma$.

Using $\rho_\mu(\Sigma)$ we can define the joint spectral radius of a bounded set of matrices $\Sigma$ as

$$\rho(\Sigma) = \limsup_{\mu \to \infty} \rho_\mu(\Sigma). \tag{10}$$

We are then looking at the evolution of the system for an infinite amount of time, i.e., pushing $\mu$ to the limit.

Determining that the switching system is asymptotically stable is equivalent to assessing that the joint spectral radius of the set of matrices $\Sigma$ is less than 1. This condition is both sufficient and necessary [21, Theorem 1.2]. This means that if the joint spectral radius is higher than 1, there is at least a sequence of switches of hits and misses that destabilises the closed-loop system.

**Joint Spectral Radius Computation.** On the practical side, the problem of computing if the joint spectral radius is less than 1 is undecidable [8]. In many cases it is possible to approximate the joint spectral radius with satisfactory precision [6,7,17,32] and obtain upper

---

$^7$ The notation used to define $\Sigma$ is slightly simplified here, as the matrix $A_H$ may be different depending on how many deadlines have been missed (for example, with the skip-next strategy the controller uses an old measurement of the state to compute the control signal). We will be more precise in the following when we show how to apply the procedure to the different cases. Furthermore, notice that the matrices in $\Sigma$ represent the evolution across a different number of time steps: $A_H$ advances the time in the system of $\pi$, while $A_HA_M$ advances the system time of $2\pi$. This is not a concern for the system analysis.
and lower bounds for $\rho(\Sigma)$. Clearly, the closest the two bounds are, the more precise is the estimation of the true value of the joint spectral radius. We can safely say that our controller design is sufficiently robust to deadline misses if the upper bound on the joint spectral radius $\rho(\Sigma)$ is less than 1.

**Joint Spectral Radius with at most $n$ Consecutive Misses.** If the joint spectral radius of the set $\Sigma$ is less than 1, the stability of all the combinations of realisations (of hits and misses, that include at most $n$ consecutive misses) is proven, regardless of the window size.

For example, let us assume that we are analysing a system with the real-time guarantee that we cannot experience more than two consecutive misses. The realisations that we analyse are $\{AH, AHAM, AHAMAM\}$ and the joint spectral radius unfolds and checks all the possible (infinitely long) sequences of combinations of these realisations.

For a length of two, this means that we check: (1) $AHAH$ as the product of the first term twice, (2) $AHAMAH$ as the product of the first two terms picking the first as final (in terms of time evolution of the system), (3) $AHAMAMAM$ as the product of the first and last terms picking the first as initial, (4) $AHAMAH$ as the product of the first two terms picking the second as final, (5) $AHAMAMAM$ as the product of the second term twice, (6) $AHAMAMAMAM$ as the product of the last two terms, picking the second as final, (7) $AHAMAMAMAMAM$ as the product of the last and first term, (8) $AHAMAMAMAMAMAM$ as the product of the last and second term, (9) $AHAMAMAMAMAMAM$ as the last term twice. This procedure is repeated for more products, up to infinitely long sequences. From the computation side, the results are an upper and a lower bound on the value of the (true) joint spectral radius.

The analysis is sound on the control side, as stability is guaranteed if and only if the joint spectral radius is less than 1. On the theoretical side, this demonstrates that the $\tau \vdash \langle n \rangle$ model can elegantly provide a necessary condition for the stability of the system. The only if part means that there is at least a sequence of hits and misses (where at most we experience $n$ consecutive misses) that causes the system to be unstable if the (true value of the) joint spectral radius is larger than 1.

Considering that we only compute an upper and lower bound on the joint spectral radius, what we can conclude is: if the lower bound that we obtain is above 1, we are entirely certain that such a sequence exists, while if the lower bound is below 1 and the upper bound is above 1 we have no mathematical certainty that the system is unstable. Nonetheless, on the practical side, the bounds obtained with modern approximation techniques [6,7,17,32] are usually very close to one another, implying that they are a very good estimate of the true value of the joint spectral radius.

It is important to note that even if the control system is able to stabilise the system in the presence of $n$ consecutive misses, this does not mean that executing the controller with a period of $n\pi$, rather than its original period $\pi$, is a sensible choice. In fact, the performance (measured for example using the integral of the squared error) of the controller that is executing with a larger period would be dramatically worse than the performance of the controller with the shorter period that can experience misses. Being able to tolerate misses is very different than performing well when these misses occur.

**Relation with $m$-$K$ model.** We here briefly discuss the relation between the guarantees that we obtain with the $\tau \vdash \langle n \rangle$ model and the $m$-$K$ model, $\tau \vdash \langle m \rangle$.

The $\tau \vdash \langle n \rangle$ model includes all the realisations that are contained in the $\tau \vdash \langle K \rangle$ regardless of the value of $K$. However, it can also include additional realisations (that could generate instability) that are not included in the $\tau \vdash \langle K \rangle$ model, if $K > n + 1$. The $\tau \vdash \langle n \rangle$ model
over-approximates the set of possible realisations that one can obtain with an $m$-$K$ task (assuming that $n = m$). This means that there is a chance that an $m$-$K$ control task stabilises the system when the corresponding task with $n = m$ consecutive deadline misses would not.

The difference between $n$ and $K$ determines the extent of the potential over-approximation. With a smaller difference, the set of possible realisations converges to the set of realisations that are included in the $\tau \vdash \langle n \rangle$ model. More precisely, the set of possible realisations considered with the $\tau \vdash \langle n \rangle$ model is the same as the set obtained with the $\tau \vdash \langle n \rangle$ model. However, increasing $K$, reduces the set of possibilities that are considered, shrinking the size of the set of valid realisations. Figure 3 shows the relationship between three sets when $K_2 > K_1 > n + 1$.

If the system with $\tau \vdash \langle n \rangle$ is found stable, then control task $\tau$ that is given $m$-$K$ guarantees also stabilises the plant if $m \leq n$. This means that as a first approximation, regardless of the value of $K$, when dealing with the $m$-$K$ model, one can check the stability for a maximum of $m$ consecutive deadline misses and if the condition is satisfied, then the closed-loop is stable regardless of the value of $K$.

As a final remark, from the industrial point of view, the analysis of the case when $K \gg n$ is not particularly interesting, because stability and quality of control guarantees are provided by the design of robust controllers [26] (i.e., a small perturbation in scheduling is anyway covered by the redundancy and design of control systems). On the contrary, there is a clear industrial interest in analysing the $K \approx n + 1$ case, due to transient heavy load perturbations.

**Application.** We now show how to apply the theory to practical case studies. We implemented our analysis methods in MATLAB$^\text{®}$. The input values for our stability verification procedures are: $n$ (the number of contiguous deadline that the system can miss), $A_d$ and $B_d$ (the matrices that determine the dynamics of the system), and $K$ (the controller that is designed and should be validated). We used the JSR Matlab toolbox [22, 45] to compute bounds on the joint spectral radius. We constructed the set $\Sigma$ based on the expressions derived for the given deadline-handling methods, i.e., for the combination of the control signal management policy (zero or hold) and the system-level action (kill, skip-next, or queue(1)).

**Zero&Kill.** The zero and kill strategy is the simplest to analyse. For this strategy we can look at Equations (3) and (5). The system behaves according to

$$\tilde{x}_{k+1} = \begin{bmatrix} x_{k+1} \\ u_{k+1} \end{bmatrix} = \begin{bmatrix} A_d & B_d \\ K & 0_{r \times r} \end{bmatrix} \begin{bmatrix} x[k] \\ u[k] \end{bmatrix} = A_H \tilde{x}[k]$$  \hspace{1cm} (11)

in case of a hit. Notice that this is in principle exactly the same for each strategy, as when the controller hits the deadline the behaviour is the same. Kill implies that in case of a deadline
miss there is an abort of what the control task has been computing up to its deadline, which means there is no need to take into account its (partial) behaviour. In case of a deadline miss in the k-th iteration, the control signal \( u_{[k+1]} \) is set to zero. This means that the system evolves according to

\[
\tilde{x}_{[k+1]} = \begin{bmatrix} x_{[k+1]} \\ u_{[k+1]} \end{bmatrix} = A_d \begin{bmatrix} x_{[k]} \\ u_{[k]} \end{bmatrix} + B_d \begin{bmatrix} x_{[k]} \\ u_{[k]} \end{bmatrix} = A_M \tilde{x}_{[k]}
\]

in case of a miss. With \( n \) maximum consecutive misses, we can then compute all the matrices in \( \Sigma = \{ A_H A_M^i | i \in \mathbb{Z}^2, 0 \leq i \leq n \} \) and then compute the upper bound on \( \rho(\Sigma) \).

We would like to remark that while this strategy is simple to analyze, for practical applications it is hard to guarantee – using kill – that the control task \( \tau \) will miss at most \( n \) consecutive deadlines (as the state of the running task is always re-set at every period start).

**Zero&Skip-Next.** The difference between Zero&Kill and Zero&Skip-Next lays in the freshness of the measurements that are used for the computation of the control signal when the task \( \tau \) hits its deadline. In fact, if the task was killed and a new job was activated then the state measurement would occur at the beginning of the new activation, while if the task was allowed to continue, it would use old measurements. Figure 4 shows how the system evolves in case of consecutive deadline misses. Suppose that the control task \( \tau \) completes its execution in the third period. Then this is not equivalent to experiencing two misses and a hit, because the completion uses old state measurements. We need to then express the state matrix evolution when there is a recovery hit, rather than a regular hit (in the figure \( u_{[4]} \) is set using \( x_{[1]} \)).

To properly analyse this system, our state has to include the previous values that can be used for the control signal computation. With \( \tau \vdash \langle n \rangle \) guarantees, we can then define our augmented state vector as \( \tilde{x}_{[k]} = [x_{[k]}^T, x_{[k-1]}^T, \ldots, x_{[k-n]}^T, u_{[k]}^T]^T \), i.e., the state vector of the closed-loop system is composed of \( n + 1 \) elements of the state vector and 1 element for the control signal.

---

8 As defined in the introductory part of Section 4 (see point 2 in Fundamentals), \( \mathbb{Z}^2 \) indicates the set of integers including zero.
Then we can write the closed-loop system in case of a deadline hit, i.e., the equivalent of Equation (7), as

\[
\begin{bmatrix}
  x[k+1] \\
  x[k] \\
  \vdots \\
  x[k-n+1] \\
  u[k+1]
\end{bmatrix}
=\begin{bmatrix}
  A_d & 0_{p \times (n-p)} & B_d \\
  I_{n,p} & 0_{(n-p) \times (p+r)} \\
  K & 0_{r \times (n-p)} \\
  0_{r \times p} & 0_{r \times r}
\end{bmatrix}
\begin{bmatrix}
  x[k] \\
  x[k-1] \\
  \vdots \\
  x[k-n] \\
  u[k]
\end{bmatrix}.
\] (13)

Here, we added some padding to the matrix to identify that state variables are transferred from one time instant to the next; i.e., to add the trivial equations \(x[i] = x[i], \forall i \mid x - n + 1 \leq i \leq k\). In fact, when the deadline is hit (not after a miss) there is no use of the previous values of the state.

When a miss occurs, the control signal is set to zero. This means that we can use the \(A_H\) matrix defined in Equation (13) and substitute the value of \(K\) of evolution of the closed-loop system when a recovery happens after the control signal of the recovery hit. We denote with \(A_t\) to i.e., a hit that follows a certain number of misses (up to \(n\) deadlines were missed). This matrix can be constructed modifying the last row of \(A_H\), and switching the position of \(K\) to use the correct state vector (i.e., the one that corresponds to the measurements obtained \(n\) steps before).

For \(i = 1\), i.e., with one deadline miss, we can write

\[
\begin{bmatrix}
  x[k+1] \\
  x[k] \\
  \vdots \\
  x[k-n+1] \\
  u[k+1]
\end{bmatrix}
=\begin{bmatrix}
  A_d & 0_{p \times (n-p)} & B_d \\
  I_{n,p} & 0_{(n-p) \times (p+r)} \\
  K & 0_{r \times (n-p)} \\
  0_{r \times p} & 0_{r \times r}
\end{bmatrix}
\begin{bmatrix}
  x[k] \\
  x[k-1] \\
  \vdots \\
  x[k-n] \\
  u[k]
\end{bmatrix}.
\] (14)

Now we should remark that a hit and a recovery hit have two different matrix realisation, i.e., a hit that follows a certain number of misses (up to \(n\)) has a different matrix with respect to \(A_H\). In fact, we have to take into account the use of the old state measurement to produce the control signal of the recovery hit. We denote with \(A_R\) the matrix that represents the evolution of the closed-loop system when a recovery happens after \(i\) deadlines were missed. This matrix can be constructed modifying the last row of \(A_H\), and switching the position of \(K\) to use the correct state vector (i.e., the one that corresponds to the measurements obtained \(n\) steps before).

Consistently with our treatise, \(A_{R_0} = A_H\). We can then compute the set \(\Sigma\) as \(\Sigma = \{A_R, A_M \mid i \in \mathbb{Z}^+, i \leq n\}\) and then compute the upper bound on \(\rho(\Sigma)\) using the computed set of matrices.\(^9\)

\(^9\) The drawback of constructing the set \(\Sigma\) as shown above is that the size of the matrices in the set grows linearly with the number of deadline misses. It is possible to construct a compact representation that uses as state vector \(\tilde{x}[k] = [x[k], u[k]]^T\) but writes the evolution of the system directly as the relation between \(\tilde{x}[k]\) and \(\tilde{x}[k+n+1]\). This second way of expressing the system dynamics has the disadvantage of hiding misses and hits and only showing the evolution at each hit (still keeping track of what happened at the instants in which the misses occurred). We implemented both versions in our code and checked that the obtained results are the same except for the computational speedup. This remark applies to all the strategies using skip-next.
Zero&Queue(1). The behaviour of the combination of the zero policy and the queue(1) strategy vary depending on the possibility of the queued job to complete before the deadline or not. We are going to make the additional hypothesis that the worst-case response time for a job is less than $n\pi$, where $n$ is the maximum number of consecutive deadline misses. We can start from the set $\Sigma$ used for the Zero&Skip-Next combination and add to the set all the matrices $A_H A_M^i$, that take into account the possibility that the queued job completed before its deadline. We should also include in the set $\Sigma$ the matrices $A_R$, alone, as it could happen that a queued job doesn’t terminate in the period it was started in. We then obtain $\Sigma = \{A_H A_M^i, A_R, A_R, A_M^i \mid i \in \mathbb{Z}, i \leq n\}$, and we can use the set to compute the upper bound on the joint spectral radius $\rho(\Sigma)$.

Hold&Kill. The hold and kill strategy aborts the task but applies the previously computed control signal to the plant. An easy way to analyse this case is to include in the state of the system also the control signal, such that we can determine the switch between two different strategies. In order to analyse the combination of hold and skip-next we need to augment the state vector as we did for the zero&kill alternative, if we assume there can be a maximum of $n$ consecutive deadline misses, we can then compute all the matrices in $\Sigma = \{A_H A_M^i \mid i \in \mathbb{Z}, i \leq n\}$ and then compute the upper bound on $\rho(\Sigma)$.

Hold&Skip-Next. In order to analyse the combination of hold and skip-next we need to augment the state vector as we did for the zero&skip-next handling strategy. Also in this case, we use our newly defined state vector $\tilde{x}[k] = [x_T^T[k], x_T^T[k-1], \ldots, x_T^T[k-n], u_T^T[k]]^T$. We obtain the following expression for the closed-loop system when we hit a deadline,

$$
\begin{bmatrix}
    x[k+1] \\
    x[k] \\
    \vdots \\
    x[k-n+1] \\
    u[k+1]
\end{bmatrix} =
\begin{bmatrix}
    A_d & B_d & 0_{p \times (n-1)p} \\
    0_{r \times r} & 0_{(n-1)p \times (p+r)} & I_p \\
    K & 0_{r \times (n-1)p} & 0_{r \times r}
\end{bmatrix}
\begin{bmatrix}
    x[k] \\
    x[k-1] \\
    \vdots \\
    x[k-n] \\
    u[k]
\end{bmatrix}.
$$

When we miss a deadline we use the old control value, introducing an identity matrix in the last column and last row of the closed-loop state matrix to indicate that the previous control
signal is saved,
\[
\begin{bmatrix}
    x_{[k+1]} \\
    x_{[k]} \\
    \vdots \\
    x_{[k-n+1]} \\
    u_{[k+1]}
\end{bmatrix} =
\begin{bmatrix}
    A_d & 0_{p \times (n-p)} & B_d \\
    I_{n-p} & 0_{(n-p) \times (p+r)} \\
    0_{r \times (n-1-p)} & I_r & 0_{r \times r} \\
\end{bmatrix}
\begin{bmatrix}
    x_{[k]} \\
    x_{[k-1]} \\
    \vdots \\
    x_{[k-n]} \\
    u_{[k]}
\end{bmatrix}.
\] (19)

Finally, we should define the behaviour of system in the case of a recovery hit, as done for the zero&skip-next strategy, but including the dynamic evolution of the control signal that has been added to \( \tilde{x} \). For one deadline miss we obtain \( A_{R_1} \) as
\[
\begin{bmatrix}
    x_{[k+1]} \\
    x_{[k]} \\
    \vdots \\
    x_{[k-n+1]} \\
    u_{[k+1]}
\end{bmatrix} =
\begin{bmatrix}
    A_d & 0_{p \times (n-p)} & B_d \\
    I_{n-p} & 0_{(n-p) \times (p+r)} \\
    0_{r \times (n-1-p)} & I_r & 0_{r \times r} \\
\end{bmatrix}
\begin{bmatrix}
    x_{[k]} \\
    x_{[k-1]} \\
    \vdots \\
    x_{[k-n]} \\
    u_{[k]}
\end{bmatrix}.
\] (20)

and the following matrices are obtained by moving the position of the term \( K \) in the state evolution matrix to reflect how old is the sensed data that is being used for the computation of the control signal.

Again, \( A_{R_0} = A_H \), and we can define the set \( \Sigma \) as \( \Sigma = \{ A_{R_i}A_{M}^i | i \in \mathbb{Z} \geq 0, i \leq n \} \). With this, we can compute the upper bound on \( \rho(\Sigma) \).

**Hold&Queue(1).** To analyse the hold&queue\((1)\) strategy, we follow the same principles used for the zero&queue\((1)\) strategy. We start from the hold&skip-next matrices and determine \( \Sigma = \{ A_HA_{M}^i, A_{R_i}, A_{R_i}A_{M}^i | i \in \mathbb{Z} \geq 0, i \leq n \} \).

## 5 Experimental Validation

In this section we present a few examples of how the analysis presented in Section 4 can be applied to determine the robustness to deadline misses of control system implementations. In particular, we first present some results obtained with an unstable second-order system, which could be used to approximate unstable plants such as a segway that has to be stabilised about the top position. Then, we verify the stability of a permanent magnet synchronous motor for an automotive electric steering application.

**Unstable Second-Order System.** We analyse the following continuous-time linear time-invariant open-loop system,
\[
\dot{x}(t) =
\begin{bmatrix}
    10 & 0 \\
    -2 & -1
\end{bmatrix}
\begin{bmatrix}
    x(t) \\
    u(t)
\end{bmatrix} +
\begin{bmatrix}
    5 & 1 \\
    4 & 10
\end{bmatrix}
\begin{bmatrix}
    x(t) \\
    u(t)
\end{bmatrix},
\] (21)

where both the state and the input vector are composed of two variables. The expression above is the equivalent of Equation (2). Since the \( A_c \) matrix is a lower triangular matrix, one can immediately see that the poles of the system are 10 and \(-1\). Since one pole is in the right half plane, the system has one unstable mode and there is a need for control to stabilise the system.
An optimal linear quadratic regulator [26] is designed for this system, assuming that the controller execution is instantaneous and there is no one-step delay actuation, obtaining

\[ K = \begin{bmatrix} -4.7393 & 0.2430 \\ 0.2277 & -0.8620 \end{bmatrix}. \] (22)

First, we check the stability of the closed loop system when the controller is executed with one step delay. We select a sampling period of 10 ms and discretise the system obtaining

\[
x_{[k+1]} = \begin{bmatrix} 1.1053 & 0.0000 \\ -0.0209 & 0.9900 \end{bmatrix} x_{[k]} + \begin{bmatrix} 0.0526 & 0.0105 \\ 0.0393 & 0.0994 \end{bmatrix} u_{[k]}.
\] (23)

This corresponds to Equation (3). The matrix \( A_d \) is also lower triangular, which means that the poles of the open-loop system are the numbers indicated in the main diagonal. Since one of them is outside the unit circle, the discretised version of the continuous-time system is (unsurprisingly) also unstable and needs control. The poles of the closed-loop system corresponding to the execution of the LET controller every 10 ms are \{0.8911, 0.8141, 0.3013, 0.0888\} and they are all inside the unit circle, meaning that the system is stabilised by the LET controller \( K \) from Equation (22), and our control design is a good choice.

Our research question is how many deadlines can we miss when we execute the controller with all the possible deadline miss handling strategies. Table 1 summarises the results we obtain for the analysis.

With the zero strategy, irrespective of the choice of how to handle the job that misses the deadline (kill, skip-next, or queue), the system is robust to missing one deadline (the upper bound on the joint spectral radius is less than 1 for one deadline miss). A subsequent miss is not tolerated, and the closed-loop system becomes provably unstable (the lower bound on the joint spectral radius is above 1). We now look at what happens when the control signal is kept constant in case of misses, i.e., when we hold. Hold&kill ensures that we could miss five deadlines in a row without the emergence of unstable behaviour. However, if a sixth deadline is missed, the system could become unstable. In this case, in fact, the upper bound on the joint spectral radius exceeds 1. The lower bound, however, is below 1. This means that there is no complete certainty that the system is unstable, but there is a high risk. The true value (for which we have certainty) lies in between the the two bounds. If we continue our analysis, the situation where the true values is around 1 and uncertain persists up to 7 deadline misses. When we introduce the possibility of missing 8 consecutive deadlines, both the lower-bound and the upper-bound are above 1, meaning that the system is provably unstable for some sequences. Notice that this does not mean that the instability is found when we repeat the sequence with 8 consecutive misses followed by a hit. It could happen that the unstable sequence is a combination of a number of deadline misses up to 8 followed by a different number, followed by a number of deadline hits, and so forth. In fact, in our investigation we have encountered cases in which the closed-loop system was stable in case of the repetition of the sequence with \( n \) misses followed by a hit, but unstable with a number of consecutive misses up to \( n \). For any practical application, terminating the investigation when the upper-bound crosses 1 ensures a safety margin and guarantees the correct system operation.

When hold is paired with skip-next the system tolerates 2 misses. When queue(1) is uses, on the contrary, the system does not tolerate even a single miss. As a final remark, notice that while the number of tolerated deadline misses is higher for hold&kill, when a task is killed it is difficult to guarantee – with real-time analysis – that the subsequent job will
<table>
<thead>
<tr>
<th>Misses</th>
<th>Stability</th>
<th>Lower Bound</th>
<th>Upper Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero&amp;Kill</td>
<td>✓</td>
<td>0.961037</td>
<td>0.961975</td>
</tr>
<tr>
<td></td>
<td>x</td>
<td>1.071911</td>
<td>1.071915</td>
</tr>
<tr>
<td>Zero&amp;Skip-Next</td>
<td>✓</td>
<td>0.914298</td>
<td>0.920769</td>
</tr>
<tr>
<td></td>
<td>x</td>
<td>1.059819</td>
<td>1.059822</td>
</tr>
<tr>
<td>Zero&amp;Queue(1)</td>
<td>✓</td>
<td>0.961037</td>
<td>0.964287</td>
</tr>
<tr>
<td></td>
<td>x</td>
<td>1.071911</td>
<td>1.071915</td>
</tr>
<tr>
<td>Hold&amp;Kill</td>
<td>✓</td>
<td>0.891089</td>
<td>0.891090</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>0.891089</td>
<td>0.891090</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>0.891089</td>
<td>0.891098</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>0.891089</td>
<td>0.891251</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>0.891089</td>
<td>0.935272</td>
</tr>
<tr>
<td></td>
<td>x</td>
<td>0.891089</td>
<td>1.004593</td>
</tr>
<tr>
<td></td>
<td>x</td>
<td>1.065537</td>
<td>1.072249</td>
</tr>
<tr>
<td>Hold&amp;Skip-Next</td>
<td>✓</td>
<td>0.891089</td>
<td>0.891090</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>0.914556</td>
<td>0.944458</td>
</tr>
<tr>
<td></td>
<td>x</td>
<td>1.076507</td>
<td>1.091171</td>
</tr>
<tr>
<td>Hold&amp;Queue(1)</td>
<td></td>
<td>1.347066</td>
<td>1.370827</td>
</tr>
</tbody>
</table>

not miss its deadline (especially due to locality effects). On the contrary, in general, when skip-next is applied, it is easier to guarantee the termination of in the consecutive periods. This is true unless the deadline misses are caused by a bug in the control task itself, in which case the control task may never terminate.

**Electric Steering Application.** Here we verify the stability of a permanent magnet synchronous motor for an automotive electric steering application in the presence of deadline misses. We first present a standard model for the motor and a proportional and integral (PI) controller for setpoint tracking, written in the state-feedback form.

When modeling the motor, our system state is \( x(t) = [i_d(t), i_q(t)]^T \) where \( i_d(t) \) and \( i_q(t) \) respectively represent the currents in the \( d \) and \( q \) coordinates over time. The aim of our control design is to track arbitrary reference values for the currents. The control signal is \( u(t) = [u_d(t), u_q(t)]^T \), where \( u_d(t) \) and \( u_q(t) \) represent respectively the voltages applied to the motor in the \( d \) and \( q \) coordinate system (subject to an affine transformation). The model of the motor can be written as

\[
\dot{x}(t) = \begin{bmatrix}
-R/L_d & L_q \omega_{el}/L_d \\
-L_d \omega_{el}/L_q & -R/L_q
\end{bmatrix}
x(t) + \begin{bmatrix}
1/L_d & 0 \\
0 & 1/L_q
\end{bmatrix}
u(t).
\]

(24)

Here, \( L_d [\text{ht}] \) and \( L_q [\text{ht}] \) denote respectively the inductance in the \( d \) and \( q \) direction, \( R [\text{Ohm}] \) is the winding resistance, and \( \omega_{el} [\text{rad/s}] \) is the frequency of the rotor-induced voltage (assumed as constant). We used the parameters of our motor\(^{10}\) and discretised the plant

\(^{10}\)The constants used for the calculations are: \( R = 0.025 [\text{Ohm}], \omega_{el} = 6283.2 [\text{rad/s}], L_d = 0.0001 [\text{ht}], L_q = 0.00012 [\text{ht}].\)
using Tustin’s method\textsuperscript{11}, and a sampling period of 10\,\mu s, obtaining

\[
x_{[k+1]} = \begin{bmatrix} 0.996 & 0.075 \\ -0.052 & 0.996 \end{bmatrix} x_{[k]} + \begin{bmatrix} 0.100 & 0.003 \\ -0.003 & 0.083 \end{bmatrix} u_{[k]},
\]

Notice that the eigenvalues of \(A_{d,\text{base}}\) are \(0.9957 \pm 0.0626i\) and their absolute value is 0.9977, meaning that the open-loop system is stable (even without control). Control is here added to constrain the behaviour of the system and make sure it tracks current setpoints without errors.

To achieve zero steady-state error, we would like to design our controller in the PI form, using a term that is proportional to the error between the actual current vector and the setpoint vector and a term that is proportional to the integral of the error. We then need to augment the state vector \(x_{[k]}\) and keep track of the error at the current time step and at the previous time step. We also need to add to the input vector the setpoints for the currents in the D and Q directions. This allows us to write our PI controller in the state-feedback form.

After this transformation, we denote the new system input as \(v_{[k]} = [u_{[k]}^T, w_{[k]}^T]^T\) where \(w_{[k]}\) denotes a vector that contains the desired values for the currents \(i_d\) and \(i_q\) at time \(k\). We also define the new system state as \(s_{[k]} = [x_{[k]}^T, e_{[k]}^T, e_{[k-1]}^T]^T\), where \(e_{[k]}\) is the error at time \(k\), i.e., \(e_{[k]} = w_{[k]} - x_{[k]}\). We therefore model the system as

\[
s_{[k+1]} = \begin{bmatrix} A_{d,\text{base}} & 0_{2\times2} & 0_{2\times2} \\ -I_2 & 0_{2\times2} & 0_{2\times2} \\ 0_{2\times2} & I_2 & 0_{2\times2} \end{bmatrix} s_{[k]} + \begin{bmatrix} B_{d,\text{base}} & 0_{2\times2} \\ 0_{2\times2} & I_2 \\ 0_{2\times2} & 0_{2\times2} \end{bmatrix} v_{[k]}.
\]

We design our PI controller as

\[
K = \begin{bmatrix} K_1 \\ K_2 \end{bmatrix} = \begin{bmatrix} 5 & -4 \\ 1 & -3 \\ 7 & 7 \end{bmatrix}.
\]

We can test that in absence of deadline misses, when the controller is implemented with LET (i.e., with one-step delay), the system preserves stability. We now move on to investigate the stability property of the system when some deadlines are missed. Table 2 presents a summary of the results we obtained.

The zero-\&-kill strategy presents a special property. Using this strategy, the closed-loop system is always going to be stable, regardless of the number of deadlines that are missed. In fact, using the joint spectral radius, it is possible to prove that the system that switches between \(A_H\) and \(A_M\) is always stable, when the matrices are the ones identified in Section 4 for zero-\&-kill. This special property comes from the fact that the open-loop system is stable and control is applied only using fresh measurements (assuming that the kill procedure is able to rollback the system to a clean state). The fact that \(A_M\) and \(A_H\) are stable individually is not enough to guarantee stability, but all of their combinations prove to be contractions, making the switching system stable as well. Notice that this is not generalisable, but only

\textsuperscript{11} While Tustin’s method introduces frequency distortion, the method is what is currently applied in our industrial case study. Similar results can be obtained with the exact matrix exponential, changing the discretisation command parameters in the Matlab code.
due to the properties of the particular system we are controlling – in fact, this is not true for the second-order system example above. For this specific system, this tells us that implementing a clean rollback is very beneficial, and goes a long way to ensure fault tolerance. However, it is not always possible to implement a clean rollback with the given hardware and software setup.

When zero is paired with skip-next, old measurements of the state are used when a recovery hit happens. This means that the system can be unstable even though the behaviour is similar to the zero&kill strategy one. In fact, differently from zero&kill, the system is not able to tolerate an infinite number of misses. We then ask how many consecutive deadline misses the system experience without violating the stability property. As reported in Table 2, both the lower-bound and the upper-bound on the joint spectral radius are less than 1 for a system that experiences up to 17 consecutive misses. However, with 18 consecutive misses the closed-loop system becomes provably unstable (lower-bound above 1).

This result means that if the controller can miss 18 deadlines in a row, then the delay introduced between the sensing and the actuation is harmful for the system and can cause instability. In this case, there is at least one sequence of deadline misses (which satisfies the

<table>
<thead>
<tr>
<th>Misses</th>
<th>Stability</th>
<th>Lower Bound</th>
<th>Upper Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero&amp;Kill</td>
<td>∞</td>
<td>✓</td>
<td>0.997713</td>
</tr>
<tr>
<td>Zero&amp;Skip-Next</td>
<td>✓</td>
<td>0.892575</td>
<td>0.892575</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>0.892575</td>
<td>0.892575</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>0.892575</td>
<td>0.892575</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>0.892575</td>
<td>0.892575</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>0.900922</td>
<td>0.900922</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>0.912902</td>
<td>0.912902</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>0.938565</td>
<td>0.938565</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>0.940823</td>
<td>0.940823</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>0.942610</td>
<td>0.942610</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>0.951092</td>
<td>0.951092</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>0.962846</td>
<td>0.962846</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>0.973776</td>
<td>0.973776</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>0.983954</td>
<td>0.983954</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>0.993436</td>
<td>0.993436</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>1.002273</td>
<td>1.002273</td>
</tr>
<tr>
<td>Zero&amp;Queue(1)</td>
<td>✓</td>
<td>0.925966</td>
<td>0.925966</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>1.001620</td>
<td>1.001620</td>
</tr>
<tr>
<td>Hold&amp;Kill</td>
<td>✓</td>
<td>0.892575</td>
<td>0.892575</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>0.938332</td>
<td>0.938332</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>1.073542</td>
<td>1.073542</td>
</tr>
<tr>
<td>Hold&amp;Skip-Next</td>
<td>✓</td>
<td>0.968574</td>
<td>0.968574</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>1.107390</td>
<td>1.107390</td>
</tr>
<tr>
<td>Hold&amp;Queue(1)</td>
<td>✓</td>
<td>1.423968</td>
<td>1.423968</td>
</tr>
</tbody>
</table>
condition that there cannot be more than 18 consecutive misses) that leads to instability. In this case, it is certain that the closed-loop switching system is unstable. Notice that the harmful sequence does not necessarily have to be a repetition of 18 misses and 1 hit, but can be a combination of different terms (for example it could happen that due to the time constant of the system missing 16 deadlines, hitting 2 of them, and then missing 18 would cause instability). For this particular case, however, it is simple enough to check that the spectral radius of the closed-loop matrix with 18 misses and 1 hit is above 1 and this immediately means that the sequence of 18 misses and 1 hit destabilises the system (although it might not be the only one).

If we pair zero with queue(1), the results differ dramatically. The number of matrices in the set $\Sigma$ used to compute the joint spectral radius increases, and there is a combination of events (specific number of misses, recovery, and recovery with immediate information) that can lead to instability even when just 2 consecutive deadlines are missed. This immediately tells us that using the queue(1) strategy is a bad idea for this system and should be avoided.

When the control signal is held, the kill strategy guarantees stability for 2 deadline misses, while a third potential miss makes the system provably unstable. The skip-next strategy, paired with hold, can tolerate one miss, but a second one makes the system unstable. The queue(1) strategy cannot even tolerate a single miss.

From this experimental campaign, we can conclude that for this system kill is working better than any other system-level strategy, and zero works better than hold in terms of guaranteeing the system stability. We can also conclude that while queuing a task when a previous one is executing could improve the control performance, the risk of harming the system is much higher. We advocate that performing the analysis presented in this paper can give important runtime information to determine how robust control systems are to temporary faults and problems.

## 6 Related Work

Studying the non-ideal behaviour that emerges from the implementation and execution of control systems is an important problem for practical applications of control. Control tasks for example may have variable periods and may require to be executed with different rates depending on the operating conditions [4]. Also, late information can affect the system’s performance [24,30,31,37], especially for networked systems. These timing effects are usually characterised as independent events with stochastic distributions [13], or using worst case bounds [2,15]. Control researchers proposed deadline-aware design methods to guarantee stability [5,29] and improve the control performance [38]. Sinopoli et al. [40] proposed an optimal control design for networked system leveraging the probability of packet losses. Lincoln and Cervin [28] proposed a design tool for optimal controllers in the presence of probabilistic delays, that can be exploited for LET design setting the delay to one period. In many circumstances, the control designer can usually trade off computing time and accuracy [39]. In some cases, an inaccurate and faster solution that can be executed at a faster rate is preferable to an accurate and precise solution that can only be executed at a slower rate [23]. However, it is extremely hard in practice to guarantee that the delays will never exceed the control period.

These types of systems have been studied both from the schedulability perspective [43] and using model checking [12]. The performance cost of deadline misses was investigated [34,44], together with the role of the strategy used to handle the misses [33,41,42]. All these papers used the $m$-$K$ model, starting from the assumption that windows of hits and misses have to
be analysed in order to determine the behaviour of the system. We build on the previous literature to determine how the implementation is going to react to missed deadlines, both in terms of selection of the control signal [29] and in terms of management of the job that misses its deadline [33]. There are some important differences between [33] and the contribution of this paper: [33] presents a control design technique to guarantee probabilistic robustness to deadline misses, on the contrary we assume that the controller is already designed and executes without any change and we demonstrate an analysis method to guarantee exactly that the controller tolerates (in terms of stability) a maximum number of consecutive misses.

In this work we showed that it may not be necessary to study windows of hits and misses. We argue that before looking at the $m$-$K$ model representation, which is harder to analyse, one should check the stability of the $\langle m \rangle$ model. If the $\langle m \rangle$ is stable, there is no need to include complex window-based analysis – it happens quite often that the information needed to study the stability of the closed-loop systems is already contained in the number of consecutive deadline misses.

Ghosh et. al. [16] studied how to design control systems in the presence of faults that cause them to miss at most $n$ deadlines, providing a synthesis method to achieve fault-tolerance – without specifying how the system is going to react to the misses (e.g., kill or skip-next). Here we take a different perspective and want to validate the behaviour of a control system (in terms of stability) when deadlines are missed, including the deadline management strategy from a system and implementation perspective.

## 7 Conclusion

In this paper we revisited the weakly hard real-time model for control tasks. We formalised the problem of determining the stability of the closed-loop system in the presence of a given number of consecutive misses that the controller task can experience. With the number of consecutive deadline misses, we derived stability criteria for systems where the deadline miss is handled in different ways, both from the perspective of the control signal applied (either zeroing or holding the previous value of the control signal) and with respect to the management of the task that misses the deadline (that can be either killed or allowed to continue in the subsequent control period). We solved this problem using a mathematical tool called joint spectral radius, for the computation of which open-source toolboxes are available. We applied our analysis to two different examples: an unstable system and an industrial application for electric steering. In both cases, we showed the limitations of the controller implementations that miss a given number of deadlines.

In the future, we plan to look at applying the joint spectral radius analysis to systems specified using the $m$-$K$ model. This is particularly challenging, because there is no direct mapping between the potential sequences of hits and misses and a set of matrices. Furthermore, we want to investigate the performance of controllers that experience deadline misses.

## References
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Abstract

This paper introduces the first general and rigorous formalization of the classic busy-window principle for uniprocessors. The essence of the principle is identified as a minimal set of generic, high-level hypotheses that allow for a unified and general abstract response-time analysis, which is independent of specific scheduling policies, workload models, and preemption policy details. From this abstract core, the paper shows how to obtain concrete analysis instantiations for specific uniprocessor schedulers via a sequence of refinement steps, and provides formally verified response-time bounds for eight common schedulers and workloads, including the widely used fixed-priority (FP) and earliest-deadline first (EDF) scheduling policies in the context of fully, limited-, and non-preemptive sporadic tasks. All definitions and proofs in this paper have been mechanized and verified with the Coq proof assistant, and in fact form the common core and foundation for verified response-time analyses in the Prosa open-source framework for formally proven schedulability analyses.

1 Introduction

The busy-window principle is one of the most fundamental and widely known real-time scheduling concepts. The basic idea – to bound a task’s worst-case response time by analyzing the interval (or “window”) during which the processor remains continuously “busy” executing a given task or interfering workload – has been applied in scores of papers on many different scheduling policies, system models, and workload types. In practical terms, the busy-window principle, in the form of response-time analysis (RTA) [3, 12, 28, 30, 34], provides the theoretical underpinnings of popular commercial analysis tools (e.g., [26]).
However, despite its undeniable significance, to date no unifying theoretical framework has been presented that explains, and rigorously justifies, why the busy-window principle is applicable in so many diverse settings. Rather, the general idea has become part of the real-time folklore, spread across many papers, where it is frequently re-developed “from scratch” using ad-hoc notation and problem-specific definitions. As previously noted by Bril et al. [8], this results in papers differing in subtle but critical ways, especially when proofs are rooted more in intuition and implicit assumptions than formal derivation.

To place this central element of real-time scheduling theory on firm footings, and to enable a systematic development of verified RTAs in the Prosa [10, 35] open-source framework for formally proven schedulability analyses, we present a rigorous, formally verified proof of the busy-window principle using the Coq proof assistant [42]. Our proof is general and proceeds from first principles, without the use of a “critical instant” argument. At its core is a new abstract RTA that is independent of specific scheduling policies, workload models, and preemption details. The existence of this abstract RTA, which relies only on a minimal set of generic, high-level assumptions, explains why the busy-window principle is so widely applicable and clearly identifies its mathematical essence.

From this abstract core, our proof proceeds via a sequence of refinement steps to obtain concrete RTA instantiations for specific schedulers. As practical examples, we provide formally verified RTAs for eight scheduler and workload combinations: earliest-deadline first scheduling of fully preemptive tasks (EDF), fully non-preemptive tasks (NP-EDF), segmented limited-preemptive tasks (LP-EDF), and tasks with floating non-preemptive sections (EDF-NPS), as well as fixed-priority scheduling of the same task models (denoted FP, NP-FP, LP-FP, and FP-NPS, respectively), all for arbitrary arrival curves and arbitrary deadlines. Of these, three RTAs are completely novel in that they were not yet derived in prior work (NP-EDF, LP-EDF, and EDF-NPS),\footnote{Note that our claim is specific to RTAs – there are prior schedulability analyses of NP-EDF [27], LP-EDF [4] and EDF-NPS [5, 40], which however do not yield nontrivial response-time bounds (i.e. they provide only a “schedulable”/“not schedulable” answer). We focus in this paper exclusively on RTAs.} and all but one (fully preemptive FP [14]) are formally verified here for the first time. In particular, we provide the first verification of Davis et al.’s [12] revised analysis of the CAN protocol (an instance of NP-FP scheduling).

At a more technical level, this paper makes a contribution in the area of mechanized proofs for real-time systems. Despite many advances in proof assistants in recent years, mechanized proofs still suffer from a key problem: even a conceptually simple change in the underlying model can render a mechanized proof thoroughly inapplicable, and thereby easily induce dozens of person-hours of “proof maintenance.” This problem is even more relevant in the area of real-time systems, where a lot of proofs rely on similar ideas but apply to (slightly) different models. It would thus be a Sisyphean task to mechanize the analysis of many such related models without a general underlying theory independent of minor model variations. Abstract RTA provides such a foundational theory for the busy-window principle.

Related Work. The origins of the busy-window principle date back more than three decades; a good account of its history is provided by Audsley et al. [2] and Sha et al. [38].

Liu and Layland [31], in their classic analysis of FP scheduling with rate-monotonic (RM) priorities, established that a periodic task exhibits its worst-case response time if all higher-priority tasks release jobs simultaneously and at their maximum possible rate, which they called the critical instant [31]. More than a decade later, a closer examination of the critical instant led to the independent discovery of exact RTAs for FP scheduling (with any priority order) based on the busy-window principle by several groups of authors [3, 28, 29, 30, 34].
Lehoczky [30] in particular formulated the concept of a “level-\(i\) busy period” (a.k.a. busy window), which he defined as “a time interval \([a, b]\) within which jobs of priority \(i\) or higher are processed throughout \([a, b]\) but no jobs of level \(i\) or higher are processed in \((a - \epsilon, a)\) or \((b, b + \epsilon)\) for sufficiently small \(\epsilon > 0\)” [30]. Based on this definition, he provided an RTA for tasks with arbitrary deadlines (i.e., relative deadlines independent of a task’s period), a case which Joseph and Pandya’s earlier RTA [28] failed to account for. Also relying on the busy-window principle (but without giving a precise definition), Audsley et al. [3] and Tindell et al. [43] improved the approach to support release jitter and other workload extensions.

From these beginnings, the busy-window concept spread far and wide (e.g., see [7, 8, 12, 13, 21, 22, 24, 25, 26, 37, 41, 44, 46], to list a few examples across time), and can still be encountered on a regular basis in recent work (e.g., [23, 36, 47]). However, while the busy-window idea spread, Lehoczky’s definition [30] did not. Rather, the concept was reused and adapted in many ways, to the effect that remarkably few papers agree on an exact definition of a busy window, or even provide one at all [8].

As a result of this evolution, papers tend to use diverging definitions, notations, and proof strategies, so that it may seem that there are a lot of different methods to obtain a response-time bound, when in fact most papers follow essentially a common argument. Time and again, papers reason about a critical instant or otherwise construct a worst-case execution scenario, infer a recurrence, argue that the result of a fixed-point search implies a response-time bound, define a search space, etc. Often this is done in analogy with earlier results and not supported by rigorous proof, which can all too easily lead to misconceptions and flaws – and unfortunately has done so more than once (e.g., [10, 11, 12, 33]).

Another byproduct of the state of the art’s paper-by-paper approach is that it obscures commonalities within superficially different proofs. Case in point, EDF and FP historically have been analyzed using quite different and policy-specific terminology. Indeed, the existing RTAs for FP [3, 8, 28, 30, 43, 46] and RTAs for EDF [21, 22, 24, 41] look like substantially different analyses. However, as we show in this paper, RTAs for EDF and FP share the same fundamental proof scheme, and can in fact be obtained as instantiations of our abstract RTA.

Bril et al. [8] took an important first step towards rectifying the status quo by introducing the concept of an “active period” as a general, foundational concept that is independent of a particular scheduling algorithm and thus reusable across papers. We argue that this is a vital direction – a new RTA should not start from first principles, but rather build on a well-understood general and formal foundation that comes with clear and simple proof obligations that justify the application of the busy-window principle.

In contrast to Bril et al.’s “active period” [8], the foundation provided in this paper is backed in full by a formal, mechanized proof checked with the Coq proof assistant. The first successful attempt to mechanize schedulability analysis is due to Wilding [45], who proved optimality of EDF on uniprocessors using the early Nqthm theorem prover. In another early effort more closely related to our work, Dutertre [14] proved the correctness of the classic RTA for preemptive FP scheduling with blocking terms already 20 years ago using the PVS proof system, albeit not for arbitrary arrival curves, nor as part of a general, reusable framework. In the same work, Dutertre described and verified the behavior of the priority-ceiling protocol [39]. Much more recently, Zhang et al. [48] formally specified the priority-inheritance protocol [39] using Isabelle/HOL, and proved a blocking bound for the protocol.

We build in this paper on Prosa [35], a Coq-based framework for real-time scheduling theory that emphasizes readability of the specification, which was introduced by Cerqueira et al. [10] in 2016. In 2018, Fradet et al. [15] presented a result (also using Prosa/Coq) that in principle could be used to obtain RTAs for some of the scheduling policies considered.
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herein, but this possibility was never pursued. In a more applied direction, Fradet et al. [16] introduced CertiCAN, a Prosa-based tool for the certification of CAN schedulability analysis results. Finally, in particularly impressive recent work, Guo et al. [20] connected Prosa [10, 35] with a real-time extension of CertiKOS [18], thereby obtaining a verified OS kernel with an end-to-end, machine-checked schedulability proof.

Contributions. In summary, this paper advances the state of the art in three ways. First, we introduce the first general and rigorous formalization of the busy-window principle by means of a unified and general abstract RTA, which follows from a small, explicit set of precise hypotheses. The proposed abstract RTA is intentionally independent of most practical details (such as specific scheduling policies, how and when tasks can be preempted, arrival models, whether they share resources or self-suspend, etc.) and can serve as a common basis for the analysis of a wide range of uniprocessor schedulers and workloads.

Second, all definitions and proofs in this paper have been mechanized and verified with the Coq proof assistant [42] in the open-source Prosa framework [10, 35]. Moreover, the work presented in this paper has become the common foundation for mechanized uniprocessor RTAs and enabled support for multiple scheduler and workload combinations in the recently released Prosa version 0.4. Our machine-checked proofs (≈ 9,000 lines of code and comments) are fully documented and freely available for reuse and inspection [35]. As part of the artifact evaluation, we provide an overview of our formal proof and cross-reference key results in the paper with the corresponding lemmas and theorems in the formal Coq development [1].

Third, as a case study in applying abstract RTA to specific scheduling problems, we provide eight formally verified response-time analyses for non-self-suspending sporadic tasks with arbitrary deadlines and arbitrary arrival curves under EDF, NP-EDF, LP-EDF, EDF-NPS, FP, NP-FP, LP-FP, and FP-NPS uniprocessor scheduling. For seven of these schedulers, this paper presents the first formal verification of a state-of-the-art RTA. In fact, to the best of our knowledge, for three of these policies – NP-EDF, LP-EDF, and EDF-NPS – we provide the first known RTAs. For the other five policies, this paper verifies the known exact RTAs. In particular, the four RTAs for FP scheduling verified in this paper correspond to results that can also be obtained from Yao et al.’s general analysis of LP-FP scheduling [46].

2 System Model

In this section, we describe the general system model on which we base our analysis. We focus on unit-speed uniprocessor systems in this paper and assume a discrete-time model, where the smallest quantity $\varepsilon \triangleq 1$ represents an indivisible unit of time (e.g., a processor cycle).

Workload. We consider workloads modeled as a set of $n$ sporadic real-time tasks $\tau = \{\tau_1, \ldots, \tau_n\}$. Each task $\tau_i = (C_i, D_i, \alpha_i)$ is characterized by its worst-case execution time (or cost) $C_i$, its relative deadline $D_i$, and an arrival-bound function $\alpha_i(\Delta)$, which upper-bounds the number of times that $\tau_i$ is activated in any interval of length $\Delta$. We also define the request-bound function (RBF) of task $\tau_i$ as $RBF_i(\Delta) = C_i \times \alpha_i(\Delta)$.

Whenever a task is activated, a corresponding job is released. We let $J_{i,j}$ denote the $j$-th job (or activation) of task $\tau_i$. Each job $J_{i,j}$ has a release (or activation) time $a_{i,j}$, absolute deadline $d_{i,j} = a_{i,j} + D_i$, and execution time $c_{i,j}$, where $0 \leq c_{i,j} \leq C_i$. To finish, $J_{i,j}$ must

---

2 We use the term “hypothesis” in the mathematical sense to refer to an explicitly stated assumption upon which a proof rests, not in the colloquial sense meaning an “unproven theory or conjecture.”
receive exactly \( c_{i,j} \) units of service from the scheduler. We denote \( J_{i,j} \)'s completion (or finish) time as \( f_{i,j} \). A job's cost may be zero, in which case it is trivially finished immediately upon release. A job is pending at time \( t \) if it is released and not yet completed (i.e., if \( a_{i,j} \leq t < f_{i,j} \)).

A job's response time \( r_{i,j} \) is given by \( r_{i,j} \triangleq f_{i,j} - a_{i,j} \). The goal of a response-time analysis of task \( \tau_i \) is to establish an upper bound \( R_i \) such that \( r_{i,j} \leq R_i \) for any job \( J_{i,j} \) of \( \tau_i \). Note that such an upper bound need not be exact, nor does it necessarily exist.

### Schedule and Service

We next define the central notions that relate the workload to the underlying processor model. For clarity, we let \( \mathbb{T} \) denote the time domain (the natural numbers including zero, i.e., \( \mathbb{T} = \mathbb{N} \)), \( \mathbb{B} = \{0,1\} \) the boolean domain, and \( \mathbb{J} = \{J_{i,j}\}_{i,j} \) the set of all jobs. Furthermore, we let \( \mathbb{S} \) denote the service domain, which is another synonym of the natural numbers (i.e., \( \mathbb{S} = \mathbb{N} \)) that we use to disambiguate the notions of an instant or duration \( t \in \mathbb{T} \) and the amount of accumulated service \( p \in \mathbb{S} \) received by a job.

A schedule is a function \( \sigma : \mathbb{T} \rightarrow \{\bot \} \cup \mathbb{J} \) that maps each point in time \( t \) to the job (if any) that is scheduled at time \( t \), or to a constant \( \bot \) that indicates that the processor is idle. A job can be scheduled only when it is pending.

A scheduling policy determines how the schedule is constructed. In Sections 3–6.1, we place no restriction on the type of scheduling policy considered. In Section 6.2, we focus our attention on job-level fixed-priority (JLFP) policies [9], which are policies that assign a fixed priority to each pending job, and then execute (any one of) the job(s) with maximal priority. Finally, in Section 7, we instantiate our abstract RTA for two specific JLFP policies, namely the two most prominent representatives of this class: FP and EDF scheduling. We let \( J_k \succeq J_i \) denote that \( J_k \) has a priority that is higher than or equal to \( J_i \)'s priority, and let \( J_k \succ J_i \) denote that \( J_k \) has priority strictly higher than \( J_i \).

The scheduler is assumed to be work-conserving, which we define precisely in Section 3.2. We further consider all scheduling overheads to be negligible, or equivalently, to already be included in each job's cost \( c_{i,j} \). While our framework and proof strategy do not preclude the explicit modeling of overheads, a detailed consideration of overhead accounting issues is beyond the scope of this paper and left to future work.

As we assume a unit-speed uniprocessor, a job \( J_{i,j} \) receives one unit of service at time \( t \) iff \( \sigma(t) = J_{i,j} \). The cumulative service of a job \( J_{i,j} \) received within a time interval \([t_1,t_2)\), denoted \( \text{serv}_{\sigma}(J_{i,j},[t_1,t_2)) \), is given by \( \text{serv}_{\sigma}(J_{i,j},[t_1,t_2)) \triangleq \{ t \mid t \in [t_1,t_2) \land \sigma(t) = J_{i,j} \} \). We also rely on the notions of the total service received up to time \( t \), denoted \( \text{serv}_{\sigma}(J_{i,j},t) \triangleq \text{serv}_{\sigma}(J_{i,j},[0,t)) \), and the service received by task \( \tau_i \) in time interval \([t_1,t_2)\), which is the total service received by jobs of \( \tau_i \) in the given interval: \( \text{serv}_{\sigma}^\tau([t_1,t_2)) \triangleq \sum_{i,j} \text{serv}_{\sigma}(J_{i,j},[t_1,t_2)) \).

### Arrivals and Workload

For notational clarity, we introduce the arrival sequence \( a(t) \triangleq \{ J_{i,j} \mid \forall i,j : a_{i,j} = t \} \), which is a function mapping each time \( t \) to the (possibly empty) set of jobs released at time \( t \). The workload of jobs of task \( \tau_i \) in a given time interval \([t_1,t_2)\) is the cumulative cost of all jobs of \( \tau_i \) released in that interval: \( \text{wl}^\tau([t_1,t_2)) \triangleq \sum_{i,j} \{ c_{i,j} \mid \forall j : t_1 \leq a_{i,j} < t_2 \} \). Similarly, \( \text{wl}([t_1,t_2)) \triangleq \sum_{i,j} \text{wl}^\tau([t_1,t_2)) \) is the workload of all jobs. (We write \( \sum \{ F(x) \mid \forall x : P(x) \} \) to denote \( \sum_{x \in \{x : P(x)\}} F(x) \), for any \( F \) and \( P \).)

### Preemption Model

A job \( J_{i,j} \) is represented by a sequence of \( q_{i,j} \) non-preemptive segments \( c_{i,j,k} \) such that \( \sum_{k=1}^{q_{i,j}} c_{i,j,k} = c_{i,j} \). In case of a fully preemptive job, each segment is simply of length \( c \), the smallest discrete quantity of time.) We denote the longest segment of job \( J_{i,j} \) as \( c_{i,j}^{\max} = \max \{ c_{i,j,k} \}_{1 \leq k \leq q_{i,j}} \), and correspondingly let \( NPS \) denote the maximum non-preemptive segment length of task \( \tau_i \), such that \( c_{i,j}^{\max} \leq NPS_i \) for any \( J_{i,j} \).
We denote a job $J_{i,j}$’s last segment as $c_{i,j}^{\text{last}} = c_{i,j}(q_{i,j})$. Importantly, once $J_{i,j}$ has received enough service to start $c_{i,j}^{\text{last}}$, it cannot be preempted until it completes. We call this amount of service the job’s run-to-completion threshold $\text{rct}_{i,j} = c_{i,j} - c_{i,j}^{\text{last}} + \varepsilon$. Correspondingly, task $\tau_i$’s run-to-completion bound is a constant $\text{RCT}_i$ such that $\text{rct}_{i,j} \leq \text{RCT}_i$ for each $J_{i,j}$. That is, once a job of task $\tau_i$ has received at least $\text{RCT}_i$ units of service, it is guaranteed to have reached its last non-preemptive segment and thus to complete without further preemptions.

3 High-Level Overview and Abstract Foundation

We begin with a high-level overview of our approach and then introduce the foundation upon which the analysis rests, namely the definitions and hypotheses that form the abstract RTA.

We employ one of the most commonly used tools in computer science, namely reductions. Reductions play a central role in computer science as they allow transferring a solution for a fundamental problem to solve another, often more concrete problem. For example, recall the Boolean Satisfiability Problem (SAT), which asks to determine whether a given formula has a satisfying assignment. Now if one faces another, domain-specific problem $A$, as long as one has an algorithm that decides SAT (e.g., a SAT-solver) and a reduction that maps an instance of problem $A$ to an equivalent instance of problem SAT, one can decide problem $A$ by applying the reduction from $A$ to SAT and then running a SAT-solver.

In this work, we use the conceptually same idea, but do not reduce to SAT. Rather, we define a small abstract model, which does not have all the intricacies of a conventional scheduling model, but which nevertheless allows us to state the problem of finding a response-time bound. If the resulting abstract model correctly captures the essential properties that are necessary for an RTA via the busy-window principle, then we can expect that a response-time bound for the abstract model can be transferred to a given concrete model via a sequence of reductions from the concrete to the abstract model.

As shown in Figure 1, the central result of this paper is the abstract RTA theorem (Theorem 18), which solves the RTA problem for the abstract model (Section 3.1). On top of the abstract model, we provide a sequence of model refinements along with proofs of correctness for the corresponding reductions (in Figure 1, the refinement sequence proceeds in reverse direction of the arrows). In particular, by assuming that tasks are sequential, it is possible to obtain a more accurate bound on interference (Section 5). From this common base, we then obtain general EDF and FP models (Theorems 31 and 32), which however still abstract from specific preemption models (Section 6). Ultimately, the refinement sequence connects the abstract model to concrete models; conversely, the reduction sequence (indicated by the arrows in Figure 1) yields RTAs for concrete models (Section 7).

As indicated in Figure 1, we split reductions along two orthogonal concerns:

- the scheduling policy – how concurrently pending jobs are sequenced; and
- the preemption model – when is it possible for the scheduler to change the executing job.

Indeed, both the scheduling policy and preemption model are essentially just parameters of the underlying abstractions. As they are independent of each other, we can construct reductions by combining available scheduling models and preemption policies, which we have done in this paper for all combinations of the EDF and FP scheduling policies and four preemption models, as illustrated in Figure 1 and discussed in Section 7.

Importantly, our proof framework is flexible in the sense that one has the freedom to expand the graph of reductions depicted in Figure 1 at any node. For instance, in future work it will be possible to add branches for FIFO scheduling (e.g., as a sibling to Theorems 31 and 32), another preemption model (e.g., scheduling with preemption thresholds), other task models (e.g., self-suspending tasks), or support for real-time locking protocols.
### 3.1 Abstract Model

At the core of the proposed framework lies the abstract model, which rests on four central hypotheses. Intuitively speaking, we assume that the processor is not overloaded (Hypothesis 7), that the scheduler is work-conserving (Hypothesis 8), that worst-case interference is bounded (Hypothesis 10), and that a solution to the response-time recurrence is known (Hypothesis 13). We define these assumptions precisely in Sections 3.4, 3.5, and 3.7 below.

**Definition 1.** An abstract model is a tuple \((\tau_i, I_\sigma, W_\sigma, IBF_i)\), where \(\tau_i\) is the task under analysis, \(I_\sigma\) is the (abstract) interference function, \(W_\sigma\) is the (abstract) interfering workload function, \(IBF_i\) is the interference-bound function, and where \(I_\sigma, W_\sigma, \) and \(IBF_i\) satisfy the requirements imposed in Hypotheses 7, 8, 10, and 13.

The three functions describe the evolution of an (abstract) system and thereby form the interface of abstract RTA. Specifically, reducing a concrete model to the abstract model means (i) instantiating \(I_\sigma, W_\sigma, \) and \(IBF_i\) such that they capture the concrete model’s semantics, and (ii) proving that the chosen definitions satisfy Hypotheses 7, 8, 10, and 13.

Given an abstract model \((\tau_i, I_\sigma, W_\sigma, IBF_i)\), the problem of bounding the worst-case response time of \(\tau_i\) is defined as follows.

**Definition 2 (abstract RTA problem).** Given a constant \(R\), decide whether the inequality \(f_{i,j} - a_{i,j} \leq R\) holds for every job \(J_{i,j}\) of task \(\tau_i\), for any arrival sequence \(a(t)\) and schedule \(\sigma(t)\) consistent with \((\tau_i, I_\sigma, W_\sigma, IBF_i)\) in the sense of Hypotheses 7, 8, 10, and 13.

We emphasize that we place no restrictions on \(a(t)\) and \(\sigma(t)\) other than the (arguably quite weak) restrictions imposed by the task model and Hypotheses 7, 8, 10, and 13. In particular, note that Definitions 1 and 2 are silent on matters of scheduling policy, preemption model, task-model specifics, etc., which are all abstracted by the interface functions, as discussed next.
3.2 Abstract Interference

A job’s execution may be postponed by the environment and/or the system due to many different factors such as preemption by higher-priority jobs, non-preemptive lower-priority jobs, jitter, black-out periods in hierarchical scheduling, etc. We collectively refer to any such delay as (abstract) interference. In particular, we consider the execution of other jobs of the same task, frequently called self-interference in prior work, to also constitute interference.

Formally speaking, interference is a function \( I_\sigma : J \times T \to B \) that satisfies Hypotheses 7, 8, 10, and 13. Intuitively, \( I_\sigma \) is a predicate that determines, in the context of a given schedule \( \sigma \), for any job \( J_{i,j} \) and any time \( t \), whether \( J_{i,j} \) could execute at time \( t \) if it were pending at time \( t \). Note that a job does not have to be actually pending to experience (abstract) interference. This seemingly unnatural definition will turn out to be useful when bounding the response time of jobs that arrive after the beginning of a busy window (Hypothesis 10). To illustrate the idea, we provide a simple example; further examples can be found in Section 7.

Example 3. For a fully preemptive JLFP model assuming Liu & Layland [31] tasks (i.e., no self-suspensions or shared resources), \( I_\sigma \) can be defined as follows:

\[
I_\sigma(J_{i,j}, t) \triangleq \exists J_{h,k} : J_{h,k} \neq J_{i,j} \land \sigma(t) = J_{h,k} \land J_{h,k} \succeq J_{i,j}.
\]

That is, interference occurs if another job with higher or equal priority is scheduled. See Figure 2 for an illustration. In Section 7, we later provide a similar instantiation that also works in the presence of non-preemptive sections.

In general, conceptually similar interference functions can be defined for many schedulers and workload models, but finding the most appropriate definition can require some ingenuity in case of complex workloads or intricate scheduling policies.

Building on the interference function \( I_\sigma \), we define the cumulative interference \( C_z \) of a job \( J_{i,j} \) within a time interval \([t_1, t_2]\) as \( C_z(J_{i,j}, [t_1, t_2]) \triangleq \sum_{t=t_1}^{t_2-1} [I_\sigma(J_{i,j}, t)]_1 \), where \([x]_1\) denotes the indicator function that evaluates to 1 if \( x \) is true, and 0 otherwise.

3.3 Abstract Interfering Workload

The second function of the abstract interface, called interfering workload \( W_\sigma \), is of a more technical nature and is intended to describe the potential for future interference, in the sense that it allows “foreseeing” (in the context of a fixed schedule \( \sigma \)) the amount of interference that a job can incur in the future. For example, the release of a higher-priority job with cost \( c_{i,j} \) means that a lower-priority job may subsequently suffer \( c_{i,j} \) units of interference.

Formally, the interfering workload \( W_\sigma : J \times T \to \mathbb{N} \) is a function that satisfies Hypotheses 7, 8, 10, and 13. Intuitively, it is useful to think of the function as indicating, for any job \( J_{i,j} \) and any time \( t \), the amount of potential interference for job \( J_{i,j} \) that is introduced into the system at time \( t \) in a given schedule \( \sigma \). This idea will become clearer with an example.

Example 4. Continuing Example 3, an appropriate interfering workload function for a fully preemptive JLFP scheduling model is given by

\[
W_\sigma(J_{i,j}, t) \triangleq \sum \{ c_{h,k} \mid \forall J_{h,k} \in a(t) \setminus \{ J_{i,j} \} : J_{h,k} \succeq J_{i,j} \}.
\]

That is, the interfering workload introduced at time \( t \) is simply the total cost of all higher- or equal-priority jobs released at \( t \) (excluding job \( J_{i,j} \) itself). See Figure 2 for an illustration. While \( W_\sigma \) may appear to be a somewhat unfamiliar concept on first sight, its essential role will become fully apparent next with the introduction of a general notion of “busy window.”

Analogously to cumulative interference, we define the cumulative interfering workload \( C_W \) of a job \( J_{i,j} \) within a time interval \([t_1, t_2]\) as the aggregation of \( W_\sigma \) across said interval.
3.4 Abstract Busy Window

As motivated in Section 1, the ultimate goal of this paper is to establish a general and reusable formal foundation for the busy-window principle, which necessarily requires a general and precise definition of the concept of a “busy window” (or, interchangeably, “busy interval”). While it is (deceptively) easy to state the intuitive idea of a busy window – the processor is continuously “busy” executing a job under analysis or some interfering workload – and while it is also usually not too difficult to define this idea for a given specific model, coming up with a good definition in the general case is another matter entirely.

In fact, this challenge is the motivation behind the choice of abstract interface functions \( I_\sigma \) and \( W_\sigma \). Using these two functions, we can define a single, general notion of a “busy interval” that is independent of any specific model, and which thus can capture the essence of the busy-window idea even across very different scheduler and workload models.

The key insight is that the workload function \( W_\sigma \) produces interfering workload, while the interference function \( I_\sigma \) consumes such workload. Thus, when \( C_W \) equals \( C_I \), there is no more interfering workload to process, so the processor necessarily becomes “quiet” and the corresponding busy interval ends. This observation leads us to the following definition.

\begin{definition}[quiet time] A point in time \( t \) is a quiet time w.r.t. a job \( J_{i,j} \) if 
\[
C_I(J_{i,j}, [0, t)) = C_W(J_{i,j}, [0, t)) \land (t \leq a_{i,j} \lor f_{i,j} \leq t).
\]
\end{definition}

In other words, at a quiet time, we require the cumulative interference up to time \( t \) to be equal to the cumulative interfering workload, which indicates that the potential interference seen so far has been fully “consumed” (i.e., no more higher-priority work or other kinds of delay are pending). Furthermore, to ensure that a job \( J_{i,j} \)'s busy interval (defined next) actually captures its execution, we require that \( J_{i,j} \) cannot both be pending before the quiet time \( t \) and also at time \( t \) (i.e., \( a_{i,j} < t \land t < f_{i,j} \) \( \Leftrightarrow t \leq a_{i,j} \lor f_{i,j} \leq t \)). Thus:

\begin{definition}[busy interval] An interval \([t_1, t_2)\) is a busy interval w.r.t. job \( J_{i,j} \) if (i) \( a_{i,j} \in [t_1, t_2) \), (ii) \( t_1 \) is a quiet time (iii) \( t_2 \) is a quiet time, and (iv) no \( t \in (t_1, t_2) \) is a quiet time.
\end{definition}

In other words, we say that a given interval is a job’s busy interval if the interval contains the arrival of the job, starts with a quiet time, and remains non-quiet until it ends with a quiet time. Figure 2 illustrates the busy-window concept for a fully preemptive JLFP model.

Note that it follows from Definition 6 that a job’s busy window, if it exists, is unique (which we formally establish in our Coq proof). It also bears repeating that Definition 6 applies to a specific job as this simplifies the formal Coq development, whereas prior work traditionally defines the notion of a busy window w.r.t. a task or priority level [30].
With the abstract notion of a busy interval in place, we can finally state our first two hypotheses, which constrain $I_T$ and $W_σ$ via Definitions 5 and 6. First, obviously a response-time bound can exist only if busy windows are of finite length.

**Hypothesis 7.** Busy intervals are bounded by a constant $L$: for any $J_{i,j}$, there is a busy interval $[t_1, t_2)$ w.r.t. $J_{i,j}$ and $t_2 - t_1 < L$.

Clearly, busy intervals are not actually always bounded; for example, if the processor is overloaded. However, no response-time analysis is applicable to workloads that exhibit unbounded busy intervals. Hypothesis 7 thus must be checked and proven to be satisfied in order for abstract RTA to be applicable. In fact, this hypothesis is analogous to the common requirement that a task set’s total utilization cannot exceed 100%. However, Hypothesis 7 is more general since it reflects also any other abstract interference factors modeled by $I_T$.

Next, we require “work conservation” in an abstract sense.

**Hypothesis 8.** The scheduler is work-conserving in the abstract sense: for any job $J_{i,j}$, its busy interval $[t_1, t_2)$, and any point in time $t \in [t_1, t_2)$, $J_{i,j}$ incurs interference at time $t$ iff $J_{i,j}$ is not scheduled at time $t$: $I_T(J_{i,j}, t) \iff \sigma(t) \neq J_{i,j}$.

Intuitively, Hypothesis 8 requires the abstract interference predicate to describe the interference “correctly” — the scheduler must either schedule $J_{i,j}$, or there is something else that interferes with $J_{i,j}$, which matches the intuitive understanding of “work conservation.” Note that we consider only time instants within a busy interval; we can thus be sure that there is some pending interference in the system (otherwise $t$ would be a quiet time).

However, it is also interesting to note that Hypothesis 8 does not state whether the processor idles at time $t$ (i.e., $\sigma(t) = \bot$ is permissible under Hypothesis 8 if $I_T(J_{i,j}, t)$ holds), which is necessary for generality: otherwise, abstract RTA would not be applicable to workload models with self-suspensions, release jitter, or delayed budget replenishments.

### 3.5 Abstract Interference Bound Function

The interference-bound function $IBF_1 : T \times T \to T$ is the third and last element of the behavioral interface of our analysis. The notion of an IBF as a bound on interference during some interval is well-known from prior work on the analysis of specific schedulers. However, to obtain the generality needed for abstract RTA, our definition differs from prior work in that it explicitly considers the *relative offset* of the job under analysis within its busy interval.

**Definition 9.** Given a job $J_{i,j}$ and its busy interval $[t_1, t_2)$, we call $A \triangleq a_{i,j} - t_1$ the offset (or relative arrival time) of job $J_{i,j}$ w.r.t. the beginning of the busy interval $t_1$.

Based on this notion, abstract RTA requires the existence of a function $IBF_1(A, \Delta)$ that yields a bound on the maximum interference incurred by any job $J_{i,j}$ of task $τ_i$ during an interval of length $\Delta$ starting with $J_{i,j}$’s busy window assuming $J_{i,j}$ has a relative offset $A$.

**Hypothesis 10.** Given any job $J_{i,j}$ of a task $τ_i$ and a schedule $σ$, $J_{i,j}$’s busy interval $[t_1, t_2) \in σ$, and a subinterval $[t_1, t_1 + \Delta) \subseteq [t_1, t_2)$, $IBF_1(a_{i,j} - t_1, \Delta)$ bounds the cumulative interference incurred by $J_{i,j}$ during $[t_1, t_1 + \Delta)$: $C_2(J_{i,j}, [t_1, t_1 + \Delta)) \leq IBF_1(a_{i,j} - t_1, \Delta)$.

Note that $IBF_1$ bounds the total interference within an interval starting at time $t_1$ regardless of the job’s arrival time. That is, the interval starts from the beginning of the job’s busy interval, and not from its arrival time. The reason to add the job’s relative offset as a parameter of $IBF_1$ is that it extends the set of possible interference bounds, which is...
important when analyzing EDF scheduling, where a job’s priority depends on its arrival time. To illustrate the idea, consider the following example assuming FP scheduling, where we write \( \tau_h \succeq \tau_i \) to indicate that task \( \tau_h \) has priority no lower than task \( \tau_i \).

**Example 11.** For a fully preemptive FP model, \( IBF_i \) can be defined as follows:

\[
IBF_i(A, \Delta) \triangleq \left( \sum \{ RBF_h(\Delta) \mid \forall \tau_h : \tau_h \succeq \tau_i \} \right) - X,
\]

where \( X = C_i \) if \( \Delta > A \), and \( X = 0 \) otherwise. The term \( X \) is subtracted to exclude the cost of the job under analysis itself. Note that \( IBF_i \) considers as interference even jobs of task \( \tau_i \) that arrive *later* than \( A \) time units after the beginning of a busy interval (i.e., after the job under analysis arrives). While this is required in the most general case (e.g., for non-sequential tasks models), it is overly pessimistic in the context of sequential tasks. In Section 5, we define a refined model for sequential tasks to eliminate this pessimism.

To clarify, both \( W_\sigma \) and \( IBF_i \) bound the interference of a given job. However, \( W_\sigma \) is primarily a modeling construct (for defining abstract busy windows) that yields a bound depending on a specific job arrival sequence and schedule \( \sigma \), whereas \( IBF_i \) is an analysis tool that bounds interference in *any* schedule \( \sigma \) (compliant with the task model).

### 3.6 Abstract Response-Time Bound

Using \( IBF_i \), we can proceed to state the actual response-time bound. Consider a job \( J_{i,j} \) that arrives \( A \) time units after the beginning of its busy window \([t_1, t_2]\). Following a line of reasoning similar to those given by Davis et al. [12] and Yao et al. [46], we use the fact that once \( J_{i,j} \) receives \( \text{rc} t_{i,j} \leq RCT_i \) units of service, it becomes non-preemptive and runs to completion, requiring no more than \( \epsilon_{i,j} - \epsilon \leq C_i - RCT_i \) additional units of service. The central question thus is: by when will \( J_{i,j} \) receive \( RCT_i \) units of service at the latest?

By Hypothesis 8, \( J_{i,j} \) receives service whenever it does not incur interference. Thus, if we find some \( F \geq 0 \) such that \( A + F = RCT_i + IBF_i(A, A + F) \), then we can conclude that \( J_{i,j} \) has received at least \( RCT_i \) units of service by time \( t_1 + A + F \) (or has already completed), and thus will complete no later than by time \( t_1 + A + F + (C_i - RCT_i) \). Since \( f_{i,j} \leq t_1 + A + F + (C_i - RCT_i) \), and by assumption \( a_{i,j} = t_1 + A \), we have \( \tau_{i,j} \leq F + (C_i - RCT_i) \).

However, since \( J_{i,j} \)’s relative arrival time \( A \) is unknown in general, this inequality does not immediately yield a useful bound. Nonetheless, as a first step, we observe that the solution \( F \) that is maximal for all \( A \in T \) implies a response-time bound. More precisely, a constant \( R \) is a response-time bound for \( \tau_i \), if for each \( A \in T \) there exists an \( F \) such that

\[
A + F = RCT_i + IBF_i(A, A + F) \quad \text{and} \quad F + (C_i - RCT_i) \leq R.
\]

### 3.7 Finite Search Space

Equation (1) has no bound on the set of possible offsets (i.e., \( A \in \mathbb{T} \)), thus while being correct, it is not practical in the sense that it cannot be used to actually compute such an \( R \) as that would require enumerating all \( A \in \mathbb{T} \). Therefore, to obtain a foundation for a practical analysis, we must restrict Equation (1) to a finite search space. In this section, we focus on the high-level idea underlying the abstract search space, and defer the proof that supports this reasoning to Section 4.2.

First, given Hypothesis 7, it is easy to see that no job of task \( \tau_i \) has a relative arrival time \( A \geq L \) as there is no busy interval longer than \( L \). However, simply limiting the maximum magnitude of \( A \) is insufficient since \( L \) can be very large (i.e., enumerating every \( A < L \) is impractical, given billions of processor cycles per second).
To obtain a sparse search space, it is useful to note that in Equation (1) \( IBF_i \) is the only varying term dependent on \( A \). The function \( IBF_i \) in turn depends on only two parameters, \( A \) and \( \Delta \). We can thus ignore any relative offset \( A \) for which \( IBF_i \) “does not change.” Conversely, and more precisely, we say that an offset \( A > 0 \) is in the search space if the partially applied function \( IBF_i(A - \varepsilon, \cdot) \) is not equivalent to the partially applied function \( IBF_i(A, \cdot) \), that is, if there exists a \( \Delta < L \) such that \( IBF_i(A - \varepsilon, \Delta) \neq IBF_i(A, \Delta) \).

Finally, as a base case, we always include \( A = 0 \), which yields the following search space.

▶ **Definition 12.** The search space of task \( \tau_i \) is given by

\[
A_i \triangleq \{ 0 \} \cup \left( \bigcup \{ A \mid 0 < A < L \land \exists \Delta, IBF_i(A - \varepsilon, \Delta) \neq IBF_i(A, \Delta) \} \right).
\]

This leads us to the final hypothesis upon which abstract RTA rests, namely the assumption that a bound \( R \) satisfying Equation (1) is known for all relevant offsets (i.e., for any \( A \in A \)).

▶ **Hypothesis 13.** There exists a constant \( R \) such that \( \forall A \in A_i, \exists F, A + F = RCT_i + IBF_i(A, A + F) \) and \( F + (C_i - RCT_i) \leq R \).

In more traditional terms, we assume that \( R \) is an upper bound on the fixed point of the response-time recurrence for each “relevant” release offset \( A \). Note that we intentionally do not specify how such a constant \( R \) is obtained (i.e., by classic fixed-point iteration, exhaustive search, querying some oracle such as a linear-program solver, or by any other means). To establish that abstract RTA is sound (i.e., to show that \( R \) is indeed a response-time bound), it is sufficient to know that \( R \) bounds each fixed point, regardless of how it was found.

4 Abstract Response-Time Analysis

In this section, we present key proofs that are essential to understanding our analysis. The core of the analysis consists of three theorems: Theorem 15 relates the service received by a job and an interference bound, Theorem 17 proves the reduced search space to be sufficient, and finally Theorem 18 joins the prior two theorems to obtain the abstract response-time bound. The proofs in this section rely solely on Hypotheses 7, 8, 10, and 13 and the definitions in Section 2 (i.e., no additional implicit assumptions are made, which is verified by our Coq proof).

4.1 Service Theorem

Consider an arbitrary job \( J_{i,j} \) and its busy interval \([t_1, t_2] \). We begin by observing that, with any time interval \([t, t + \Delta] \subseteq [t_1, t_2] \), the sum of the cumulative service received by \( J_{i,j} \) and the cumulative interference experienced by \( J_{i,j} \) equals \( \Delta \).

▶ **Lemma 14.** In any time interval \([t, t + \Delta] \subseteq [t_1, t_2] \):

\[
\text{serv}_\sigma(J_{i,j}, [t, t + \Delta]) + C_T(J_{i,j}, [t, t + \Delta]) = \Delta.
\]

**Proof.** At any instant \( t \in [t, t + \Delta] \), \( J_{i,j} \) either receives a unit of service or incurs one unit of interference (but not both) since the scheduler is work-conserving (Hypothesis 8). From the definitions of cumulative service (Section 2) and cumulative interference (Section 3.2), it follows that the left-hand side is a sum of \( \Delta \) terms equal to one, with the rest being zero. ▶
Next, note that the service received by $J_{i,j}$ outside its busy interval $[t_1, t_2]$ is equal to zero (which follows from the definition of busy interval), and that a job must be completed by the end of its busy interval. Thus, $J_{i,j}$ receives $c_{i,j}$ units of service during $[t_1, t_2]$, which implies that, for every $\rho \in [0, c_{i,j}]$, there exists a $\Delta$ such that $\text{serv}_\rho(J_{i,j}, [t_1, t_1 + \Delta]) = \rho$.

Put differently, a bound of the form $\rho \leq \text{serv}_\rho(J_{i,j}, [t_1, t_1 + \Delta])$ states that $J_{i,j}$ has received at least $\rho$ units of service by time $t_1 + \Delta$. The main service theorem, which we establish next, serves to relate such a lower bound on cumulative service to the cumulative interference incurred by $J_{i,j}$ so far. More precisely, if the sum of $\rho$ and the cumulative interference experienced by $J_{i,j}$ within the interval $[t_1, t_1 + \Delta)$ does not exceed $\Delta$, then it follows that $J_{i,j}$ has indeed received at least $\rho$ units of service by time $t_1 + \Delta$.

**Theorem 15.** For any $\rho \in [0, c_{i,j}]$ and $\Delta$, if $\rho + C_\Delta(J_{i,j}, [t_1, t_1 + \Delta)) \leq \Delta$, then $\rho \leq \text{serv}_\rho(J_{i,j}, [t_1, t_1 + \Delta])$.

**Proof.** By Lemma 14, $\Delta = \text{serv}_\rho(J_{i,j}, [t_1, t_1 + \Delta)) + C_\Delta(J_{i,j}, [t_1, t_1 + \Delta))$, and from the premise we have $\rho + C_\Delta(J_{i,j}, [t_1, t_1 + \Delta)) \leq \Delta$, which implies $\rho \leq \text{serv}_\rho(J_{i,j}, [t_1, t_1 + \Delta))$. $\blacksquare$

This simple but important fact shows that we automatically gain a lower bound on the total amount of service received by a job whenever we upper-bound the cumulative abstract interference that it has incurred. Theorem 15 will be the main tool for proving the abstract RTA theorem (Theorem 18).

### 4.2 Reduction of the Search Space

As discussed in Section 3.7, the notion of an explicit search space serves to shrink the set of equations that must be solved to obtain a safe response-time bound for a task. While we have already stated and intuitively explained the search space in Section 3.7, we now provide a more rigorous argument.

Our method to justify the reduced search space differs from the approaches employed in prior papers, which pursue roughly the following argument: in certain situations, it is possible to transform a schedule $\sigma$ into an equivalent schedule $\sigma'$, where the job under analysis arrives one time unit earlier (i.e., $a'_{i,j} = a_{i,j} - \epsilon$), so that it is sufficient to consider only $\sigma'$. That is, one can “move” the arrival of a critical job “to the left” until a schedule belonging to the search space is found. However, while this sketch is intuitively appealing, it is difficult to find a simple argument for why the schedule transformation is correct even for specific models, let alone in the abstract general case. Our approach instead automates the reduction procedure based on a more rigorous (but less visual) argument.

Consider two offsets $A_1$ and $A_2$: we say that $\text{IBF}_i$ is *equivalent* on these offsets if $\text{IBF}_i(A_1, \Delta) = \text{IBF}_i(A_2, \Delta)$ for any $\Delta < L$, which we denote as $\text{IBF}_i(A_1, \cdot) \equiv \text{IBF}_i(A_2, \cdot)$.

In the following, we prove that, if $\text{IBF}_i(A_1, \cdot) \equiv \text{IBF}_i(A_2, \cdot)$, then there is no point in keeping both $A_1$ and $A_2$ in the search space. To this end, we show how to transform the equation $A_1 + F_1 = RCT + \text{IBF}_i(A_1, A_1 + F_1)$ into the equation $A_2 + F_2 = RCT + \text{IBF}_i(A_2, A_2 + F_2)$ such that the solution $F_1$ can be easily computed from the solution $F_2$.

First, we show that, for any offset $A$, there is an offset $A_s$ in the search space $\mathcal{A}_s$ such that $\text{IBF}_i$ is equivalent on $A$ and $A_s$.

**Lemma 16.** For any $A < L$, $\exists A_s \in \mathcal{A}_s$ such that $A_s \leq A$ and $\text{IBF}_i(A_s, \cdot) \equiv \text{IBF}_i(A, \cdot)$.

**Proof.** By induction on $A$. The base case $A = 0$ is trivial since 0 is in the search space. **Induction step:** given that the property holds for $A$, we need to prove the claim for $A + \epsilon$.

Consider two cases.
Case 1: $IBF_i(A, \cdot) \equiv IBF_i(A + \varepsilon, \cdot)$. By the induction hypothesis, there is an $A_s \in \mathcal{A}_i$ such that $A_s \leq A < A + \varepsilon$. Moreover, we have $IBF_i(A_s, \cdot) \equiv IBF_i(A, \cdot) \equiv IBF_i(A + \varepsilon, \cdot)$ by transitivity. Hence $A_s$ satisfies the claim also for $A + \varepsilon$.

Case 2: $IBF_i(A, \cdot) \not\equiv IBF_i(A + \varepsilon, \cdot)$. In this case, $A + \varepsilon$ is in the search space itself, because the fact that $IBF_i$ is not equivalent on $A$ and $A + \varepsilon$ implies that there exists a $\Delta < L$ such that $IBF_i((A + \varepsilon) - \varepsilon, \Delta) \not\equiv IBF_i(A + \varepsilon, \Delta)$, which matches the criterion for inclusion in the search space.

However, since the second parameter of $IBF_i(A, A + F)$ in Equation (2) also depends on $A$, Lemma 16 by itself does not yet allow us to substitute any arbitrary offset with an offset from the search space. Rather, we also need to transform the solution $F$. The following theorem justifies the replacement.

**Theorem 17.** Let $A_s \in \mathcal{A}_i$ and let $F_s$ be the corresponding solution such that $A_s + F_s < L$ and $A_s + F_s = RCT_i + IBF_i(A_s, A_s + F_s)$. Then, for any offset $A \in [A_s, A_s + F_s]$ such that $IBF_i(A_s, \cdot) \equiv IBF_i(A, \cdot)$, there exists a solution $F$ such that the following conditions are met: (i) $A_s + F_s = A + F$, (ii) $F \leq F_s$, and (iii) $A + F = RCT_i + IBF_i(A, A + F)$.

**Proof.** It is easy to verify that for $F \equiv A_s + F_s - A$ the conclusion of the theorem holds.

(i) The equality $A_s + F_s = A + F$ trivially holds.

(ii) From (i), by moving the term $A_s$ to the right-hand side, we obtain $F_s = F + (A - A_s)$.

Since $(A - A_s) \geq 0$, we have $F \leq F_s$.

(iii) By assumption, $A_s + F_s = RCT_i + IBF_i(A_s, A_s + F_s)$ and $IBF_i(A_s, \cdot) \equiv IBF_i(A, \cdot)$.

Substitute $IBF_i(A_s, \cdot)$ in the former to obtain $A_s + F_s = RCT_i + IBF_i(A, A_s + F_s)$.

Finally, we rewrite both sides using (i) to obtain $A + F = RCT_i + IBF_i(A, A + F)$. ▶

With Theorem 17 in place, we can obtain a result for any offset by (instead) analyzing an offset from the search space, which justifies the restriction to $A \in \mathcal{A}_i$ in Hypothesis 13.

### 4.3 Abstract RTA

In this section, the main proof is presented: using Theorems 15 and 17, we obtain that the constant $R$ given in Hypothesis 13 is in fact a response-time bound for task $\tau_i$.

The high-level idea of the proof is as follows. For an arbitrary job of task $\tau_i$ and its busy interval, we calculate the relative arrival time $A$. This offset is not necessarily in the search space, and therefore there is no direct access to the solution of the response-time recurrence with offset $A$. However, by Theorem 17, there is an equivalent solution of the recurrence for an offset included in the search space. We can use this solution to obtain an upper bound on interfering workload and use this bound to satisfy the premise of Theorem 15. In order to prove the theorem, we rely on all previously stated hypotheses.

**Theorem 18 (Abstract RTA).** Under the assumptions stated in Hypotheses 7, 8, 10, and 13, the response-time of task $\tau_i$ is bounded by $R$.

We prove the theorem in the remainder of this section by case analysis in Lemmas 19–21. Let $J_{i,j}$ denote an arbitrary job of task $\tau_i$. We must show that job $J_{i,j}$ is complete by time $a_{i,j} + R$ (or, equivalently, that $f_{i,j} \leq a_{i,j} + R$). By Hypothesis 7, there exists a finite busy interval $[t_1, t_2]$ of job $J_{i,j}$: let $A = a_{i,j} - t_1$ be the relative arrival time of job $J_{i,j}$ w.r.t. $[t_1, t_2]$. Further, as a zero-cost job trivially has a response time of zero, assume $c_{i,j} > 0$.

The goal is to apply Theorem 15 to obtain the time when $J_{i,j}$ receives sufficient service to become non-preemptive and run to completion, that is, we seek a $\Delta$ such that $RCT_{i,j} \leq$
\(RCT_i \leq serv(J_{i,j}, [t_1, t_1 + \Delta])\). From Hypothesis 13, we can obtain the required bound on cumulative interference needed to satisfy the premise of Theorem 15 (as argued below).

Unfortunately, offset \(A\) does not necessarily belong to the search space; thus one cannot apply Hypothesis 13 directly. However, from Theorem 17 we know that, for any offset \(A\), there exists another offset \(A_s \in A_i\) with an equivalent function \(IBF_i\) and solution \(F_s\) of the corresponding equation \(A_s + F_s = RCT_i + IBF_i(A_s, A_s + F_s)\).

Depending on the value of \(A_s + F_s\), consider the following cases: (1) \(t_2 \leq t_1 + A_s + F_s\); (2) \(t_1 + A_s + F_s < t_2\) and \(A \leq A_s + F_s\); and (3) \(t_1 + A_s + F_s < t_2\) and \(A > A_s + F_s\). Clearly, these three cases cover all possibilities.

**Case 1.** In the first case, the solution \(A_s + F_s\) of the response-time recurrence is larger than the length of the busy interval.

► **Lemma 19.** If \(t_2 \leq t_1 + A_s + F_s\), then \(f_{i,j} \leq a_{i,j} + R\).

**Proof.** We show that \(f_{i,j} \leq t_2 \leq a_{i,j} + R\). The first inequality \(f_{i,j} \leq t_2\) is a corollary of the definition of a busy interval (Definition 6). Time \(t_2\) is a quiet time, and job \(J_{i,j}\) arrives before \(t_2\). Thus, by the definition of a quiet time (Definition 5), job \(J_{i,j}\) is complete by time \(t_2\). To prove the second inequality \(t_2 \leq a_{i,j} + R\), consider the following chain of inequalities: \(t_2 \leq t_1 + A_s + F_s \leq t_1 + A + F_s \leq a_{i,j} + F_s \leq a_{i,j} + F_s + (C_i - RCT_i) \leq a_{i,j} + R\). ◀

**Case 2.** Next, consider the case where the fixed point \(A_s + F_s\) lies inside the busy interval, which is the theorem’s main case.

Some additional reasoning is required since the term \(C_i - RCT_i\) does not necessarily bound the term \(c_{i,j} - rct_{i,j}\). That is, a job can have a small run-to-completion threshold \(rct_{i,j}\), thereby becoming non-preemptive much earlier than guaranteed according to \(RCT_i\), while simultaneously executing a final non-preemptive segment that is longer than \(RCT_i\) (e.g., this is possible in the case of floating non-preemptive sections). In this case, we cannot directly apply Theorem 15, because the response-time recurrence gives a “weak” bound on workload with \(\rho = RCT_i\), whereas we need \(\rho = rct_{i,j}\) in this case.

Intuitively, however, this is a good situation: if a job has a longer final non-preemptive segment, it necessarily also has a shorter maximum preemptive part (since \(c_{i,j} \leq C_i\)). Observing that such a job will become non-preemptive earlier, the response time of the job will not be worse than the response time of a job with a shorter last segment. To formally express this reasoning, we introduce a notion of \(optimism\ \mu \triangleq RCT_i - rct_{i,j}\).

► **Lemma 20.** If \(t_1 + A_s + F_s < t_2\) and \(A \leq A_s + F_s\), then \(f_{i,j} \leq a_{i,j} + R\).

**Proof.** We show that \(J_{i,j}\) will complete by time \(a_{i,j} + R\) by deriving that it completes by time instant \(t_1 + (A + F - \mu) + (c_{i,j} - rct_{i,j})\), where \(t_1 + (A + F - \mu)\) is the point in time by which \(J_{i,j}\) receives \(rct_{i,j}\) units of service, and \(c_{i,j} - rct_{i,j}\) is the duration of \(J_{i,j}\’s\) last non-preemptive segment.

Due to space constraints, we omit the step-by-step proof of the inequality \(t_1 + (A + F - \mu) + (c_{i,j} - rct_{i,j}) \leq a_{i,j} + R\), but note that we have verified this fact in our Coq proof.

We apply Theorem 15 with \(\rho = rct_{i,j}\) and \(\Delta = A + F - \mu\). It then remains to be shown that \(rct_{i,j} + C_2(J_{i,j}, [t_1, t_1 + A + F - \mu]) \leq A + F - \mu\), which trivially follows since \(rct_{i,j} + C_2(J_{i,j}, [t_1, t_1 + A + F - \mu]) \leq RCT_i + IBF(A, A + F) - \mu\). Thus we know that job \(J_{i,j}\) completes by time \(t_1 + (A + F - \mu) + (c_{i,j} - rct_{i,j}) \leq a_{i,j} + R\). ◀
Case 3. The final case can never arise and thus can be discarded from further consideration.

\textbf{Lemma 21.} The case \( t_1 + A_s + F_s < t_2 \) and \( A > A_s + F_s \) is impossible.

\textbf{Proof.} By contradiction. Suppose the converse is true. From the equation \( A_s + F_s = RCT_i + IBF_i(A_s, A_s + F_s) \), it follows that \( rct_{i,j} + C_Z(J_{i,j}, [t_1, t_1 + A_s + F_s]) \leq A_s + F_s \). Thus, we can apply Theorem 15 with parameters \( \rho = rct_{i,j} \) and \( \Delta = A_s + F_s \). By Theorem 15, \( J_{i,j} \) receives at least \( rct_{i,j} \) units of service by time \( t_1 + A_s + F_s \), where \( 0 < \varepsilon \leq rct_{i,j} \). However, this is impossible since \( J_{i,j} \) arrives after time \( t_1 + A_s + F_s \), and \( J_{i,j} \) cannot receive service (i.e., be scheduled) before it arrives.

Lemmas 19–21 cover all cases, and in each possible case job \( J_{i,j} \) completes by time \( a_{i,j} + R \). Thus Theorem 18 holds.

\section{Abstract Sequential Response-Time Analysis}

In the analysis of uniprocessor systems, it is usually assumed that tasks are \textit{sequential}, that is, jobs of the same task execute in order of their arrival. This assumption allows for tighter analyses because it allows for a better bound on self-interference (i.e., the case when a job is, possibly indirectly, delayed by other jobs of the same task). In this section, we consider such an extension (i.e., refinement) of the underlying abstract RTA, and to this end formally introduce the sequential-tasks assumption.

\textbf{Hypothesis 22.} In schedule \( \sigma \), tasks are sequential: for any task \( \tau_i \) and any two jobs \( J_{i,j} \) and \( J_{i,k} \) of task \( \tau_i \), if \( a_{i,j} < a_{i,k} \), then \( \forall t, \sigma(t) = J_{i,k} \implies f_{i,j} \leq t \).

Assuming that tasks are sequential prevents a later-arriving job from interfering with an earlier job. This allows us to refine the interference bound function by isolating and removing the term that represents the self-interference contribution.

To support this property, in addition to Hypothesis 22, we require a technical condition to ensure that \( I_s \) and \( W_s \) are consistent with the sequential-tasks hypothesis (i.e., to rule out nonsensical definitions of \( I_s \) and \( W_s \)). Specifically, Hypothesis 22 can theoretically contradict the priority policy, which is implicitly encoded by the two functions, through the following effect. Suppose there are two jobs \( J_{i,j} \) and \( J_{i,k} \) of task \( \tau_i \) that are pending simultaneously and \( a_{i,j} < a_{i,k} \). By Hypothesis 22, \( J_{i,j} \) must execute before \( J_{i,k} \). However, since we have a completely generic, abstract model, nothing stops a (pathological) priority policy from assigning a higher priority to the second job (i.e., \( J_{i,k} \gg J_{i,j} \)) so that \( J_{i,k} \) must execute before \( J_{i,j} \). To prevent such a contradiction, we impose an additional restriction on the interference function \( I_s \) and the interfering workload function \( W_s \).

\textbf{Hypothesis 23.} Functions \( I_s \) and \( W_s \) are consistent with Hypothesis 22: for any job \( J_{i,j} \) of task \( \tau_i \) and its busy interval \( [t_1, t_2] \), the total workload of the task up to time \( t_1 \) is equal to the total service received by the task up to time \( t_1 \). Formally, \( wI_s([0, t_1]) = serve_s([0, t_1]) \).

To understand the intuition behind Hypothesis 23, recall that a busy interval is defined in terms of \( I_s \) and \( W_s \) (Definition 6). Thus, at the start of a job’s busy interval, there should be no pending interference from other jobs of the same task. In other words, if upon arrival of a job \( J_{i,j} \) there is already another pending job \( J_{i,k} \) of the same task, then the busy interval of \( J_{i,j} \) must extend to the arrival of \( J_{i,k} \).

Given Hypotheses 22 and 23, we can refine the response-time equation from Hypothesis 13 by pulling out the bound on self-interference from \( IBF_i \). To this end and analogously to \( IBF_i \), we let \( IBF_i^{\text{other}} \) denote a bound on any interference incurred by a job \( J_{i,j} \), \textit{excluding} any self-interference, and require that it satisfies the following invariant.
**Hypothesis 24.** Given any job \( J_{i,j} \) of a task \( \tau_i \) and a schedule \( \sigma \), \( J_{i,j} \)'s busy interval \([t_1, t_2]\) in \( \sigma \), and a subinterval \([t_1, t_1 + \Delta]\) \( \subseteq [t_1, t_2] \), \( IBF_i(\sigma) (a_{i,j} - t_1, \Delta) \) bounds the cumulative interference incurred by \( J_{i,j} \) during \([t_1, t_1 + \Delta]\) excluding any self-interference: 
\[
C_{J}(J_{i,j},[t_1, t_1 + \Delta])) - (\text{serv}_{\tau_i}^{\gamma}(J_{i,j}, [t_1, t_1 + \Delta])) \leq IBF_i(\sigma)(a_{i,j} - t_1, \Delta).
\]

Using the new notion, we can refine \( IBF_i \) from Example 11 as follows.

**Example 25.** An appropriate \( IBF_i^{\text{other}} \) function for a fully preemptive FP model with sequential tasks is given by 
\[
IBF_i^{\text{other}}(A, \Delta) \triangleq \sum \{ RBF_h(\Delta) \mid \forall \tau_h : \tau_h \neq \tau_i, \tau_h \geq \tau_i \}.
\]

Compared to \( IBF_i \) in Example 11, \( IBF_i^{\text{other}} \) explicitly excludes any contributions due to jobs of \( \tau_i \) to discount any self-interference, which makes it less pessimistic for sequential tasks.

Recall from Section 2 that the system model assumes an arrival curve \( \alpha_i \) to upper-bound the maximum number of activations of task \( \tau_i \), and that \( \tau_i \)'s request-bound function \( RBF_i \) is defined in terms of \( \alpha_i \). We use this information and Hypotheses 22–24 to upper-bound the maximum self-interference, and once we know the maximum self-interference, there is no need to include this term in the abstract function \( IBF_i^{\text{other}} \). We state this fact as follows.

**Lemma 26.** Under Hypotheses 22–24, for any \( A \) and \( \Delta \):
\[
IBF_i(A, \Delta) \leq RBF_i(A + \varepsilon) - C_i + IBF_i^{\text{other}}(A, \Delta).
\]

**Proof.** Consider a job \( J_{i,j} \) of task \( \tau_i \) and its busy interval \([t_1, t_2]\), and let \( A = a_{i,j} - t_1 \) denote \( J_{i,j} \)'s relative offset. By Hypothesis 23, all jobs of task \( \tau_i \) that arrived prior to time \( t_1 \) are complete by \( t_1 \). By Hypothesis 22, (i) all jobs of task \( \tau_i \) that arrive during \([t_1, t_1 + A]\) will interfere with \( J_{i,j} \), (ii) jobs that arrive at time \( a_{i,j} = t_1 + A \) (simultaneously with \( J_{i,j} \)) may interfere with \( J_{i,j} \), and (iii) none of the jobs of task \( \tau_i \) that arrive after time \( a_{i,j} \) can interfere with \( J_{i,j} \). Therefore, we must consider only jobs of \( \tau_i \) that arrive during the interval \([t_1, t_1 + A]\) of length \( A + \varepsilon \). According to the system model (Section 2), these jobs execute for no more than \( RBF_i(A + \varepsilon) \) time units in total. Furthermore, we can subtract \( \tau_i \)'s cost \( C_i \) once since \( J_{i,j} \) itself is one of the jobs accounted for by \( RBF_i(A + \varepsilon) \). The final inequality thus follows from Hypothesis 24.

Lemma 26 implies that we can bound the term \( IBF_i(A, A + F) \) in Hypothesis 13 with the refined term \( RBF_i(A + \varepsilon) - C_i + IBF_i^{\text{other}}(A, A + F) \), which yields the following theorem.

**Theorem 27.** Under the assumptions stated in Hypotheses 7, 8, and 22–24, if there exists a constant \( R \) such that \( \forall A \in A_i, \exists F \),
\[
A + F = RCT_i + (RBF_i(A + \varepsilon) - C_i) + IBF_i^{\text{other}}(A, A + F) \quad \text{and} \quad F + (C_i - RCT_i) \leq R,
\]
then the response-time of task \( \tau_i \) is bounded by \( R \).

**Proof.** The claim follows from Theorem 18: the set of hypotheses remains mostly the same, with the only difference being that Hypotheses 10 and 13 have been refined with more specific assumptions. However, by Lemma 26, the refined bound \( RBF_i(A + \varepsilon) - C_i + IBF_i^{\text{other}}(A, A + F) \) safely upper-bounds \( IBF_i(A, A + F) \); abstract RTA thus applies.

With Theorem 27 in place, we next clarify when preemptions can take place.
Preemption Model

Recall from Section 2 that any job $J_{i,j}$ can be represented as a sequence of $q_{i,j}$ segments during which the job executes non-preemptively. Under a discrete-time model as assumed herein, this is true even if $J_{i,j}$ is fully preemptive since, as a degenerate case, such a job can be seen as consisting of $c_{i,j}$ single-quantum segments (i.e., each of length $\varepsilon$).

Any non-preemptive segment starts with a corresponding preemption point, that is, a job can be preempted only in between segments. Accordingly, a preemption model is a policy that governs the placement of preemption points. Until now, we did not touch upon this aspect, because abstract RTA does not depend on any particular preemption model. Or rather, the specifics of the preemption model in use have been abstracted by the notion of $RCT$. However, to instantiate the analysis for specific schedulers and workloads, we need to specify an exact rule that determines when a job can be preempted.

To allow for a wide range of possible preemption models while retaining the ability to reason about preemptions in a high-level, general way, we use the notion of a preemption predicate $\psi: J \times S \rightarrow B$ as a generic interface that abstracts from a job’s specific structure and preemption points. More precisely, given any job $J_{i,j}$ and its progress $\rho \in [0, c_{i,j}]$ (i.e., an amount of service received so far), predicate $\psi(J_{i,j}, \rho)$ holds iff $J_{i,j}$ can be preempted at this point of its execution (i.e., after receiving exactly $\rho$ units of service). Due to space constraints, we provide instantiations of $\psi$ for concrete models in the extended version of this paper [6]. Interestingly, while one can think of a limited-preemptive model as a generalization (or super-model) of the other preemption models [8, 46], we found it actually easier to ignore this hierarchy in our proof. We thus instantiate $\psi$ directly for each preemption model.

Since a preemption model restricts when a scheduler can enact changes to the schedule, we next relate the preemption predicate to a schedule $\sigma$ and its underlying priority policy $\preceq$.

**Definition 28.** A schedule $\sigma$ is preemption-model compliant if, for any job $J_{i,j}$ and time $t$, (i) $\psi(J_{i,j}, serv_\sigma(J_{i,j}, t)) \land \sigma(t) = J_{i,j}$ implies that $J_{i,j}$ has the maximal priority among all pending jobs and (ii) jobs can be non-preemptive only while they are executing: $\sigma(t) \neq J_{i,j} \implies \psi(J_{i,j}, serv_\sigma(J_{i,j}, t))$.

In other words, all non-executing jobs are preemptable and the priority policy is respected whenever the scheduled job is preemptable, which in turn implies that jobs are preemptable at the moment of a context switch (i.e., whenever they start or stop executing).

6.1 Priority Inversion

While a job $J_{i,k}$ is executing a non-preemptive segment, there may be a pending higher-priority job $J_{i,j}$ waiting to be scheduled at $J_{i,k}$’s next preemption point, which is commonly known as priority inversion. To reason about the total duration of priority inversion that $J_{i,j}$ incurs, we first define a weaker predicate $lps(J_{i,j}, t)$ that is true whenever a lower-priority job $J_{i,k}$ is scheduled, regardless of whether $J_{i,j}$ is actually pending at time $t$.

$$lps(J_{i,j}, t) \triangleq \exists J_{i,k}, \sigma(t) = J_{i,k} \land J_{i,j} \succ J_{i,k}$$

Intuitively, it may seem somewhat unnatural to ignore whether $J_{i,j}$ is pending at time $t$. However, the definition turns out to be convenient because it captures cases where a priority inversion at the start of a busy interval indirectly influences the response times of jobs that arrive later in the busy interval. Since we consider priority inversion, and thus apply Equation (3), only within a busy interval, it is sufficient (and easier) to use $lps(J_{i,j}, t)$. 
Table 1 Preemption Model Parameters.

<table>
<thead>
<tr>
<th>Preemption Model</th>
<th>$RCT_i$</th>
<th>$B_i$ (where $\tau_i \in LP_i$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fully Preemptive</td>
<td>$C_i - \varepsilon$</td>
<td>$\varepsilon - \varepsilon = 0$</td>
</tr>
<tr>
<td>Fully Non-Preemptive</td>
<td>$\varepsilon$</td>
<td>$\max { C_i - \varepsilon }$</td>
</tr>
<tr>
<td>Fixed Preemption Points</td>
<td>$C_i - C_{i, m_i} + \varepsilon$</td>
<td>$\max { \max { C_{i,k} } - \varepsilon }$</td>
</tr>
<tr>
<td>Floating Non-Preemptive Regions</td>
<td>$C_i - \varepsilon$</td>
<td>$\max { NPS_i - \varepsilon }$</td>
</tr>
</tbody>
</table>

Therefore, building on Equation (3), we say that the cumulative priority inversion of a task $\tau_i$ is bounded by a constant $B_i$ if, for any job $J_{i,j}$ of task $\tau_i$ and its busy interval $[t_1, t_2]$, it holds that $\sum_{t=t_1}^{t_2-1} [\text{fps}(J_{i,j}, t)] \leq B_i$.

While this notion of priority-inversion bound is more general than what is needed for non-preemptive segments, we chose it in anticipation of future work on locking protocols and other sources of priority inversion that can occur throughout a busy interval.

6.2 Bounded Non-Preemptive Segments

In this paper, we focus on priority inversions caused by lower-priority jobs executing non-preemptive segments of bounded length under a JLFP scheduling policy. To this end, we strengthen our assumptions about the schedule in the following.

Hypothesis 29. The schedule $\sigma$ is (i) preemption-model compliant (Definition 28) and (ii) work-conserving in the classic sense: for any job $J_{i,j}$ and any time $t$, if $J_{i,j}$ is pending and not scheduled at time $t$ (i.e., $a_{i,j} \leq t < f_{i,j}$ and $\sigma(t) \neq J_{i,j}$), then there exists another job that is scheduled at time $t$: $\sigma(t) \neq \bot$.

Classic work-conservation is a strong property that implies abstract work-conservation (when instantiated as in Section 7), and also the absence of self-suspensions, delayed budget replenishments, or any other rules or workload properties that defer a pending job’s execution.

It follows from Hypothesis 29 that a busy interval contains at most one contiguous interval of priority inversion, which necessarily occurs at the beginning of the busy interval (if at all), and which is bounded by the maximum non-preemptive segment length.

The following theorem serves as an intermediate layer between abstract RTA, which has no explicit notions of preemption or priority inversion (both are considered abstract interference), and concrete schedulers and workload models, which come with specific preemption models. The benefit of this intermediate layer is that we can address several preemption models together, irrespective of which scheduling policies they are combined with, so that we do not need to repeat identical proofs as part of each instantiation.

Theorem 30. Under Hypothesis 29, the cumulative priority inversion of $\tau_i$ is bounded by $B_i \triangleq \max \{ NPS_i - \varepsilon \mid \forall \tau_i \in LP_i \}$, where $LP_i \subseteq \tau$ denotes the subset of tasks that can generate jobs that can cause jobs of task $\tau_i$ to suffer priority inversion.

Due to the space constraints we provide the proof in the extended version of this paper [6]. However, intuitively this theorem holds because $NPS_i$ bounds the maximum non-preemptive segment length of any job of task $\tau_i$, which means that for any job $J_{i,j}$ at any point in its execution $\rho \in [0, c_{i,j}]$, there exists a $\delta \leq NPS_i$ such that $\psi(J_{i,j}, \rho + \delta)$ (i.e., the job will be preempted no later than $NPS_i$ time units after the beginning of a non-preemptive segment).

Based on Theorem 30, Table 1 states concrete instantiations of the four well-known preemption models for which we obtain concrete RTAs in the next section.
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7 RTA Instantiation for FP and EDF

Finally, we put everything together to obtain concrete response-time bounds for EDF and FP via reductions to the sequential abstract model. Recall from Section 3 that we first must define the interface functions. As EDF and FP are both JLFP policies, we provide general definitions of \( I_\sigma \) and \( W_\sigma \) for a generic JLFP priority relation \( \preceq : J \times J \to \mathbb{B} \).

Interference. Conceptually, a job \( J_{i,j} \) incurs interference whenever it is delayed (i.e., prevented from being scheduled). Under a work-conserving JFLP policy, this occurs when either a higher- or equal-priority job preempts \( J_{i,j} \), or when a lower-priority job causes priority inversion. In both cases, some job other than \( J_{i,j} \) is scheduled, which results in the following trivial definition: \( I_\sigma(J_{i,j}, t) \triangleq \sigma(t) \neq J_{i,j} \).

Interfering Workload. The definition of \( W_\sigma(J_{i,j}, t) \) is slightly more involved. Naturally, it includes the total cost of all higher- or equal-priority jobs released at time \( t \). Additionally, \( J_{i,j} \) accrues one time unit of interfering workload if there is a priority inversion at time \( t \) (i.e., if \( lps(J_{i,j}, t) \) holds) since no higher- or equal-priority workload is being “consumed” while a priority inversion persists.

\[
W_\sigma(J_{i,j}, t) \triangleq \| lps(J_{i,j}, t) \|_1 + \sum \{ c_{h,k} \mid \forall J_{h,k} \in a(t) \colon J_{h,k} \supseteq J_{i,j}, J_{i,j} \neq J_{h,k} \}
\]

FP Interference Bound. Next, we need to provide an appropriate bound on interference. It is well-known [3, 7, 30, 46] (and formally shown in our Coq proof) that

\[
IBF_{I}^{other}(A, \Delta) \triangleq B_i + \sum \{ RBF_{hp}(\Delta) \mid \forall \tau_{hp} : \tau_{hp} \neq \tau_i : \tau_{hp} \succeq \tau_i \}
\]

bounds interference under FP, with \( B_i \) given by Theorem 30 for \( LP_i \triangleq \{ \tau_i \mid \tau_i \succeq \tau_i \} \).

EDF Interference Bound. It is further known [17] (and verified in our Coq proof) that

\[
IBF_{I}^{other}(A, \Delta) \triangleq B_i + \sum \{ RBF_{o}(\min\{ A + \epsilon + D_i - D_o, \Delta \}) \mid \forall \tau_o : \tau_o \neq \tau_i \}
\]

bounds interference under EDF, with \( B_i \) given by Theorem 30 for \( LP_i \triangleq \{ \tau_i \mid D_o < D_i \} \).

To show that these reductions to the sequential abstract model are indeed correct, one needs to prove that Hypotheses 7, 8, and 22–24 are satisfied (which follows directly from properties of EDF, FP, and sporadic tasks). We omit these intuitively obvious proofs here for brevity, but stress that they form an integral part of the verified Coq proof.

As all hypotheses are satisfied, abstract sequential RTA (Theorem 27) yields the following verified general RTAs for any preemption model. By combining Theorems 31 and 32 below with the preemption models defined in Section 6, we obtain in total eight concrete, formally verified RTAs for FP and EDF.

Theorem 31. Given a preemption-model-compliant FP scheduler, a non-overloaded processor, and sequential, non-suspending tasks, if there exists an \( R \) such that \( \forall A \in A_i, \exists F_i \),

\[
A + F = B_i + (RBF_{I}(A + \epsilon) - (C_i - RCT_i)) + \sum \{ RBF_{hp}(A + F) \mid \forall \tau_{hp} : \tau_{hp} \neq \tau_i, \tau_{hp} \succeq \tau_i \}
\]

and \( F + (C_i - RCT_i) \leq R \), where the search space is given by \( A_i \triangleq \{0\} \cup \{ A < L \mid RBF_{I}(A) \neq RBF_{I}(A + \epsilon) \} \), then the response-time of task \( \tau_i \) is bounded by \( R \).
Interestingly, the definition of the search space \( A_i \) (i.e., any offset \( A \) where \( RBF_i \) “steps”) coincides with job releases in Lehoczky’s critical-instant-based busy-window analysis [30]. The interference and self-interference bounds similarly match known results. We have thus independently obtained a proof of correctness of the well-known RTAs for FP, NP-FP, LP-FP, and FP-NPS scheduling [8, 46], notably without relying on a critical-instant argument. With the exception of FP scheduling [14], these bounds have not been formally verified before. In particular, Theorem 31 verifies Davis et al.’s revised CAN analysis [12]. For EDF, we obtain:

**Theorem 32.** Given a preemption-model-compliant EDF scheduler, a non-overloaded processor, and sequential, non-suspending tasks, if there exists an \( R \) such that \( \forall A \in A_i, \exists F, \)

\[
A + F = B_i + (RBF_i(A + \varepsilon) - (C_i - RCT_i)) + \sum \{RBF_o(\min\{A + \varepsilon + D_i - D_o, A + F\}) \mid \forall \tau_o : \tau_o \neq \tau_i \}
\]

and \( F + (C_i - RCT_i) \leq R \), where the search space is given by \( A_i \triangleq \{0\} \cup \{A < L \mid RBF_i(A) \neq RBF_i(A + \varepsilon) \lor \exists \tau_o \in \tau, \tau_o \neq \tau_i \land RBF_o(A + D_i - D_o) \neq RBF_o(A + \varepsilon + D_i - D_o)\} \), then the response-time of task \( \tau_i \) is bounded by \( R \).

While similar bounds were previously known for fully preemptive EDF [19, 21, 41], to the best of our knowledge, no RTAs have yet been proposed in prior work for NP-EDF, LP-EDF, or EDF-NPS. Further, no RTA for EDF has previously been verified, nor was it known that RTAs for EDF and FP share exactly the same proof scheme: namely, abstract RTA.

### 8 Conclusion and Future Work

Paul K. Harten Jr., in his 1987 paper [34] introducing one of the first RTAs for FP scheduling [29, 34], \(^3\) which he obtained through formal reasoning in a temporal logic, stated as his closing remark: “The problem of developing a mechanical aid for the construction of proofs of real-time properties is a far more difficult one, and beyond the capabilities of this author” [34].

With the benefit of over 30 years of progress in the area of interactive theorem proving, by building on powerful tools and frameworks such as Coq [42] and Coq’s Mathematical Components library [32], we have obtained the first fully mechanized formalization and machine-checked proof of the busy-window principle, a general proof scheme for mechanized RTAs that we call abstract RTA. Abstract RTA allowed us to include RTAs for eight practically relevant scheduler and workload combinations in Prosa [10, 35], which demonstrates its utility as a powerful foundation and proof framework for the development of verified RTAs.

Many opportunities for future work and further generalization remain. First, our definition of \( RBF \) currently precludes an efficient analysis of multi-frame task models, but this limitation can be easily removed. Second, it would be useful to introduce RTAs with support for precedence constraints. In a similar direction, it would be interesting to hoist Fradet et al.’s work [15] on a generalized digraph model in Prosa on top of our abstract RTA. Third, in this paper we focus only on the issue of proving that an instantiation of abstract RTA provides sound results, which is in keeping with Prosa project’s focus on question of safety [10]. However, the problem of establishing necessary and sufficient conditions for an RTA to be precise is interesting and worth considering. Last but not least, abstract RTA is sufficiently general to obtain a verified RTA for self-suspending tasks, but obtaining a reasonably tight interference bound for such tasks (i.e., instantiating \( IBF_{\text{other}} \)) remains a challenging problem.

\(^3\) One of several independent, concurrent discoveries of the concept [2, 38].
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Abstract

Multiple-Processors Systems-on-Chip (MPSoCs) provide an appealing platform to execute Mixed Criticality Systems (MCS) with both time-sensitive critical tasks and performance-oriented non-critical tasks. Their heterogeneity with a variety of processing elements can address the conflicting requirements of those tasks. Nonetheless, the complex (and hence hard-to-analyze) architecture of Commercial-Off-The-Shelf (COTS) MPSoCs presents a challenge encumbering their adoption for MCS. In this paper, we propose a framework to analyze the memory contention in COTS MPSoCs and provide safe and tight bounds to the delays suffered by any critical task due to this contention. Unlike existing analyses, our solution is based on two main novel approaches. 1) It conducts a hybrid analysis that blends both request-level and task-level analyses into the same framework. 2) It leverages available knowledge about the types of memory requests of the task under analysis as well as contending tasks; specifically, we consider information that is already obtainable by applying existing static analysis tools to each task in isolation. Thanks to these novel techniques, our comparisons with the state-of-the art approaches show that the proposed analysis provides the tightest bounds across all evaluated access scenarios.
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1 Introduction

Unlike traditional embedded systems, Mixed Criticality Systems (MCS) such as those deployed in automotive and avionics embrace both safety-critical as well as high-performance tasks. Accordingly, low-end microcontrollers often used for traditional real-time embedded systems no longer meet the requirements of MCS. To address this challenge, researchers have explored the deployment of multi-core architectures (e.g. [8, 22, 27]). Among those architecture, Multiple-Processors Systems-on-Chip (MPSoCs) standout as a viable option to meet the various demands of MCS [12]. Their heterogeneity provides an opportunity to leverage different Processing Elements (PEs) to meet different tasks’ requirements. For instance, real-time cores such as the ARM R5 in the Xilinx’s Zynq Ultrascale+ [4] adopt a simpler architecture and hence are easier to analyze. Therefore, they can be used for time-sensitive safety-critical tasks. On the other hand, performance-oriented PEs such as GPUs and the ARM A-series cores can be utilized by high-performance tasks. That said, MPSoCs have their own challenges when deployed in MCS. Shared memory components such as on-chip caches and off-chip Dynamic Random Access Memories (DRAMs) create interference among PEs as they contend to access this shared memory. Memory interference can lead to a 300% increase in the total Worst-Case Execution Time (WCET) of a task in an
8-core system if a task spends only 10% of its execution time in memory accesses [28]. Similar trends were reported for the multi-core Freescale’s P4080 platform [25]. In this paper, we focus on the analysis of memory contention delays in heterogeneous commercial-off-the-shelf (COTS) MPSoC platforms, where our goal is to derive a safe bound on these delays suffered by any critical task in a MCS executing on these platforms upon accessing the off-chip DRAM.

1.1 Related Work and Motivation

There exist several works whose goal is to manage interference due to contention while accessing the off-chip DRAM. Some of these works address this interference by entirely redesigning the memory controller to make DRAM accesses more predictable [7,13,17,23,34], which we refer the reader to the survey in [9] for their evaluation and comparison. Others propose operating system level solutions to alleviate the interference by partitioning DRAM banks among PEs [21,26,36], while controlling the maximum number of accesses issued by each PE [1,2,39].

Since this work focuses on analyzing DRAM interference in COTS architectures to provide safe memory delay bounds, the closest related efforts are [14,20,37]. The first two [20,37] provide both job- and request-driven bounds, while the third [14] provides request-driven bounds only. Job-driven analysis utilizes information about total number of requests from competing cores to calculate the total Worst-Case Memory Delay (WCD) suffered by a core. Request-driven analysis, in contrast, derives a bound on the per-request WCD suffered by any single memory request. This bound is then multiplied by the total number of requests issued by the core to compute the total memory delay. Four observations about these efforts motivate our work. 1) Both [20] and [37] assume a specific platform with a particular architecture and OS configuration, and thus, the derived bounds are only limited to COTS platforms that follow these assumptions. 2) Although [14] addresses this limitation by exploring a wide set of COTS platforms, it only provides request-driven bounds. 3) Comparing both request- and job-driven analyses, we find that whichever one provides tighter bounds is dependent on the characteristics of running applications. In particular, it depends on the relative ratio between the number of requests of the core under analysis and the total number of interfering requests from competing cores. If the former is much smaller, then request-driven analysis will provide the tighter bound. On the other hand, if the latter is much smaller, then job-driven analysis will provide the tighter bound. Considering the minimum of both bounds as proposed in [20,37] is certainly a viable approach. However, instead of conducting each analysis separately and then considering the smallest result, a hybrid approach that blends both analyses at a per-core basis can further tighten the bound. 4) All aforementioned works do not differentiate between different types of requests issued by cores such as reads vs writes, and DRAM row hits vs DRAM row conflict requests. Leveraging such information, as we show in this work, can significantly reduce the WCD and provide tighter bounds.

Motivated by these observations, this paper makes the following contributions. 1. It proposes an approach that blends both request- and job-driven analyses in the same framework. Both analyses are combined to form a single optimization problem. The solution to this problem provides a tighter, yet safe, bound on the cumulative memory delay suffered by requests of the core under analysis. We open-source the problem formulation that implements the analysis for the community to use and extend 1.

1 https://gitlab.com/FanusLab/memory-contention-analysis
2. Unlike existing solutions, this framework leverages information, if available, about the requests issued by the core under analysis as well as interfering cores. Specifically, we consider the number of read and write requests, and the number of DRAM row hits and row conflicts issued by each task. This information can be obtained by analyzing all tasks in the system in isolation either statically using static analysis tools or experimentally. That said, we make no assumption about the times at which those requests are issued or their sequence patterns since this information is run-time dependent and is affected by the behavior of competing tasks, and hence, not possible to obtain by simply analyzing the tasks in isolation.

3. Contrary to existing job-analysis [20,37], we cover a wide set of commodity COTS platforms. Namely, we consider the same 144 platform instances covered by [14].

4. Unlike [14], which provides bounds for only 81 out of those 144 platform instances and declares the remaining 63 instances unbounded, the proposed framework is able to safely bound all 144 instances thanks to its hybrid approach using both request- and job-driven analyses.

5. We conduct a comprehensive evaluation to compare with both job-driven analyses in [20,37] as well as request-driven analyses in [14,20,37] using a variety of interference scenarios. This comparison shows that the proposed approach achieves tighter bounds under all scenarios. The proposed approach provides 24% – 42% tighter bounds compared to [37], 23% – 21 × tighter bound compared to [20], and a minimum of 4% tighter bound compared to [14], while it is able to provide bounds for scenarios that are deemed unbounded by [14] as aforementioned.

2 Background

2.1 Background on DRAM

DRAM consists of cells that are grouped in banks. Each bank resembles an array of columns and rows, and has a row buffer that holds the most recently accessed row in that bank. An on-chip Memory Controller (MC) manages accesses to the DRAM by issuing DRAM commands on the command bus. Namely, we have three main commands: ACT, CAS, and PRE. 1) If the requested row is already available in the row buffer, the request consists of only a CAS command that executes the actual read (R) or write (W) operation. We call the request in this case an open request. 2) If the requested bank is idle (i.e., does not have an activated row in the buffer), the MC issues an ACT command first to activate the row, followed by a CAS command. 3) If the requested row is different from the activated row in the row buffer (a bank conflict), the MC issues all three commands: PRE to precharge the old row, ACT to activate the requested row, and CAS to read/write. We call the request that suffers a bank conflict, a close request. The MC is able to issue only one command at any single cycle to the DRAM. Therefore, if there are more than one command that are ready to be sent to the DRAM at the same cycle, we say that there is a command bus conflict. Only one of them will be issued by the MC, while the others are delayed to subsequent cycles.

The JEDEC DRAM standard [18] defines a set of timing constraints on the three commands that must be satisfied by all MC designs; the value of each constraint depends on the specific DRAM device type and speed. Table 1 exemplifies with constraints from a single-rank DDR3 device; it also shows the value of the constraints for the particular device speed we use in the evaluation. It is important to note that the proposed analysis is not specific to this particular device and can be applied to any DRAM. For DDR4 devices, the bank-group timing constraints need to be also considered in addition to the ones in Table 1;
Table 1: JEDEC timing constraints for DDR3-1333H [18].

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
<th>cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>tRCD</td>
<td>ACT to CAS delay</td>
<td>9</td>
</tr>
<tr>
<td>tRL</td>
<td>RD to Data Start</td>
<td>9</td>
</tr>
<tr>
<td>tRP</td>
<td>PRE to ACT Delay</td>
<td>9</td>
</tr>
<tr>
<td>tWR</td>
<td>WR to Data Start</td>
<td>8</td>
</tr>
<tr>
<td>tRAS</td>
<td>ACT to PRE Delay</td>
<td>24</td>
</tr>
<tr>
<td>tRC</td>
<td>ACT to ACT (same bank)</td>
<td>33</td>
</tr>
<tr>
<td>tRTP</td>
<td>Read to PRE Delay</td>
<td>5</td>
</tr>
<tr>
<td>tFAW</td>
<td>Four bank activation window</td>
<td>20</td>
</tr>
</tbody>
</table>

For ease of exposition, Figure 1 depicts an example of intra-bank constraints (Figure 1a) as well as inter-bank constraints (Figure 1b). Note that when considering two consecutive requests, intra-bank constraints can affect the latency of the second request only in the case of a bank conflict: if the two requests access the same bank without conflict, then the second request must be open and only the inter-bank CAS constraints apply. Hence, we also refer to intra-bank constraints and delay as conflict constraints/delay. A command (or request) is denoted as intra- or (inter-)ready when it meets all its intra- (or inter-)bank constraints. A command cannot be issued before it is both intra- and inter-ready. DRAM cells have to be periodically refreshed to prevent data leakage through issuing REF (refresh) commands. Refresh delays can be often neglected compared to other delays [20]. It can also be added as an extra delay term to the execution time of a task using existing methods [3, 35]. Accordingly and similar to previous works [14, 20, 37], we do not account for the refresh delay.

Arbitration. Requests are first queued into per-bank queues. Then two-level arbitration is deployed as follows: 1) Intra-bank arbitration is implemented between requests of the same bank. This usually uses a First Ready-First Come First Serve (FR-FCFS) scheduling mechanism [20, 24, 31]. FR-FCFS prioritizes open requests, which target data already available in the row buffer over close requests. 2) Inter-bank arbitration: the MC deploys a Round Robin (RR) mechanism to arbitrate among intra-ready commands at the head of the bank queues [6, 14, 16, 32, 33, 36]. In case of a command bus conflict, we assume the following priority order is enforced: CAS, ACT, and then PRE such that CAS have the highest priority upon bus conflicts, while PRE commands have the least. This is known as column-first scheduling and it targets to reduce latency [24, 31].

2.2 System Model and Platform Instances

We consider a system with $P$ PEs, where some of these PEs are critical ($P_{cr}$) and others are non-critical ($P_{ncr}$) such that $P = P_{cr} + P_{ncr}$. PEs share write-back write-allocate Last-Level Cache (LLC); hence, writes to DRAM occurs only because of cache eviction of
dirty cache blocks. We find this to be the common policy deployed in COTS architectures and it is also adopted by previous related works [14,37]. Requests that miss in the LLC are sent to the DRAM. We consider a single-channel single-rank DRAM subsystem with $N_B$ banks. Similar to related work [14,20,37], we do not make any assumption about the computation and memory access patterns of the PE under analysis, or any of the interfering PEs. Nonetheless, as we detail in Section 3, our goal is to improve upon existing DRAM analyses, and in particular the framework in [14], by incorporating knowledge about the number of requests produced by all PEs in the system. The overall behavior of the memory subsystem depends on both the MC configuration, as well as on the characteristics of PEs that generate memory requests. To this end, the work in [14] defined a set of fundamental platform features that affect the delay analysis; the combination of the features, specified as a tuple $\langle wb, thr, pr, breorder, pipe, part \rangle$, characterizes one of 144 possible platform instances. Since we reuse the same features in our analysis, here we summarize their values and corresponding behavior.

Read-Write Arbitration. $wb \in \{0, 1\}$. If $wb = 0$, the MC assigns the same priority for both reads and writes. If $wb = 1$, the MC employs write batching, where it prioritizes reads while queuing writes in a dedicated write buffer. We consider the same watermarking implementation discussed in related work [14,30,37]: the MC services a batch of $W_{batch}$ writes when the number of buffered writes exceeds a given threshold.

First-Ready Threshold. $thr \in \{0, 1\}$. FR-FCFS arbitration reorders intra-ready requests over non intra-ready ones targeting the same bank. If $thr = 1$, the MC deploys a thresholding mechanism [15,20] to avoid starvation, where at most $N_{thr}$ intra-ready requests can be re-ordered ahead of any other request targeting the same bank. If $thr = 0$, then no reordering threshold is implemented.

PE Prioritization. $pr \in \{0, 1\}$. If $pr = 1$, the MC prioritizes requests of critical PEs over non-critical ones [15,30]. If $pr = 0$, all PEs are treated equally.

Inter-bank Reordering. $breorder \in \{0, 1\}$. As discussed, the MC employs a RR arbiter which selects among banks with intra-ready commands. If the command of the highest priority bank is not inter-ready, then the MC can reorder ahead of it the command of the next highest priority bank (based on the RR order) with a ready command. If $breorder = 1$, then the reordered commands can be of the same type; in particular, a W command can be reordered ahead of a R command of vice-versa. As shown in [14], this can lead to a situation where an unbounded number of CAS commands is reordered ahead of another CAS command. To avoid starvation, we also consider $breorder = 0$, where inter-bank reordering is allowed only for commands of different type.
Table 2 System model symbols.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>Number of PEs</td>
</tr>
<tr>
<td>N</td>
<td>Number of non-critical PEs</td>
</tr>
<tr>
<td>Bp</td>
<td>Number of additional banks assigned to the PE</td>
</tr>
<tr>
<td>Bcr</td>
<td>Number of banks assigned to critical PEs</td>
</tr>
<tr>
<td>Bncr</td>
<td>Number of banks assigned to non-critical PEs</td>
</tr>
<tr>
<td>HR</td>
<td>Number of DRAM banks</td>
</tr>
<tr>
<td>W</td>
<td>Number of DRAM banks assigned to the PE</td>
</tr>
</tbody>
</table>

**PE pipeline architecture.** pipe ∈ \{IO, IOCR, OOO\}. If pipe = IO, all PEs are in order and can generate only one pending memory request at a time. If pipe = OOO, all PEs are out-of-order, and we let PR to denote the maximum number of outstanding requests in the MC queue for each PE. If pipe = IOCR, then critical PEs are in order, while non-critical ones are out-of-order [4].

**Bank Partitioning.** part ∈ \{PartAll, PartCr, NoPart\}. Several previous works (e.g. [7, 10, 17, 35]) have proposed DRAM bank partitioning, where banks are partitioned among PEs, to reduce bank conflicts between PEs. Partitioning is typically implemented by manipulating the page table in the OS [21, 26, 36]. If part = PartAll, then partitioning is applied to all PEs. If part = PartCr, then partitioning is applied only to critical PEs, while non-critical PEs can use all banks. If part = NoPart, no partitioning is used.

Table 2 further summarizes the parameters associated with each platform instance. In Table 2, \(N_{B_p}\) depends on the applies bank partitioning scheme. For instance, if we have \(NB = 8\) and \(P_r = P_{ncr} = 2\), under NoPart: \(N_{B_p} = NB = 8\) for all PEs, for PartAll: \(N_{B_p} = 8/4 = 2\), while for PartCr: \(N_{B_p} = 8/2 = 4\) for critical PEs and \(N_{B_p} = 8\) for non-critical PEs. \(N_{B_{ncr}}\) and \(N_{B_{ncr}}\) apply only under PartAll since it is the only partitioning scheme, where critical and non-critical PEs do not share banks; hence, each bank can be indicated as either critical or non-critical.

3 Preliminaries

We are interested in computing a bound on the cumulative delay \(\Delta(t)\) suffered by requests generated by one or more tasks running on a critical PE under analysis \(PE_i\) in an interval of time \(t\). Specifically, we bound the processing delay of requests of \(PE_i\), that is, the extra delay suffered after the request arrives at the head of the request queue for \(PE_i\). For an out-of-order architecture, we do not consider queueing delay due to a request being queued after other requests of \(PE_i\) itself; such delay depends on the exact time at which requests are issued and should be handled while statically analyzing \(PE_i\). Let \(c\) be the WCET of the task(s) in isolation, that is, while the other PEs in the system are inactive and do not cause any delay. Further assume that delay is composable, that is, \(e + \Delta(t)\) is an upper bound to the execution time of the task(s) when suffering a cumulative delay \(\Delta(t)\) (note that even if the PE is not timing compositional, the delay can still be composed by computing an appropriate upper-bound to \(e\) as described in [11]). Then the execution time \(\tilde{e}\) of the task(s) can be bounded by the recurrence: \(\tilde{e} = e + \Delta(\tilde{e})\).

We assume that either through static analysis or measurements, it is possible to formulate bounds on the number of requests that the task(s) produces in isolation (the original schedule of memory requests). The number and type of such constraints depends on the capability of the analysis or measurement framework. A coarse method might be only capable of deriving the maximum number of requests \(H(i)\), while an improved method might be able to bound the maximum number \(HR(i)\) and \(HW(i)\) of read and write requests, respectively. There also exist analyses [5] that are able to differentiate between open and close requests,
hence deriving bounds \( HR^o(i), HR^c(i) \) on the number of open and close read requests, and similarly \( HW^o(i), HW^c(i) \) for write requests. Note that in this case it might hold \( HR^o(i) + HR^c(i) > HR(i) \), as the analysis might not be able to classify as open or close some of the requests. Hence, to provide a general analysis, we will consider all presented terms, with the assumption that coarse estimation methods might result in a value of \(+\infty\) for some of the terms (i.e., they cannot provide a useful bound).

We are now interested in determining the number of requests of each type produced by the task(s) when running together with the other \( P - 1 \) interfering PEs (the interfered schedule). For simplicity, we will assume that the behavior of \( PE_i \), in terms of produced memory requests, is not affected by interference; note that if the PE uses a cache, this implies that the cache must be private or partitioned. Hence, the bounds on the number of reads and write requests still hold. However, the type of each request (open or close) depends on the state of the device, which can be affected by other PEs. Therefore, with no loss of generality, let \( R^o(i), R^c(i), W^o(i), W^c(i) \) to denote the number of open/close read and write requests for \( PE_i \) in the interfered schedule. We then have:

\[
\begin{align*}
    & \text{if } wb = 0 : R^o(i) \leq HR^o(i), W^o(i) \leq HW^o(i) \quad (1) \\
    & \text{if } PartAll \text{ and } wb = 0 : R^c(i) \leq HR^c(i) \quad (2) \\
    & \text{if } PartAll \text{ and } wb = 0 : W^c(i) \leq HW^c(i) \quad (3) \\
    & \text{if } PartAll \text{ and } wb = 0 : R^c(i) + W^c(i) \leq HR^c(i) + HW^c(i) \quad (4) \\
    & \quad R^c(i) + R^o(i) \leq HR(i) \quad (5) \\
    & \quad W^c(i) + W^o(i) \leq HW(i) \quad (6) \\
    & \quad R^c(i) + R^c(i) + W^c(i) + W^o(i) \leq H(i) \quad (7)
\end{align*}
\]

Equations 5-7 bound the number of reads, writes and all requests, respectively; based on our assumptions, they are always valid. Equations 1-4 bound the number of open and close requests, and instead depend on the platform features. If the platform employs write batching, then we make no assumption on the number of open or close requests: write requests produced by other PEs can change the time and order in which batches are issued, which in turn can change the type of any request. If \( part = PartCr \) or \( NoPart \), then \( PE_i \) shares banks with some other PE. In this case, bank conflicts can turn requests that were open in isolation into close requests. Hence, in this case we cannot consider the bounds on close requests (Equations 2-4), while the bound on open requests (Equation 1) still holds. Finally, we discuss how to bound the number of requests for an interfering \( PE_p \) with \( p \neq i \). If \( PE_p \) is a core executing a known task set, then the same approach in Equation 1-7 can be employed, where \( H(p) \) and related terms express the maximum number of requests produced by the task set in any interval of length \( t \). In particular, related work [20] shows how to compute \( H(p) \) assuming a partitioned, fixed priority scheduling scheme. Other work assumes memory regulation [38], where \( PE_p \) is assigned a memory budget \( Q_p \), and cannot issue more than \( Q_p \) requests in a regulation interval of length \( P \). In this case, assuming that the window of time \( t \) starts synchronously with the regulation interval, we simply compute the value in Equation 8. Note that for an out-of-order PE, term \( PR \) is added to account for requests that might be queued at the memory controller before the beginning of the first regulation period.

\[
H(p) = \left\lfloor \frac{t}{P} \right\rfloor \cdot Q_p + \begin{cases} 
0 & \text{if } IO \text{ or } (p \text{ is } cr \text{ and } IOCr) \\
PR & \text{otherwise}
\end{cases} \quad (8)
\]
4 Memory Delay Analysis

In this section, we show how to compute a cumulative WCD bound $\Delta$ for the requests of critical core under analysis $PE_i$. In details, we consider the delay due to additional timing constraints, as well as bus conflicts, caused by either interfering requests of other PEs, or previous requests of $PE_i$ itself. For $wb=0$, the WCD bound includes the delay suffered by both reads and writes requests of $PE_i$, which we call the critical requests. For $wb=1$, we only consider delay suffered by read requests, as under write batching write requests of $PE_i$ itself are queued so that they do not delay program execution; however, in this case we consider the delay caused by writes of $PE_i$ on the critical read requests of $PE_i$. To facilitate accounting for the various timing constraints, we will obtain $\Delta$ by determining which delay is caused by each request (either conflict, PRE, ACT or CAS), and then adding together three corresponding delay terms: $L_{Conf}$ represents the cumulative delay due to conflict constraints; while $L_{ACT}$ and $L_{CAS}$ represent the cumulative ACT and CAS delays. Note that we do not define a delay term for PRE because, as we prove in Section 4.4, in the worst-case interference pattern such delay is zero. We first categorize the effect of the interfering requests of other $PE_i$ in Section 4.1, and then discuss the effect of self-interference caused by previous requests of $PE_i$ in Section 4.2. Finally, Sections 4.3 and Sections 4.4 detail how to compute the delay terms.

4.1 Interfering Requests

We start with a set of observations, based on the timing constraints in Section 2.1, to help classifying interfering requests based on which type of delay they cause.

▶ Observation 1. Consider two requests targeting different bank. If both requests are close, then the first one can cause PRE, ACT and CAS delay to the second one; otherwise, it can only cause CAS delay.

Note that Observation 1 holds because in order to suffer PRE or ACT delay, both the delaying and the delayed request must issue a PRE/ACT command.

▶ Observation 2. Consider two requests targeting the same bank. If the second request is close, then the first one can cause conflict delay to it; otherwise, it can only cause CAS delay. The conflict delay is larger than the CAS delay.

▶ Observation 3. Conflict constraints are larger than PRE, ACT and CAS constraints. Hence, when two consecutive requests can target either the same or different banks, the delay suffered by the second request is larger or equal if they target the same bank compared to different banks (specifically, equal if the request is open, and larger if close).

We next discuss how to determine the number of interfering requests for each delay term. Based on Observation 3, we can maximize $\Delta$ by assuming that all interfering requests that can target the same bank as a request of $PE_i$ do so. Therefore, when counting interfering requests, we classify them between intra-bank requests, which can delay each other and critical requests of $PE_i$ on the same bank based on Observation 2, and inter-bank requests, which can delay intra-bank requests based on Observation 1; specifically, we next discuss how to systematically divide the interfering requests into several interference components.

1) Intra-bank conflict requests: $R_{Conf,c}$, $W_{Conf,c}$ are the number of read and write interfering requests targeting the same bank as any one request of $PE_i$, and which are serviced ahead of that request because they arrived before it. As noted in Section 3,
this case we can make no assumption on the type of the requests. Hence, we assume the worst case where all such requests, as well as the request of $PE_i$, are close.

(2) **Intra-bank reorder requests**: $R^{Reorder,o}_i$, $W^{Reorder,o}_i$ are the numbers of interfering requests of other PEs targeting the same bank as any one request of $PE_i$, and which arrived after that request but are reordered ahead of it due to first-ready arbitration. Since the interfering requests are ready, they must be open requests, while the request of $PE_i$ must be close.

(3) **Inter-bank-close requests**: $R^c_i$, $W^c_i$, $W^{InterB,c}_i$, $W^{InterB,o}_i$, $R^{InterB,c}_i$, $R^{InterB,o}_i$, and $R^{Conf,c}_i$ are interfering requests (read/write and open/close, based on the superscript) that target a different bank than any one request of $PE_i$, and delay close requests targeting the same bank as $PE_i$; the $R^c(i) + W^c(i)$ close requests of $PE_i$ itself, and the $R^{Conf,c}/W^{Conf,c}$ conflict requests. By Observation 1, the open requests $R^{InterB,o}_i$ and $W^{InterB,o}_i$ contribute to CAS delay, while the close requests $R^c_i$ and $W^c_i$ contribute to PRE, ACT and CAS delay.

(4) **Inter-bank-open requests**: $R^o_i$, $W^o_i$, $W^{InterB,o}_i$ are interfering requests (R and W) that target a different bank than any one request of $PE_i$, and delay open requests targeting the same bank as $PE_i$; the $R^o(i) + W^o(i)$ open requests of $PE_i$ itself, and the $R^{Reorder,o}_i$, $W^{Reorder,o}_i$ reorder requests. By Observation 1, these $R^o_i + W^o_i$ requests can only contribute CAS delay.

Note that for instances with $wb = 1$, the intra- and inter-bank components only include read requests, while write requests are considered in the write batching component. Hence we impose:

$$\text{if } wb : W^{Conf,c} = W^{Reorder,o} = W^{InterB,c} = W^{InterB,o} = W^o = 0 \quad (9)$$

(5) **Write batching requests**: For instances with $wb = 1$, $W^{WB}$ represents the total number of write requests; contrarily to the previous components, $W^{WB}$ includes both interfering write requests, as well as write requests of $PE_i$ itself, since write requests of all PEs are reordered and issued in write batches. As again noted in Section 3, when $wb = 1$ we can make no assumption on the type (open or close) of write requests executed in write batches, hence we consider a worst case situation where all requests are close and target the same bank, thus contributing to $L^{Conf}$. The described interference components depend on the total number of requests produced by each interfering PE, as well as on the platform instance. We detail how to bound the interference components in Section 5; while in the rest of this section we focus on computing the latency terms assuming that the values of the interference components are known. Finally, Section 5.6 shows that we can compute a bound on $\Delta$ by solving a Linear Programming (LP) problem. To facilitate the reader, Table 3 summarizes all variables used in the optimization problem.

It remains to summarize the impact of the intra- and inter-bank interfering requests on the delay terms. For intra-bank interfering requests, based on Observation 2 let $x^{Conf}$ to denote the number of conflict delays triggered by the interfering requests, and $x^{CAS}$ to

\[\text{Note that if } PE_i \text{ shares a bank with another interfering PE, then Equations 2, 3 do not apply; hence the optimization problem can set } R^c(i) = W^o(i) = 0 \text{ and maximize the number of close request } R^c(i), W^c(i) \text{ based on Equations 5, 6.} \]

\[\text{Note that } H(i), HR(i), HW(i), HR^c(i), HR^o(i), HW^c(i), HR^c(i) \text{ for all cores, as introduced in Section 3, do not appear in the table because they are inputs to the analysis, hence constants in the LP problem.} \]
Table 3: Optimization problem variables. We use \( L \) to denote a delay term; \( N \) to denote number of requests; \( R/W \) to denote number of read/write requests; and \( x \) to denote number of constraints. If a variable has the \( (p) \) index, then it refers to a specific \( PE_p \). Otherwise, the variable indicates values over all PEs. For superscripts, c/o denotes the type (open or close) of the requests; for inter-bank requests, the subscript c/o denotes the type of the following inter-bank request.

<table>
<thead>
<tr>
<th>Request Type</th>
<th>Optimization Term</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inter-Bank Open Requests</td>
<td>( R_{c/o}^{\text{InterB,o}} )</td>
<td>Requests that cause self CAS delay.</td>
</tr>
<tr>
<td>Inter-Bank Close Requests</td>
<td>( R_{c/o}^{\text{InterB,c}} )</td>
<td>Requests that cause extra self conflict delay.</td>
</tr>
<tr>
<td>Intra-Bank Conflict Requests</td>
<td>( R_{c/o}^{\text{Conf,c}} )</td>
<td>Requests that cause extra self conflict delay.</td>
</tr>
<tr>
<td>Intra-Bank Reorder Requests</td>
<td>( R_{c/o}^{\text{Reorder,c}} )</td>
<td>Requests that cause extra self conflict delay.</td>
</tr>
<tr>
<td>Write Batching Requests</td>
<td>( W_{c/o}^{\text{Write,b}} )</td>
<td>Requests that cause extra self conflict delay.</td>
</tr>
<tr>
<td>Intra-Bank CAS Delays</td>
<td>( W_{c/o}^{\text{Conf,c}} )</td>
<td>Requests that cause extra self conflict delay.</td>
</tr>
<tr>
<td>Inter-Bank CAS Delays</td>
<td>( W_{c/o}^{\text{Conf,c}} )</td>
<td>Requests that cause extra self conflict delay.</td>
</tr>
<tr>
<td>Self Interference Component</td>
<td>( \sum_{i=1}^{N} )</td>
<td>Total number of triggered CAS delays.</td>
</tr>
<tr>
<td>Total number of requests causing a R-to-W (W-to-R) CAS delays.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Requests from other PEs targeting other banks and causing inter-bank CAS delays.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Requests from other PEs targeting other banks and causing inter-bank CAS delays.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Requests from other PEs targeting other banks and causing inter-bank CAS delays.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Requests from other PEs targeting other banks and causing inter-bank CAS delays.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Requests from other PEs targeting other banks and causing inter-bank CAS delays.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Requests from other PEs targeting other banks and causing inter-bank CAS delays.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Requests from other PEs targeting other banks and causing inter-bank CAS delays.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note that we multiply the write requests of \( PE_p \) by \((1 - wb)\) since they are not critical if \( wb = 1 \). Instead, in the \( wb = 1 \) case, the conflict delays caused by the \( W^{WB} \) requests in write batches will be directly accounted for in the \( L^{Conf} \) term in Section 4.3.

For inter-bank interfering requests, \( R^{\text{InterB,c}} \) and \( W^{\text{InterB,c}} \) only induce CAS delays, as previously explained. To bound the cumulative delay induced by the \( R^{\text{InterB,c}} \) and \( W^{\text{InterB,c}} \) requests, we employ the following pipeline theorem from [37]:

**Theorem 1 (Theorem 1 in [37]).** The delay caused by an interfering request to a request under analysis, where the two requests target different banks, is upper bounded by the delay caused by one interfering command on the same command of the request under analysis, i.e., either the PRE delay, or the ACT delay, or the CAS delay.

Note that in Section 4.4 we will prove that the PRE delay is always less than the ACT delay. Hence, to maximize the bound on \( \Delta \), it suffices to assume that based on Theorem 1, each request in \( R^{\text{InterB,c}} \) and \( W^{\text{InterB,c}} \) can cause either ACT or CAS delay. We thus introduce terms \( q_{\text{ACT},c}^{\text{InterB,c}}, q_{\text{CAS},c}^{\text{InterB,c}} \) to denote the number of requests (possibly
Figure 2 Self-interference example.

distinguishing between R and W direction) that cause ACT and CAS delay, respectively, obtaining the following constraints:

\begin{align*}
N_{\text{ACT},c} + R_{\text{CAS},c} + W_{\text{CAS},c} &\leq R_{\text{c}} + W_{\text{c}} , \\
N_{\text{ACT},c} + R_{\text{CAS},c} &\leq R_{\text{c}}, \\
N_{\text{ACT},c} + W_{\text{CAS},c} &\leq W_{\text{c}}.
\end{align*}

Finally, we use \( R_{\text{CAS}} \) (\( W_{\text{CAS}} \)) to denote the total number of reads (writes) from other PEs targeting other banks and causing inter-bank CAS delays. Hence, we get:

\begin{align*}
R_{\text{CAS}} &= R_{\text{CAS},c} + R_{\text{o}} + R_{\text{c}}, \\
W_{\text{CAS}} &= W_{\text{CAS},c} + W_{\text{o}} + W_{\text{c}}.
\end{align*}

### 4.2 Self-Interference

Section 4.1 summarized the delay caused by interfering requests in terms of the timing constraints and bus conflicts induced by such requests. However, when two critical requests of \( PE_i \) are executed back-to-back in the original schedule, the first request of \( PE_i \) can induce further delays on any request that interferes with the second request of \( PE_i \) itself; ignoring such self-interference effects leads to an unsafe bound. Consider the example in Figure 2. Originally, \( PE_i \) issued two consecutive open R requests to the same bank; the minimum distance between the two requests, based on their CAS commands, is equal to the CAS-to-CAS constraint \( t_{\text{CCD}} \). In the interfered schedule, one W request of another core is interleaved between the two requests of \( PE_i \); as a consequence, the distance between the two requests becomes equal to \( t_{\text{RTW}} + t_{\text{WL}} + t_{\text{B}} + t_{\text{WTR}} \). Hence, the added delay is \( t_{\text{RTW}} + t_{\text{WL}} + t_{\text{B}} + t_{\text{WTR}} - t_{\text{CCD}} \), which is larger than the maximum delay \( t_{\text{WL}} + t_{\text{B}} + t_{\text{WTR}} \) of a single CAS.

To produce a safe delay bound, we thus proceed as follows: we carefully analyze each scenario (Cases (1a)-(3) below) involving two consecutive critical requests of \( PE_i \), and whenever we found that the effect of self-interference is non-zero, we handle it by adding an additional delay term to the analysis (in the case of the example in Figure 2, to \( L_{\text{CAS}} \)), and subtracting the minimum distance between the requests in the original schedule (\( t_{\text{CCD}} \) in the example). When analyzing the scenarios, it is important to keep in mind, as discussed in Section 3, that requests of \( PE_i \) that were open in the original schedule can become close in the interfered schedule if write batching is enabled or \( PE_i \) shares banks with some other PE. Let \( R_{\text{OCC}}(i) \) and \( W_{\text{OCC}}(i) \) be upper bounds on the number of such R and W open-to-close requests; since \( H R^v(i) \), \( HW^v(i) \) represent open requests in the original schedule, and \( R^o(i) \), \( W^o(i) \) in the interfered schedule, it must hold:

\begin{align*}
R_{\text{OCC}}(i) &\leq H R^v(i) - R^o(i), \\
W_{\text{OCC}}(i) &\leq H W^v(i) - W^o(i), \\
\text{if } PartAll \text{ and } wb = 0 : R_{\text{OCC}}(i) = W_{\text{OCC}}(i) = 0.
\end{align*}
Case (1a) and (1b): the two requests of $PE_i$ target the same bank, and the second one is close in the interfered schedule. In this case, the second request could be delayed by other close conflict requests in the interfered schedule, which could be in turn delayed by a conflict delay due to the first request of $PE_i$. However, if the second request of $PE_i$ was also close in the original schedule (Case (1a)), then the minimum distance between the two requests in the original schedule is equal to the same conflict delay; hence, in this case self-interference does not add any extra delay. If instead the second request was open in the original schedule (Case (1b), meaning it is an open-to-close request), then the minimum distance in the original schedule could be $tCCD$; hence, to produce a safe bound, in this case we add one conflict delay to $L_{conf}^f$, and subtract $tCCD$ from the WCD $\Delta$. We let $R_{Conf}^f(i)$, $W_{Conf}^f(i)$ to denote the number of R and W requests for Case (1b), and $N_{None}(i)$ to denote requests that do not add any extra delay as per Case (1a).

Case (2a) and (2b): assume that Case (1a), (1b) do not apply (that is, the requests target different banks and/or the second request is open in the interfered schedule). Then, it can still be possible for the first request of $PE_i$ to cause either PRE, CAS or ACT delay on one or more interfering requests, which in turn cause the same type of delay to the second request of $PE_i$. Case (3), which we represented in Figure 2, covers the CAS delay; Case (2a) and (2b) cover the PRE and ACT delay. Since only close requests can cause or suffer PRE/ACT delay, it follows that for Case (2a), (2b) the two requests of $PE_i$ must be close in the interfered schedule. Therefore, by assumption they must target different banks. The minimum distance between them is either the ACT-to-ACT constraint $tRRD$ if both were close in the original schedule (Case (2a)), or $tCCD$ if at least one was open (Case (2b), the request is open-to-close). As Section 4.1 mentions and Section 4.4 proves, the ACT delay is larger than the PRE delay; hence, for these cases we add an ACT term to $L_{ACT}$ and subtract either $tRRD$ (2a) or $tCCD$ (2b). We use $N_{ACT,a}(i)$ and $N_{ACT,b}(i)$ for the number of requests added to $L_{ACT}$ in Case (2a) and (2b), respectively, and $N_{ACT}(i)$ for their sum.

We can then bound the self-interference terms for Cases (1a), (1b), (2a), (2b) based on the number and type of requests of $PE_i$ as follows:

$$R_{Conf}^f(i) + W_{Conf}^f(i) \leq R_{Out}^c(i) + (1 - wb) \cdot W_{Out}^c(i)$$  \hspace{1cm} (20)

$$i \leq N_{None}(i) = R^c(i) - R_{Out}^c(i) + (1 - wb) \cdot (W^c(i) - W_{Out}^c(i))$$  \hspace{1cm} (21)

$$N_{ACT}(i) = N_{ACT,a}(i) + N_{ACT,b}(i)$$  \hspace{1cm} (22)

$$N_{ACT,b}(i) = R_{Out}^c(i) + (1 - wb) \cdot W_{Out}^c(i)$$  \hspace{1cm} (23)

$$N_{ACT,a}(i) + N_{ACT,b}(i) \leq R^c(i) + (1 - wb) \cdot W^c(i)$$  \hspace{1cm} (24)

$$tRRD = 1 : N_{ACT}(i) = 0$$  \hspace{1cm} (25)

Note that again we multiply write requests of $PE_i$ by $(1 - wb)$ since if $wb = 1$ such requests are not critical, and thus do not contribute to self-interference. If $NB_i = 1$, all requests of $PE_i$ target the same bank; hence, Case (2a) and (2b) cannot hold (Equation 25), and instead all critical requests that were close in the original schedule ($R^c(i) - R_{Out}^c(i)$ for reads and $W^c(i) - W_{Out}^c(i)$ for writes) must be included in Case (1a) (Equation 21).

Case (3): finally, we cover the CAS delay case. For each of the $R_{CAS}(i), W_{CAS}(i)$ R and W requests of $PE_i$ that add extra CAS delay, we add a CAS term to $L_{CAS}$ and subtract $tCCD$ from the WCD bound $\Delta$. Next, consider again the example in Figure 2. Note that to cause extra delay, the interfering request must have the opposite direction compared to the first request of $PE_i$; otherwise, the delay would be equal to the minimum CAS separation of $tCCD$, and no extra delay would be added. Hence, we can bound
\( R^{\text{CAS}}(i), W^{\text{CAS}}(i) \) based on the total number of \( W \) and \( R \) interfering requests that can cause CAS delay, respectively:

\[
\begin{align*}
R^{\text{CAS}}(i) &\leq W^{\text{Conf},c} + W^{\text{Reorder},o} + W^{\text{InterB}} \\
W^{\text{CAS}}(i) &\leq R^{\text{Conf},c} + R^{\text{Reorder},o} + R^{\text{InterB}}
\end{align*}
\]

(26)

(27)

The cumulative number of self-interfering requests (either \( R \) only, \( W \) only, or either \( R \) or \( W \)) can then be bounded based on the number of critical requests of \( PE_i \):

\[
\begin{align*}
R^{\text{Conf}}(i) + W^{\text{Conf}}(i) + N^{\text{ACT}}(i) + R^{\text{CAS}}(i) + W^{\text{CAS}}(i) + N^{\text{Non}}(i) \\
\leq R^{\text{Conf}}(i) + R^{\text{Conf}}(i) + (1 - wb) \cdot (W^{\text{Conf}}(i) + W^{\text{Conf}}(i)) - 1 \\
R^{\text{Conf}}(i) + R^{\text{CAS}}(i) \leq R^{\text{Conf}}(i) + R^{\text{Conf}}(i) \\
W^{\text{Conf}}(i) + W^{\text{CAS}}(i) \leq (1 - wb) \cdot (W^{\text{Conf}}(i)) + (1 - wb) \cdot W^{\text{Conf}}(i)
\end{align*}
\]

(28)

(29)

(30)

Note that we subtract 1 in Equation 28 because the last request of \( PE_i \) cannot cause self-interference to another request of \( PE_i \).

Finally, we shall use \( L^{\text{self}} \) to denote the sum of the self-delay in the original schedule that must be subtracted from the WCD \( \Delta \). We obtain:

\[
L^{\text{self}} = (R^{\text{Conf}}(i) + W^{\text{Conf}}(i) + N^{\text{ACT}}(i)) + R^{\text{CAS}}(i) + W^{\text{CAS}}(i)) \cdot t\text{CCD} + N^{\text{ACT},o}(i) \cdot t\text{RRD}.
\]

(31)

### 4.3 Conflict delay \( L^{\text{Conf}} \)

Based on Sections 4.1, 4.2, the total number of requests causing conflict delay is bounded by \( x^{\text{Conf}} \) intra-bank requests; plus \( R^{\text{Conf}}(i) + W^{\text{Conf}}(i) \) self-interference requests; plus \( N^{\text{WB}} \) write requests if \( wb = 1 \). Based on Figure 1a, the conflict delay for a pair of successive requests can either be the larger \( t\text{RCD} + t\text{WL} + t\text{B} + t\text{WR} + t\text{RP} \) or the smaller \( t\text{RAS} + t\text{RP} \). Hence, we use variable \( x^{\text{Conf}} \) to denote the number of conflicts of the first type, which require the first request in the pair to be a (open or close) write. We can then bound \( x^{\text{Conf},W} \) based on both the number of conflict delays \( x^{\text{Conf}} + R^{\text{Conf}}(i) + W^{\text{Conf}}(i) + wb \cdot N^{\text{WB}} \), and the number of write requests that can trigger a conflict delay, which includes all write intra-bank requests \( W^{\text{Conf},c} + W^{\text{Reorder},o} \), the write self-interference requests \( W^{\text{Conf}}(i) \), and the write batching requests \( N^{\text{WB}} \). This yields the following expressions:

\[
\begin{align*}
L^{\text{Conf}} &\leq x^{\text{Conf},W} \cdot (t\text{RCD} + t\text{WL} + t\text{B} + t\text{WR} + t\text{RP}) \\
&\quad + (x^{\text{Conf}} + R^{\text{Conf}}(i) + W^{\text{Conf}}(i) + wb \cdot N^{\text{WB}} - x^{\text{Conf},W}) \cdot (t\text{RAS} + t\text{RP})
\end{align*}
\]

(32)

\[
x^{\text{Conf},W} \leq x^{\text{Conf}} + R^{\text{Conf}}(i) + W^{\text{Conf}}(i) + wb \cdot N^{\text{WB}}
\]

(33)

\[
x^{\text{Conf},W} \leq W^{\text{Conf},c} + W^{\text{Reorder},o} + W^{\text{Conf}}(i) + wb \cdot N^{\text{WB}}
\]

(34)

### 4.4 \( L^{\text{ACT}} \) and \( L^{\text{CAS}} \) delays

To compute the maximum PRE and ACT delays, we make use of the following observation:

**Observation 4.** Since for modern memory devices (e.g. DDR3/4), the value of inter-bank constraints \( t\text{RRD} \) and \( t\text{CCD} \) is at least 4, no more than one ACT and one CAS command can be issued every 4 cycles. Since furthermore the command priority is \( \text{CAS} > \text{ACT} > \text{PRE} \), it follows that every PRE command can suffer at most 2 cycles of command bus conflict, and every ACT command at most 1 cycle. CAS commands do not suffer bus conflicts.
Based on Observation 4, a PRE command can delay another PRE command by at most 3 cycles: for the PRE command itself, and two more due to bus conflicts. For the case of ACT delay, we need to consider the \( tRRD \) and \( tFAW \) inter-bank ACT constraints. Note that \( tRRD > 3 \); hence, ACT delay is always greater than PRE delay as previously noticed. Since the \( tFAW \) constraints is applied every 4 consecutive ACT, a valid upper bound to \( L^{ACT} \) can be constructed by multiplying the number of ACT delay terms, with is equal to \( N_{InterB,c} + N_{ACT}(i) \), by the maximum of \( tRRD \) and \( tFAW/4 \), then adding 1 to account for bus conflicts:

\[
L^{ACT} \leq (N_{InterB,c} + N_{ACT}(i)) \cdot (\max(tRRD, tFAW/4) + 1) \tag{35}
\]

Next, we discuss the CAS delay \( L^{CAS} \). Based on Sections 4.1, 4.2, the total number of requests that cause CAS delay is \( x^{CAS} + R^{CAS}(i) + W^{CAS}(i) + R_{InterB}^{CAS} + W_{InterB}^{CAS} \). The inter-bank CAS constraint between a pair of requests depends on the direction of the requests themselves: for a \( W \) followed by a \( R \), \( tWL + tB + tWTR \); for a \( R \) followed by a \( W \), \( tRTW \); and for two requests of the same direction, \( tCCD \). Therefore, let variables \( x_{CAS,WR} \) and \( x_{CAS,RW} \) to indicate the number of \( W \)-to-R and R-to-\( W \) pairs. We then have:

\[
L^{CAS} \leq x_{CAS,WR} \cdot (tWL + tB + tWTR) + x_{CAS,RW} \cdot tRTW + (x^{CAS} + R^{CAS}(i) + W^{CAS}(i) + R_{InterB}^{CAS} + W_{InterB}^{CAS} - x_{CAS,WR} - x_{CAS,RW}) \cdot tCCD \tag{36}
\]

To bound \( x_{CAS,WR} \) and \( x_{CAS,RW} \), we determine the maximum number of \( R \) and \( W \) requests for the first and second request in each pair. We note that interfering requests can be either; interfered critical requests of \( PE_i \) can only be the latter; and self-interfering requests of \( PE_i \) can only be the former. This yields:

\[
R^{CAS,first} = R^{CAS}(i) + R^{Conf,c} + R^{Reorder,o} + R_{InterB}^{CAS} \tag{37}
\]

\[
R^{CAS,second} = R^{first} + R^{Conf,c} + R^{Reorder,o} + R_{InterB}^{CAS} \tag{38}
\]

\[
W^{CAS,first} = W^{CAS}(i) + W^{Conf,c} + W^{Reorder,o} + W_{InterB}^{CAS} \tag{39}
\]

\[
W^{CAS,second} = (1 - wb) \cdot (W^{CAS}(i) + W^{Conf,c} + W^{Reorder,o} + W_{InterB}^{CAS}) \tag{40}
\]

\[
x_{CAS,WR} \leq x_{CAS,first} \land x_{CAS,WR} \leq x_{CAS,RW} \leq x_{CAS,second} \tag{41}
\]

\[
x_{CAS,WR} + x_{CAS,RW} \leq x^{CAS} + R^{CAS}(i) + W^{CAS}(i) + R_{InterB}^{CAS} + W_{InterB}^{CAS} \tag{42}
\]

**Total Cumulative Delay Bound.** Finally, \( \Delta \) is simply computed based on the sum of all terms computed so far:

\[
\Delta = L^{Conf} + L^{ACT} + L^{CAS} - L^{self} \tag{44}
\]

### 5 Interference Computation

Based on Equation 44, in Section 4 we have determined a bound \( \Delta \) on the cumulative WCD suffered by requests of \( PE_i \), assuming that the total number of requests per interfering component is known. We now seek to determine how many requests of each interfering PE contribute to each component. To this end, as shown in Table 3, for each interfering component we define a new set of variables with index \( p \) to represent the number of requests for that component that belong to \( PE_p \). The total number of requests for each intra-
and inter-component is then equal to the sum over all cores: $V = \sum_{p \neq i} V(p)$, where $V$ is either $R^{Conf,c}_p, W^{Conf,c}_p, R^{Reorder,o}_p, W^{Reorder,o}_p, R^{InterB,c}_p, W^{InterB,c}_p, W^{InterB,o}_p, R^{InterB}_p$, or $W^{InterB}_o$.

We now proceed as follows. In Section 5.1, we first bound the number of per-PE interfering requests based on the total number of requests generated by each $PE_p$ (job-driven bound). In Sections 5.2 – 5.5, we then bound the per-PE interfering requests based on the platform instance (request-driven bound). Note that for the write batching component, in Section 5.5 we will need to distinguish among three sets of requests for each PE, based on when the requests are generated: $W^{batch}_p, W^{before}_p$ and $W^{after}_p$. Furthermore, the write batching component includes requests of $PE_i$ itself. Hence, the write batching component is bounded as follows:

$$W^{WB} = \sum_p \left( W^{batch}(p) + W^{before}(p) + W^{after}(p) \right)$$  (45)

Finally, we show how to compute the WCD bound by solving a LP problem in Section 5.6.

### 5.1 Job-Driven Bounds

Recall from Section 3 that $R^c(p), R^o(p), W^o(p), W^c(p)$ denote the total number of R/W open/close requests for $PE_p$. We thus have:

$$R^{Conf,c}_p + R^{InterB,c}_p \leq R^c(p)$$  (46)

$$W^{Conf,c}_p + W^{InterB,c}_p \leq W^c(p)$$  (47)

$$R^{InterB,o}_p + R^{Reorder,o}_p \leq R^o(p)$$  (48)

$$W^{InterB,o}_p + W^{Reorder,o}_p \leq W^o(p)$$  (49)

$$R^{Conf,c}_p + R^{InterB,c}_p + R^{InterB,o}_p + R^{Reorder,o}_p + R^{InterB}_p \leq R^c(p) + R^o(p)$$  (50)

$$W^{Conf,c}_p + W^{InterB,c}_p + W^{InterB,o}_p + W^{Reorder,o}_p + W^{InterB}_o \leq W^c(p) + W^o(p)$$  (51)

$$W^{batch}_p + W^{before}_p + W^{after}_p \leq W^c(p)$$  (52)

Equations 46-49 bound the number of requests of each type (open/close) and direction (R/W). Equations 50 bounds the number of read requests over all components; note that read inter-bank-open requests $R^{InterB}_o$ can be either open or close. Similarly, Equation 51 bounds the write requests used in delay components when $wb = 0$; while Equation 52 bounds the write requests used in the write-batching delay for $wb = 1$.

### 5.2 Request-Driven Bounds: Conflict Requests

We introduce a constant $n^{Conf}_p$ to denote the maximum number of conflict requests of $PE_p$ that can interfere with one critical request of $PE_i$. Since conflict requests target the same bank as the critical request, $n^{Conf}_p$ is zero if $PE_p$ does not share any bank with $PE_i$. Otherwise, since conflict requests arrive before a critical request, we can set $n^{Conf}_p$ equal to the maximum number of outstanding requests of $PE_p$, which is 1 if $PE_p$ is in-order, and $PR$ if out-of-order. Hence:

$$n^{Conf}_p = \begin{cases} 
0 & \text{if PartAll or PartCr} \\
1 & \text{if NoPart and (IOCr or IO)} \\
PR & \text{if NoPart and OOO} \\
0 & \text{if PartAll} \\
1 & \text{if pr or (NoPart or PartCr) and IO} \\
PR & \text{if (NoPart or PartCr) and (OOO or IOCr)} 
\end{cases}$$  (53)
We first bound the number of requests generated by any PEs can target critical PEs based on the total number of banks they can access. Note that by definition, it must hold:

\[
\forall p \neq i : R^{Conf,c}(p) + W^{Conf,c}(p) \leq n_p^{conf} \cdot (R^c(i) + (1 - wb) \cdot W^c(i)) \tag{54}
\]

Finally, if \( pr = 1 \), at most one outstanding request of non-critical PEs can interfere with a critical request; hence we also obtain:

\[
\text{if } pr: \sum_{\forall p \neq i, p \text{ ncr}} (R^{Conf,c}(p) + W^{Conf,c}(p)) \leq (R^c(i) + (1 - wb) \cdot W^c(i)) \tag{55}
\]

### 5.3 Request-Driven Bounds: Reorder Requests

Reorder requests target the same bank as requests of \( PE_i \). Hence, if \( PE_p \) and \( PE_i \) do not share any bank, the number of reorder requests of \( PE_p \) is zero. Similarly, if \( pr = 1 \), requests of non-critical PEs cannot be reordered ahead of critical requests, since \( PE_p \) has higher priority. Accordingly:

\[
\text{if } PartAll \text{ or } PartCr, \forall p \neq i, p \in cr : R^{Reorder,o}(p) = W^{Reorder,o}(p) = 0 \tag{56}
\]

\[
\text{if } PartAll \text{ or } pr, \forall p \neq i, p \text{ ncr} : R^{Reorder,o}(p) = W^{Reorder,o}(p) = 0 \tag{57}
\]

Furthermore, if \( thr = 1 \), by definition no more than \( N_{thr} \) requests can be reordered ahead of each close request of \( PE_i \). Hence it also holds:

\[
\text{if } thr : R^{Reorder,o} + W^{Reorder,o} \leq N_{thr} \cdot (R^c(i) + (1 - wb) \cdot W^c(i)) \tag{58}
\]

### 5.4 Request-driven bounds: inter-bank requests

Let \( N_{reqs,c} \), \( N_{reqs,o} \) be the number of requests that can be delayed by inter-bank-close and inter-bank-open requests, as introduced in Section 4.1:

\[
N_{reqs,c} = R^c(i) + (1 - wb) \cdot W^c(i) + R^{Conf,c} + W^{Conf,c} \tag{59}
\]

\[
N_{reqs,o} = R^o(i) + (1 - wb) \cdot W^o(i) + R^{Reorder,o} + W^{Reorder,o} \tag{60}
\]

We first bound the number of requests generated by \( PE_p \) that can interfere on each of the \( N_{reqs,c} \) close requests. Due to the assumption of RR arbitration among banks, the number of interfering inter-bank requests is limited by the number of banks in case where inter-bank reordering is not allowed (\( breorder = 0 \)) or write batching is deployed (\( wb = 1 \)), since it cancels the effects of inter-bank reordering [14]. Since \( PE_p \) can only access \( NB_p \) banks by definition, it must hold:

\[
\text{if } (wb = 1 \text{ or } breorder = 0):
\forall p \neq i : R^{InteB,c}(p) + R^{InteB,o}(p) + W^{InteB,c}(p) + W^{InteB,o}(p) \leq NB_p \cdot N_{reqs,c} \tag{61}
\]

Similarly, we can bound the interference caused by all critical (other than \( PE_i \)) and non-critical PEs based on the total number of banks they can access. Note that by definition, inter-bank interfering requests target a different bank than the request they interfere upon. Hence, inter-bank requests of critical PEs can target \( N_{cr} - 1 \) banks, while inter-bank requests of any PEs can target \( NB - 1 \) banks:

\[
\sum_{\forall p \neq i, p \in cr} (R^{InteB,c}(p) + R^{InteB,o}(p) + W^{InteB,c}(p) + W^{InteB,o}(p)) \leq (N_{cr} - 1) \cdot N_{reqs,c} \tag{62}
\]
if \((wb = 1 \text{ or } breorder = 0)\): \(\left( R^{\text{InterB},o}_{c} + R^{\text{InterB},c}_{c} + W^{\text{InterB},o}_{c} + W^{\text{InterB},c}_{c} \right) \leq (N_B - 1) \cdot N_{\text{reqs},c} \) (63)

Finally, similarly to the constraint for conflict requests in Equation 55, if the MC uses a priority scheme, then the number of interfering requests from all non-critical PEs is in worst-case one for each of the \(N_{\text{reqs}}\) interfered requests:

if \(pr\) and \((wb = 1 \text{ or } breorder = 0)\):

\[
\sum_{\forall p \neq i, p \text{ ncr}} \left( R^{\text{InterB},o}_{c}(p) + R^{\text{InterB},c}_{c}(p) + W^{\text{InterB},o}_{c}(p) + W^{\text{InterB},c}_{c}(p) \right) \leq N_{\text{reqs},c} \tag{64}
\]

We now consider inter-bank-open requests. All derived constraints depend on the RR arbitration and bank assignment; hence, Equations 61-64 also apply to the number of interfering inter-bank-open requests \(R^{\text{InterB}}(p) + W^{\text{InterB}}(p)\), except that we consider \(N_{\text{reqs},o}\) in place of \(N_{\text{reqs},c}\).

### 5.5 Request-driven bounds: write-batching requests

If \(wb = 1\), the \(R^{o}(i) + R^{c}(i)\) critical read requests of \(PE_i\) can suffer interference from write batches created by writes of either \(PE_i\) or other PEs. Since the MC gives priority to read requests over write batches, in the worst case a critical R request can be delayed by a single batch of \(W_{\text{btch}}\) write requests started before the R arrives. Hence, if we let \(W^{\text{btch}}(p)\) to denote the number of interfering write requests of \(PE_p\) that arrive while no critical request is active (arrived but not completed), we have:

\[
\sum_{\forall p} W^{\text{btch}}(p) \leq W_{\text{btch}} \cdot (R^{o}(i) + R^{c}(i)) \tag{65}
\]

However, after a critical request arrives but before it completes, further writes that arrive in the system may fill the write buffer, forcing additional batches to be processed. Therefore, we next consider the number of interfering write requests that arrive while a critical request is active. Recall that the system has a write-back write-allocate last-level cache. Accordingly, a write request can only be generated in conjunction with a read request; hence, we will reason about the maximum number of read requests that can be generated while a critical request is active. In particular, we use \(W^{\text{after}}\) to denote the number of write requests corresponding to reads that arrive while a critical request is active, and are executed after the critical request (but their corresponding writes can be executed before that critical request due to the batching scheme); and \(W^{\text{before}}\) to denote the number of write requests corresponding to reads that arrive while a critical request is active, and are executed before it. We start by bounding \(W^{\text{after}}\). Similar to the conflict interference in Section 5.2, we introduce a constant \(n^{\text{after}}_{p}\) to denote the maximum number of requests that can arrive while the critical request is active and are executed after it. Hence, it can be computed by Equation 66, and \(W^{\text{after}}(p)\) can be accordingly computed by Equation 67.

\[
n^{\text{after}}_{p} = \begin{cases} 
1 & \text{if } IO \text{ or } (IOCr \text{ and } p \text{ cr}) \\
PR & \text{if } OOO \text{ or } (IOCr \text{ and } p \text{ ncr}) 
\end{cases} \tag{66}
\]

\[
\forall p \neq i : W^{\text{after}}(p) \leq n^{\text{after}}_{p} \cdot (R^{o}(i) + R^{c}(i)) \tag{67}
\]
We now consider the $W_{\text{before}}$ requests. First, if $pr = 1$, each critical request can suffer interference from a maximum of one $W_{\text{before}}$ request from all the non-critical PEs, therefore:

$$\text{if } pr: \sum_{\forall p, p \text{ ncr}} W_{\text{before}}(p) \leq R^c(i) + R^r(i)$$ \hfill (68)

Second, if interfering PE $p$ does not share banks with PE $i$, then $W_{\text{before}}(p)$ can be only due to the inter-bank RR arbitration among banks. Recall that PE $p$ is assigned $NB_p$ banks, the total number of banks assigned to critical cores other than the bank targeted by the request under analysis is $N_{cr} - 1$, and the total number of banks assigned to all cores other than the bank targeted by the request under analysis is $NB - 1$. As a result, the following three conditions hold from the RR arbitration:

$$\forall p \neq i : \text{ if (PartAll) or (PartCr and p is cr): } W_{\text{before}}(p) \leq NB_p \cdot (R^c(i) + R^r(i))$$ \hfill (69)

$$\text{if PartAll or PartCr: } \sum_{\forall p \neq i \text{ p cr}} W_{\text{before}}(p) \leq (N_{cr} - 1) \cdot (R^c(i) + R^r(i))$$ \hfill (70)

$$\text{if PartAll: } \sum_{\forall p \neq i} W_{\text{before}}(p) \leq (NB - 1) \cdot (R^c(i) + R^r(i))$$ \hfill (71)

Finally, if no partitioning is deployed, we also have the FR-FCFS reordering. Thus, each request from the core under analysis can be interfered by $N_{thr}$ (if threshold is deployed) due to intra-bank FR-FCFS reordering, while each of these requests can also be delayed by $NB - 1$ requests from RR inter-bank arbitration. Additional $NB - 1$ requests can interfere with the request under analysis itself. This gives a total of $(N_{thr} + 1) \cdot (NB - 1)$:

$$\text{if } thr = 1: \sum_{\forall p \neq i} W_{\text{before}}(p) \leq (N_{thr} + 1) \cdot (NB - 1) \cdot (R^c(i) + R^r(i))$$ \hfill (72)

### 5.6 Optimization Problem

Consider the variables in Table 3; by definition, numbers of requests and constraints are positive integers, and the same holds for delay terms since we measure them in clock cycles. Furthermore, all constraints introduced in Sections 3-5 are linear in such variables. Hence, we could compute an upper bound on $\Delta$ by solving an integer LP problem, with the optimization objective of maximizing Equation 44. In practice, we consider a linear relaxation of the same problem, where all variables are treated as reals; by construction, the resulting LP problem still yields a valid bound on $\Delta$. The number of variables and constraints is proportional to $P$; hence the complexity of solving the linear programming problem is polynomial in the number of PEs.

### 6 Evaluation

**Simulation Environment.** We use MacSim [19], a heterogeneous multi-processor simulator integrated with DRAMSim2 [32]. MacSim models x86 architecture and supports IO and OOO PEs. It also allows the configuration of the maximum number of pending requests through managing the number of entries in MSHR registers. MacSim has a frontend that includes the virtual-to-physical mapping. This enables us to implement partitioning without running a complete OS. We implement the three partitioning schemes discussed in Section 3. DRAMSim2 [28] is a cycle-accurate DRAM simulator, which we extend to also support priority assignment amongst PEs as well as write batching. We implement the optimization framework in Matlab and it finishes within few seconds for all experiments using a machine with a quad-core i7 processor and 8GB DRAM and is running Linux.
Benchmarks. We use benchmarks from the EEMBC-auto suite [29], which include representative applications from the embedded automotive domain. Recall from Section 5 that the maximum number of interfering requests, and thus the memory delay incurred by the PE under analysis, depend both on the number of memory requests initiated by this PE as well as the number of requests issued by the competing PEs. Therefore, we construct experiments that capture different scenarios. Towards doing so, we classify the used benchmarks into two categories: High and Low as shown in Table 4a. The High (Low) benchmarks are those that issue a large (small) number of memory requests.

Experiments Setup. We compare the proposed analysis with five state-of-the-art approaches; two of them are job-driven analyses: CMU-JobDr [20] and YUN-JobDr [37]; and three are request-driven analyses: CMU-ReqDr [20], YUN-ReqDr [37], and Hassan-ReqDr [14]. We also compare against the experimental WCD observed from the simulator, denoted as Experimental. We use a system composed of four cores: two in-order critical and the other are OOO non-critical ones. Table 4b lists all values of used parameters. Since both CMU and YUN do not support mixed criticalities, for their analysis all tasks are considered to have the same criticality. In addition, since they also cover only certain system configurations, we compare against these solutions under all configurations they support. To evaluate each analysis under different interference scenarios, we run different experiments using different mix of the benchmarks in Table 4a. Namely, we evaluate with four different scenarios: Low-Low, Low-High, High-Low, and High-High, where the first term refers to the task under analysis and the second term refers to interfering tasks. For instance, in a Low-High scenario, the interfered task is chosen to be the rspeed benchmark, which is in the Low category in Table 4a, while the interfering tasks are matrix, a2time, and aifftr from the High category.

1) System Configurations Supported By CMU. Both job- and request-driven CMU’s analyses [20] can be applied to platform instances with in-order pipelines, all cores have same priority, and the memory controller deploys a FR-FCFS threshold but does not deploy write
batching. However, the analysis can cover different bank partitioning scenarios. Accordingly, these are the instances we used in our experiments when comparing against those approaches. Figure 3 delineates the total memory delay suffered for different considered approaches under different interference scenarios. We make the following observations. 1) As aforesaid, the request- and job-driven approaches are incomparable: neither approach is better than the other under all scenarios. Although CMU-JobDr provides tighter delay bounds than request-driven ones (both CMU-ReqDr and Hassan-ReqDr) in Figures 3a, 3c, and 3d, the request driven approaches have better bounds for the Low-High scenario in Figure 3b. Since request-driven analysis considers only the number of requests from the core under analysis, when this number is relatively small compared to the total number of competing requests, this analysis provides tighter bounds. This is the case for the Low-High scenario. For other scenarios, the number of requests of the core under analysis is relatively large and leads to the larger delay bounds of the request-driven analyses. 2) The proposed analysis provides the tightest bounds across all scenarios. For the Low-High scenario, Proposed provides up to a 34% tighter bound than the second best approach, which is Hassan-ReqDr (PartAll in Figure 3b). For all other scenarios, Proposed provides at least 25% (IO in Figure 4d) and up to 42% (OOO in Figure 4c) better bounds compared to YUN-JobDr, which is the second best approach in all these scenarios.

2) System Configurations Supported By YUN. The platform instances covered in [37] (for both YUN-JobDr and YUN-ReqDr) are partitioning banks across cores (PartAll), all cores have same priority, and the memory controller deploys both FR-FCFS threshold and write batching. Although [37] only evaluates OOO cores, we find that the analysis is extensible to any core pipeline (by managing maximum number of pending requests from each core). Therefore, we experiment with different pipelining configurations and show the results in Figure 4. 1) YUN-JobDr provides tighter bounds than request driven analyses (YUN-ReqDr and Hassan-ReqDr) for all interference scenarios except for Low-High. 2) The Proposed approach still provides the tightest bounds across all scenarios. Proposed provides at least 25% (IO in Figure 4d) and up to 42% (OOO in Figure 4c) better bounds compared to YUN-JobDr (next best approach) in the Low-Low, High-Low, and High-High scenarios. In the Low-High scenario in Figure 4b, it provides up to 15% better bounds than the second best option of Hassan-ReqDr.

3) System Configurations Supported By Hassan-ReqDr. We now compare the proposed analysis with the Hassan-ReqDr analysis for all the supported platform instances discussed in Section 3. We compared both approaches for all interference scenarios; however, for
space considerations, in Figure 5, we only show results for the Low-High and High-Low scenarios, which best illustrate the main lessons we want to highlight. 1) Proposed provides tighter bound than Hassan-ReqDr for all platform instances. 2) For the Low-High scenario (Figure 5a), bounds of both solutions are very close. This is because for his scenario, the number of requests from the core under analysis is relatively small compared to the total number of competing requests. Therefore, request-driven analysis (Sections 5.2 – 5.5) provides tighter bounds than job-driven analysis (Section 5.1). However, Proposed still outperforms Hassan-ReqDr thanks to the leveraged knowledge about the running tasks. As a result, in Figure 5a, it provides up to 98% (instance WB-noPart-pr-IO) and 24% on average tighter bounds across all platform instances. 3) For the High-Low scenario (Figure 5b), we observe a large gap between Proposed and Hassan-ReqDr. In Figure 5b, Proposed provides up to 71× and 18× on average tighter bound across all configurations. Two main reasons are behind such significant gap: no partitioning (noPart), and write batching (WB). Both features, if considered, forces Hassan-ReqDr to consider a pathological worst-case scenario that is overly pessimistic. For noPart, Hassan-ReqDr considers every request of the core under analysis to have the worst-case intra-bank (conflict and reorder) interference from competing cores. Similarly for WB, Hassan-ReqDr assumes that every read request will suffer a worst-case write batching delay even if there are not enough number of competing requests to cause this much interference for every single request from the core under analysis. On the other hand, by leveraging the job-driven analysis and considering the number of competing requests, Proposed provides tighter bounds.
4) Configurations Unbounded by Hassan-ReqDr. In [14], the authors considered 144 platform instances. The Hassan-ReqDr analysis bounded 81 of them, while 63 instances were proven to be unbounded under this analysis. We identify those 63 instances by the following condition:

\[
(b \text{r} \text{c} \text{e} \text{r} \text{d} \text{e} \text{r} = 1 \text{ and } \text{w} \text{b} = 0) \text{ or } (\text{t} \text{h} \text{r} = 0 \text{ and } (\text{p} \text{a} \text{r} \text{t} = \text{n} \text{o} \text{P} \text{a} \text{r} \text{t} \text{ or } (\text{p} \text{a} \text{r} \text{t} = \text{P} \text{a} \text{r} \text{t} \text{C} \text{r} \text{t} \text{ and } \text{p} \text{r} = 0)))
\]  

(73)

Leveraging the job-driven analysis, the Proposed approach is able to bound all these cases using information about memory requests of competing tasks (Section 5.1). Table 5 shows the obtained bounds for the Low-High scenario.

5) Hybrid Analysis under different Interference Severity. To further show the benefit of the proposed hybrid analysis compared to the state-of-the-art request- and job-driven analyses, we investigate with different number of competing tasks with high memory demand (High from Table 4a). In this set of experiments, we use \textit{rspeed} (Low) benchmark as the one under analysis and vary the number of high competing cores. The total number of cores in the experiment is four. For instance, 2 in the x-axis of Figure 6 indicates that in addition to the core under analysis, two cores are running benchmarks from the High category, while one core is running a benchmark from the Low category. From Figure 6, it is clear that the effectiveness of the request- vs job-driven analysis is dependent on the relative ratio between the number of requests of the core under analysis and the number of requests from competing cores. On the other hand, the proposed hybrid analysis is able to achieve better bound compared to both approaches for all cases.

7 Conclusions

We propose a novel approach to bound interference delays due to contention upon accessing off-chip DRAMs in heterogeneous COTS MPSoCs. The proposed hybrid framework blends both request- and job-driven analyses to provide tighter bounds than those determined by each analysis separately and then taking the minimum of both. The framework also leverages information about the memory behavior of running task such as number of read and write requests, which are usually available from statically analyzing each task in isolation. We evaluate the proposed approach across a wide set of COTS platform instances, where it outperforms existing state-of-the-art analyses (both request- and job-driven).


18 DDR3 SDRAM JEDEC. JEDEC jsed79-3b, 2008.


20 Hyoseung Kim, Dionisio de Niz, Björn Andersson, Mark Klein, Onur Mutlu, and Ragunathan Raj Rajkumar. Bounding memory interference delay in COTS-based multi-core


30 Qualcomm. Qualcomm Snapdragon 600e processor apq8064e recommended memory controller and device settings application note, 2016.


smARTflight: An Environmentally-Aware Adaptive Real-Time Flight Management System

Anam Farrukh
Department of Computer Science, Boston University, MA, USA
afarrukh@bu.edu

Richard West
Department of Computer Science, Boston University, MA, USA
richwest@bu.edu

Abstract

Multi-rotor drones require real-time sensor data processing and control to maintain flight stability, which is made more challenging by external disturbances such as wind. In this paper we introduce smARTflight: an environmentally-aware adaptive real-time flight management system. smARTflight adapts the execution frequencies of flight control tasks according to timing and safety-critical constraints, in response to transient fluctuations of a drone’s attitude. In contrast to current state-of-the-art methods, smARTflight’s criticality-aware scheduler reduces the latency to return to a steady-state target attitude. The system also improves the overall control accuracy and lowers the frequency of adjustments to motor speeds to conserve power. A comparative case-study with a well-known autopilot shows that smARTflight reduces unnecessary control loop executions under stable conditions, while reducing response time latency by as much as 60% in a given axis of rotation when subjected to a 15° step attitude disturbance.
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1 Introduction

Multi-rotor drones and copters are increasingly being used in cyber-physical applications that require unmanned aerial vehicles (UAVs). Their growing popularity is largely attributed to their flexibility, low costs, ability to hover, and ease of maneuverability. Robust hardware designs complemented with agile software stacks make them prime candidates for use in ground-breaking applications such as aerial photography [9,23], remote package delivery [15], territorial exploration and inspection [25], infrastructure mapping [17,19], search and rescue [4, 18], and many others. The vast array of promising use-cases requires UAVs to navigate different environments, which pose significant challenges to flight stability. In turn, more sophisticated flight management systems are needed to dynamically compensate for adverse environmental conditions, such as wind disturbances.

At the heart of all multi-rotor aerial vehicles lies the autopilot. It is a flight controller firmware or software that combines sensor data processing with attitude estimation and rotor speed adjustments to maintain a target trajectory. Flight management on typical multi-

---

1 Attitude refers to the 3D orientation of an object relative to the Earth’s stationary reference frame.
rotor drones employs classical linear mechanisms that are energy inefficient, non-deterministic in time, and prone to instability. Current autopilots lack the ability to dynamically adapt flight behavior in response to external disturbances. Consequently varying environmental conditions such as wind significantly impact the ability of a drone to maintain flight along a target path. Manual intervention is oftentimes required to correct for situations that would otherwise lead to crashes or inability to achieve flight objectives.

The key issues directly impacting drone performance include: 1) lack of adaptable and timing predictable flight control, 2) inability to reactively restore stable flight in a precise manner, 3) lack of low latency attitude recovery with fast response times, and 4) inefficient usage of limited battery power. In light of these challenges, this paper presents smARTflight: an environmentally-aware, adaptive and real-time flight management system. smARTflight leverages sensor data processing and existing flight control functionality of the autopilot to autonomously counteract adverse effects of environmental disturbances on the drone’s attitude. This is achieved by smartly adapting the execution rates of critical flight controller tasks, while guaranteeing their real-time and safety-critical scheduling constraints.

Current state-of-the-art autopilot systems combine safety-critical flight control functionality with non-safety-critical tasks such as camera data processing for on-screen displays (OSDs), telemetry data transmission, and blackbox data logging onto a common hardware platform. Fig. 1 characterizes an example software stack managed by a scheduler, along with the essential hardware modules common to real-world copter autopilot architectures.

Figure 1 Hardware and software components of an autopilot firmware. Critical and non-critical tasks are dispatched for execution by the underlying scheduler. Configuration applications typically run on ground computers for initial setup of various parameters such as mission parameters, loop times, PID gains, and filter cutoff frequencies.
The critical flight control tasks in charge of low-level attitude stabilization are often tightly coupled within a closed loop. These tasks are the core constituents of the widely used linear negative feedback control technique, depicted in Fig. 2. The loop involves high frequency sampling for acquisition and processing of data from multiple sensors. It then employs a series of filters and complex sensor fusion algorithms to estimate the current orientation, or attitude of the drone, as part of the state estimation engine. This data is compared with the target attitude received via the RX module, and the error is fed to the PID (Proportional, Integral and Derivative) controller. The three regulators transform the error between the actual and desired angular states into control signals for the electronic speed controllers (ESCs). Controller output commands mixed with the input throttle data are then used to adjust individual motor speeds and rotor rotations per minute (RPMs). This compensates for actual versus desired maneuvers of the copter. A combination of differential angular velocities results in an applied net torque about the center of gravity of the copter, causing the system to undergo Euler angle rotations involving roll, pitch and yaw, with respect to the Earth’s reference.

To aid flight control, the system is equipped with: 1) a network of sensors (e.g. accelerometers and gyroscopes collectively known as the Inertial Measurement Unit (IMU), magnetometers, barometers, sonars, cameras, GPS and so forth), 2) a complete power train with motors, rotor propellers and ESCs, and 3) a power distribution and regulation sub-system.

Collectively the entire system ensures stable and accurate flight control under steady-state conditions. However as previously mentioned, current autopilot system designs are highly sensitive to external changes in flight dynamics [11,24] and thus fall short when subjected to transient attitude disturbances. smartflight’s rate-adaptive, criticality-aware real-time scheduling strategy overcomes the stability challenge by augmenting existing flight controllers with enhanced environmental awareness. It improves flight stability and performance by adopting a modular and structured approach to achieve deterministic, timing predictable and adaptable flight control.

The rate-adaptation policy is built upon a key insight that performance of a flight controller is directly related to the rate of execution of its critical flight control loop [10]. When the drone experiences frequent changes in its orientation, a high frequency sampling rate of the sensors captures the most recent data representing the state of the drone. This allows the underlying PID controller to consequently correct for the current attitude error in all three navigation dimensions, namely roll, pitch and yaw.

The controller is therefore able to closely monitor the instantaneous forces acting on the copter at any point in time. If the external forces on the copter vary significantly then a correspondingly higher frequency of updates to the motor speeds leads to a much finer
granularity and accuracy of attitude corrections and control. Alternatively, infrequent sensor data processing and state estimation leads to inaccurate attitude predictions, resulting in potentially incorrect motor speed adjustments to maintain a target flight trajectory.

In contrast, stable weather conditions impose little to no anomalous attitude variations, which presents an opportunity to reduce the rate of executions of the control loop. This allows efficient management of compute resources making them available for other non-critical mission-level functionality such as object detection and tracking [31], camera data processing for obstacle avoidance [12] and possible way-point navigation. Brushless DC motors responsible for generating the necessary lift force to maintain flight are connected directly to the main battery power and are the primary energy consumers on the drone. A reduction in the required updates to motor speeds therefore ensures energy efficient flight control.

In summary, this paper does not focus on any specific flight control algorithm for multi-rotor UAVs, nor does it propose gain scheduling techniques for PID based controllers. Instead, we modify the rates of execution of existing control tasks with their default tuning parameters to enhance stability in the presence of disturbances. This work lays the foundation to empower autopilot software stacks with criticality-aware rate adaptation and real-time execution behavior.

Our flight management framework: 1) identifies tasks as safety-critical and non-safety-critical within a well-known autopilot system, 2) identifies operating frequencies for individual tasks according to the system’s current criticality mode, 3) autonomously reasons about the varying external conditions to dynamically adapt task execution rates in a principled manner, 4) ensures real-time management and accounting of processor cycles, and 5) guarantees hard-set execution time bounds for all flight controller tasks, to ensure flight success in the presence of timing uncertainties. smARTflight compensates for instantaneous changes in the environment within predictable time bounds, ensuring low latency responsiveness to critical external events, preventing crashes and expediting recovery from anomalous attitude shifts. Compared to static-rate autopilots, the one adopted by smARTflight avoids unnecessary control loop executions in comparatively stable weather conditions, to save battery power and free computational resources for additional tasks.

The rest of the paper is organized as follows: Section 2 describes the background to the Cleanflight (CF) [7] flight control firmware used in this work. Included are the details of the vanilla scheduling policy and the resulting shortfalls of the state-of-art algorithm. Section 3 describes smARTflight’s execution model, system and task criticality semantics and the mode-change policy. Section 4 details the experimental setup and evaluation of smARTflight’s performance against the vanilla Cleanflight system. Finally Section 5 discusses related work and Section 6 concludes the paper.

2 Background

Autopilots. The open-source community of multi-rotor flight controllers features a rich set of projects tailored to either autonomous way-point navigation, such as Ardupilot [3], PX4 [22] and iNav [14] or first-person-view (FPV) drone racing such as Betaflight [5] and Cleanflight [7]. Despite their differences, the autopilots host more or less similar flight control logic as the standard feedback loop depicted in Fig. 2.

smARTflight works on the principle of general applicability across all autopilot firmwares by extending existing control logic with run-time adaptability of task execution rates. As an example implementation, we retrofit one of the most popular configurable autopilots,
Cleanflight (CF), with smartflight’s scheduling architecture. Designed specifically for racing quadcopters, CF maintains a competitive edge over other popular open-source flight controllers, in terms of flight efficiency, functional reliability and controller performance. Combined with a functionally robust and minimalistic flight control stack it proves to be an ideal autopilot platform to show smartflight’s performance benefits on cost-effective resource constrained embedded hardware.

Despite its advantages, Cleanflight is inflexible in the way it operates. Flight control tasks are defined with static time periods that only act as soft time bounds. The underlying scheduler is also based on a non-preemptive, best-effort scheduling policy. The lack of timing predictability is one of the key contributors to variable task dispatch times, which often manifests as a job starting earlier than expected or finishing later than required. Delay variations between the release times of jobs for the same task become a major hindrance to predictable adaptation within the system. The absence of strict timing constraints thus makes task execution non-deterministic leading to a negative impact on the safety and robustness of flight control. To avoid catastrophic failure under external disturbances, task times must therefore be precisely controlled [13]. We verify this inherent uncertainty in task execution times through real-world experiments with Vanilla CF as Phase-I of our evaluations (Section 4). The next section provides a description of the Vanilla CF implementation.

2.1 Cleanflight Tasks

<table>
<thead>
<tr>
<th>Task Name</th>
<th>Time Period ($\mu s$)</th>
<th>Execution Frequency (Hz)</th>
<th>Static Priority (Vanilla CF)</th>
<th>Criticality (smartflight)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>TASK_SYSTEM</td>
<td>100,000</td>
<td>10</td>
<td>Med-High</td>
<td>LO</td>
<td>Report system statistics</td>
</tr>
<tr>
<td>TASK_BAT_VOLT</td>
<td>20,000</td>
<td>50</td>
<td>Medium</td>
<td>LO</td>
<td>Sample battery voltage</td>
</tr>
<tr>
<td>TASK_GYROPID</td>
<td>4,000 / 2,000 / 1,000</td>
<td>250 / 500 / 1,000</td>
<td>Real-Time (highest)</td>
<td>HI</td>
<td>Sample Gyroscope + PID-based motor control</td>
</tr>
<tr>
<td>TASK_ACCEL</td>
<td>1,000</td>
<td>1,000</td>
<td>Medium</td>
<td>HI</td>
<td>Sample Accelerometer data</td>
</tr>
<tr>
<td>TASK_ATTITUDE</td>
<td>10,000</td>
<td>100</td>
<td>Medium</td>
<td>HI</td>
<td>Calculate current attitude</td>
</tr>
<tr>
<td>TASK_RX</td>
<td>20,000</td>
<td>50</td>
<td>High</td>
<td>LO</td>
<td>Process receiver commands</td>
</tr>
<tr>
<td>TASK_SERIAL</td>
<td>10,000</td>
<td>100</td>
<td>Low</td>
<td>LO</td>
<td>Serial communication with the ground computer</td>
</tr>
</tbody>
</table>

Cleanflight (v.2.3.1) features 31 tasks in total, of which more than half constitute optional add-on functionality. The critical flight control functionality is distributed over a set of 3 tasks: TASK_GYROPID, TASK_ACCEL and TASK_ATTITUDE. The core control loop (Fig. 2) consists of: 1) a receiver task (TASK_RX) that processes reference inputs for the target roll, pitch and yaw attitudes, 2) separate PID controllers for each axis of rotation that adjust the output response based on the current attitude error (P gain), an accumulation of past errors (I gain), and the rate of change in error (D gain), 3) a mixer component that determines the magnitude of the thrust force applied to each motor, 4) several sensor processing tasks (TASK_ACCEL and TASK_GYROPID), and 5) a quaternion-based Attitude and Heading Reference Sub-system (AHRS: TASK_ATTITUDE) that combines sensor data using Madwick & Mahony’s complementary filter algorithm [29,32] to compute the current attitude of the copter.
Throttle processing is incorporated within task_rx. A radio or ground control station transmits commands wirelessly, which are then received by the hardware RX module on the drone. task_rx varies in its importance to the overall flight control mechanism, depending on the update frequency of target attitudes often dictated by the drone application. For our experiments in Section 4, we consider task_rx a low importance and, hence, low-criticality task since our target remains fixed throughout the flight of the drone. The essential tasks are listed in Table 1 along with some low-criticality book-keeping functions. The table also records static priorities and time periods that are used by the Vanilla CF scheduler to determine task dispatch order at runtime.

We note that task_gyropid incorporates a chain of sub-tasks, enumerated earlier as item points 2), 3) and 4) of the core control loop. This task sequentially samples gyroscope data, executes the PID controller algorithm and updates motor output commands. task_gyropid thus forms a fast loop that allows a user-configurable rate of execution known as the base looptime in CF terminology. Looptime therefore represents the time period for one iteration of the fast control loop. Other critical tasks in the main control loop, namely (task_accel and task_attitude), work at non-configurable frequencies that are fixed integral multiples of the base looptime.

2.2 Vanilla Scheduler

Algorithm 1 details Vanilla CF’s non-preemptive scheduling policy. The scheduler maintains a fixed ready queue of tasks in decreasing order of static priorities from Table 1. Tasks are scheduled from highest to lowest dynamic priority, which is calculated at run-time for each task as a product of its static priority and the elapsed time since last execution (task age-cycles) (Lines 6–7). The queue is traversed on every scheduler invocation and the task with the highest dynamic priority is dispatched for execution according to Lines 9–11. The chosen task either has a real-time static priority, or it has a lower static priority and has aged for at least two consecutive time periods.

Algorithm 1 Vanilla Cleanflight scheduler.

Require: task parameters: lastExeTime, staticPeriod, staticPrio
Require: r' runnable
1: procedure schedule
2: curTime = get_time_micro()
3: selTask = nil and selTaskDynamicPrio = 0
4: for all tasks in taskQueue do
5:  update task → ageCycles = (curTime−task→lastExeTime) / task→staticPeriod
6:  calculate task → dynPrio = dynamic_prio(task)
7:  /* Task with highest dynamic priority is selected */
8:  if task → dynPrio > selTaskDynamicPrio then
9:   if task → staticPrio == Real-Time or
10:  { !rtRunnable and task → ageCycles > 1} then
11:    selTask = task
12:    selTaskDynamicPrio = task → dynPrio
13: end if
14: end if
15: end for
16: if selTask then
17:  execute selected task function: selTask → taskFunc()
18:  Update task → lastExeTime
19:  Reset selTask → ageCycles and selTask → dynPrio
20: end if
21: end procedure
We note that in Vanilla CF’s context “real-time” does not impose any temporal constraints on a task but is used instead to represent the highest static priority. The dispatched task runs to completion and only cooperatively yields control back to the scheduler at the end of its execution. Depending on the execution time of a task, the time between consecutive scheduler invocations may vary considerably.

3 smARTflight Execution Model

This section formalizes smARTflight’s system and task model and details the execution semantics.

Motivation

Higher execution rates offer finer granularity of control thereby reducing the convergence time for a drone to asymptotically settle to its steady-state target attitude. With smARTflight, we are motivated to maximize the benefits associated with a high execution frequency of the main flight control loop in adverse environmental conditions, while avoiding unnecessary over-provisioning in comparatively calm conditions. smARTflight therefore adapts individual rates of all the critical flight control tasks in addition to the fast loop’s looptime. To this end, we introduce an explicit notion of task and system safety criticality into Cleanflight. A description of the real-time task and system model is presented next.

3.1 Task Model

The system is modeled as a set of real-time periodic tasks, \( \{\tau_1, \tau_2, \ldots, \tau_n\} \), which are scheduled according to an extension of the Liu & Layland model [6]. In our system, each task, \( \tau_i \), is parameterized by a 5-tuple \( \{C_i, [T_i(\text{lo}), T_i(\text{hi})], [D_i(\text{lo}), D_i(\text{hi})], L_i, [p_i(\text{lo}), p_i(\text{hi})]\} \), with each term defined as follows:

- \( C_i \): worst-case computation time, or budget. The computational logic and structure of a task remains unaltered. This implies that the execution time also remains more or less the same across multiple job instances of the same task. Cleanflight is a closed system with a fixed total number of tasks. We determine the run-time budget by profiling the system online at every system start-up. This budget value is then used to calculate per task utilization (\( U_i = C_i T_i \)) which is then subsequently used to compute processor utilization (\( U_{sys} \)).

- \( \vec{T}_i = [T_i(\text{lo}), T_i(\text{hi})] \): a vector of time periods. Each task \( \tau_i \) has a corresponding period \( T_i \) for each criticality level in the system, where \( L_{sys} = \{\text{lo}, \text{hi}\} \) is the set of system criticality levels. Tasks explicitly modify their time periods across system mode changes. System modes are discussed in Section 3.2. Each time period is a multiplicative inverse of the corresponding task rate (\( R_i \)) : \( T_i(L_{sys}) = \frac{1}{R_i(L_{sys})} \).

- \( D_i = [D_i(\text{lo}), D_i(\text{hi})] \): a vector of deadlines. A job’s deadline is relative to its release instance. Each deadline occurs \( T_i(L_{sys}) \) time units after the job’s arrival time, implying \( D_i(L_{sys}) = T_i(L_{sys}) \).

- \( L_i = \{\text{lo}, \text{hi}\} \): task criticality level. A task is assigned static criticality as described in Table 1. In this paper, we consider only two task criticality levels. However, smARTflight is able to support more than two levels when finer-grained task rate adaptations are
required across system mode changes, to compensate for environmental factors. This would allow the system to exhibit a more graceful transitional response to varying exogenous conditions.

\[ \vec{\pi} = [p_i(LO), p_i(HI)] : \text{a vector of task priorities assigned under the Rate-Monotonic priority assignment algorithm (RMS) [6].} \]

Tasks with higher rates and, hence, shorter time periods, are assigned higher priorities than tasks with longer periods. Tasks therefore have different priorities in different system modes.

All Cleanflight tasks are modified to be preemptible in smARTflight. Thus unlike Vanilla CF, their execution is interleaved. We present our scheduling framework that supports this task model in Section 3.3.

Task criticality \( (L_i) \) is defined as a measure of the task’s functional importance to the overall flight control operation. HI criticality is associated with tasks that must operate correctly within the real-time temporal bounds of their budget, \( C_i \), and period, \( T_i \), in order to maintain stable flight and avoid crashing the drone. All flight-control tasks shown in **bold** in Table 1 are assigned to this level. In contrast, tasks that have minimal impact to the runtime flight control functionality are assigned a LO criticality. Examples of such tasks include blackbox logging, camera data capture, and serial transmission.

Task criticality allows us to directly associate one of the two rate-adaptation behaviors, rate increase (↑) or decrease (↓), with each task across the two system execution modes. A HI criticality task’s frequency increases on a \( LO \rightarrow HI \) mode transition of the system. Inversely, a LO criticality task’s frequency decreases. This counteracts the increase in execution rate for HI criticality tasks by acting as a protection mechanism against potential system overload situations. However, smARTflight optionally allows LO criticality tasks to retain their current rate of execution on a \( LO \rightarrow HI \) mode transition, if real-time task schedulability is maintained according to the RMS utilization bound. Notwithstanding, all task rates are reset back to the original LO mode values when the system transitions from \( HI \rightarrow LO \) mode. Table 2 summarizes the relationship between task rates in terms of the time periods \( (T_i) \) for both LO and HI criticality tasks in each system mode.

---

### Table 2 Relationship between task time periods \( (T_i) \) for both LO and HI criticality tasks in each system mode \( (L_{sys}) \).

<table>
<thead>
<tr>
<th>LO Criticality Tasks</th>
<th>HI Criticality Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_i(L_{sys} = LO) \leq T_i(L_{sys} = HI) )</td>
<td>( T_i(L_{sys} = LO) &gt; T_i(L_{sys} = HI) )</td>
</tr>
</tbody>
</table>

---

### 3.2 System Model

For the purposes of this paper, the system is characterized by two distinct steady-state execution modes, or system criticality levels, referred to as LO and HI. System criticality captures the direct influence of external disturbances on the attitude of the drone. Each mode is therefore defined in terms of the captured environmental dynamics and the corresponding effects on the stability of flight.

On every iteration of the control loop, environmental data, as reported by the navigation sensors, is sampled and processed to compute an updated value for the drone’s current attitude in each axis of rotation: roll, pitch and yaw. The output of the state-estimation engine is then used to trigger a particular system execution mode at millisecond granularity. Each mode is activated as a complementary response to variation in attitude when compared against the corresponding angular thresholds in all three dimensions. Since each axis is
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independently subjected to environmental influence, we identify three independent Euler angle thresholds that represent upper bounds on the maximum tolerable deflection from the copter’s target attitude along that axis. If the fluctuation goes beyond the maximum bound in any one of the axes, the system switches to HI mode. The system reverts back to LO mode only if the intensity of variations falls below the predefined threshold in all three axes. This ensures low latency response times in all dimensions. A typical scenario is the absence or presence of high winds that directly translates to calm (LO) versus adverse (HI) environmental conditions.

The flight controller tasks are characterized by different execution rates, as a function of system mode and individual task criticality. Tasks gracefully adapt their rates across mode-switches as previously described in our task model. The system mode acts as a flag to trigger an increase or decrease of the task execution rates, which in-turn ensures a timely and adaptable flight control response to the changing environment. The system always starts in LO mode, with subsequent LO → HI and HI → LO transitions occurring as a result of environmental conditions.

Mode Transition Protocol

Mode change requests are modeled as asynchronous events within the system. These are flagged in the control loop iteration following their arrival. smArtflight’s version of TASK_ATTITUDE registers the mode change request with minimal delay, by comparing angle thresholds with current attitude values for each axis. The system is then able to react to changing conditions with very low mode-switching delay, according to the following mode transition definitions:

- **LO → HI**: Transition begins with the arrival of the mode change event and ends when all the HI criticality tasks have increased their rates of execution, or equivalently decreased their time periods, from \( T_{i|[L_i = HI]}(LO) \) to \( T_{i|[L_i = HI]}(HI) \). The algorithm waits for every HI criticality task to complete its LO mode execution before updating its time period, thereby preserving the timing properties of the task across the system mode change. This policy adopts a graceful transition of rates, thus maintaining task schedulability in real-time. After every switch, the processor’s utilization (\( U_{sys} \)) is re-calculated and compared against the maximum allowed utilization. On exceeding the bound, excess utilization is compensated by decreasing the rates of execution, or equivalently increasing the time periods, of all the LO criticality tasks from \( T_{i|[L_i = LO]}(LO) \) to \( T_{i|[L_i = LO]}(HI) \). This is done in consecutive iterations until the updated taskset regains a feasible schedule. Increasing a LO criticality task’s period only serves to raise the likelihood of regaining a feasible schedule. Consequently, the time periods for LO criticality tasks are increased without waiting for their prior LO mode executions to complete. The current job execution is thus carried over from LO to HI mode without disruption.

- **HI → LO**: Follows by symmetry of argument presented above.

Both system mode transitions are represented in algorithmic form in Algorithm 2. A new mode change request is only serviced if the system is in either of the two steady-state system modes. This ensures non-overlapping and graceful transitions between task rate parameters. To avoid frequent oscillations between LO and HI states, consecutive mode changes are temporally spaced out in an artificial manner. The amount of delay is configured by the programmer as part of the system tuning process. We next discuss smArtflight’s adaptive real-time scheduling policy that replaces Cleanflight’s vanilla scheduler in our example implementation.
Algorithm 2 smARTflight’s rate-adaptation policy.

Require: taskQueue[] with tasks arranged from high → low priority/rate
Require: current_task
Require: T_decrease and T_increase
Require: U_{RMS}^\text{bound}

1: if lo → hi then
2: if current_task → criticality == hi & current_task yielded then
3: \( T_{hi}^\text{sys}(L_{sys} = hi) + T_{decrease} \)
4: Insert task in taskQueue[] at new position based on updated rate
5: Update task and system utilization: \( U_{hi}^t \) & \( U_{sys}^t \)
6: end if
7: while \( U_{sys} > U_{RMS}^\text{bound} \) do
8: for all lo tasks ∈ taskQueue[] do
9: \( T_{lo}^\text{sys}(L_{sys} = hi) = T_{lo}^\text{sys}(L_{sys} = lo) + T_{increase} \)
10: Update task utilization: \( U_{lo}^t \)
11: Update \( U_{sys}(L_{sys} = hi) \)
12: end for
13: end while
14: else if hi → lo then
15: for all tasks ∈ taskQueue[] do
16: Restore \( T_i^t(LO) \) \( \triangleright \) mirrored logic from LO→HI
17: Insert task in taskQueue[] at old position
18: Update task utilization: \( U_i^t \)
19: end for
20: Recalculate \( U_{sys}(L_{sys} = lo) \) and check against \( U_{RMS}^\text{bound} \)
21: end if

3.3 Rate-Adaptive Real-Time Scheduling Algorithm

smARTflight extends Cleanflight’s task model with real-time constraints to ensure predictable execution. In accordance with the task model presented in Section 3.1, each periodic task \( \tau_i \) generates an infinite sequence of jobs at run-time. Successive jobs are spaced \( T_i^t(\text{sys}) \) time units apart and execute for at-most \( C_i \) time units before completing by their deadline at the end of their period. We leverage Liu & Layland’s real-time Rate Monotonic Scheduling (RMS) algorithm [6] to dispatch tasks for execution according to their statically assigned priorities, based on their respective rates.

Schedulability of a taskset under RMS depends on the utilization bound test, i.e., tasks are guaranteed to meet their deadlines if the CPU utilization \( (U_{sys}) \) is below the RMS bound. The scheduler is invoked at each time quantum boundary, whose interval is determined as a function of all tasks’ rates. Compliance with the bound is checked and the ready-queue is inspected. The task with the highest rate (priority) is dispatched for execution if current-time ≥ task release time. This real-time variant of Cleanflight is termed RMS CF in our experiments.

Rate Adaptation Scheduling Policy

We extend smARTflight’s RMS scheduler with additional functionality that: 1) adapts task rates across mode changes according to the model presented in the previous section, 2) dynamically updates the ready-queue of the real-time scheduler and reprograms the interval timer, and 3) re-configures task dispatch behavior at run-time. The criticality-aware scheduler updates priorities and rearranges tasks in the ready queue according to the assigned execution rates. Per-task utilization is calculated as a modified ratio between the budget and current time period: \( U_i = \frac{C_i}{T_i^{\text{sys}}} \). The RMS schedulability test is performed during each system mode transition window (Algorithm 2, Line 7) as an additional check to trigger CPU utilization adjustments in case of transient system overload. This is achieved by modifying rates of execution of LO criticality tasks according to the required system utilization.
4 Evaluation

We deploy a real testbed to validate our proposed framework and conduct experiments with a high-performance racing quadcopter drone. Details of our hardware setup common to all experiments are presented in the next section. We conduct our analysis in three distinct phases. Phase I (Section 4.2) investigates Vanilla CF’s lack of timing guarantees as a consequence of imprecise task execution and non-real-time scheduling logic. This paves the way for RMS CF. In Phase II (Section 4.3), we determine the effect of statically varying execution frequencies of critical flight control tasks on the response time to achieve a target hover attitude. Performance benefits of RMS CF when compared with Vanilla CF are shown in Phase II (Section 4.4). Finally, we test small flight in Phase III (Section 4.5) and demonstrate the benefits of the rate adaptive approach over both Vanilla and RMS CF.

4.1 Experimental Setup

Quadcopter Hardware

We use a custom-built QAV250mm quadcopter (Fig. 3) for our hardware-in-the-loop simulations and experiments. Current to the four brushless DC motors is regulated by the Electronic Speed Controllers (ESCs) according to analog Pulse Width Modulation (PWM) signals sent by the autopilot.

We flash the autopilot firmware on the popular SPRACINGF3 [8] Acro flight controller board, featuring an STM32F303 microcontroller with an ARM Cortex®-M4 core clocked at 72MHz. The board features a 6 degrees-of-freedom IMU (16-bit 3-axis gyroscope/accelerometer), general-purpose IO ports for communication with the radio receiver and motors, and 8MB flash storage for flight logs.

![Figure 3 BirdCage testbed for QAV250mm quadcopter with an SPRACINGF3 flight controller board. The orientation of the motors enumerated and configured within Cleanflight [7] is shown on the bottom right.](image)

The drone’s carbon-fiber frame and light-weight components ensure aerodynamic efficiency and flexibility of flight. The overall mechanical structure gives the quad a competitive edge to be used in drone racing applications. It thus makes for an ideal platform to focus on improving flight controller performance.
Autopilots

As stated earlier, smARTflight builds upon existing autopilot firmware. Any improvements in flight performance compared to a vanilla autopilot implementation aim to show the benefits of real-time, rate-adaptive task execution. For our case-study in this work, we thus consider three autopilot firmwares: 1) Vanilla CF, comprising a default non-real-time scheduler, 2) RMS CF, featuring a real-time, fixed-priority rate-monotonic scheduler (RMS), and 3) smARTflight, which has a criticality-aware rate-adaptive policy extension to RMS.

Each autopilot is pre-configured to run a subset of the most essential tasks from Cleanflight, listed in Table 1. We stripped away unnecessary functionality from the autopilot to reduce the memory footprint for our embedded board. In addition to all flight controller tasks, we include some functionality for book-keeping, configuration, and collecting system statistics. In smARTflight, these auxiliary tasks are categorized as lo criticality, while all flight controller tasks are classified as hi criticality (bold font in Table 1).

BirdCage

For our real-world experiments, we pivot the quadcopter at the center of a custom-made mechanical gyroscope called the BirdCage (Fig. 3). Three rotating gimbals are mounted orthogonal to one another, allowing the drone to rotate freely about its roll, pitch and yaw axes. We perform controlled and reproducible step attitude disturbances emulating wind effects by displacing the axial rings a constant angle. The rig’s design alters physical dynamics of the drone thus posing some additional challenges:

- Torque about the center of gravity due to the inner most ring – We compensate for the added torque by using four EMAX 2300kV brushless DC motors (MT2204). Each motor exerts a maximum thrust of \(\sim 400\) grams under no-load conditions. This amounts to a total of 1.6kg of total upward thrust and is enough to counterbalance the downward force of the drone and the inner ring combined.

- Pendulum effect – Displacing the roll and pitch axial rings from the target (hover) attitude instills gravitational potential energy in the corresponding ring. This leads to simple harmonic motion of the drone in the displaced axis. The erroneous oscillations are sampled by the sensors and fed to the PID controller as attitude error in need of correction. At higher execution rates, the effect becomes more pronounced as the motor speeds are adjusted more frequently to counter the momentum gained by the pendulum. This causes the copter to continuously over-correct its attitude. We compensate for this in our experiments by calibrating the sensors to consider a higher gravitational potential point as its target hover, and by displacing the roll and pitch axial rings to the lowest potential point instead. This removes the pendulum effect from the system, significantly reducing the number of oscillations.

Metrics and Settings

To study the performance of our system against both versions of Cleanflight, we record attitude variation profiles of the copter over time, in response to step input disturbances. We calculate response time to achieve a steady-state target attitude by computing the difference between the time the copter is subjected to an initial step disturbance along a particular axis of rotation and when it stabilizes within \(\pm 5^\circ\) of the target. The \(\pm 5^\circ\) steady-state error band compensates for sensor imprecision and calibration, inaccuracies in the drone hardware and
granularity of the motor outputs. It also restricts the maximum tolerable worst-case offset in achieving the target attitude. We additionally analyze the **absolute error** accumulated over the entire course of the attitude adjustment of the drone to understand how smARTflight’s rate adaptation policy impacts accuracy of flight control.

To draw conclusions about power usage and energy efficiency, we sample PWM commands sent to the motors and compute the minimum, maximum and average duty-cycle of one of the motors on the drone. Duty-cycle is represented as a percentage of high (on) time of the signal over the time period (reciprocal of motor update frequency). It is directly proportional to the power applied to the motors. In particular, we consider values for the bottom-left motor: motor-3 (Fig. 3) as it is involved to a high degree in both roll and pitch corrections. Commands sent by the flight controller to the other three motors are either roughly equivalent or less than motor-3’s duty-cycle in all test cases.

For all experiments, we consider hover ($0^\circ \pm 5^\circ$ tilt with respect to the stationary frame reference) to be our stable steady-state target in both roll and pitch axes. The flight mode is set to self-level as opposed to manual rate-mode. We note that smARTflight’s adaptive control is independent of any autopilot flight-mode. Our setup removes human input, thus isolating all benefits achieved with smARTflight alone. PID controller constants are initially tuned to achieve a desired control response in either axis and kept fixed across all experiments for comparison.

We conduct experiments along two axes: roll (*Exp Roll-Left*) and pitch (*Exp Pitch-Back*). Cleanflight’s flight control logic for yaw is inherently limited in its capability. Due to a lack of support for self-level mode, all attitude corrections require manual input. We, therefore cannot show smARTflight’s improvements in the yaw dimension. Nevertheless, implementation of smARTflight optimizes performance in all three rotational dimensions, when the underlying flight control logic does not impose any limitations of its own.

We vary critical task rates and repeat each experiment at-least 3 times. For each run, the roll and pitch rings of the BirdCage are displaced to a maximum angle of $15^\circ$ (step disturbance to the system). The copter is then allowed to stabilize to target hover and blackbox data is recorded. We plot the step response profiles of the attitude adjustments over time and determine steady-state response time values for each run. Based on the average response time across runs, we choose the profile with the minimum variance, to be the representative result for a particular experiment.

### 4.2 Phase I: Vanilla CF

The lack of timing guarantees in the Vanilla CF scheduling policy leads to variations in task runtime frequencies. We investigate the effect of different looptimes (refer to Table 3) on the rate of execution of the low priority receiver task: TASK\_RX (statically set rate = 50Hz). The motor update frequency for the PWM protocol is kept fixed at a maximum of 500Hz. We instrument Vanilla CF to toggle GPIO pins on the stm32f303 board at every motor and receiver update. The signal trace is viewed on an oscilloscope over time and measurements of runtime frequency for receiver updates, averaged over $\approx 450$ iterations of the control loop, are reported in Table 3.

The average rate of execution of the lower priority task, TASK\_RX, varies between the statically set 50Hz to a maximum rate of 11kHz depending upon the configured looptime. We also observe runtime jitter on the oscilloscope traces between consecutive task release instances. This shows a high degree of dependence between runtime execution frequencies of low and high priority tasks in the system. For a deterministic and predictable system, task executions must comply with strict time bounds. We thus replace the vanilla scheduler with a real-time scheduling policy in RMS CF.
Table 3  Task rates for Vanilla CF simulations.

<table>
<thead>
<tr>
<th>Static Rates</th>
<th>Measured Runtime Rates</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Looptime (Hz)</strong></td>
<td><strong>Motor Rate (Hz)</strong></td>
</tr>
<tr>
<td>500</td>
<td>500</td>
</tr>
<tr>
<td>1k</td>
<td>500</td>
</tr>
<tr>
<td>4k</td>
<td>500</td>
</tr>
<tr>
<td>8k</td>
<td>500</td>
</tr>
</tbody>
</table>

Table 4 All possible task rate parameters for exploratory experiments with Vanilla CF. Note: 25Hz for `task_attitude` does not always lead to attitude stabilization. It is thus an invalid setting and not considered for other looptimes.

Critical Tasks | Default Rates (Hz) | Custom Execution Rates (Hz) |
----------------|--------------------|-----------------------------|
GYROPID | 1000 | 1000 | 250 |
ACCEL   | 1000 | 1000 | 500 |
ATTITUDE| 100  | 200  | 100 |
Roll: Avg. Response Times (s) | 13.5 | 18.5 | 21.5 |

4.3 Phase I-I: Performance Analysis of Vanilla CF with Different Looptimes

We next conduct a set of exploratory experiments on the BirdCage with Vanilla CF to determine two possible sets of feasible task execution rates to be used in smARTflight; one per mode of the system. The two requirements are: 1) the highest frequency looptime that leads to the best response time performance when impacted with external attitude disturbances. This is upper bounded by the maximum sensor sampling rate and the motor update protocol; 2) the lowest frequency looptime that allows the copter to maintain accurate stable flight, while sparing any unnecessary processing and freeing up as many system resources as possible.

We focus on varying the execution rates of three highly safety critical tasks of the flight control loop: `task_gyropid`, `task_accel` and `task_attitude`, collectively represented under the looptime value. Sets of all possible task rates considered are listed in Table 4. For the first set of experiments we vary only the `task_gyropid` rate: 250Hz, 500Hz and 1000Hz. `task_accel` and `task_attitude` are fixed at their default rates of 1000Hz and 100Hz, respectively. This sets the baseline performance for Vanilla CF. We measure average response time for each of the three rate specifications and report them under the “Default Rates” column in Table 4. Without any modifications to Vanilla CF, accurate attitude is attained with the lowest response time of 13.5s at a looptime frequency of 1000Hz.

For the next batch of experiments, we vary `task_accel` and `task_attitude` rates in addition to the looptime. The different rate parameters, along with the corresponding average response time results are summarized in Table 4. We shortlist the best average response times for each of the three looptime specifications (highlighted in the table) and compare their step-response attitude profiles in Fig. 4. Lowest response time is achieved with looptime=1000Hz and the highest with looptime=250Hz.

At 250Hz, we observe sharp corrections in the roll attitude both in the short and long term, which are manifested as thicker trace lines and abrupt variations in the response time profile (Fig. 4). In contrast, at 1000Hz, the trace is much smoother. This is evidence of a finer granularity of attitude control at higher rates of execution. At lower rates, the flight controller uses stale roll values to compute motor commands as consecutive attitude updates are spaced further apart in time. This results in a larger magnitude of required corrections on the next iteration of the flight control loop. It also leads to slower response times in achieving the target.
We note that accuracy and response time of the flight controller is dependent on the correctness and frequency of attitude calculations. In particular, the ratio between sensor and attitude task frequencies determines the accuracy. For each of the three highlighted sets of rates from Table 4, the accuracy ratio is 10, 5 and 5, respectively. This implies that the steady-state final attitude value for looptime=250Hz is relatively less accurate than for 1000Hz. Since stable environments lead to little or no variations in sensor data, lower looptimes can still maintain accurate attitude values. This presents an opportunity to spare unnecessary loop executions that can free up CPU resources without compromising on flight stability. However, practical limitations don’t allow a value less than 250Hz, below which the copter cannot maintain flight. We thus choose 250Hz as the lowest frequency looptime.

Table 5 Exp: Pitch-Back. Comparison between two rate specifications of Vanilla CF: Looptime=1000 Hz & 250 Hz. Low response time is achieved with a higher rate of execution of the control loop.

<table>
<thead>
<tr>
<th>Looptime</th>
<th>1000 Hz</th>
<th>250 Hz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. Response Time (s)</td>
<td>10</td>
<td>37</td>
</tr>
</tbody>
</table>

In contrast, rapidly changing environmental dynamics require the flight controller to execute at the maximum feasible frequency, which counteracts external disturbances in the attitude in a timely and accurate manner. We thus choose 1000Hz as the highest frequency looptime. The pitch axis steady-state response time results with the two shortlisted task rate sets are presented in Table 5. Response times for pitch are proportional to roll, as expected, for each looptime specification.

4.4 Phase II: Comparison between Vanilla and RMS CF

Fig. 5 reports the average response times for both roll and pitch experiments, repeated with RMS CF using the rate parameters from the last section. RMS CF follows a similar trend
as Vanilla CF, with the best case response time of 9s in the pitch axis using a looptime of 1000Hz. We present a comparison of attitude profiles between both Cleanflight systems in Fig. 6a and Fig. 6b.

Figure 5 RMS CF: Response Times for Roll Left (left) and Pitch Back (right). A comparison between different looptimes shows best response times of 11s (9s) at looptime=1000Hz for Roll (Pitch).

(a) Exp: Roll-Left: RMS CF reduces response time by 18.5% (left) & 26.4% (right).

(b) Exp: Pitch-Back: RMS CF reduces response time by 10% (left) & 7.6% (right).

Figure 6 Comparison of attitude variation profiles for RMS & Vanilla CF.
Our results confirm that replacing the vanilla scheduler with a static priority real-time scheduling policy yields better response times. In contrast to Vanilla CF, interleaved task executions and enforcement of strict deadlines ensures timing predictability. This results in low-latency response to changes in the environment. Unlike Vanilla CF, lower priority tasks do not have to wait in the scheduler queue for assignment of a dynamic priority. Thus each task executes once every time period. The RMS scheduler dispatches tasks periodically, removing unnecessary dispatching delays and variations in scheduling latency, guaranteeing deterministic behavior for the entire system.

4.5 Phase III: Performance of smARTflight

We set smARTflight’s task rates to correspond to looptime=250Hz and 1000Hz, for LO and HI mode, respectively. smARTflight provides statically configurable attitude thresholds about the target attitude (target ± threshold) in each axis of control: roll, pitch and yaw. This allows us to independently tune flight behavior in the corresponding axis, by trading responsiveness of the drone to changes in the environment (HI mode) against energy efficient utilization of system resources and better power consumption (LO mode).

![Figure 7 smARTflight: Attitude threshold displacements from the target i.e. target ± {5°,10°,14°} to trigger mode change in roll & pitch axes.](image)

Fig. 7 gives a pictorial representation of LO→HI and HI→LO mode-switches at different angle thresholds, depending upon the drone’s attitude displacement from the target. Three distinct values are considered: ±5°, ±10° and ±14° relative to our target of 0° with a maximum of 15° step attitude disturbance. The length of the horizontal bars in the diagram indicates the amount of time the flight controller system operates in one mode relative to the other. We study the influence of these thresholds on the response time performance of our copter, and compare results for both roll and pitch in Fig. 8.

The best response time performance of 9s in the roll axis, and 4s in the pitch axis is achieved at a threshold of ±10° and ±14°, respectively. The threshold difference between roll and pitch is purely an artifact of the mechanical structure of the drone, because similar flight control logic is used for both axes.

Legacy autopilots like Vanilla CF allow for mixer configuration and PID tuning to appropriately compensate for: (1) distribution of the overall mass along the two axes, and (2) the motors not being equidistant from one another. The final mix of outputs from the PID controller and the throttle commands (Fig. 2) controls the power to the motors. Thus, tuning either mixer or PID values directly affects the net applied thrust along an axis of rotation, which in-turn influences the drone’s response time. To achieve optimal performance for each Cleanflight system, we therefore employ the legacy tuning method.
Figure 8 smARTflight: Response times for Roll Left (left) and Pitch Back (right). A comparison between 3 attitude thresholds: 5°, 10°, 14°. Best response time of 9s (4s) is achieved with roll (pitch) at 10° (14°).

However, results from Fig. 8 show that with smARTflight, “attitude-threshold” instead provides a single tuning knob for improving performance. Thresholds define the attitude boundary between LO and HI system modes, which adapt flight controller behavior. Threshold variations thus allows for performance control at system run-time. For all comparisons with smARTflight, we keep PID controller constants fixed at their optimal values across all autopilots, and used the same standard mixer settings from earlier experiments with Vanilla and RMS CF.

(a) Exp: Roll-Left: smARTflight (0° ± 10°) reduces response time by 33.3% (18.2%) compared to Vanilla & RMS CF.

(b) Exp: Pitch-Back: smARTflight (0° ± 14°) reduces response time by 60% (55.6%) compared to Vanilla & RMS CF.

Figure 9 smARTflight versus Vanilla & RMS CF (looptime=1000Hz).

Figs. 9a–9b show average case attitude adjustments over time for all three autopilots. To compare smARTflight against the optimal performance achieved with Cleanflight systems, we set the looptimes for Vanilla and RMS CF to 1000Hz. We also tune smARTflight with threshold values of 10° in the roll and 14° in the pitch axis, to yield best case response time performance. With the right thresholds, smARTflight significantly improves the drone’s response in recovering from an initial step disturbance. The improvements range from a minimum 33% to a maximum of 60% reduction in response time against Vanilla CF.
Transient response characteristics of all flight controllers are represented as the cumulative absolute error. We normalize this error against that of Vanilla CF for a clear comparison. Results of our offline analysis are presented in Fig. 10. smartflight’s benefits clearly supersede both Cleanflight systems. By controlling task rates and switching system modes at appropriate times, smartflight ensures minimum flight response times, and reduces the total absolute error by at-least 68% compared to Vanilla CF.

In addition, smartflight allows direct control over task utilization. Once the system stabilizes below the attitude threshold, flight control tasks do not need to run as fast. According to our looptime specifications, LO mode execution rates reduce the motor update frequency by a factor of 4 when compared against HI mode. Since motors are prime energy consumers on the drone, a reduced motor update frequency results in less power usage.

Fig. 10 (right) shows the percentage reduction in average duty-cycle for motor-3 using smartflight, compared to Vanilla and RMS CF, for pitch and roll axes. We present minimum, maximum and average duty-cycle for all three autopilots in Table 6. A particular point to note is that a higher frequency of real-time task executions within RMS CF comes at a cost of increased duty-cycle for the motors, compared to Vanilla CF. With real-time constraints, system idle time is reduced and updates to the motors happen periodically. This is in contrast to Vanilla CF where the system idles for longer periods and motors are not updated at a fixed rate (Table 3). We observe that smartflight reduces power usage against both Cleanflight systems by consolidating real-time benefits with system mode-switches.

Table 6 Average PWM duty-cycle for Motor-3 (Bottom-Left Motor) across all autopilots.

<table>
<thead>
<tr>
<th>Roll-Left Experiment</th>
<th>Motor Percentage Duty-Cycle</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min</td>
</tr>
<tr>
<td>Vanilla:1000Hz</td>
<td>23.5%</td>
</tr>
<tr>
<td>RMS:1000Hz</td>
<td>30.7%</td>
</tr>
<tr>
<td>smartflight:10°</td>
<td>20.2%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pitch-Back Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Vanilla:1000Hz</td>
</tr>
<tr>
<td>RMS:1000Hz</td>
</tr>
<tr>
<td>smartflight:14°</td>
</tr>
</tbody>
</table>
5 Related Work

Bregu et al.’s work on reactive control for aerial drones [10] adapts task execution rates according to environmental triggers. Unlike smARTflight, reactive control does not ensure task timing predictability, and only allows for adaptation of the average control rate associated with the fast-loop. smARTflight instead ensures deterministic flight control operation with independent rate adaptations for all critical flight control tasks within the loop. Furthermore, smARTflight provides well-defined system modes, time bounds and rate transitioning semantics. Unlike reactive control, smARTflight does not impose any limitations on the tuning parameters of the PID controller but provides an additional threshold tuning handle to enhance responsiveness of the system to external environmental triggers.

Mixed Criticality Systems (MCS) [30] have gained special attention over the past decade with widespread applicability in the automotive and avionic domains. Flight controllers for aerial drones present a prime example of the coexistence of multiple functions with varying degrees of importance on resource-constrained embedded platforms. smARTflight’s criticality-aware adaptation model is influenced by research in the mixed-criticality domain [1].

Baruah et al.’s work on Adaptive Mixed Criticality (AMC) scheduling [27] allows tasks to adapt their execution time budgets across system modes. AMC makes use of Audsley’s priority assignment algorithm [20] as deadline monotonic priority assignment is shown to be sub-optimal for tasks with multiple execution time budgets [30]. By comparison, smARTflight adapts task execution rates rather than their budgets. This makes sense in the context of a flight management system, designed to operate in changeable environmental conditions. If environmental conditions affect the attitude of a drone at some changeable rate, then sensing and attitude control tasks must adjust their sampling and processing frequencies accordingly, if successful flight is to be achieved.

The original AMC model was later extended to also allow for changes in task rates [26] and task priorities [2, 28]. These works, however, rely on internal system triggers as opposed to external environmental factors. smARTflight exclusively relies on environmental dynamics to affect the system’s state. Crespo [16] and Pedro [21] conducted a detailed response time analysis for mode changes in uni-processor systems. We derive smARTflight’s unique mode transition protocol from a detailed study of the theoretical analysis presented in these works.

6 Conclusions & Future Work

This work presents smARTflight, a novel and principled timing predictable, rate-adaptive flight management system for multi-copter drones. smARTflight dynamically configures execution frequencies of sensor data processing and flight control tasks in response to external disturbances such as wind. The system extends existing flight controllers with criticality-aware real-time scheduling and enhanced environmental awareness, to improve overall flight performance and stability.

We define safety-critical task and system model semantics and identify conditions to trigger mode-switches between higher and lower criticality levels based on external factors. As a proof of concept, we identify critical and non-critical tasks within the popular Cleanflight flight controller and replace the traditional best-effort scheduling algorithm with smARTflight’s adaptive rate-monotonic policy. Empirical comparisons with Vanilla Cleanflight show significant improvements in flight accuracy and stability with lower response time latency and better energy usage. Our study therefore validates smARTflight’s capability to smartly manage available system resources, and quickly correct for transient attitude variations (e.g. due to wind disturbances) with lower power consumption.
Future work will investigate active power management strategies, to increase the flying range of multi-rotor drones. Our aim is to incorporate smARTflight into an autonomous flight management system for multicore flight controllers, using complementary OS components for reconfigurable missions. Advanced OS software components will empower smARTflight with driver and library support for 3D cameras and wireless communication devices, and object tracking and avoidance algorithms.
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