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—— Abstract

This report documents the outcomes of Dagstuhl Seminar 20021 “Spoken Language Interaction
with Virtual Agents and Robots (SLIVAR): Towards Effective and Ethical Interaction”. Held in
January 2020, the seminar brought together world experts on spoken language processing and
human-robot interaction. The aims of the seminar were not only to share knowledge and insights
across related fields, but also to cultivate a distinct SLIVAR research community. In this report,
we present an overview of the seminar program and its outcomes, abstracts from stimulus talks
given by prominent researchers, a summary of the ‘Show and Tell’ demonstrations held during
the seminar and open problem statements from participants.
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Motivation and aims

Recent times have seen growing interest in spoken language-based interaction between human
beings and so-called “intelligent” machines. Presaged by the release of Apple’s Siri in 2011,
speech-enabled devices — such as Amazon Echo, Google Home, and Apple HomePod — are
now becoming a familiar feature in people’s homes. Coming years are likely to see the
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appearance of more embodied social agents (such as robots), but, as yet, there is no clear
theoretical basis, nor even practical guidelines, for the optimal integration of spoken language
interaction with such entities.

One possible reason for this situation is that the spoken language processing (SLP) and
human-robot interaction (HRI) communities are fairly distinct, with only modest overlap.
This means that spoken language technologists are often working with arbitrary robots (or
limit themselves to conversational agents), and roboticists are typically using off-the-shelf
spoken language components without too much regard for their appropriateness. As a
consequence, an artefact’s visual, vocal, and behavioural affordances are often not aligned
(such as providing non-human robots with inappropriate human-like voices), and usability
suffers — the human-machine interface is not “habitable”.

These usability issues can only be resolved by the establishment of a meaningful dialogue
between the SLP and HRI communities. Both would benefit from a deeper understanding of
each other’s methodologies and research perspectives through an open and flexible discussion.
The aim of the seminar was thus to bring together a critical mass of researchers from the
SLP and HRI communities in order to (i) provide a timely opportunity to review the critical
open research questions, (ii) propose appropriate evaluation protocols for speech-based
human-robot interaction, (iii) investigate opportunities to collect and share relevant corpora,
and (iv) consider the ethical and societal issues associated with such machines.

Participants

A broad range of expertise was represented by the seminar participants, with a total of 38
attendees including industry experts, PhD students and academics from 14 different countries.
The research areas of this interdisciplinary group included SLP, robotics, virtual agents, HRI,
dialogue systems, natural language processing, as well as other intersections of SLIVAR.

Seminar overview

The seminar began with short presentations from all attendees, providing them an opportunity
to introduce themselves and their research, as well as share their insights on challenges and
opportunities in SLIVAR. The presentations were interwoven with four stimulus talks given
by leading experts in their respective fields. In light of these presentations, participants
formed discussion groups based on the clustering of related topics. The seminar’s schedule
was intentionally adaptable to allow for discussions to shift and new groups to form over the
course of the week. Alongside discussions, “Show and Tell” sessions were organised to provide
participants an opportunity to demonstrate their work and further stimulate discussion.

A non-exhaustive list of topics covered are outlined below along with a selection of the
questions discussed within groups.

Adaptability
How do you cope with the frontier between user adaptation and system adaptation?
Are there representations that better enable adaptivity to users?
Architecture
What are the desiderata for a spoken dialogue system-robot architecture?
Ethics
What can we do as scientists and engineers to create ethical agents?
Should a robot be able to pursue goals that you do not know?
Evaluation
How do we evaluate HRI systems effectively and efficiently?
What are the existing evaluation approaches for SLIVAR?
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Interaction
How do we bridge the gap between dialogue management and interaction management?
What kind of interaction modules are useful for dialogue and why?
Multimodality
What are the minimum representations units for different modalities?
What is the added value of multimodal features of spoken interaction in HRI?
Natural Language Understanding (NLU) Scalability
How should we approach large scale supervised learning for NLU?
Speech in Action
How can we create challenging interaction situations where speech performance is
coordinated to a partner’s action?
Usability
What are the use cases for SLIVAR systems?
What is the role of physical or virtual embodiment?

Seminar outcomes

The topics and questions outlined above facilitated a stimulating week of discussion and
interdisciplinary collaboration, from which several next steps were established. These include
participation in a number of workshops, special sessions and conferences, including but not
limited to:

SIGdial 2020 Special Session on Situated Dialogue with Virtual Agents and Robots !

HRI 2020 Second Workshop on Natural Language Generation for HRI 2

IJCAI 2020 ROBOTDIAL Workshop on Dialogue Models for HRI 3

29" JEEE International Conference on Robot & Human Interactive Communication *

Interspeech 2020 5

Research and position papers were also discussed, specifically focusing on the evaluation
and ethics of SLIVAR systems. For the former, suggestions included a survey of existing
evaluation approaches, a report paper on issues in SLIVAR and HRI evaluation, and investig-
ations into the automation of SLIVAR system objective evaluation. For the latter, next steps
included a survey of existing architectures for embedded ethical competence and a position
paper on ethical machine learning and artificial intelligence.

The final, and perhaps most valuable outcome of the seminar was the establishment of
a new SLIVAR community. There was a strong enthusiasm for the discussions during the
seminar to continue with a second SLIVAR meeting, as well as suggestions for growing the
community through the formal establishment of a special interest group. Overall, the seminar
provided a unique opportunity to create a foundation for collaborative research in SLIVAR,
which will no doubt have a positive impact on future work in this field.

https://www.sigdial.org/files/workshops/conference21/
https://hbuschme.github.io/nlg-hri-workshop-2020/
http://sap.ist.i.kyoto-u.ac.jp/ijcai2020/robotdial /
http://ro-man2020.unina.it/
http://www.interspeech2020.org/
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3 Overview of Stimulus Talks

3.1 Ethical Issues in SLIVAR
Laurence Devillers, (CNRS - Orsay, FR)
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The new uses of affective social robots, conversational virtual agents, and the so-called
“intelligent” systems, in fields as diverse as health, education or transport reflect a phase of
significant change in human-machine relations which should receive great attention.

What ethical issues arise from the development of spoken language Interaction with
Virtual Agents and Robots (SLIVAR)? Human-chatbot/robot interaction raises the crucial
issue of trust, especially for conversational agents who assist vulnerable people. Are nudging
machines (SDS) using affective computing and cognitive biases ethical?

The Dilemma of the researchers is on the one hand, to achieve the highest performance
with conversational virtual agents and robots (close to or even exceeds human capabilities)
but on the other hand, to demystify these systems by showing that they are “only machines”:
on the one hand, the designers of conversational agents seek for many to imitate, simulate the
dialogical behaviour of humans, on the other hand, users spontaneously anthropomorphise
the conversational agents” capacities and lend them human understanding. The Media
Equation [1] explains that people tend to respond to media/computer/robot as they would
either to another person by being polite, cooperative, attributing personality characteristics
such as aggressiveness, humor, expertise, and even gender depending on the cues they receive
from the media. So, an object “which seems to be in the pain”, as the robot Atlas of Boston
Dynamics, can inspire some empathy. Asking users not to project human traits on machines
is not enough, as some reactions may even appear in spite of this knowledge.

At LIMSI-CNRS, we build agents that can recognise, interpret, process and simulate hu-
man language and affect (even a kind of machine-humor). With the capacity of interpretation
of the emotional state of humans, a robot can adapt his behaviour and give an appropriate
response to these emotions. Naturally, it interacts differently with different individuals. The
planned scientific work in our chair HUMAAINE focuses on the detection of social emotions
in human voice, and on the study of audio and spoken language manipulations (nudges),
intended to induce changes in the behaviour of the human interlocutor. A nudge is an
indirect suggestion or subtle reminder intended to influence people’s behaviour (Richard
Thaler: Nobel Prize in Behavioural Economy, Nov 2017). A “nudge” is a tactic of subtly
modifying behaviour of a consumer. Nudging mainly operates through the affective system.
Nudges work by making use of our cognitive biases and « irrational » way in decision-making
our cognitive capacities are limited, we are lacking self-control, we act emotionally, we act by
conformity, we act by laziness, etc.

Nudging could be used in a near future in chatbots and social robots: to incentivise
purchase, to influence behaviour that may be and may not be desired by users. The first
results from an original pre-experiment, conducted by the proposed HUMAAINE Chair’s
team in June 2019 in partnership with an elementary school, shows that an Al machine
(Pepper robot or Google Home) is more efficient at nudging than adults. Our aim is to study
these interactions and relationships, in order to audit and measure the potential influence of
affective systems on humans, and finally to go towards a conception of “ethical systems by
design” and to propose evaluation measures.
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The question of liability arises for designers and trainers of virtual conversational agents.

There are several design factors that give rise to ethical problems:

1.

Specification problem: a complete specification of a virtual agent is impossible. Laws and
rules of conduct in society are formulated in natural language. It is illusory to believe
that a complete and precise formulation of natural language elements is possible in a
computer language (common sense, irony, culture...).

Learning bias: Some of the virtual agent models are trained from data selected by a
“coach” (human agent in charge of selecting them). The agent can be discriminating, not
fair if the data are badly chosen.

Learning without understanding: A virtual agent learns from data, but unlike a human
being, he does not understand the meaning of the sentences he generates or perceives.
Learning instability: Mistakes are inevitable when a learning system classifies data that

do not resemble, or falsely resemble, the data contained in the corpus used for learning.

The problem of system robustness is important.
Impossible to rigorously evaluate a virtual agent: Dialogue is inherently dynamic. It is
difficult to reproduce behaviour or results.

Confusion of status: The attribution of a name and a personality to the virtual agent.

Maintaining such confusion raises ethical issues. The risk is one of decision manipulation
(nudging), isolation, and machine addiction.

Trust in virtual conversational agents: Human-agent interaction raises the crucial issue of
trust, especially for conversational agents who help vulnerable people. They are currently
neither transparent nor evaluated.

Ii is important to consider the level of trust in a virtual agent, its capabilities and limits

and the capabilities and limits of the pair it forms with the user. Some ethical principles
have been proposed by the EU experts:

Beneficence: promoting well-being, preserving dignity, and sustaining the planet
Non-maleficence: privacy, security and “capability caution”

Autonomy: the power to decide

Justice: promoting prosperity and preserving solidarity

Transparency and Explicability: enabling the other principles through intelligibility and
accountability

For example, the objectives of the IEEE SA — P7008 WG which is a working group with

public and private partners are:

understanding human behaviour , nudging and manipulation of choice with spoken
dialogue system

understanding AI nudging applications with public and private partners,

discussing ethical solutions that guide people to do what’s in their best interest and
well-being,

proposing norms and standards for these ethical solutions.

Conversational virtual agents and robots using autonomous learning systems and affective

computing will change the game around ethics. We need to build long-term experimentation
to survey Human-Machine Co-evolution and to build ethics by design chatbots and robots.

References

1

Byron Reeves and Clifford Nass. The media equation: How people treat computers, televi-
sion, and new media like real people and places. Cambridge University Press, Cambridge,
U.K., 1996.
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3.2 Problems and Questions in SLIVAR
Tatsuya Kawahara (Kyoto University, JP)
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While smartphone assistants and smart speakers are prevailing and there are high expectations,
spoken language interaction with virtual agents and robots (SLIVAR) is not effectively
deployed. It is necessary to analysethe reasons and explore use cases. In this talk, first,
the dialogue tasks are categorised based on the service types and goals. Next, a variety of
social robots and virtual agents are compared according to the affordance. Then, component
technologies including ASR, TTS, SLU, dialogue management, and non-verbal processing
are reviewed with the focus on critical points for SLIVAR. Finally, evaluation and ethical
issues are addressed. Research Questions:

Why social robots/agents are not prevailing in society?

What kind of tasks are robots/agents expected to conduct?

What kind of robots/agents are suitable (for the task)?

Why spoken dialogue (speech input) is not working with robots?

What kind of other modalities and interactions are useful?

What kind of evaluations should be conducted?

A o

3.3 Grounded Language Acquisition for Robotics
Cynthia Matuszek (University of Maryland, Baltimore County, US)
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For this stimulus talk, Cynthia summarised her current research on grounded language
acquisition for human-robot interaction, which she defines as “extracting semantically mean-
ingful representations of human language by mapping those representations to the noisy,
unpredictable physical world in which robots operate” [1]. In absence of an abstract, see [2]
for her research related to the presentation and [3] for her overview of grounded language
acquisition, including future directions and challenges that remain.

References

1 Cynthia Matuszek. UMBC, Department of Computer Science and Electrical Engineering:
Cynthia Matuszek Bio. https://www.csee.umbc.edu/~cmat/index.html Accessed: 03-04-
2020.

2 Nisha Pillai, Cynthia Matuszek and Francis Ferraro. Deep Learning for Category-
Free Grounded Language Acquisition. In Proc. of the NAACL Combined Work-
shop on Spatial Language Understanding and Grounded Communication for Robotics,
NAACL-SpLU-RoboNLP, Minneapolis, MI, USA, June 2019. http://iral.cs.umbc.edu/
Pubs/PillaiNA ACLws2019.pdf

3 Cynthia Matuszek. Grounded Language Learning: Where Robotics and NLP Meet (early
career spotlight). In Proceedings of the 27th International Joint Conference on Artifi-
cial Intelligence, IJCAI, Stockholm, Sweden, July 2018. http://iral.cs.umbc.edu/Pubs/
MatuszekIJCAI2018_ earlycareer.pdf
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3.4 Socially Aware Virtual Interaction Partners
Catherine Pelachaud (Sorbonne University — Paris, FR)
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During an interaction, we adapt our behaviours on several levels: we align ourselves linguistic-
ally (vocabulary, syntax, level of formality), but also our behaviours (we respond to the smile
of our interlocutor, we imitate the posture, the gestural expressiveness...), our conversational
strategies (to be perceived more warm or competent), etc. This multi-level adaptation can
have several functions: reinforcing engagement in interaction, emphasising our relationship
with others, showing empathy, managing the impression we give to others.... The choice of
verbal and non-verbal behaviours and their temporal realisation are markers of adaptation.
Adaptation, which can take the form of mimicry, synchronisation, alignment, is an important
factor in interaction. Several researchers have worked on Embodied Conversational Agents
ECAs that can be adapted during an interaction that focuses on imitation, relationship
building, empathy [1, 2, 3].

We have conducted several studies to provide the ACA with the capacity for interaction.
First, we developed models for agents who were either speakers or interlocutors [4]. Today,
we are turning our attention to interaction itself; that is, we are interested in developing
agents capable of aligning their behaviours with those of their interlocutors, imitating them,
synchronising with them [5]. We are also working to give agents the ability to reason about
the expressions they display, to measure their potential impact on their interlocutors. Our
current models go beyond our first work on modelling the backchannels of interlocutors [6].
In this first approach, a set of rules specified when a backchannel could be triggered. Then
we focused our attention on the ability to equip the virtual agent with the ability to enter
into behavioural resonance with his interlocutors. We defined a dynamic coupling model to
modulate the level of synchronisation between the agent and his interlocutors [7]. The agent
is considered as a dynamic system in constant evolution in real time. The states representing
the agent’s behaviour can be modified and adapted to allow the emergence of synchronisation
between the interlocutors. We have conducted several studies to measure the impact of this
motor resonance capacity on the quality of interaction perceived by users. We first evaluated
this model between two virtual interactions [8]. We also applied it to the agent capable of
laughing and the user listening to funny music (generated according to Peter Schickele’s
PDQ Bach model) [9]. Virtual agents that are able to synchronise dynamically with other
agents or human users are perceived as being more socially involved in the interaction than
agents that only send backchannels but do not show any motor resonance.

Now, we focus on the ability to equip the virtual agent with the ability to adapt his
behaviour with his interlocutors. We have developed several models that address different
aspects of adaptation during an interaction. Over the past two years, we have developed an
architecture that allows an ACA to adapt to the non-verbal behaviours of the user during
an interaction. We conducted three studies on different levels of adaptation: conversational
strategy, nonverbal behaviours, multimodal signals. Each adaptation mechanism has been
implemented in the same architecture that includes multimodal analysis of user behaviour
using the Eyesweb platform [10], a dialogue manager (Flipper [11]), our virtual agent GRETA.
The architecture was adapted to each study. The same scenario was used for the three studies
carried out at the Musée des sciences de la Cité des sciences et de 'industrie de Paris. The
agent was used as a guide for an exhibition on video games at the Science Museum.
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Each of these three studies involved between 70 and 100 participants and followed a similar
protocol. Participants first completed a questionnaire based on the NARS questionnaire,
used in robotics, to measure their apriori about virtual agents, then interacted with the agent
and finally answered other questionnaires on their perception of the agent and interaction.
Several hypotheses have been validated, in particular with regard to the competent condition
(study 1) and the condition in which the agent adapted his smile to the user’s smile (study
3). Study 2 also highlighted the primacy of the warm dimension. In each of the studies,
the agent who adapted his or her behaviours to maximise the participants’ impression or
level of engagement was better perceived. The different coping mechanisms, whether in
conversational strategies, non-verbal behaviours or signals, have helped to improve the user
experience of the interaction.

References
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2 Lixing Huang, Louis-Philippe Morency, and Jonathan Gratch. Virtual rapport 2.0. In In-
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4 Show and Tell

A number of participants were able to share their work through two “Show and Tell” sessions
during the seminar. Participants provided videos of robots and virtual assistants in the lab,
previews of prototypes and works-in-progress, as well as live demonstrations. Below are some
examples of the work that was presented.

4.1 Android ERICA

Figure 1 The android “ERICA”.

Presenter: Tatsuya Kawahara (Kyoto University, JP)

Demonstration: ERICA is an android that can be engaged in human-level conversation
including attentive listening and job interview.

Further Information: http://www.sap.ist.i.kyoto-u.ac.jp/erato/index-e.html

4.2 Creating a Voice for the MiRo Biomimetic Robot

Presenter: Roger K. Moore (University of Sheffield, GB)

Demonstration: MiRo is the first commercial biomimetic robot to be based on a hardware
and software architecture that is modelled on the biological brain. In particular, MiRo’s
vocalisation system was designed, not using pre-recorded animal sounds, but based on the
implementation of a real-time parametric general-purpose mammalian vocal synthesiser
tailored to the specific physical characteristics of the robot. The novel outcome has been
the creation of an “appropriate” voice for MiRo that is perfectly aligned to the physical
and behavioural affordances of the robot, thereby avoiding the “uncanny valley” effect and
contributing strongly to the effectiveness of MiRo as an interactive agent.
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Figure 2 Seminar participants interacting with MiRo.
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4.3 Incremental Spoken Dialogue and the Platform for Situated
Intelligence

Retico and the Platform for Situated Intelligence with the
Anki Cozmo Robot
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Figure 3 Module architecture for voice-controlled navigation.
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Presenter: Casey Kennington (Boise State University, US)

Demonstration: Voice controlled navigation for the Anki Cozmo robot using multimodal,
incremental spoken dialogue processing with the Platform for Situated Intelligence and
ReTiCo frameworks. Cozmo was able to perform simple navigation commands.

Further Information: https://anki.com/en-us/cozmo.html
https://github.com/microsoft /psi

https://github.com/Uhlo/retico

4.4 Furhat — A Social Robot for Conversational Interaction

Figure 4 The various personas of Furhat.

Presenter: Gabriel Skantze (KTH Royal Institute of Technology — Stockholm, SE)
Demonstration: Furhat started as a research project at KTH and span off into the company
Furhat Robotics in 2014. Furhat is a hardware and software platform that allows researchers
and developers to build social robotics applications. Hardware-wise, Furhat has a back-
projected face that allows for changing the persona of the robot, as well as expressing subtle
facial expressions and accurate lip movement. Software-wise, Furhat provides a platform for
building multimodal conversational interactions with Furhat. Furhat is being used by many
research groups worldwide and by for real-world applications by companies such as Deutsche
Bahn (travel information), Merck (medical screening) and TNG (recruitment interviews).
Further Information: www.furhatrobotics.com
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4.5 VoxHead

Figure 5 VoxHead the humanoid robot.

Presenter: Michael C. Brady (American University of Central Asia, KG)
Demonstration: VoxHead is a humanoid robot, developed to be an “open access” research
tool for human-robot [speech] interaction. It is composed of 3D printed parts and off-the-shelf
components. The idea is that hobbyists and researchers can build these robots for a fraction
of the cost of commercial alternatives. Current work involves developing an operating system
for the robot that runs interactive dialogues written in “Fluidscript.” This scripting approach
is derived from the W3C standard of VoiceXML, and is similar to writing behaviours s for
today’s Amazon Alexa, except where video input and motor output are both incorporated to
specify multimodal interactions.

Further Information: www.fluidbase.com

5 Individual Contributions from Participants

There are several open problems related to SLIVAR still to explore. This section of the
report includes statements from attendees providing their perspective on challenges and
opportunities within the field.

5.1 Bridging the Habitability Gap
Bruce Balentine (Entreprise Integration Group — Zirich, CH)

License @@ Creative Commons BY 3.0 Unported license
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Basic design philosophy

Anthropomorphism introduces many challenges, among them ethical, uncanny valley, practical
implementation and user mind-reading problems. The anthropomorphic goal of “just like
human-to-human conversation” (point z in Figure 6) leads to the habitability gap via the
“death of a thousand cuts.” But what’s the alternative?
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Figure 6 Bridging the Habitability Gap.

Mechanomorphism

A mechanomorphic interface presents itself unabashedly as a machine. Such an entity has no
mind. It is emotionally agnostic and socially unaware. It is very skilled within its knowledge
and task domain, with affordances that convey stability, learnability and discoverability.
Mechanomorphism is achieved through the use of:

Designative meaning in use of language;

Repetition and reusability;

Multimodality (tones, visual display, touch and gesture);

Consistent use of mechanical UI devices (e.g. signposts); and,

Well-integrated discoverability features.

TaskSpeech (d) is mechanomorphic, and features such affordances. It is built on a smart,
half-duplex turn taking foundation. It evolves into (d;) and (dz) with full-duplex turn taking,
enhanced semantic capabilities and expanded self, user and environment modeling. I am
currently involved in a collaboration to develop a TaskSpeech proof-of-concept.

X-Morphism

An X-morphic interface has a mind, allowing (within limits) ostensive-inferential commu-
nication and recursive mind-reading skills, including “Theory-of-Mind.” But the system is
not conscious, sentient nor sapient, making it an “alien mind” — unlike but compatible with
human minds. Since we’ve never built an alien mind before, the X stands for experimental.
It is emotionally and socially aware, but not participative. As with mechanomorphism,
X-morphic interfaces are task-oriented (their job is to get work done), as measured by tradi-
tional HCI usability metrics. The realisation of X-morphism is semantic speech (f) featuring
all of the capabilities of TaskSpeech plus extensive negotiation skills, meta-knowledge and
meta-cognition, and extended world knowledge within specific domains. (f2) extends the
range of domains. Social speech (g) is semantic speech with full-blown emotional and social
competencies.
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My roadmap

My trajectory across the habitability gap is: (d) a couple of years, to (f) a decade, to (g)
unknown.

5.2 Ubiquity of Computing and SLIVAR
Timo Baumann (Universitit Hamburg, DE)
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Human-computer spoken language interaction has come a long way, and audio-only, task-only
virtual agents are carried around by many people on their phones. While some level of
functionality for such interactions can now be achieved (as measured by “task success”),
interactions with today’s agents are still far from the natural ideal. This is all the more
true for spoken language interaction with robots which fight not only the interdisciplinary
issues and additional technical complexity involved but also the the unnaturalness of either
modality involved and amplified by the combination of these imperfect modalities.

At the same time, computing has become ubiquitous, and cloud-based computing enables
us to access our data from an ever growing multitude of devices, from TV and smart speaker
via laptop and tablet to smartphones and connected earphones. The advent of 5G networks
will help to virtualise even more computation into the cloud while keeping latencies low
enough to not be a nuisance in spoken interaction (and robotics). Internet of Things sensors
will provide access to all sorts of sensory data. Thus, ubiquitous computing also has the
potential to radically improve and change the way that we interact with machines.

These changes come with numerous challenges and opportunities, some of which I try to
summarise below:

1. While moving through an ubiquitous computing environment, e.g., leaving the breakfast
table, walking down the stairs and to your car, an agent’s realisation should move along
and seamlessly transition between devices and modalities, from a possibly embodied agent
at the kitchen table to your phone and then your car (or bicycle). The handover poses
interesting technical challenges but the more interesting ones are those of availability of
modalities (e.g. think twice before reading out e-mails on the subway).

2. Future systems will want to manage and exploit the wealth of data that they acquire
about their users from all the modalities and sensors involved. Critical questions here are
the users awareness of when she is being observed by the system and how this makes her
feel (e.g., does the system observe conversations the user is having with other people?).

3. With the opportunities growing both in system performance and availability, the model
of “natural conversation” will limit human-computer interaction. There is no need for a
human to be polite to a system, to not interrupt it. Likewise, a system can blend speech,
song, signalling noises, etc. in ways that a human never could. It will be interesting to
see what forms of “supernatural” sociolect evolve for talking to machines.

4. Human-human interaction, society and culture is easily influenced. Thus, the means of
interaction, the assumptions and rules that we design for our future spoken language
interaction systems will feed back into human-human language, and from there into society.
Already, kids (falsely) ascribe all sorts of properties to Alexa; likewise, female-sounding
voices of spoken language systems influence the role model for real(!) females. This
influence thus will not only yield an exciting field for research but more importantly
requires ethical, societal and cultural far-sightedness from each developer and researcher
of spoken language interaction systems.
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5.3 SLIVAR Needs Models of Interactional Intelligence
Hendrik Buschmeier (Universitat Bielefeld, DE)
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Language use is successful when we understand the interaction partner and are able to
make ourselves understood. Problems in understanding are a major source of frustration
in spoken language interaction with virtual agents and robots (SLIVAR), because artificial
conversational agents, even in restricted domains, are usually not always able to understand
what a human user means — unless users restrict themselves to a specific way of expressing
their intention. Although such approaches may work in principle, SLIVAR in this way may
feel unnatural and non-spontaneous to users and makes exploration of what a conversational
agent can do for the user — discoverability is a general usability-problem in speech-based
interfaces — difficult. Both aspects may contribute to the limited acceptance of SLIVAR.

Problems in understanding (non-understanding, partial understanding and misunder-
standing) are, however, not limited to SLIVAR. They are prevalent in human communication
as well — to an extent that it is argued that “language use is inherently problematic” and
that “miscommunication is not a failure but part and parcel of the act of communication”
[4, p. 765]. Humans can, however, deal with these problems and repair them interactively
through communication.

This insight could be an opportunity for future research on SLIVAR. When problems in
understanding the user arise, artificial conversational agents should not give up, but actively
try to “come to an understanding” [4, p. 769] with the user by interactively working with
the them to make themselves better understood. The ability of human interactive language
use is, according to Levinson [3], based on the human interaction engine, which provides us
with interactional intelligence.

In this statement, I want to argue, that artificial conversational agents should be endowed
with computational models of interactional intelligence, which would allow them to inter-
actively come to an understanding with their interaction partners — in both the speaking
and listening roles — and will thus likely be “better” communicators. In previous work,
we have computationally modelled a simple form of interactional intelligence based on the
dialogue phenomenon of multimodal communicative feedback [1] and could show that an
agent equipped with this model communicates more efficiently and that humans rated it
more helpful in resolving their understanding difficulties [2].
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5.4 The Role of Social/Moral Norms in SLIVAR
Nigel Crook (Ozford Brookes University, GB)
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We must go beyond simply identifying the ethical issues that arise from spoken language

interaction with virtual agents if we are to make those interactions more habitable. In my

view, an agent’s (artificial or human) ability to recognise and observe the moral and social
norms that surround spoken interaction goes to the heart of what facilitates habitability.

This is because these norms embed some core expectations that people have about their

interactions with other agents, guiding what it is morally and socially acceptable to say and

do and what is not. For example, in human spoken interaction the relative “status” (for
want of a better word) of those engaging in dialogue (adult — adult, adult — child, boss —
employee, friend — friend, stranger — stranger, salesperson — customer, etc) will strongly
influence both what is said and the manner in which it is spoken. The spatial/physical
context of the interaction can also set expectations on what verbal interactions are morally
and socially acceptable (a conversation in a child’s bedroom, or in a class room, in the office,
or at home, etc). More significantly, the cultural context (regional, generational etc) in which
the interaction occurs will set the moral and social expectations of the human participants
and determine the habitability of that interaction for them. The moment moral or social
norms are violated in a spoken interaction, the less habitable that interaction becomes.

Here are some key questions/tasks that I think we need to address here:

1. Identify the role of social/moral norms in spoken language interaction with virtual agents
and understand their impact on “habitability”.

This is very challenging as many of these social/moral norms are not directly articulated.
They are often acquired by learning through interaction.

2. How can this impact be measured?

I’'m not sure there is a metric here — but it may be possible to evaluate how comfortable
people are with certain spoken interactions.

3. Explore how virtual agents and robots can be equipped with sufficient social/moral
competence to facilitate habitability?

Some work has already been done on this — “top-down” (i.e. rule based) and “bottom-up”
(machine learning based) approaches are presented in the literature.

4. Determine the functional aspect of these systems that embody/reveal this social/moral
competence to users (e.g. choice of vocabulary, tone of voice, posture, bodily gestures)
Again, difficult to determine how these functional aspects can meet the social/moral
expectations of human conversational partners.

5. Accommodating regional/cultural variations in the social/moral norms exhibited through
spoken language interaction
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It is clear that social/moral norms do not cross cultural boundaries very well. But there
are questions here about how these are to be accommodated so that an Al agent can
operate in multiple cultural contexts without limiting habitability.

5.5 Human-robot Interactions and Affecting Computing: The Ethical
Implications

Laurence Devillers, (CNRS — Orsay, FR)
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Social and emotional robotics wants to create companion robots, which are supposed to
provide us for example with therapeutic assistance or even monitoring assistance. So, it is
necessary to learn how to use these new tools without fear and to understand their usefulness.
We need to demystify the artificial intelligence, elaborate ethical rules and put the values of
the human being back at the center of the design of these robotic systems. Affective robots
and chatbots bring a new dimension to interaction and could become a mean of influencing
individuals.

Since the early studies of human behaviour , emotion has attracted the interest of research-
ers in many disciplines of neuroscience and psychology. Recent advances in neuroscience are
highlighting connections between emotion, social functioning, and decision making that have
the potential to revolutionise our understanding of the role of affect. Cognitive neuroscience
has provided us with new keys to understanding human